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## Preface

Progress in phonology, like other disciplines, grows out of debate. Every journal article, every conference paper, every book chapter, every book on phonology, can be seen as a contribution to one or more discussions on some theoretical topic. New data are stought to sharpen theoretical claims and new theories are proposed to accommodate previously undescribed data. Already familiar data paradigms are frequently appealed to in arguing that some new theory fares better than its competitors in the description of various phenomena.

Arguably, the synchronic study of phonology is currently celebrating its first cen tenary: Ferdinand de Saussure was teaching his Cours de linyuistipue générnle up to his death in 1913 (it was published posthumously in 1916). One hundred years of debates have yielded many insights into the sound structure of human language. We now know much more about a whole range of specific phonological phenomena, including topics such as vowel harmony, the typology of word stress systems, and the structure of affricate sounds. We know more about how sound systems interact with morphologital and syntactic systems, and about the importance of taking factors like variation and frequency into account in the study of phonology. Phonologists have not developed a theory which completely captures each of those phenomena (let alone one which captures every aspect of all of thera in a uniform way). Butat least we have a much better picture of some of the properties which a successful theory of phonology should have.

Alongside external and universal challenges, such as university adninistrators who do not see the importance of something as esoteric as the study of sound systems, we can identify at least two internal dangers which challenge our field.

The first is that naany debates are abandoned at some point, and then furgotten, with the issues involved sometimes being rediscovered much later, without the earlier research necessarily being known to the new generation of researchers. The reasons for this are often perfectly understandable, and there is probably no way to avoid this state of affairs completely. After lengthy discussions in the literature on, say, the relationsh ip between continuancy and place of articulation, apparently involving arguments for and against almost every logically possible view on the issue, the topic may seem to be intractable, and scholars may tire of it and move on to new topics of debate. Thus we may avoid unfruitful attempts to solve problems for which we just do not have the right tools at that particular moment.

However, these discussions will frequently have led to at least partial agreement on important properties of the phenomenon at hand, even if only that the phenonenon is extremely conıplicated: just positing, for instance, some feature-geontetric structure in which continuancy and place of articulation are in an unambiguous universal relation to each other will encounter many problems that help us better understand the phenomenon, even if they do not lead to a generally accepted solution. However, by abandoning the debate on the topic, we run the risk of losing that knowledge. The danger is that new generations will have to rediscover the subtleties of the phenomenon when the topic is taken up again.

The second danger is over-specialization. Saussure was an all-round linguist, with a deep understanding of much of (Western) linguistics as it was known at the time. Today there are very few, if any, people who can make such a claim. Scholars with a thorough understanding of phonology nay have some knowledge of neighboring disciplines such as morphology or phonetics, but usually not even of both of those. There are many more phonology talks given every year at specialized phonology conferences than there are phonology talks at general linguistics conferences. And even within the field itself there are fairly wellestablished dividing lines: an expert on intonation is unlikely to be completely up to date on the literature on coronals; somebody who studies the Ianıbic-Trochaic Law may skip the talks on sign language phonology in the local phonology workshop; somebody who works on stress may have little knowledge of segmental phonology. This means that crucial insights within one sub-discipline of phonology are becoming less and less accessible to phonologists working within other sub-disciplines.

The Blackuell Companion to Plonology does not have the ambition to offer solutions to these problems; indeed, they are probably unavoidable. Yet a tool such as this allows us to document at least some of the many insights into human language that phonologists have gathered in the past decades, and also to give an overview of what at present seent to be the najor issues that those interested in sound structure are thinking and arguing about.

The Companion is in essence an encyclopedia of case studies. Each chapter addresses some topic which has been debated in one way or another in the history of our field. Authors were invited to concentrate primarily on the empirical arguments that have been put forward by the various sides in such debates. Because of this concentration on case studies, there are many topics we have ignored. For instance, there is a chapter on coronals, but not one on labials, simply because there has been much more discussion in the phonological literature on the internal structure and the behavior of coronal sounds than on their labial counterparts. Similarly, there is a chapter on palatalization, but not one on labialization, again because the former has been discussed broadly in the phonology literature while the latter has not.

Some chapters have turned out more like the case studies we originally had in mind than others. Inevitably, some chapters had to be organized differently, for instance those concentrating more on a specific theoretical device (such as constraint conjunction or rule ordering) than on some empirical phenonemon. However, even the authors of these chapters were asked to provide some discussion of the data which led scholars to develop such theoretical concepts in the first place.

We are, of course, conscious of the fact that the reader will find that many possible topics are missing from the Companion, including sonve hotly debated ones

- the 124 case studies included could easily have been doubled in number. There are various reasons for this, perhaps most importantly the need to keep an already substantial enterprise within reasonable bounds, so that many topics which had a good claim to be included had to be discarded. Sometimes, too, chapters have taken a rather different direction from that originally anticipated - in such cases the editors generally felt that including such chapters was preferable to :mposing an over-rigid framework into which the authors would have to fit their material. It may, however, prove possible to add further topics to the online version of the Companion (www.companiontophonology.conı), which will provide features not available in the print version, and which is anticipated to grow in the next few years.

In spite of this, a great deal of ground is covered in this first print edition. Phonology as a discipline is theoretically and methodologically in a period of great change, making it a very exciting time to be a phonologist. We find scholars constructing formal theories working alongside otluers who apply statistical methods adopted from the social and computational sciences, while those who prefer to test ideas with the use of experimental techniques may be working alongside those who collect their data in the field.

This diversity is reflected in the group of authors. Altogether, almost 150 phonologists have been involved in the production of this reference work - a significant sample of the population of phonologists. The insights of many major frameworks of the beginning of the twenty-first century, such as Articulatory Phonology, Evolutionary Phonology, Government Phonology, Laboratory Phonology, and Optinality Theory, are presented in various chapters, and in some cases compared explicitly. Where appropriate, authors were also invited to end their chapters by presenting their own views on the topic under discussion, and sometimes their own analyses of particular phenomena, and many have done so. As wrell as being a collection of case studies, then, the Companion can also be read as an overview of theoretical positions within phonology at the begirming of the twenty-first century.

As already noted, the Companion to Phonology comes in two different shapes. One is a traditional print edition. The other is an electronic edition, published online, and convenient for searching and downloading individual papers. The chapters in the print edition are organized thentatically into five volumes of nore or less equal size.

The first volume opens with a number of chapters on general phonological topics, for exanıple markedness and learnability, which will be of wide general interest to those working in the field. The bulk of this volume is devoted to chapters on topics in segmental phonology, and includes studies of individual classes of sounds, such ais the chapters on clicks and fricatives, as well as more general discussions on the organization and structure of speech sounds (for example the chapter on distinctive features).

The chapters in Volume II contain discussion of topics in suprasegmental phonology as well as prosedy (which, at least on some views, amount to the same thing). The division between Volumes I and II - and indeed the organization of the volumes in general - has not always been straightforward, as there are so many intersecting parameters involved; the chapter on geminates has been included in the volume dealing with suprasegmental phonology, although, as noted in the chapter, consonantal length is considered by some to be a segmental property.

Volume III deals with phonolog tal processes. Again, many of these chapters could have found a home in Volume I or II, as the processes considered in them typically involve segmental or suprasegnental phonology.

The chapters in Volume IV are concerned with interfaces with other branches of linguistics, for example morplusyntax or phonetics, and also with topics which some might consider to be at least partly extralinguistic (such as frequency or variability).

Volume $\mathbf{V}$ contains language-specific issues, concentrating in particular on the discussion of processes and phenomena in individual languages or language families which have played a major role in general phonological discussion and the development of theories and analyses with a wider soope than the particular phenom ena dealt with here. Chapters have been included on topics such as vowel harmony in Hungarian and Turkish and flapping in English, but in this volume, in particular, there were many more potential topics than could in the end be included.

The division into volumes is thus to some extent arbitrary. However, we do not anticipate that readers will make use of the material in the Companion on a volume-by-volume basis, but rather as a complete reference work. To this end, every chapter contains a substantial number of cross-references to other chapters in the fiive volumes dealing with related topics.

We have been working on The Blackwell Companion to Phonology for roughly five years. During this period we have been heartened by the enthusiasm with which many of our colleagues have reacted to the plans for the project, both those who have contributed chapters and those who were not able to take part in the project for one reason or another. It appears that the phonological community at large believes that a reference work of this size will be valuable for progress in the field. We believe that the Companion shows how healthy and lively the field of phonology currently is. A great deal of knowledge has been accumulated, and many insights have been gained. Vast numbers of questions are still unanswered; the debate goes on.

That an enterprise of this magnitude has come to fruition in a comparatively short period of time is primarily due to the help of a great number of people, primarily, of course, the authors of the 124 chapters, nearly all of whom also acted as reviewers of other contributions to the Companion. We thank them all for their willingness to participate in the project, even when confronted with impossible deadlines for submitting chapters, writing reviews, and resporeting to editorial queries. We are very happy that April McMahon is one of those authors; it was April who, as prospective editor-in-chief, first developed the plans for this Companion in conjunction with the publishers, and set up the rest of the editorial tearin - unfortuluately her many administrative obligations meant that she had to withdraw from editing the project at a fairly early stage.

We are extremely grateful to Tessa Obbens, who took on the task of editing and making uniform the large number of references (over 10,000) in the 124 chapters.

We also would like to thank Martin Everaert and Henk van Riemsdijk, who are general editors of the series of Blackwell Compantions to Linguistics, of which The Blackevell Companion to Phonology is the second, and who also edited The Blackwell Companion to Syntax. We have benefited from their helpful comments.

We are grateful to everyone at Wiley-Blackwell for their support and patience, in partictilar the commissioning editor, Danielle Descoteaux, who took over the
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project from her predecessor, Ada Brunstein, before the editorial team was complete, and has been an invaluable source of enthusiastic support ever since. Barbara Duke, production editor in Oxford, has nanaged to keep us on the straight and narrow even when we fell so far behind schedule that final deadlines threatened to be missed. The project managers, initially Louise Spencely and thereafter Janey Fisher, together with their large team of copyeditors and proofreaders, have been of invaluable help in preparing these volumes, and in guiding us through some of the more esoteric conventions of the publishing world. We thank them for their unfailing good humor and efficiency in the face of our persistent questions, and hope that they will be pleased with the final result.
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# 1 Underlying Representations 

Jennifer Cole José Ignacio Hualde

Language is acquired and experienced primarily through the medium of speech or the inanually signed signal. A primary goal of phonology, restricted here to the context of spoken language, is to discover the elements that serve as the building blocks of speech. Considering that languages differ in their spoken fornes, two further questions for an understanding of phonology concern the relations between the sound elements that give shape to the phonological system of an individual language, and the constraints that determine how these sound elements may pattern in the formation of words and phrases in that language.

Over many centuries of scholarship and across continents, linguists have pursued answers to these questions for the practical purpose of provicting a straightforward orthography for particular languages (see Pike 1947), explicating a method for describing the phonological component of individual languages, or for the scientific purpose of identifying the mental encoding of phonological form in the minds of the native speaker/hearer. Differences in the relative priority accorded to practical and scientific purposes have resulted in differences in the principles and methods of competing schools of phonology. But all approaches, from the work of the Sanskrit scholar Patanjali in the second century bce to the theories that emerged during the heyday of European and Ainerican phonology in the twentieth century, presume that the basic elements of spoken language ar'e at some level of abstraction from the physical form of speech as experienced by the speaker /hearer. The representation of words in terms of abstract elements is posited as a basic or underlying representation (UR) in nearly every phonological theory to the present day. Theories differ in the status of the UR (as an artifact of descriptive analysis, or part of the cognitive system of language), its relation to morphological form and phonetics, and whether it may encode morphosyntactic context, refecting differences among theories in the kinds of data considered as primary evidence for phonological form. Different proposals for UR also reflect differences in the srope of the proposed theory, e.g. in mnodeling diachronic or syncluronic phenomena, dialectal or style-dependent variation, corpus data, speaker intuitions, child productions, or instances of the intentional, creative manipulation of phonology in poetry or language games.

## 1 Underlying representations in phonemic theories

Phonological theories of the late nineteenth and early twentieth century take the phoneme as the basic element of phonological analysis (see ciafter il: tide phoneme). Jan Niecislaw Baudouin de Courtenay and his student Mikołaj Kruszewski of the Kazan school (established in the mid-1870s) introduced the phonemte as a mental construct encoding the "image" of a sound as it is perceived and recognized, and as the abstract units with which phonological alternations may be characterized (Baudouin de Courtenay 1871). The notion of the phoneme as an abstraction from the acoustic and articulatory manifestation of speech was also expressed in the contemporaneous work of Ferdinand de Saussure, published posthumously in 1916, and recognized as the origin of structuralist linguistic analysis. De Saussure's "sound images," corresponding to what other scholars would term "phonemes" (Anderson 1985: 38-40), were characterized in terms of the properties that distinguish between the abstract sound units. And while Baudouin de Courtenay's view evolved to assign psychological reality to the phoneme as a unit of representation, de Saussure did not share this attribution, emphasizing instead the importance of the rules that relate sound representations (Anderson 1985: 53, 68). Despite de Saussure's rejection of the phoneme as constituting a distinct level of representation - an underlying form - his work profoundly inf.uenced a later generation of scholars who focused intensely on the question of phonemes as units of representation, notably in the work of Trubetzkoy (1939) and Takobson (1949) of the Prague School and of American structuralist linguists such as Bloomfield (1933) and Harris $(1944,1960)$.

Both the Prague School and American structuralism adopted de Saussure's view of phonemes as being characterized in terms of a system of contrast (see chafter 2: contrast). The Prague School notion was that phonemes are eleınents that are related to one another in a system of oppositions that define lexical contrast. Similarly, Jones (1967: 10) defines the phoneme as "a family of sounds in a given language which are related in character and are used in such a way that no one member ever occurs in a word in the same phonetic context as any other member," and explains that what phonemes do "is to distinguish words from one another" (1967: 265). The American structuralists held a similar notion, and focused on the method for deternining the phonemic representation of words based on observations of phonetic form.

In a first sense, any representation of the utterances of a language in terms of contrasting phonemes can be construed as providing an underlying representation of those utterances. Thus, the form 'fonim, which we find in Kenyon and Knott's (1953) Pronouncing dictionary of American English for what is conventionally written phoneme, is to be taken as the representation that underlies the infinitely diverse actual and potential productions of this word by native speakers of American English. This UR is in terms of the contrasting segment-sized units of the language.

An important claino behind phonemic theories, by and large borne out by everyday experience, is that, given an adequate phonemic representation, a native speaker of the language will know how to pronounce a previously unknown word accurately, in all phonetic detail. That is, a native speaker of American English who encounters, say, the word phoneme for the first tine in an English text will know
how to pronounce it accurately upon consulting Kenyon and Knott's dictionary. Words containing the same sequence of phonemes cannot differ in any detail of their pronunciation. If they do, that would indicate that they have been incorrectly transcribed as having identical underlying phonentic representations. In the case of a language whose conventional orthography follow's the phonemic principle to a greater extent than English, such as Spanish, it is not unusual for very small children to convincingly read the new'spaper aloud even though a great percentage of the words that they are reading may be unknown to them (so that, in fact, they may not understand much of what they are reading).

A first hypothesis of the theory of phonemic transcription is thus that all utterances in a language can be analyzed as combinations of a small set of phonemes (consonants, vowels, and prosodic phonemes). Often there is an important additional hypothesis that there is a universal set of sounds annong which each actual language chooses its set of contrasting phonemnes. The International Phonetic Alphabet (IIPA) represents an explicit proposal about the nature of this universal set. As stated in the Handbook of the International Phonctic Associntion (IPA 1999), " $[t]$ he IPA is intended to be a set of symbols to represent all the possible sounds of the world's languages [...]. The sounds that are represented by the syınbols are primarily those thrat serve to distinguish one word from another in a language" (IPA 1999: 159).

Everyday experience shows that, on the other hand, there is universal phonetics. To give a trivial example, one of the authors of this chapter is a native speaker of American English and the other one is a native speaker of Spanish who learned English in adulthood. Both authors have a good understanding of what sounds the symbols of the IPA are intended to represent. Chances are that both authors' renditions of a given word in American English, say, 'fonim, would be identified as the same sequence of phonemes, that is, as the word that is normally written phoncme. One of them, however, would be perceived as having been produced with a foreign accent (i.e. with non-native phonetics).

The innplicit hypothesis of phonemic transcription, e.g. as reflected in Kenyon and Knott, is, ther, that speakers' knowledge of the sounds of their language can be characterized as (a) knowledge of the phonemes and sequences of phoneines of their language (drawn form a larger potential set of contrastive sounds, as expressed in the IPA), and (b) knowledge of how to articulate those phonemes in the different phonological environments in which they can be found. Importantly, phonetic detail can be abstracted away from individual lexical entries. Given a UR consisting of a string of phonemes, a native speaker will know how to pronounce it in all contexts.

## 2 Indeterminacy in phonemic representations

Experience has shown that establishing the phonemic inventory of a language is for the most part a straightforward natter, but also that in any language there usually remain a few cases of unclear or ambiguous phonemicization (cf: for instance, Hualde 2004). Difficulties often arise in situations where the mapping between allophones and phonemes is not one-to-one (i.e. the bi-uniqueness condition of Harris 1944, 1951 breaks down). Some of the commonly attested types of problems for phonemicization are discussed in this section.

### 2.1 English flaps as "fuzzy" phonemes

Indeterminacy in phonemic analysis arises when a single surface segment can be analyzed as deriving from a sequence of two phonemes and when segmentation as one or two phonemes is unclear. There are well-known examples of this sort in English, such as the case of the rhotacized vowel that occurs in words like bird - is it an independent phoneme or a sequence of vowel followed by /r/? A similar question occurs for the velar nasal - is it an independent phoneme with defective distribution (banned from syllable-initial position) or the phoneme sequence /ng/? Another notorious problem for segmentation is posed by the tense, diphthongizing vowels, variously transcribed with one or two symbols by different authors. A distinct kind of problem for phonemicization concerns the treatment of schwa should it be analyzed as an allophone of $/ \mathrm{s} /$ (a phonetically sinnilar vowel) that occurs in unstressed syllables? Or, in cases where there is a morphologically related word in which stress occurs on a different syllable (e.g. 'tel[z]phone, te'l[ E$] \mathrm{phony}$ ), should the phonemicization of schwa depend on the value of the corresponding vowel in the related word? We will come back to this topic.

A different issue for phonemic analysis is that of the status of the flap [r] in American English (see also chal'ter i13: flalping in amierican english). Replacing [ r ] with $\left[\mathrm{t}^{\mathrm{h}}\right.$ ] in better, but again, or positive does not result in a difference in lexical meaning, so by an analysis based on the test of lexical contrast, [r] should be an allophone of /t/. But under Harris's (1951) criterion of the native speaker's judgment, the f.ap may qualify as a phoneme, since native speakers are aware that these are two different sounds (as reflected, for instance, in inforinal spellings such as geddout of here, forgreddabouddit, etc.).' The perceived difference may be associated with formality or personal choice (in better, positive), or with phrasing (in but agnin). If we consider the phoneme as a sound category, then the flap in American English appears to be an example of a "fuzzy" or quasi-phoneme that shares some but not all of the properties of more robust phonemes (see tanda 1999 and Hall 2009 for related discussion). This view treats phonemicization as being akin to other categorization phenomena (Taylor 2006), and may allow for more complexity in the relationships among linguistic sounds than that implied in any of the twentieth-century phonemic theories.

### 2.2 Neutralization

### 2.2.1 English obstruent sequences

As noted, phoneınic theory invokes lexical contrast as a priınary criterion for establishing the phonemic status of a sound relative to other sounds in the language. Problems for this approach arise when contrast relations between two or more sounds are not consistent throughout the language. For instance, in many languages, two or more sounds that contrast in some positions in a syllable or word fail to contrast in others. This phenomenon is known as the neutralization of contrast, and its resolution in phonemic analysis has led to increased abstraction in URs in several theories.

Consider the case of obstruent voicing in English. In Enylish, coda sequences of obstruents always agree in voicing. Thus we observe obstruent voicing agreement

[^0]in words like act and tasks, while the corresponding disagreeing tautosyllabic sequences are unattested,*/-kd/,*/-zks/, etc. In a simple phonemic analysis (i.e. one that expresses only phonemes and allophones and a direct mapping between the two), the absence of clusters with disagreeing voicing results in a pattern of defective distribution of obstruents: unly voiced obstruents uccur adjacent to a tautosyllabic voiced obstruent, with a parallel restriction for voiceless obstruents. The defective distribution does not, in this simple phonemic analysis, have any implications for URs, nor is it explicitly treated in the phonemic analysis.

Prague School phonology, on the other hand, offers an explicit model of neutralization by positing an archiphoneme in the plonological representation (the UR) in contexts of neutralization. An archiphoneme is a unit that represents the common features of phonemes whose contrastive property is neutralized in specific contexts. The archiphoneme appears in only those contexts of neutralization, substituting as it were for any one of the specific phonemes it covers. In the English example under discussion here, in a sequence of obstruents in the syllable coda, archiphoremes unspecified for voicing (represented by capital letters) replace any occurrence of an obstruent phoneme after another obstruent. In English we would thus have representations such as desks /dzsGZ/, texts /t $\varepsilon k Z D Z /$, adze, ads, adds /ædZ/, etc., where the surface voice properties of the archiphoneme are predictable from the preceding context. The inclusion of archiphonemes renders URs somewhat more abstract than a simple phonemic representation, and anticipates future developments advocating abstractness of URs. But before leaving this exainple, notice that since the neutralization of obstruent voic ing nay affect consonants across morpheme boundaries in coda clusters, as in texts, ads, and adds, it leads to alternations in the shape of suffixes including the regular plural nominal suffix and the 3 rd person verbal agreement, a topic to which we will return in $\S 3$.

### 2.2.2 Japanese sibilants

The treatnent of neutralization in phonemic theory has further implications for the abstractness of URs, illustrated here in an example from lapanese. In Japanese [s] and [ $\int$ ] appear to be in phonemic contrast in all contexts except before /i/, where only [ $\delta$ ] is found, and before /e/, where only /s/is found, excluding recent borrowings. Thus Tapanese presents another case of the defective distribution of phonemes due to the neutralization of contrast in specific contexts. In a Prague School analysis the archiphoneme /S/ would replace the two phonemes /s/ and / $/$ / before a front vowel, where the contrast is neutralized.

There is another possible solution to phonemicization in cases of defective distribution such as the Japanese example, which does not involve archiphonemes. The solution allows the specification in UR of abstract phonemes that fail to map to surface allophones. ${ }^{2}$ We refer to this here as the Abstre.ct Phonemic analysis. For the lapanese case, an Abstract Phonemic analysis pusits the phoneme $/ \mathrm{s} /$, relegating [ $\int$ ] to the status of an allophone: /s/maps onto the allophone [f] in surface realization when it precedes phonemic /i/ and also before the glide /j/, a kind of "ghost" phoneme that serves to condition the palatal sibilant and is simultaneously absorbed into that consonant (see Table 1.1). In fact, there is a romanizatiun of lapanese that assumes this second phonemicization, and this is essentially the representation that we also find in the native kana orthography.

[^1]Table 1.1 Phonemicization of Japanese surface allophones [sf] in three phonemic analyses. Representations in parentheses are excluded from the set of possible URs

| Surface allophones |  | Simple phone mic |  | Progue School |  | Abstruct phomemic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | phonem | s: /s J/ | phon archip | $\begin{aligned} & \text { mes: /s / / } \\ & \text { noneme: /S/ } \end{aligned}$ | phon | mes: /s/ |
|  | [ 5 a] | /sa/ | /5a/ | /sa/ | / $\mathrm{sa} /$ | /sa/ | /sja/ |
| [se] | - | /se/ | (*/Se/) | /Se/ | (\%/se $\mathrm{fi} /$ ) | /se/ | ( ${ }^{(1 / s j e /)}$ |
|  | [Si] | (*/si/) | /Ji/ | /Si/ | (*/si Ji/) | /si/ | (*/s,ji/) |
| [so] | [ 50$]$ | /so/ | /50/ | /so/ | /Sol | /so/ | /sjo/ |
| [siu] | [ $\mathrm{um}^{\text {] }}$ | /sur/ | /fum/ | /siu/ | /Sul/ | /siu/ | /sjut/ |

### 2.3 Basque palatal sonorants and the question of the "free ride"

A similar situation arises in Basque. In some Basque dialects $/ 1 /$ and $/ n /$ historically became [ $K$ ] and [ n ], respectively, when preceded by /i/, syllabic or nonsyllabic, and followed by another vowel; e.g. [mutila] > [mutika] 'the boy', [mina] $>$ [mina] 'the pain'. When the trigger was a glide, it was absorbed: [sajna] > [saja] 'the vein'. Since, in the relevant varieties, $/ \mathrm{l} /$ and $/ \pi /$ were not palatalized in the coda, this has resulted in numerous alternations in morpheme-final position: [mutil] 'boy', [mutiKa] 'the boy'; [ın m] 'pain', [mifa] 'the pain'; [sajl] 'difficult', [saKa] 'the difficult one'; [sajn] 'vein', [saıa] 'the vein' (in other dialects we find palatalization also in the coda). In a phonemic analysis with ordered rules, th is mapping between phonemic and allophonic representation could be handled by the fullowing ordered rules (glides are allophones of the high vowels and another rule would account for their distribution; see CHAPTER 19: GLIDBS): ${ }^{3}$

## (1) Basque palatalization

```
Palatalization: \(\quad / l n / \rightarrow[\kappa n]\) in contexts following /ij/ and preceding
        a vowel
Glide absorption: /j/ deletes in contexts preceding (intermedilate) \([\mathrm{K} \Omega]\)
            e.g. /mina/ \(\rightarrow\) [mijla]
        /saila/ \(\rightarrow\) sajla \(\rightarrow\) saj, \(\{a \rightarrow[\) sa, \(\{a]\)
```

Once we have these rules, we may let them apply also in the morphemeinternal context, where palatals do not participate in any alternations. Thus, [iKe] 'hair', [ oA o ] 'chicken', [inor] 'anybody', and [basatu] 'bathe' can be analyzed as /ile/,/vilo/,/inor/, and /bainatu/. The rules in (1) will successfully derive palatal sonorants from all positions except perhaps word-initially (where the context for the added rule of glide formation would not obtain); since word-initial palatal sonorants are found only in a very small number of words (inostly borrowings),

[^2]this dynamic phonemic analysis may allow us to dispense with two phonemes, $/ \mathrm{K} \mathrm{f} /$, from the underlying phoneme inventory for the language. The question for phonemic theory is whether this analysis should be allowed, where morphemeinternal palatal sonorants get a "free ride" on the analysis motivated for crossmorplueme contexts (Onederra 1991). In this particular case, we have some evidence in favor of the abstract analysis that allows "free ride" derivations, in the form of some subsequent developinents. In a couple of regional dialects palatal senorants have undergone depalatalization, and this has affected both morphemefinal and morpheme-internal palatals. Indeed, palatals which did not have their historical origin in the palatalization process have also been depalatalized, generating a preced ing glide when not following /i/: e.g. teiln 'tile' < Romance *te،a; Indrith 'brick' < Spanish Iadrillo; dninu'damage' < Spanish daño (Zuazo 2010: 61-62). Although the explanation for this second sound change inay be found in a hypercorrection process, it is consistent with the abstract URs of the "free ride" analysis.

### 2.4 Summary

The examples discussed above illustrate the challenge in determining the correct UR for a given word or phrase in a phonemic analysis. While there has been widespread support for the notion that the basic elements of phonology are units, such as phonemes, that are abstractions over detailed phoretic forms, there are still many questions remaining about the degree of abstraction that is appropriate in UR. A frequent problem arises when tivo sounds that contrast in some contexts do not contrast in other contexts, as in the Japanese example that we have considered. Further issues arise from the possibility of reducing the size of the phoneme inventory at the expense of greater abstractness in underlying phonemic representation, as in the case of Basque palatal sonorants, or the several problematic cases mentioned from English. Yet another challenge arises from cases where different criteria for phonemicization result in conficting phonemicization, as in the case of the English flap as a fuzzy phoneme. Yet other challenges arise when the contrast between lexical items involves overlapping segments, and cannot be reduced to an analysis in terms of one-to-one correspondence between phones and phonemes (for further discussion see Lass 1984: ch. 2).

## 3 Underlying representations in morphophonemic theories

A different approach to phonenvic analysis in cases of neutralization can be found in the work of Annerican structuralist phonologists who tackle the problem of determining the underlying segments in cases of neutralization by taking into consideration the phonological furm of inflectionally or derivationally related words. A classic demonstration of this approach is in the analysis of the underlying voicing of word-final plosives in German, based on their realization in infected forms of the same paradigm. For instance, the final voiceless consonant of Bund [bunt] 'association' may be analyzed as the realization of an underlying voiced phoneme / d/, because the genitive Bundes [bundas] appears with the voiced phoneme, as does the plural Bunde [bunda] (see chapter 69: final devoicing and final laryngeal neuliralization). Similarly, Annerican English atom [æeramı] nay be represented
as /retom/ because the underlying nature of the neutralized segments is revealed in atomic [ət'amik]. This view, which makes use of morphophonolugical considerations to determine underlying forms, was already present in the work of Baudouin de Courtenay (see Anderson 1985: 67-68), but is explicitly rejected by Jones (1967: 104-1.07) and other authors who maintain that phonemic representations of words should be established us: ng purely phonological information.
In American structuralist approaches, a phonemic representation is based on observations of the distribution of sounds in phonetic form, and is distinguished from a separate morphophonological representation, where relations between words containing the same morpheme are considered. Thus, Cerman Bund [bunt] would have the phonemic representation /bunt/ and the morphophonemic representation //bund//. The admittance of a morphophonological level of representation raises the question of whether this representation should be considered as the underlying representation of words, and accorded status as psychologically real. A phonemic theory with no morpluphonological level must resort to an explicit listing of the allomorphs as multiple URs for alternating morphemes, while in a theory with distinct levels of morphophonological and phonemic representations, allomorphs can be defined by the mapping between the two. The morphophonemic analysis is illustrated here with the English regular plural suffix. This morpheme can be said to possess three allomorphs in complenere tary distribution: $/-z /, /-s /$, and $/-a z /$. (In a Prague School analysis, it would have the allomorph /-Z/ after an obstruent, where there is no contrast between $/ \mathrm{s} /$ and $/ \mathrm{z} /$, as in cats, dogs, and the allomorph $/-\mathrm{z}$ / after a sonorant, as in boys, hens, where it contrasts with $/ \mathrm{s} /$, cf. voice, hence). Since the distribution of the allomorphs is phonologically conditioned (set ciafter 99: pionologically conditioned allomorph selection), and furthermore, essentially the same alternation is found with other suffixes such as the genitive and the regular past tense, one possibility is to choose a single underlying morphophonemic representation for each suffix, from which (phonemic and) surface forms could be derived by the application of general rules. The morphophonemic analysis is summarized in (2), in contrast to a phonemic analysis with a listing of allomorphs. Note that the analyses shown here are offered as concrete examples of the phonemic and morphophonemic approaches, and exist alongside other possible analyses of the specification of phonemic or morphophonemic forn.
(2) The English plural suffix in "simple" phonemic, Prague School phonemic, and morphophonemic anolyses

|  | "simple" phonemic | Prague School phonemic | morphophonemic |
| :---: | :---: | :---: | :---: |
| morphophoremic level: | - | - | $\\|-z / /(=U R)$ <br> hens, cats, dogs, kisses |
| phonemic level: | \|-z| | \|-z/ | \|-z/ |
|  | hens, dogs | hens | hens, dogs |
|  | /-s/ | /-Z/ | /-s/ |
|  | cats | cats, dogs | cats |
|  | /-az/ | /-az/ | /-az/ |
|  | $\begin{aligned} & \text { kisses } \\ & \text { (=UR) } \end{aligned}$ | $\begin{aligned} & \text { kisses } \\ & \text { (=UR) } \end{aligned}$ | kisses |

Relevant to our focus here on URs, the critical distinction between the phonemic and morphophonemic analyses illustrated in (2) is whether there is a unique representation specifying the phonological form of all surface realizations of the morpheme (the morphophonemic analysis), or whether each allomorph has an independent phonological representation (the phonemic analyses). The morphophonemic solution is also adopted in Cenerative Phonology, the theory that supplanted structuralism as the dominant school of American phonology, but with the important difference that the Cenerative Phonology model of grammar bypasses the "classical" phonemic level.

## 4 Underlying representations in Generative Phonology

In modern practice the term "underlying representation" (UR) has become associated with the underlying phonological representations of Chomsky and Halle's Generative Phonology, the najor development in phonological theory following Bloomfield and his successors in American structuralisnı. As Chomsky and Halle (1968: 11) explain, their phonological representations are essentially equivalent to the morphophonemic representations of American structuralist phonology. They further make clear that they, however, prefer not to use the term morphophonemic representrtion, because this term seems to imply the existence of a different, phonemic level, which they do not believe to be necessary or useful as a level or representation. ${ }^{\text {a }}$

Chomsky and Halle's adoption of the morphophonemic level as input for the operation of phonological rules is mostly justified in terms of Chomsky's overall conception of grammar, where the phonology operates on the output of syntactic structures. Since the morphemes that compose a word may appear under different syntactic nodes, morphemes, not words, must be the units of lexical encoding. To use their example, the syntax provides sequences such as
 becone, respectively, the underlying phonological representations $\left[s^{*} n g\right]_{V}$ and $\left[[m e n d]_{v} d\right]_{V}$ (where * represents the addition to the feature specification of $i$ of a new feature "indicating that it is subject to a later phonological rule which, among other things, happens to convert $i$ to $x^{\prime \prime \prime} ; 1968: 11$ ).

In Chomsky and Halle's framework the units in URs contain segments which are further decomposed into phonological distinctive features, including morphological and syntactic juncture features, and in some instances, such as the examples discussed above, specific diacritic features. URs are mapped onto surface forms through the application of phonological (transformational) rules. These rules apply in a linear order, and the output of a rule yields an intermedinte form that is the input for subsequent rules, until the final ordered rule applies to yield the surface form.

[^3]
### 4.1 The criterion of maximizing graminatical generalization

The URs of Generative Phonology, like the phonemic representations of structuralist theories, abstract away from the detail of phonetic forn. There is no explicit limit on the degree to which the UR diverges from the phonetic form, and the UR of a given morpheme is not constrained to be identical or even similar to the surface form of any of its allomorphs. For example, Kenstowvicz and Kisseberth (1979: 204) propose an analysis of Russian vowel alternations in which the noun "head" is assigned the UR /golov/ 'head', with two full vorvels. These vowels never occur sinultaneously in the surface form of any word containing this root morpheme, but each occurs in stressed position in different words: ['golavu] (ACC sc) and [ga'lof] (CEN Pl). ${ }^{5}$ The full vowels in the UR surface intact only in the presence of stress, which is assigned by morphophonological rules, and are otherwise transformed by rule into the reduced vowels $\left[\begin{array}{l}\mathrm{a}\end{array}\right]$ in unstressed syllables.

URs specify lexically contrastive features (see CIAAPTER it: Distinctive features), and leave out any feature that is predictable from the phonological content (including juncture features), but the criter ion of contrast is not the sole basis for determining URs in Generative Phonology. Another important criterion is maximizing grammatical generalization. The UR is the form that provides an optimal mapping to all the observed surface forms of the morpheme, maximizing the function of phonological rules in specifying predictable information, and in expressing regularities in the distribution of sounds in the language overall.

For example, consider the representation of nasal consonants in a language like Catalan (Herrick 2002; see also Bonet and Lloret 1998: 127-155; Wheeler 2005: 166-219). In certain phrasal contexts, the alveolar nasal /n/ assimilates in place of articulation to a following consonant, as in (3a). The rule of Nasal Assinvilation (4), formulated using the notation of Chomsky and Halle (1968), operates on wordfinal $/ n /$ to change the place of articulation feature in the appropriate contexts. There is a similar pattern of homorganicity in NC clusters that can be observed within words, shown in (3b), i.e. [n] is never found in heterorgan'ic clusters morpheme-internally. These ivord-internal clusters do not participate in any morphophonological alternations involving nasal place of articulation, but allowing the rule of Nasal Assimilation to apply word-internally to $/ \mathrm{nC} /$ sequences offers the maximal generalization, permitting UlRs like / kanp-et/ 'little field' to be mapped onto surface representations with homorganic NC clusters like [kamp-Et]. Under this account, the underlying structure /...np.../ may be posited even in the absence of any direct evidence for that structure from alternations in surface form, e.g. when the rule system operates to transform the underlying structure in every surface instance.

[^4](3) Catalam nasal assimilation with / $\mathrm{n} /$

| a. son | $[\mathrm{n}]$ | 'they are' <br> son amics <br> son pocs |
| :--- | :--- | :--- |
| son fdiços $[\mathrm{mp}]$ | 'they are friends' | $[\mathrm{mf}]$ | 'they are few'

(4)

Catalan nasal place assimilation $\left[\begin{array}{l}\text { +nasal } \\ \text { +coronal } \\ + \text { anterior }\end{array}\right] \rightarrow$ [aplace] / _\# [-syllabic, aplace]

### 4.2 Underspecification in underlying representation

An alternative analysis of the Catalan data that avoids positing / $n /$ as the UR in monomorphemic NC clusters is to allow the nasal consonant to be underspecified for place features in UR. Underspecification in UR was proposed by Kiparsky in an unpublished (1981) manuscript on vowel harmony, and further developed in Kiparsky (1982), Archangeli (1984), Steriade (1987), and Pulleyblank (1988), among others (see Steriade 1995 and chapter 7: feature specification an undergpecificatien for an overview). The proposal is an elaboration of a basic tenet of Certerative Phonology as put forth by Chomsky and Halle (1968), namely that URs are devoid of all predictable phonological information (which as noted above is also a core principle of phonemic representation in most phonemic theones). For Chomsky and Halle, segments are specified as bundles of distinctive features, and thus any non-contrastive feature, such as aspiration on voiceless plosives in American English, is omitted from UR. Taking this idea one step further, features that do not function to distinguish contrastive sounds may also be omitted from those contexts in UR, in what is termed Contrastive Underspecification (Steriade 1987). Notice that the solutions adopied for underlying representations in generative analysis with underspecification can be very similar or ittentical to Prague School representations incorporating archiphonemes. This will be the case when features are left underspecified only in contexts of neutralization and the features that are left unspecified are those that in other contexts serve to distinguish two or nore segments, as in Catalan campet / kaNpet/ 'little field', puntet /puNtEt/ 'little point'. A more extreme version of underspecification theory, termed Radical Underspecification, holds that for every binary distinctive feature, only one value (the marked value) is specified in UR, while the opposite value (the thmarked value) is filled in during the course of derivation by either context-sensitive or default phonological rules (Kiparsky 1985; Archangeli 1988).

Applied to Catalan, the principle of contrastive specification in UR means that the place of articulation feature will not be spec:fied for nasals in NC clusters, where it is predictable from the following $C$ even though in other contexts, where place features cannot be predicted, they are obligatorily included in UR. This analysis would be identical to a Prague School analysis. In Radical Underspecification analysis, on the other hand, one of the nasals may be left unspecified for place even in contexts where place distinctions are not neutralized, such as word-finally before pause or a vowvel. Thus, són 'they are' would be represented as /soN/ in Radical Underspecification models even though in this context there is a contrast with the bilabial nasal of som /som/ 'we are'. An advantage of the Radical Underspecification approach, in which $/ n /$ is systematically unspecified for place, as $/ \mathrm{N} /$, is that its representation accounts for why it is only $/ n /$ that undergoes (major) place assimnilation. Nasals with narked place features can occur in heterorganic clusters, e.g. som dos 'we are two', a[ת] feliç 'happy year'.

Needless to say, the adoption of underspecification of any sort renders URs noure abstract. At the extreme, a segment may lack all distinctive feature content, being defined in UR with no more than a bare syllable position. For example, featureless vowels have been proposed by Choi (1995) for the analysis of Marshallese, and for the analysis of schwa (e.g. Anderson 1982; see also CHAPTER 26: SCHWA). ${ }^{6}$

With this development of underspecification in Generative Phonology in the 1980s, we have reached a zenith with respect to phonological theories with abstract and minimally specified URs. In $\S 7$ and $\S 8$ we return to consider subsequent developments in phonological theory, which pull URs in the opposite direction, away from abstractness and toward full specification.

### 4.3 URs and novel word formation

Some evidence in support of a theory that posits URs as a means to maximize granımatical generalization comes from observations about novel word formation (Kenstowicz and Kisseberth 1979: 26ff.). Consider for example the analysis of the English plural in terms of URs (as in (2) above). By positing the underlying form of the plural suffix as /-z/, with phonological rules mapping this UR to its surface reflexes in $[-z],[-s]$, and $[-a z]$, we have a ready account of the behavior of native speakers in forming novel plural words. As shown by Berko (1958), even young children show a preference for novel plurals that conform to familiar lexical patierns (e.g. the plural of wug is given with [-z]), which is consistent with the application of a general plonological rule to a common UR for the plural suffix.

The productivity of phonological patterns to novel words may be handled in a theory without URs by explicitly listing each allonnorph in the lexicon along with its conditioning environment. Mechanisms of analogical extension can then select the correct allomorph for a novel word form based on its similarity to an existing word form. But, as discussed by Kenstowicz and Kisseberth (1979: 29ff.), the lexical listing alternative is not available for productive phonological rules that

[^5]are conditioned by phrasal context, as in the case of Chimwiini vowel length. More recently, Albright and Hayes (2003) present experimental evidence against an account of novel word formation that draws only on analogical extension of existing lexical patterns, based on data front novel word formation in English. They propose that English speakers' ratings of novel past tense forms refllect the operation of rules learned by induction over lexical patterns, but only if rules are constrained to encode phonological structural similarities between lexical items. However, we note that al though Albright and Hayes argue for phonological rules as the mechanism for expressing phonological patterns over word forms, their analysis does not require abstract URs and does not give absolute priority to maximizing phonological generalization. Rather, they advocate a model of grammar that allows multiple rules governing morphophonological alternations that are formulated at varying degrees of spec:ficity, reflecting "islands" of morphophonological regularity in the lexicon.

## 5 Indeterminacy in morphophonemic representations

In a frantework with morphophoneanic URs, including Generative Phonology in addition to some earlier American structuralist approaches, the problem of determining the most appropriate or optimal UR is even greater than in a simple phonemic theory that lacks a morphophonem icrepresentation. Some issues that arise relate to: (a) the choice of UR when a morpheme has different alloınorphs, (b) constraints regarding how abstract URs nuay be, and (c) determining which words are related.

### 5.1 Indeterminacy in UR selection

When we have distinct allonıorphs of a morphene, the choice of UR is sometimes less than obvious. Even in the relatively simple case of allomorphy in the English plural and other inflectional suffixes, there is a surprising variety of possible analyses, many of which have been explicitly proposed (see Zwicky 1975; Kenstowicz and Kisseberth 1979: 181; Chal'ter 99: phonologically conditioned allomorfh sELECTION). For instance, different generative phonologists have proposed analyses where the UR of the plural suffix in English is /-7././s/, or /-r7/. In Spanish, the plural is generally formed adding /-s/ to stems ending in a vowel, as in casa, casns 'house, houses', and adding /-es / to stems ending in a consonant, as in amor, amores 'love, loves'. Whereas generative phonologists appear to agree in taking $/-s /$ as the UR of the suffix, there has been nuch debate on the relative merits of an epenthesis analysis, where amores would be derived from /amorts/ by a rule of vowel insertion (Saltarelli 1970), and a deletion analys is, where all consonantfinal stems are provided with a final vowel in their UR, which is deleted in wordfinal position by rule (Foley 1967; Harris 1969), so that amor is /amose/ and amores is /amorets/. In principle, nothing would rule out a third analysis where the UR of the plural suffix is /-es/, with deletion of the suffix-initial vowel in casas /kasa+es/.

There are few explicitly stated principles governing the analysis of URs. Deciding on a UR can require careful phonological argumentation, taking many kinds of facts into account and, as we see, different phonologists may coine up
with different solutions. It remains unclear what principles of Universal Grammar guide the language learner to a unique correct analysis in indeterminate cases such as these. Note that the issue of choosing the correct UR is especially acute in Generative Phonology, where, barring suppletion, all adlomorphs of a given morpheme must derive from a unique underlying phonological representation. A theory that does not treat morphophonemic URs as mental constructs has the option of handling alternations of this type sirnply by lexical listing of each alternant.

### 5.2 Abstractness in underlying representations

The problems in the selection of UR are complicated by the possibility of having indeterminately abstract URs. URs assume a certain degree of abstraction just for adopting phonenvic (i.e, phonetically underspecified) representations. When we identify a phoneme /t/ in English which is realized as aspirated [ $t^{h}$ ], unaspirated [ t , glottalized [ t '], flap [ r ], or glottal stop [ P ] in different contexts or instances, we are proposing an invariant abstract phonological unit underlying quite different phonetic realizations. But the issue of abstractness and its limits are even more vivid in Generative Phonology precisely because this theory takes the strong position that the relevant units of lexical encoding are morphenes. Since morphemes may appear in quite different shapes in different words, the URs of Cenerative Phonology can be considerably more abstract than the phonemic representations of words. Again using Chonsky and Halle's example for this point, the underlying representation of telegraph must be one from which the surface phonetic representation of telegraph, telegraphic, and telegraplay can be derived. They thus ch.oose +tele+graft. Elsewhere in the same work, they propose URs that differ quite radically from the surface form of words. Some of the early generative work by other authors alsu includes very abstract representations. We will consider a couple of examples below, in connection with the issue of word-relatedness.

### 5.2.1 Constraining abstractness: The Alternation Condition

A reaction to the abstractness of URs in Cenerative Plonology is found in the work of Kiparsky (1968), whose Alternation Condition is nevertheless too restrictive for some scholars (e.g. Kenstowicz and Kisseberth 1979; Kenstowicz 1994; Odden 2005). Hooper's (1976) True Generalization Condition anoounts to a wholesale rejection of the theory behind morphophorennic URs, since the condition essentially limits the scope of phonological rules to phonotactics. Whereas in more recent times there has been a tendency to disfavor very abstract morphophonological URs, the fact is that the issue has not been explicitly resolved so much as sidestepped in contemporary work in Generative Phonology.

Because of its historiographic importance, we will briefly review Kiparsky's (1.968) proposal here. In formulating the Alternation Condition, Kiparsky's focus is on a nalyses within the framework of Generative Phonology that posit underlying forms that contain elements that never surface as such, but which serve to condition the application of a phonological rule whose output could not otherwise be predicted on the basis of the surface forms that actually do appear. The Alternation Condition prohibits analyses in which all phonological derivations of an underlying form (a morpheme) result in the neutralization of a contrastive element, termed an "absolute" neutralization. The offending analyses posit different underlying representations for what appears in surface form as the same segment, in order
to account for differences in phonological behavior conditioned by that segment, in different words. Generally these are cases where two historically distinct phonenes have merged. We will brief.y consider one of the examples treated by Kiparsky.

A synchronic statement about Sanskrit is that velars palatalize before /i/ and before some, but not all, instances of /a/. The historical explanation for this state of affairs is that palatalization took place before the front vowels /i e/, but subsequently in the diachronic development of the language, all non-high /e a o/ vowels merged in /a/ (Hock 1991: 149; see also CHAPTER 71: Palatalization).
(5) Sanskrit velar palatalization

| *gegome |  | / ơ̧aga:ın | 'wrent' |
| :---: | :---: | :---: | :---: |
| * giwo |  | /do̧irva / | ' |
| ${ }^{*}$ penke |  | /pajttja/ | 'fiv |

A possible synchronic analysis in a Cenerative Phonology approach would postulate underlying /e/ as distinct from /a/ and formulate the rule as palatalization of $/ \mathrm{kg}$ gefore front vowels. This would be followed by another rule converting all instances of /e/ into /a/: /ke/ $\rightarrow$ /te/ $\rightarrow$ [ga]. This derivation involves absolute neutralization, since underlying /e/ never surfaces as such in the morphemes that condition palatalization. In every instance it is neutralized with /a/ after the application of the palatalization rule. The /e/vowel is posited in the underlying representations only to make the palatalization rule appear to be regular. This exemplifies the diacritic use of phonological content that Kiparsky's Alternation Condition is intended to disallow.

As mentioned, some generative phonologists argued that Kiparsky's constraint is too restrictive. For instance, Kenstowicz (1994: 113), following Chomsky and Halle (1968), claims that the alternation between [aj] and [ I ] in words like divine and divinity derives from a conunon source in "underlying long [j:]." He points on.t that the putative underlying vowel does not surface as such іл алу surface realization of the root morpheme. Rather, the underlying vowel /i:/ is either diphthongized as in divine or undergoes shortening as in divinity. Kenstowicz reasons that the merits of the phonological analysis of Vowel Shift in these examples (and extending to certain other alternations betwreen long and short voivels) favor rejecting the Alternation Condition. For Kenstowicz, the critical criterion for judging the validity of an abstract UR is whetluer positing such a form results in a simpler grammar (i.e. one with fewer and less complex rules), and achieves broader generalization in characterizing the sound patterns across the lexicon. These criteria require an evaluation method for ineasuring complexity and generalization, which is in itself problematic, but do not require any constraints on abstractness in UR per se, or methods for measuring the degree of abstractness in UR.

### 5.2.2 Abstract URs and opacity

A sound pattern that arises due to a phonotactic constraint or through morphophonological alternation is said to be opaque if its conditioning environment is not present in surface form, but can be identified in a UR. Kenstowicz and Kisseberth (1979) show that certain opaque patterns can be successfully and succinctly characterized in Generative Phonological analyses that involve abstract URs set up to
contain appropriate triggering conditions for the opaque sound pattern, only to have the triggering elements subsequently modified or eliminated by rules that apply later in the derivation. An example is the analysis of Palestinian Arabic word stress (Kenstowicz and Kisseberth 1979: 229-231; see also CHAPTER 124: wor stress in ARABIC), which is described by the following rule:

## (6) Stress in Palestinion Arabic

a. Stress the final syllable if it contains a long vowel or ends in a consonant cluster: [ka'ma:n] 'also', [dara'stit:] 'you (ffm) studied it', [da'rast] 'I stud 'ued'; or else:
b. Stress the penultimate if heavy: [da'rasti] 'you (FEM) studied', [ba't ${ }^{\text {a }}$ at ${ }^{\text {f }}$ a] 'potato'; or else:
c. Stress the antepenult: [da'rasatu] 'he studied it'.

There are two sets of surface exceptions to the pattern defined by these rules. In one group of words stress is antepenultimate even though the penultimate is heavy. A second group of exceptions have final stress even though the last syllable does not have a long vowel and does not end in a consonant cluster:

## Surface exceptions to the stress rules

a. ['btudursi] 'you (FEM) study'
['sitnismu] 'his sesame seeds'
['zu? urtu] 'his bees'
b. [bji'trin] 'string (3masc)'
[bji'tructs] 'shake (3masc)'
[bji'tam] 'persist (3masc)'
Kenstowicz and Kisserberth argue that all these exceptions can be explained if the stress rules take morphophonemic URs into account. The set of words in (7a) have roots whose segments appear in a different order in contexts when they are not followed by a vowel-initial suffix; e.g. ['btudrus] 'you (masc) study'. The stress assignment in these words would be regular if stress were assigned to the URs before a systematic rule of metathesis: /b-tudrus-i/ stress assignment $\rightarrow$ /'btudrusi./ metathesis $\rightarrow$ /'btudursi/. As for the examples in (7b), other forms in the paradigms of these words show that the UR of the stem ends in a geminate, e.g. [bi'trinni] 'ring (2sC FEM)'. The surface forms in (7b) would be derived by a totally general rule that simplifies geminates at the end of a word, applying after stress assigrunent.

In a theory that eschewed abstract URs in favor of representations that are transparent to surface phonetic form, the facts in (7) would be treated as true exceptions to the otherwise systematic, syllable-dependent distribution of stress in Palestinian Arabic. The possibility of the systematic analysis of opaque systens, as above, makes a compelling case for allowing URs to contain elements that don't survive in surface forms. But the question arises whether the problem justifies the solution. Are opaque sound patterns sufficiently robust and productive to warrant an analysis in terms of regular grammatical rules or constraints? Or do speakers of the language treat such patterns as localized exceptions, in which case an analysis in terıns of lexical exceptions to a regular pattern would
be more appropriate? Productivity may be implemented as analogical patterns without the need for abstract, morphophonemic URs (see Cole and Hualde 1998 for discussion).

### 5.3 Indeterminacy in word relatedness

In order to provide consistent underlying representations at the morpheme level, a phonologist (and a langıage learner) should be able to deterinine in some principled way which words contain the same morpheme. It should be obvious, however, that, except for inflectional paradigms - and even there we may have suppletion-deciding which sets of words are related in terms of underlying phonological representations becomes very much a subjective decision of the analyst in many cases. Phonological theory has yet to offer a principled way to decisle these issues.

Two examples suffice to illustrate the problem in determining morphophorological relatedness. As an example of early work in the Cenerative Phonology framework, Harris (1969: 169) considers that the Spanish noun eje /'exe/ 'axle, axis' and the adjective axial /ak'sial/ 'axial' are related - as they surely are from a historical point of view - and proposes an underlying form /akse/ for ['exe]. Similarly, he ana lyzesleche ['letfe] 'milk' as /'lakte/ to capture its relationship with the adjective lactico 'lactic'. More than a decade later, Lightner (1983: 205), after arguing that the root of English long and length should be given a single UR in synchronic analysis, suggests that, since the adjective dolichocephalic 'long-headed' is surely also related to these other words, a better UR for the root norpheme may be / $\mathrm{d} l-/$, followed by a suffix in / $\mathrm{dl}-\mathrm{nk}^{\mathrm{h}}$ / long. An exceptionless phonological rule of English would simplify the initial group / dl/. The problem for this method lies in deciding how much derivation is appropriate in a synchronic grammar - are there any practical limits that constrain the language learner in establishing a shared component of UR for a pair of words? Adding the possibility of diacritic features and abstract URs only further broadens the range of possible analysis. We are faced with many plausible or possible a naly ses, and few if any criteria for deciding which one is correct. Much seems to depend on which sets of words the analyst is willing to consider as containing the same morpheme. Odden (2005: 273) explicitly addresses this concern, concluding that "[t]he question of how to judge formal word-rel atedness remains controversial to this day, and with it, many issues pertaining to phonological abstractness."

An indeperdent but related problem, given claims of psychological realism, is that the theory must allow for constant updating of underlying representations as new words are learned. Chomisky and Halle (1968:233) propose that in order to account for both the lack of vowel laxing and the presence of the affricate [ $t$ ] instead of [ f ] in righteous (from right), the UR of the root should be /rixt/. That is, the UR of right is altered after the learner encounters the word righteous. Likewise, the Spanish-speaking child may need to wait until her school years, when she may learn the word líctico, to determine the ultimate underlying representation of the word leche 'milk' and may have to wait until late adulthood to learn the word axial, which wrould trigger a change in UR from /exa/ to /akse/ for the word eje 'axle' that she learned in childhood (see also Janda 2003: 419). In the analytic framework of Generative Phonology, the consequences of even small changes in the UR of established words could have very large ramifications for
the grammar as a whole, with ripple effects possibly extending throughout the rule system. We are not aware of any work that explores this prediction, testing for effects of large-scale grammatical restructuring in late stages of language acquisition or in adulthood.

On the positive side, morphophonological URs can be a useful mechanism for capturing speakers' intuitions regarding word-relatedness. For instance, speakers may have the intuition that two words that are phonetically identical (homophones) are different if they show different behavior under suffixation. This knowledge can be represented in morphophonological URs.

### 5.4 Summary

In this section we have seen that the validity of a phonological theory that posits morphophonological forms as URs depends on a successful and constrained method for determining URs, and that such a process will necessarily involve the determination of word relatedness. Indeterminacy about the level of abstractness in URs, together with indeterminacy in establishing which words are related through a common morpheme in UR, can render the analysis opaque, which leaves us to wonder how the phonologist can arrive at the correct analysis, or beyond that, how language learners converge on a common, correct analysis of the URs of their target language. Despite serious efforts to resolve some of these issues in the years since the publication of Chomsky and Halle's seminal work (1968), notably in Kiparsky's (1968) work on constraining abstractness, and his later work on Lexical Phonology (1985), the problem of the indeterminacy of URs rentains largely unresolved today.

## 6 Underlying representations in Optimality Theory

In Generative Phonology, as proposed by Chomsky and Halle (1968), the phonological rules theit map URs to surface forms in successive steps are "input-criented"; they apply only if the necessary conditioning environments are present in the representation that is the input to the rule (i.e. the underlying or intermediate form), and are not sensitive to properties of the output form. Optimality Theory (Prince and Smolensky 1993) is a development from Cenerative Phonology in which input-oriented rules are eliminated in favor of constraints on surface form. Optimality Theory maintains the morphophonological URs of Generative Phonology, but in place of a stepwise derivation that maps URs onto surface forms through the application of ordered rules, Optimnality Theory invokes static constraints that evaluate surface forms for their adherence to phonotactic constraints and for the "faithful" correspondence between the UR and a candidate surface realization of that form.

A principle of Optimality Theory is the claim that URs are entirely unconstrained ("Richness of the Base"): any structure that can be defined through the legal combination of phonological elements is a potential UR in any language. Like its predecessors in Cenerative Phonology, Optimality Theory maintains the claim of a unic $u$ ue UR for each morpheme, and many analyses employ the same kinds of morphophonological URs as in rule-based Generative Phonology. Optimality Theory inherits inany of the concerns discussed above related to abstractness of
representations and indeterminacy in identifying morphological relatedness. To constrain the process of selecting a UR from the vast set of possible forms allowed under Richness of the Base, Optimality Theory introduces a principle of Lexicon Optimization, which aids in the specification of a UR by forcing the selection of the underlying representation that gives the most harmonic mapping between UR and surface form, which is calculated by comparing the number of constraint violations for equally ranked constraints (see McCarthy 2002: 23, 77).

The architecture of Optinnality Theory, with constraints that evaluate the identity between two phonological representations, allows for the possibility of eliminating URs altogether, in a purely surface-oriented grammar, as noted by authors such as Burzio (1996). Making no reference to URs, surface phonological patterns can be modeled through constraints that evaluate the identity between distinct surface forms of words under specific morphological conditions (e.g. when two surface forms share the same morpheme, or in the presence of a reduplicating morpheme).

The emphasis on surface constraints as the source of explanation in Optimality Theory has also led to analyses with URs that are phonetically specified, and to the formulation of constraints that refer to non-contrastive phonetic detail. The "surface-oriented" approach of Optimality Theory has invited a greater focus on the phonetic factors that shape phonological systems (as illustrated by many of the papers in Hayes et al. 2004), a trend that extends also to Exemplar Phonology and Articulatory Phonology, to which we now turn.

## 7 Phonetic detail in lexical representations: Exemplar Phonology

The preceding sections document the long history of the notion that the building blocks of speech, i.e. the basic elements of phonological form, are abstractions over detailed phonetic form, but in the period of scholarship that predates Cenerative Phonology there was substantial disagreement between scholars about the psychological reality of abstract (phonemic or morphophonemic) representations. Thus, while Baudouin de Courtenay and Kruszewski of the Kazan School emphasized the status of phonemes as inental entities, Bloomfield asserted a behaviorist view of the independence of linguistic analysis from any psychological assunptions about the status of linguistic constructs, a position that goes back to Saussure, and was shared by Twaddell (1935), among others (see Anderson 1985 for further discussion of mentalism in the works of these and other phonologists).

The strongest claim for the psychological reality of phonological representations is made in Cenerative Phonology, where abstract morphophonemic representations are the basis of lexical encoding. URs, which are connposed of discrete distinctive feature specifications and, as we have seen, are often highly abstract relative to phonetic form, comprise the representations of spoken language that are stored in long-term memory, and thus they are the units that serve the physical processes of speech production and perception.

This view, which went largely unchallenged for several decades after the seminal papers in Generative Phonology (including Halle 1959 and Chomsky and Halle 1968), has been revisited in recent years. A rapid expansion of research using methods from experimental and computational sciences and corpus linguistics provides converging evidence that phonetic detail is part of the information that
is stored in the long-term memory of words, infuencing processes of speech production and perception, and ultimately shaping patterns of sound change (Pierrehumbert 2002). Evidence that phonetic detail influences lexical representation is offered by Bybee (2000, 2001), based on her findings that the incidence of lenition or deletion of word-final /t d/ in English is related to the frequency of occurrence of indiviulual words in everyday language use. High-frequency words are more likely to exhibit lenition or deletion than low-frequency words (see also Bell et al. 2003). Bybee argues that small changes in the phonetic realization of a phoneme, however they may be conditioned, are reflected in the phonetically detailed lexical representation, which may be construed as a cluster of exemplars or a specification of the distribution of continuous-valued features in phonetic space. High-frequency words are more frequently "updated"; any contextually driven lenition affecting the most frequent forms will yield an incremental process of phonetic reduction which, over tinue, and in the appropriate sociolinguistic context, can result in sound change. Even phonetic detail that is not related to linguistic form, such as the phonetic detivil that distinguishes one speaker's voice from another, can influence the long-term memory representation of a specific word spoken by that speaker, as shown in work by Goldinger, Pisoni, and their collaborators, among others (e.g. Palmeri ct al. 1998; Goldinger 2000).

These are only some examples from a growing variety of studies that raise questions about the traditional division between phonetics and phonology (Pierrehumbert et al. 2000; see also chapter 89: cradience and categoricality in phonological theory and chapter oo: frequency effects). The findings are at odds with the assumption that phonetic detail is removed from phonological representation, and are incompatible with theories in which phonetic detail plays no role in phond ogical representation or in the functioning of rules and constraints of phonological grammar.

The presence of phonetic effects on phonology can be better modeled in exemplar theory, originating in psychological theories of categorization. Whereas in other approaches to phonology, and Generative Phonology in particular, the phonetic detail that arises in speech production derives from an abstract lexical representation, in Exemplar Phonology it is the abstract elements that are formed on the basis of statistical patterning of phonetic detail as experienced by the speaker/hearer (e.g. Pierrehumbert 2001; Johnson 2007; Cole 2009). It follows then that higher-level phonological structures (features, phonemes, syllables, etc.) may differ from word to word, and from speaker to hearer. In Exemplar Phonology there is no single, discrete UR that identifies the sound representation for each word in the language; rather, the mental encoding (i.e. lexical form) consists of a patchwork representation that links together information at different levels of granularity, from abstract category-level information (e.g. specifying the syllable structure of a word) to fine detail (e.g. specifying the range of VOT values of a plosive occurring in the word). And even though exemplar models do not explicitly recognize distinct levels of representation, relationships betiveen words that share morphemes (e.g. telegraph, telegrapliy) can be modeled in Exemplar Phonology without recourse to an explicit, abstract morphophonological form.

The status of abstract elements in phonological representation is still very much a matter of debate in phonology, as researchers continue to investigate the evidence for the role of phonetic detail in shaping phonological systems and influencing speech behavior on one hand, and the evidence for the priority of abstract phonological structures on the other.

## 8 A non-segment-based theory of UR: Articulatory Phonology

Many theories of phonology refer to phonetic properties as the basis of phonemic (or lexical) contrasts betveeen sounds. Jakobson's distinctive features (Jakobson et al. 1952) incorporated both acoustic and articulatory features, while subsequ.tent work in Generative Phonology emphasized the articulatory basis of phonological features, assigning features in hierarchically grouped classes (Clements and Hume 1995). But despite the phonetic attributes associated with phonological features, they are not equated with the actual articulatory or acoustic parameters that specify phonetic form.

As one of the first among contemporary works that integrate phonetic and phonological analysis, Browman and Goldstein (1986) introduced a model of phonology in which the atoms of phonological encoding are articulatory gestures (see also chapter 5: the atoms of phonological representations). In their theory of Articulatory Phonology, gestures are the low-dimensional features that encode the dynamic actions of the speech articulators in the lexical form of words. Gestures represent the actions of the lips, tongue, and jaw in the formation of constrictions along the length of the vocal tract, and are coordinated in "ensembles." Segments have no direct representation in this model, but may be emergent from stable and recurring gesture ensembles.
The mapping from abstract gestures to their implementation in physical actions of the articulators is achieved with a mathematically explicit mechanical model rather than a formal symbolic grammar. Articulatory gestures differ from the segnients and distinctive features of earlier theories in that they have inherent temporal and size dineensions. The phonological and phonetic content of words is represented using a set of gestures whose relative timing is coordinated in a limited number of patterns (e.g. in-phase or anti-phase) (Goldstein et al. 2006). These timing patterns result in sequences of gestures that may overlap in time and reduce in magnitude. Familiar phonological phenomena such as assimilation and lenition are some of the phonological effects that are modeled through patterns of gesture overlap and reduction in this approach.

Articulatory Phonology, like Exemplar Phonology, does not recognize explicit, distinct levels of phonological representation, and does not attempt to model norphophonemic alternation beyond cases that have a transparent basis in articulation, such as assimilation to an adjacent speech gesture. At the same time, Articulatory Phonology is distinguished from Exemplar Phonology in its strong claim that phonological encoding is articulatory and not acoustic, and by the characterization of phonological form as a distinct and singular representation, not a cluster of individual instances of spoken words.

## 9 Conclusion

A recurrent theme throughout the history of phonological theory is that in each language there is a representation of the spoken form of a word that specifies the essential contrastive elements that distinguish that word in its spoken form from all other norl-homophonous words in the language. In the preceding pages we
have traced the development of this notion through the European and American theories of phonology over approximately the last century, where we observe an historical progression toward representations that are increasingly abstract relative to the physically experienced spoken word. Not all theories attribute psychological reality to these abstract phonological forms, but since the introduction of Generative Phonology in the 1960 s, the focus of phonological theory has been precisely on the matter of representations and grammar as components of the uniquely human cognitive system.

The trend toward increasingly abstract representations has reversed in much of the work in phonology since around 1990, and continuing to the present day. In theories as divergent as Optimality Theory, Exemplar Theory, and Articulatory Phonology, there is an increasing acceptance of the notion that phonetic detail of the sort typically relegated to a phonetic component plays a role in defining the properties of individual phonological systems, and, by extension, partly determines properties of phonological typology across languages. Contemporary theories differ in whether phonetic factors play a role in synchronic grammar, e.g. in some work in Optimality Theory, or only in diachrony as the basis for sound change, as claimed in Evolutionary Phonology (Blevins 2004; see also Hale and Reiss 2000). But both views require a theory where phonetic detail is available to phonological generalization, and a rejection of the strict separation of phonetic and phonological levels.

We observe two factors that have driven the move to abstraction in URs. First is the problem of determining the identity of the phonological units (phonemes) in contexts of neutralization, where there is not a one-to-one napping between phonetic and phonological units. This concern marked the development of the Prague School phonemic theory with archiphonemes, and was also seen as one motivation for the distinction between morphophonemic and phonemic levels in American structuralist theory. A concern for the mapping between phonetic and phonological form is a factor in contemporary theories, and is a primary motivation for the adoption in Articulatory Phonology of gestural features, which are abstractions over the phonetic variability of different instances of the same word.

A second factor behind the adoption of abstract URs was the treatment of morphological alternations, and the perceived need to provide a common phonological representation for (non-suppletive) allomorphs of the same morphene. To unify the phonological representation of systematically related allomorphs, structuralist theories and Generative Phonology alike rely on abstract morphophonological representations (though as noted earlier, the current focus in Generative Phonology has shifted away from questions of morphophonological representation and toward the question of the link between phonetics and phonology). The adoption of abstract morphophonological URs in Generative Phonology is necessitated by the adherence to a principle of compactness of plonological grammars. The overriding goal of phonological analysis in classical, rulebased Generative Phonology is to arrive at a set of URs and a set of grammatical rules that maximally express generalizations about phonotactics and alternations. The optinnal analysis will be compact, with fewer URs and fewer rules, which are specified with minimum phonological structure, necessitating abstract URs.

Theories that lack morphophonological representations must resort to specifying a distinct phonological forın for each allomorph of any given morpheme. This is the case for simple phonemic theory (without a morphophonological level), and
also for some contemporary theories. For instance, in Articulatory Phonology the phonological representation specifies gestures, which are directly mapped onto articulatory actions. Any two words that comprise different gestures nust have different phonological representations, including many instances of norphologically related words that contain different allomorphs of the same morpheme, e.g. cats and dogs in English, which contain different allomorphs of the plural suffix. Articulatory Phonology does not address how in the general case the phonological relationship between allonnorphs should be modeled in the mind of the speaker/ hearer.

A solution to the problem of how to model the plonological relatedness of morphologically related wrords while allowing phonetically detailed mental representations is offered in Exemplar Theory. Beckman and Pierrehumbert (2003) argue that words are related to other words through two different kinds of connections: those based on shared meaning (e.g. due to shared norphological content) and those based on shared sound structure (due to shared phonological or phonetic content). The two sets of connections don't have to converge on a common representation; phonological relations are formed over phonetic units, while inorphological relations are formed over imits that encode structural and semantic information related to morphenies. The mental representation of a word consists, then, of a farmily of interconnected forms coding different linguistic properties of the wrord, which Beckman and Pierrehumbert describe in terms of a connectionist network. This model falls within the family of exemplar models in that words are represented in the mind of the speaker/hearer in terms of units of phonetic experience, preserving predictable and idiosyncratic phonetic detail alike. Abstract units such as phonemes are viewed as categories formed over phonetic units (and other kinds of units), and are considered as formal syntactic objects in the overall language system.

The association between the physical experience of spoken language and its nental representation will continue to be the focus of research in phonology, as many questions remain to be answered. What is clear from the treatment of URs in phonological theory over the last century is that a complete account of phonology must model both the phonetic and the morphological relationships between words, based on evidence from a rich variety of languages, and on observations about humian behavior related to spoken language.
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## 2 Contrast

Daniel Currie Hall

## 1 Twixt Ptydepe and Chorukor

Václav Havel's play The memornndum (Havel 1966) innagines a dysfunctional bureaucracy that suffers from, among other things, the imposition of two quite different but equally perverse artificial languages. The first of these, called Ptydepe, is designed to maximize redundancy, and thus distinctiveness. Every wrord of Ptydepe must differ from every other word of the same length by at least 60 percent. To mitigate the sesquipedalian consequences of this restriction, forms are allocated to meanings according to frequency; the shortest word of Ptydepe is ghl, which means 'whatever' (Czech cokoliv). Ptydepe is eventually deposed as the official medium of communication, and replaced by Chorukor, which represents something like the opposite extreme. Words in Chorukor are minimally distinct, and semantically related words cluster particularly closely together; for example, the names of the days of the week differ from one another by only a single vowel. If a typographical error should cause a meeting scheduled for Friday to happen on Tuesday instead, then, the rationalization goes, that is only all the more efficient.

No natural human language is quite like either Ptydepe or Chorukor, but contrast and redundancy have been the subjects of considerable attention, and controversy, in the study of natural language phonology. In 1985, for example, Stephen Anderson's influential history of the discipline, Plonology in the twentieth century, suggested that the field as a whole had lately been sailing dangerously close to Chorukor in assuming that redundant features are excluded from underlying representations. This assumption was, in Anderson's view, a poorly motivated one, driven by an uncritical acceptance of Saussure's (1916: 166) assertion that "dans la langue, il n'y a que des différences," and by a misguided appeal to efficiency of encoding. Cherry et nl. (1953), for example, had presented a theory of minimal contrastive specifications as a means of quantifying the information content of Russian phonemes; this exercise, Anderson points out, does not in itself give us any reason to believe that only unpredictable features are in fact stored in the Russian lexicon, particularly in light of subsequent revelations about "the sheer bulk and internal redundancy of inental storage of information" (Anderson 1985: 13).

The current state of the field - approximately a quarter of a century after Anderson's history - is rather different. One of the major changes in the intervening years has been the developnent of Optimality Theory (OT; Prince and Snolensky 1993) as a prominent and influential approach to phonology. The optimality-theoretic device of Lexicon Optimization, which maximizes the faithfulness of underly ing representations to their corresponding surface forms, effectively bans underspecification in most contexts in which it is not necessary to account for surface alternations. (See Inkelas 1995, 1996, McCarthy 2005 and Hall 2007a for more detailed discussion.) The principle of Richness of the Base, meanwhile, excludes the possibility of language-specific restrictions on input forms, and thus preemptively rules out a great many of the ways in which contrastive underspecification might be put to explanatory use. These principles are important to Optimality Theory: Richness of the Base sets a rigorous standard under which the constraint hierarchy must take responsibility for static phonotactic patterns and dynamic alternations alike, and Lexicon Optimization is a key element of optimality-theoretic accounts of acquisition. A sude-effect of these principles, however, is that input forms are now widely assumed to contain quite a lot of non-contrastive information and, because this is a side-effect, it has not been the subject of much direct scrutiny. The prevailing view of underlying representations has swung back toward the richly redundant style of Ptydepe, but not as the result of the kind of re-evaluation Anderson felt that contrast was due for (see also chapter 2 : underlying representations). The purpose of this chapter is not to provide such a thorough evaluation of the role of contrast as is still needed (an undertaking of rather greater scope, for which the reader is referred to Hall 2007b and Dresher 2009), but rather to provide a sense of some of the ways in which contrast and redundancy are relevant to current phonological theory, and vice versa. $\S 2$ provides a brief overview of phonemic and phonetic contrast, $\S 3$ takes a more detailed look at phonemic contrast and the notion of a contrastive hierarchy, $\S 4$ discusses the treatnent of (printarily phonetic) contrast in Optimality Theory and $\$ 5$ offers sume concluding remarks.

## 2 Phonemic and phonetic contrast

Contrast in the sound systems of natural langlages may be said to exist at two levels: the phonemic and the phonetic. At the phonerric level, more or less abstract contrasts exist among segments of the underlying inventory. These contrasts have traditionally been held to be categorical (although cf. Goldsmith 1995 and Hall 2009 for discussion of the notion of a "cline" of phonemic contrastiveness), and they are classically defined as having the potential to distinguish one word or morpheme from another. Contrasts at the phonetic level are concrete articulatory, acoustic, and auditory differences between sounds, and are clearly gradient, although the question of how best to quantify their degree is far from trivial.

In phonological theory, these two levels are connected through the use of: distinctive features, which encode contrasts among phonemes by dividing them into natural classes that are typically defined in terms of phonetic properties. However, as Keating (1984: 289) argues, "while we want the phonological features
to have some phonetic basis, we also want to distinguish possible [phonological] contrasts from possible [phonetic] differences." Morenver, many of the phenomena with which phonology concerns itself involve some kind of mismatch between phonemic and phonetic contrast.

Phonetic cuntrast without phonemic contrast exists most obviously in cases of allophony, in which a single underlying segment has phonetically distinct surface realizations. For example, Russian makes no phonemic contrast between /t / and / ty/, having only the former in its underlying inventory, but a surface contrast arises betveen [ $t$ ] and [ $\mathrm{d}_{3}$ ] through regressive voicing assinnilation, as in [3et- Ii] 'should one burn?' us. [3eds bi] 'were one to burn' (Halle 1959: 22). ${ }^{1}$

Not all such phonetic differences are allophonic in precisely the traditional sense. For example, Trubetzkoy (1939: 32) observes that tone is not phonemically contrastive in German, but that phonetic differences in pitch can be used "for the function of appeal" (Appell, on which see Bühler 1934). Into this category we might also put sociolinguistically or dialectally conditioned variants of phonemes, which could be seen as allophones from the perspective of the language as a whole, but which do not necessarily exist as such in the mental gramnar of any one speaker. Phonetic contrasts also enable listeners to distinguish one speaker's voice from another's. Phonetic contrasts can thus be not only perceptible but even infurmative without necessarily corresponding to any phonemic contrast. In this connection, Trubetzkoy (1939: 51-52) speaks of multiple "sieves" (Sicbe) that extract meaningful differences from the phonetic signal, of which the phonological sieve is only one. In recent exemplar-based models, on the other hand, phonological and metalinguistic infurmation are extracted from the signal by mechanisms that are not necessarily distinct or separate; see e.g. Johnson 2006 for an exemplar-based model of the perception of gender in speech.

Phonemic contrast without phonetic contrast exists in cases of neutralization. In Classical Manchu, for example, the underlying contrast between /u/ and /u/ is neutralized to [ Lt ] at the surface everywhere except after dorsoll cunsonants (Dresher and Zhang 2005). The extreme case of phonemic contrast without phonetic contrast is, of course, absolute neutralization, in which an underlying contrast is eliminated in all surface environments. Kiparsky's (1968) Alternation Condition holds that absolute neutralization should not occur at all (or, in a weaker formulation, that absolute neutralization has a high cost in complexity), but argunents for such processes have been advanced (and disputed) with some frequency in the phonological literature.

The combenation of allophony and neutralization can produce phonetic displacement of phonemic contrast, as in the opaque interaction of raising and flapping in the pair zuriter [ı^jra] - yider [sajro] in Canadian Fnglish (Joos 1942; Chambers 1973). Here the underlying voicing contrast between /t/and/d/conditions an allophonic contrast in the immediately preceding diphthong, but is itself neutralized;

[^6]a phonemic contrast on one segment surfaces as a phunetic contrast on another. Because such patterns often involve some form of phonological opacity, they are of particular interest in investigations of the mechanisıns through which opacity arises. It has been pointed out (see e.g. Kaye 1974; Gussmann 1976; Kisseberth 1976) that although such displacement makes phonological rules opaque (Kiparsky 1973), it also makes underlying representations more easily recoverable than they would be in cases of simple neutralization. This idea has been taken up by some recent work in Optinality Theory (e.g. Łubowicz 2003, 2007; Tessier 2004; Barrie 2006), in which the functional utility of recoverability plays a direct role in selecting optimal output forms; see citapter 73: ciamin silffs for further discussion.

Cases in which absolute neutralization has been argued for necessarily involve some sort of displacement; in the absence of effects on surrounding material, there would be no reason to posit the existence of an underlying contrast that never appears at the surface. ${ }^{2}$ For example, Hyman (1970) suggests that Nupe is best analyzed as having underlying $/ \varepsilon /$ and $/ \partial /$ that are neutralized to [a] in all environments (in addition to an underlying /a/, which also surfaces as [a]). The primary motivation for positing this underlying contrast is the effect of $/ \varepsilon /$ and /o/ on imunediately preceding consonants: / $\varepsilon /$ triggers palatalization, and /o/ triggers labialization, while underlying /a/ triggers neither. The absolute neutralization analysis, which is further supported by evidence from loanword adaptation, offers a way of avoiding the inference that Nupe has phoneınically contrastive series of palatalized and labialized consenants that contrast phonetically only before [a]. A small number of abstiact contrasts thus obviates the need for a large number of concrete but marginal contrasts. ${ }^{3}$

It should be clear from this brief summary that phonemic and phonetic contrast and the relations between them have been at the root of some of the most basic - and some of the most controversial - questions in phonology. In current phonological theory, there are two major lines of inquiry that explicitly focus on contrast. Phonetic contrast features crucially in work on phonetically driven approaches to phonology, particularly as they apply to neutralization and to typological predictions about the shapes of phonological inventories. Phonemic contrast, on the other hand, is central to investigations into the spec:fication and underspecification of features. These two areas of research form the foci of the following sections of this chapter. As in the foregoing discussion, the main phenomena considered in both of the following sections involve contrast at the segmental and featural levels of structure; however, it is worth bearing in mind that similar kinds of issues arise in suprasegmental structure as well.

[^7]
## 3 Phonemic contrast and the contrastive hierarchy

### 3.1 Challenges to contrastive specification

Over the course of modern phonological theory, there have been various proposals for restricting the content of lexical representations to exclude redundent information. (Some of these are outlined in this section, but see chapter 7: feature specification and underspecification and Dresher 2009 for further discussion and additional references.) One challenge that Anderson (1985:11) identifies for such theories is the existence of "reciprocally dependent properties." If a feature value $[\alpha F]$ always entails the presence of some other feature value $[\beta C]$, and the presence of $[\beta \mathrm{G}]$ always entails the presence of $[\alpha \mathrm{F}]$, does this mean that both $[\alpha F]$ and $[\beta G]$ are redundant, and that both should be omitted from the lexicon?

For example, consider the vowel inventory of A rapaho, which Goddard (1974: 115) transcribes as /i e o u/. Full specifications of these vowels for the binary features $[ \pm$ high $],[ \pm$ back $]$, and $[ \pm$ round $]$ are shown in (1).
(1) Full specifications for Arapaho vowels

|  | i | e | $o$ | $u$ |
| :--- | :---: | :---: | :---: | :---: |
| $[ \pm$ high $]$ | + | - | - | + |
| $[ \pm$ back $]$ | - | - | + | + |
| $[ \pm$ round $]$ | - | - | + | + |

In this system, any vowel that has the feature value [ $\alpha$ back] also has the value [ $\alpha$ round], and vice versa. ${ }^{1}$ This could be taken to mean that neither [ $\pm$ back] nor [ $\pm$ round] is contrastive, but eliminating both of these supposedly redundant features leads to a set of representations that fails to distinguish /i/from /u/or /e/ from /o/:
(2) Inadefuate "contrastive" specifications for Arapaho voivels

|  | i | e | 0 | $u$ |
| :--- | :--- | :--- | :--- | :--- |
| [ $\pm$ high] | + | - | - | + |
| [ $\pm$ back] |  |  |  |  |
| [ $\pm$ round] |  |  |  |  |

Archangeli (1988) presents a similar case in arguing against the theory of Contrastive Specification advanced by Steriade (1987) and Clements (1987). As an explicit means of identifying and removing redundant feature values, Archangeli (1988: 192) presents the algoritlun in (3) (dubbed the Pairwise Algorithm by Dresher 2003, 2(909).
(3) The Pairwise Algorithm (Archangeli 1988: 192)
a. Fully specify all segments.
b. Isolate all pairs of segments.
c. Determine which segment pairs differ by a single feature specification.

[^8]d. Designate such feature specifications as "contrastive" on the members of that pair.
e. Once all pairs have been examined and appropriate feature specifications have been marked "contrastive," delete all unmarked feature specifications on each segment.

The Pairwise Algorithm fails to produce adequate feature specifications in cases of reciprocally dependent feature values, as in Arapaho; applied to the inventory in (1), it yields the specifications in (2). It produces similarly inadequate specifications for other types of inventories as well, such as the Maranungku vowel inventory in (4).
(4) Full specifications for Maramigku vowels (Archangeli 1988: 201, citing Tryon 1970)

|  | $i$ | $a$ | a | æ | $u$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $[ \pm$ high $]$ | + | - | - | - | + |
| $[ \pm$ low $]$ | - | + | - | + | - |
| $[ \pm$ back $]$ | - | + | + | - | + |

Given the specifications in (4), the algorithm in (3) will identify the following minimal pairs of segments: /a/ and /o/ differ only in [thigh]; /a/ and /a/ differ only in [ $\pm$ low]; /j/ and /o/ differ only in [ $\pm$ back]; /æ/ and /a/ differ only in [ $\pm$ back]. Accordingly, the Pairwise Algorithm will identify the feature specifications in (5) as contrastive, and eliminate all the others.
(5) Inadequate "contrastive" specifications for Maranungku vowels (Archangeli 1988: 202)

|  | i | a | a | $æ$ | $u$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $[ \pm$ high $]$ |  |  | - |  | + |
| $[ \pm$ low $]$ |  | + | - |  |  |
| $[ \pm$ back $]$ | - | + |  | - | + |

The system of specifications in (5) includes identical representations for /i/ and /ac/; each of these phonemes is specified only as [-back] because each enters into only one minimal pair, and each is the [-back] menber of the pair in which it appears. This by itself nuakes the representations inadequate, but it is perhaps also worth noting that the specifications for /a/ and /o/ are not distinct from each other, nor is the representation of /a/ distinct from the representation shared by /i/ and /x/, in the sense defined by Halle's (1959: 32) Distinctness Condition, quoted in (6). In other words, the feature system in (5) is essentially a ternaryvalued one: /a/ is different from /u/ only if positive values are considered distinct from zero, while /a/ is different from /i/ and /a/ only if negative values are considered distinct from zero.
(6) The Distinctness Condition (Halle 1959: 32)

Segment-type $\{A\}$ will be said to be different from segment-type $\{B\}$, if and only if at least one feature which is phonemic in both has a different value in $\{A\}$ than in $\{B \mid ; i . e, p l u s$ in the former and minus in the latter, or vice versa.

Furthermore, the putatively "full" specifications shown for Arapaho in (1) and for Maranungku in (4) in fact omit some potentially relevant features. If the feature value [+low] applies to the Arapaho vowels /e/ and / / / as in (7a), then there will be no minimal pairs at all, and the Pairwise Algorithm will produce the totally unspecified representations in (7b).
(7) a. Fuller feature specifications for Arapaho vowels

|  | i | e | 0 | u |
| :--- | :--- | :--- | :--- | :--- |
| $[ \pm$ high $]$ | + | - | - | + |
| $[ \pm$ low $]$ | - | + | + | - |
| $[ \pm$ back $]$ | - | - | + | + |
| $[ \pm$ round $]$ | - | - | + | + |

b. "Contrastive" (total) underspecification of Arapaho vowels

|  | i | e | o | u |
| :--- | :--- | :--- | :--- | :--- |
| $[ \pm$ high $]$ |  |  |  |  |
| $[ \pm$ Iow' $]$ |  |  |  |  |
| [ $\pm$ back] |  |  |  |  |
| [ $\pm$ round $]$ |  |  |  |  |

Similarly, adding the feature [ $\pm$ round] to the specifications for Mlaranungku, as in ( 8 a ), will eliminate the two minimal pairs involving / $v /$, leading to the "contrastive" specifications in (8b).
(8) a. Fuller feature specifications for Maranungku vowels

|  | i | a | $\jmath$ | $x$ | $v$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $[ \pm$ high $]$ | + | - | - | - | + |
| $[ \pm$ low'] | - | + | - | + | - |
| $[ \pm$ back] | - | + | + | - | + |
| $[ \pm$ round $]$ | - | - | - | - | + |

b. "Contrastive" specifications for Maramugku vowels, based on (8a)

|  | i | a | ə | æ | ぃ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $[ \pm$ high $]$ |  |  |  |  |  |
| $[ \pm$ [ow' $]$ |  | + | - |  |  |
| $[ \pm$ back $]$ |  | + |  | - |  |
| $[ \pm$ round $]$ |  |  |  |  |  |

The Pairwise Algorithm is clearly not a viable means of assigning phonological feature specifications. This is perhaps not surprising, in light of the fact that Archangeli (1988) formulated it specifically to serve as a straw man in her argument against Contrastive Specification. However, as Dresher (2009) demonstrates, this approach to identifying contrastive feature values has been put to serious use in influential works of plwnological theory, although not always explicitly or consistently. The examples cited by Dresher include Trubetzkoy (1939) on French and German, Jakobson (1949) on Serbo-Croatian, Martinet (1964) on French, and, more recently, Nevins (2004).

### 3.2 The contrastive hierarchy and its uses

There is, however, another approach to identifying contrastive features that avoids the pitfalls of the Pairvvise Algorithm. In this approach, features - and thus contrasts - are organized into a hierarchy, so that some contrasts take scope over others. Dresher et al. (1.994: x) present a version of this approach that they term the Continuous Dichotomy Hypothesis, which is based on Takobson and Halle's (1956) account of phonological acquisition:
(9) The Continuons Dichotomy Hypothesis (Dresher et al. 1994; x)
a. In the initial state, all sounds are assumed to be variants of a single phoneme.
b. An initial binary distinction (dichotomy) is made on the basis of one [member] of the universal set of distinctive features.
c. Keep applying the dichotomy to each remaining set until all distinctive sounds have been differentiated.

Dresher (2009) offers a more formally explicit procedure, which he terms the Successive Division Algorithum. This version is also more general, in that it does not assume that the features (and the divisions they make) will necessarily be binary:
(10) The Successive Division Algorithm (Dresher 2009: 17)
a. In the initial state, all tokens in inventory I are assumed to be variants of a single member. Set $I=S$, the set of all members.
b. i. If $S$ is found to have more than one member, proceed to ( c ).
ii. Otherwise, stop. If a member, $M$, has not been designated contrastive with respect to a feature, $G$, then $C$ is redundant for $M$.
c. Select a new $n$-ary feature, $F$, from the set of distinctive features. $F$ splits members of the input set, S , into $n$ sets, $\mathrm{F}_{1}-\mathrm{F}_{12}$ depending on what value of $F$ is true of each member of $S$.
d. i. If all but one of $\mathrm{F}_{1}-\mathrm{F}_{3}$ is empty, then loop back to (c). (That is, if all nembers of $S$ have the same value of $F$, then $F$ is not contrastive in this set.)
ii. Otherwise, F is contrastive for all members of S .
e. For each set $F_{i}$, loop back to (b), replacing $S$ by $F_{i}$.

Unlike the Pairwise Algorithm, the Successive Division Algorithm will necessarily produce a set of feature specifications that is sufficient to distinguish all segments in the input inventory, because it proceeds by assigning features to differentiate segments, and does not terminate until all segments are adequately specified, rather than starting with full specifications and deleting ones that appear to be redundant. By organizing features into scopal relations, the Successive Division Algorithm resolves the question raised by reciprocally dependent properties: if two feature values are nutually predictable, then the feature that takes higher scope will be assigned as a contrastive specification, and the other one will be considered redundant.

For example, suppose that the Maranungku vowel inventory in (8) is specified using the Successive Division Algorithm, with features taking scope in the following
order: $[ \pm$ high $] \gg[ \pm$ low $] \gg[ \pm$ back $] \gg[ \pm$ round $]$. The divisions made by the algorithm can be represented in a tree structure, as in (11a), yielding the feature specifications summarized in (11b), which suffice to distinguish the Maranungku vowels in accordance with Halle's (1959) Distinctness Condition.
(11) a. Dividing the Maramungku vowel inventory

b. Feature specifications assigned by (L1a)

|  | i | o | 0 | a | $u$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $[ \pm$ high $]$ | + | - | - | - | + |
| $[ \pm$ low $]$ |  | + | - | + |  |
| $[ \pm$ back $]$ | - | + |  | - | + |
| $[ \pm$ round $]$ |  |  |  |  |  |

In the example in (11), all five vowels are specified for [ $\pm$ high], because this feature has scope over the entire inventory. The feature [ tlow ] does not divide the [+high] vowels, so it is not contrastive for them, but it does divide the [-high] vowels, and so this feature is included in the specifications assigned to /a ə ঞた/. Because the specification [ $+10 w^{1}$ ] entails [-high], the value [-high] on /o $\neq$ would be considered redundant by a post hoc approach to contrast such as the Pairwise Algorithn,. Under the Successive Division Algorithm, however, the assignment of a lower-ranking feature (such as [ $\pm$ low] in this case) cannot erase any specifications that have already been assigned (such a.s [-high]), even if the higher-ranking features are logically predictable from the lower-ranking ones.

The Successive Division Algorithm requires that features be assigned in order according to a hierarchy, but it does not itself specify what orderings are possible. Unlike the Pairwise Algorithm, the Successive Division Algorithm can produce different sets of speciéications for the same inventory, depending on the scope assigned to each feature. For example, the feature [ $\pm$ round] is not used at all in (11) because it is placed so low in the hierarchy that all the segments have been fully distinguished before [ $\pm$ round] is brought to bear on them. If [ $\pm$ round] were given scope over [ $\pm$ back], then [ $\pm$ round] would distinguish /i/ and / $\mathrm{v} /$, and [ $\pm$ back] would be redundant for those segneents, although [ $\pm$ back] would still be contrasitive elsewhere in the system, distinguishing / $x /$ from / / /

Researchers working within this general approach to identifying contrastive features have proposed different ways of determining or restricting the order of features in the contrastive hierarchy, Takobson and Halle (1956) proposed a
universal partial ordering of features based on observations of the order in which children acquire the corresponding contrasts. Halle (1959), in using a contrastive hierarchy to establish underlying representations for Russian norphonemes, suggests that an ordering should be chosen in such a way as to minimize the number of specif led values. More recent work, particularly in the framework referred to as Modified Contrastive Specification by Paradis and Prunet (1991), has focused on the role that specifications assigned in this manner can play in accounting for the phonological activity or inactivity of features. For example, Dyck (1995) offers evidence, based prinarily on the phonological behavior of vowels in Spanish and Italian dialects, that the feature [low] consistently takes scope over [high] in Romance, and perhaps more generally as well. The papers collected in Hall (2003) offer additional exaınples of this approach, in which only contrastive features are predicted to be active in (at least some well-defined component of) the phonological computation.

Not all work that makes use of the contrastive hierarchy posits a correlation between phonological activity and contrastiveness. Consider, for example, the specifications assigned by Halle (1959: 45-46) to the palatal and velar obstruents of Russian:
(12) a. Partial contrastive hierarchy for Russ Lan (Halle 1959: 46)

b. Features assigned by (12a) (Halle 1959: 45)

|  | $y$ | $f$ | 3 | $k$ | $k^{j}$ | $g$ | $x$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| [士low tonality] | - | - | - | + | + | + | + |
| $[ \pm$ continuant] | - | + | + | - | - | - | + |
| $[ \pm$ voiced] |  | - | + | - | - | + |  |
| $[ \pm$ sharped] |  |  |  | - | + |  |  |

By giving [ $\pm$ eontinuant] scope over [ $\pm$ voiced], Halle (1959) ensures that the unpaired voiceless segments $/ t /$ and $/ x /$ - as well as /ts/, in the dental series, not shown in (12) - will be unspecified for the latter feature. These segments do, however, pattern together with the contrastively voiceless obstruents of Russian
with respect to regressive voicing assimilation; indeed, Halle (1959) famously used this fact to argue against the strict structuralist distinction between morphophonemic and phonemnic rules, under which Russian voicing assimilation would have to be treated as two separate processes with suspiciously similar effects. In order to ensure that /ts t x/ correctly trigger regressive assimilatory devoicing of other obstruents, Halle (1959) requires another rule, ordered before the assimilation rule, which fills in the predictable value [-voiced] on these segments. As Dresher (2009) points out, however, this redundancy rule would not be needed if the positions of [ $\pm$ continuant] and [ $\pm$ voiced] in the contrastive hierarchy were reversed. If [ $\pm$ voiced] were ranked above [ $\pm$ continuant] and below [ $\pm$ nasal], it would be possible to say that voicing is contrastive among Russian obstruents in general, and that all segments underlyingly specified for [ $\pm$ voiced] participate in the assimilation rule.

For Halle (1959), then, the contrastive hierarchy serves mainly to eliminste redundant features foom the lexicon, a goal whose utility is disputed by Anderson (1985), as noted above. In the framework of Modified Contrastive Specification, however, the Successive Division Algorithm has been used to restrict the role of redundant features in phonology more generally. A particularly compelling exanple is offered by Mackenzie $(2005,2009)$ in her analysis of dental harmony in Luo and Anywa. Each of these two languages has a coronal stop inventory that includes the segments shown in (13). ${ }^{\text {. }}$
(13) Dentnl and alveolar stops in Luo and Anyiun (Mackenzie 2009: 36)

|  | voiceless plosive | voiced plosive | nasal |
| :--- | :---: | :---: | :---: |
| alveolar | t | d | n |
| dental | t | d |  |

In Lun, the nasal $/ \mathrm{n}$ / is ignored by dental harmony, and occurs freely with dental and alveolar plosives (although these cannot co-occur with each other). In Anywa, on the other hand, $/ n /$ is targeted by dental harmony, being realized allophonically as $[\mathrm{n}]$ in wrords containing dentals and as [ n ] elsewhere. Mackenzie argues that this difference can be attributed to different contrastive hierarchies in the two languages: in Luo, [ $\pm$ sonorant] takes scope over [ $\pm$ distributed], while in Anywa the reverse ordering applies.
(14) a. Partial contrastive hierarchy for Luo (Mackenzie 2009: 43)


[^9]b. Partinl contrastive hierarchy for Anywa (Mackenzie 200): 42)


In both languages, dental harmony applies to segments that are specified for [ $\pm$ distributed]. In Anywa, this set includes /n/; in Luo it does not. Because the Successive Division Algorithm allows for cross-linguistic variation in feature scope, the shape of the inventory in (13) only partially determines the possible feature specifications. The unpaired alveolar /n/ is the only segment that can be unspecified for [ $\pm$ distributed], but if the feature is given wide enough scope, it will be contrastive on / n / as well. Mackenzie's analysis accommodates the attested cross-linguistic variation while supporting the strong hypothesis that non-contrastive features are absent from the phonological computation.

## 4 Phonetic contrast and Optimality Theory

The rise of Optimality Theory in phonology has brought with it an interest in exploring the extent to which it is possible to characterize phonological patterns in terms of interactions between constraints that express potentially conficting formal or functional ideals. These constraints are generally held to be surface oriented, in that the desiderata they encode have to do either with the form of the output itself (in the case of markedness constraints) or with the relation between the output and the input (in the case of faithfulness constraints). 'Per the principle of Richness of the Base, inputs themselves are not directly constrained. A large part of the conceptual appeal of Optimality Theory is that it offers the prospect of explaining all mismatches between phonemic and phonetic contrast by means of the same markedness constraints that enforce static phonotact ic generalizations.

In accordance with the generally surface-oriented character of Optimality Theory, much of the work on contrast in this framework focuses on phonetic contrast. In particular, there has been much interest in the role of phonetic distinctiveness in determining the environments in which underlying contrasts are preserved or neutralized, and in phonetic contrast as an explanation for the shapes of sound inventories.

### 4.1 Phonetic contrast and neutralization

The preservation and neutralization of underlying contrasts can be seen within Optimality Theory as arising froni a basic conflict belween constraints that favor

[^10]phonetically robust realization of contrasts and constraints that favor the elimination of contrasts. Input contrasts are preserved or enhanced to the extent that constraints of the former type dominate constraints of the latter type; contrasts are neutralized to the extent thent constraints of the latter type predominate.

### 4.1.1 Formal and functional constraints

There are several different possible instantiations of each of these two types of constraint. For one thing, each type of constraint can be forınulated in either formal or functional terms. A constraint that favors neutralization may be a markedness constraint in the purely formal sense of the term: e.g. the constraint *[xxxPlace] (de Lacy 2002: 180) penalizes segments with a dorsal place of articulation (represented formally as three degrees of markedness in the Place dimension), and will have the effect of neutralizing dorsal-non-dorsal contrasts to the extent that it prevails over conflicting faithfulness constraints. On the other hand, a constraint such as *Gesture(body) (Boersma 1998: 230), which alse) penalizes dorsals, does so in terms of funct ional markedness by penalizing the articulatory effort involved in moving the tongue body to make a dorsal articulation.

Anzong constraints that preserve contrast, formal and functional versions also exist. On the formal side are constraints such as I Ent[xx-Place] (de Lacy 2002: 180), which says that all segments with at least two degrees of markedness in the Place dimension in the input (i.e. segments that are anderlyingly labial or dorsal) must have their place features preserved in the output. As an example of an explicitly functionalist faithfulness constraint, we could take "Replace(la|, $/ 8: /, \geq 30 \%$ ) (Boersma 2000: 37), which relates faithful production to accurate perception by penalizing any realization of lal that will be perceived at least 30 percent of the time as $/ \varepsilon /$. While the functional utility of faithfulness in general is intuitively obvious, it is perhaps wrorth noting that in a framework that assumes Richness of the Base, there is no guarantee that the contrast whose preservation is mandated by any given faithfulness constraint actually carries any functional load. Rather, the connection between faithfulness constraints and the use of contrasts to mark lexical distinctions must run in the opposite direction: per Lexicon Optimization, a contrast will exist in the lexicon only if the constraints that mandate its preservation are ranked sufficiently high. (Furthermore, even the inclusion of different representations in the lexicon does not necessarily nean that the distinctions between them carry any functional load; Lexicon Optimization will ensure that all non-alternating aspects of form are stored, even if they are redundant.) Faithfulness constraints can be seen as functional in a more general information-theoretic sense, however, in that increasing the number of contrasts present in the output increases the rate at which the signal is capable of transmitting information. (See e.g. Shannon 1956 for the information-theoretic point, and Boersma 1998: 184-185 for some comments on its relevance to functionalist optimality-theoretic phonology; also Chafter 63: markedness and faithrulness constraints for further discussion of the differences between markedness and faithfulness constraints.)

### 4.1.2 Positional licensing and positional faithfulness

Another point of difference among optimality-theoretic accounts of the preservation and neutralization of contrast is which set of constraints is held to be responsible for identifying the relevant environments. The Licensing by Cue approach presented
by Steriade (1997), for example, captures the generalization that laryngeal contrasts are most likely to be neutralized in contexts in which they are least perceptible by means of the fixed ranking of markedness constraints in (15) (see also charTER 16: POSITIONAL EFFECTS IN CONSONANT CLUSTERS):
(15) Hierarchy of markedness constraints penalizing surface specifications for voicing (Steriade 1997: 11, 35)
a. * $\alpha$ voice $] /[-\mathrm{son}]$ - [-son], [-son] —\#, \# - [-son]
b. $\quad[\alpha$ voice $] / V_{2}[-$ sor $]$
c. *[ $\alpha$ voice $] / \mathrm{V}$ _ \#
d. $*[\alpha$ voice $] / V / R[-s \cap n]$
e. $\quad *[\alpha$ voice $] / V-R \#$
f. $\quad{ }^{*}[\alpha$ voice $] / V \_R, V \_R V, V \_V$

This is one instantiation of the notion of positional licensing, in which marked features are penalized unless they are licensed by virtue of nccupying a particular position. In Steriade's (1997) approach, this positional licensing is phonetically grounded, in that the licensing envirorments are identified as those providing the best acoustic or auditory cues for perception of the contrast being licensed.

An alternative to positional licensing is positisnal faithfulness, as proposed by Beckman (1998). In this approach, the relevant environments are defined not by the markedness constraints, but by the faithfulness constraints, as in the example in (16):
(16) Hierarchy of positional faithfulness constraints preserving underlying specifications for voicing (Beckman 1998: 35)
a. IdentOnset(voice)
b. $\operatorname{Ident}$ (volice)

Other differences between Steriade's (1997) and Beckman's (1998) apprnaches are orthogonal to the choice between positional licensing and positional faithfulness, and to each other. The constraints in (16) are formulated so that (16a) applies to a subset of the forms for which (16b) is relevant; Beckman (1998: 35) hy pothesizes that their ranking is fixed, so that the more specific constraint univer sally dominates the more general one. The constraints in (15), on the other hand, are not in a subset relation, and their ranking is fixed by alignment to the relative phonetic perceptibility of voicing in the environments to which they refer. Additionally, the environments taken to be relevant by the constraints in (15) are defined in terms of segmental adjacency, while (16) refers to syllable structure instead.

One potential drawback of the positional licensing approach is that although a hierarchy of constraints like the one in (15), with the faithfulness constraint Preserve(voice) (Steriade 1997: 12) ranked somewhere in its mid.st, can predict where voicing neutralization will occur, it does not necessarily determine howo it will occur. In Lithuanian, for example, voicing on obstruents is neutralized by regressive assimjlation in obstruent clusters, and by devoicing word-finally, while voicing contrasts are preserved before sonorants:
(17) Voicing neutralization in Lithuanian (Steriade 1997: 18)
a. attgal [dg] 'back'
b. dirb+ti [pt] 'work (INF)'
c. daug $[\mathrm{k} \mathrm{\#}]$ 'much'
d. slipnas [pn] 'wreak'
e. litidnas [dn] 'sad'

These facts indicate that in Lithuanian, Preserve(voice) is ranked below * $\alpha$ voice] /V _ [-son] and *[a voice] / V _ \#, but above *[a voice] / V _ RV, which is consistent with the hierarchy in (15). However, the resulting grammar does not predict which instances of neutralization will result in assimilation and which in devoicing; the *a voice] constraints indicate only that underlying voicing specifications are not to be respected. One possibility would be to say that the output of the phonological computation includes segments that are unspecified for voicing where dictated by * $a$ voice] constraints, and that the actual realization of these segments as voiced (as in (17a)) or voiceless (as in (17b) and (17c)) is a matter of phonetic implementation. This, however, would seem to run counter to the aim of incorporating phonetic explanations into the phonological constraint granunar.

The positional faithfulness account of similar voicing facts in Polish offered by Lombardi (1999) does not suffer from the same difficulty, because in this model the constraints that motivate unfaithfulness to underlying voicing specifications also determine the appropriate surface voicing values in each context.

Lombardi's (1999) account of final devoicing and regressive voicing assim:lation in Polish is based on the constraints in (18):
(18) Constrnints relevant for voicing patterns in Polish (Lombardi 1999: 270-272)
a. Agree: Obstruent clusters should agree in voicing.
b. IbentOnset(Laryngeal): Consonants in onset position should be faithful to their underlying laryngeal specifications.
c. "Lar: Segments should not have marked laryngeal features.?
d. Ident(Laryngeal): Consonants should be faithful to their underlying laryngeal specifications.

Ranked in the order Agreb, lbentonset(Laryngeal) >> *Lar >> IDEnt(Laryngeal), these constraints will generate final devoicing and regressive assimilation, and respect underlying voicing specifications of onset obstruents, as illustrated in (19):
(19) Tablenux for Polish Iaryngeal neutralization (Lombardi 1999: 282)
a. Klub [p] 'club'

| Input: /klub/ | AGree | ldOns(Lar) | ${ }^{*} \operatorname{Lar}$ | $\operatorname{lo}($ Lar $)$ |
| :---: | :---: | :--- | :---: | :---: |
| a. [klub] |  |  | *! |  |
| r**b. [klup] |  |  |  | $*$ |

[^11]b. Énbkn [pk] 'frog (Dim)'

| Input: /zahka/ | AgreE | InOns(Lar) | ${ }^{*}$ LAR | Iu(Lat) |
| :---: | :---: | :---: | :---: | :---: |
| a. [zabka] | $*!$ |  | ${ }^{* *}$ |  |
| b. [zapka] |  |  | $*$ | $*$ |
| c. [zalga] |  | $*!$ | $* * *$ | $*$ |
| d. [cafka] |  | $*!$ |  | ${ }^{* *}$ |

c. prosbon [zb] 'request (N)'

| input: / prosba/ | Agree | IoOns(Lar) | *Lar | Io(Lar) |
| :---: | :---: | :---: | :---: | :---: |
| a. [prosba] | *! |  | * |  |
| н** b, [prozta] |  |  | ** | * |
| c. [prusp.1] |  | *! |  | * |

d. nigdy [gd] 'never'

| Input: /nigdi/ | Acree | IoOns(Lar) | ${ }^{*}$ Lar | Id(Lat) |
| :---: | :---: | :---: | :---: | :---: |
| as a. [nigdi] |  |  | ${ }^{* *}$ |  |
| b. Inikdi] | $*!$ |  | $*$ | $*$ |
| c. [nikti] |  | $*!$ |  | ${ }^{*}$ |

Under the positional faithfulness approach, then, faithfulness constraints determine where contrasts should be preserved, and markedness constraints are largely responsible for dictating what happens when they are not.

### 4.2 Phonetic contrast and inventories

Another significant way in which Optimality Theory has been brought to bear on questions of contrast is in accounting for cross-linguistic patterns in the shapes of phonological inventories. In much optimality-theoretic work, inventories are regarded as essentially epiphenomenal, having no theoretical status of their own: a surface inventory is simply the set of segments the grammar happens to permit in output forms, and an underlying inventory is simply the set of segments Lexicon Optimization leads the learnet to posit in input forms. (See e.g. Kirchner 1995, 1997 on the derivability of contrastiveness in Optimality Theory.) Generalizations about inventories might therefore be expected to fall out automatically from a successful theory of the constraints that govern everything else in phonology. Dispersion Theory (Flemming 1995, 2002, among others), however, addresses inventories more directly, through the use of constraints that explicitly refer to the number or robustness of contrasts in the system as a whole, rather than only to individual forms.

### 4.2.1 Dispersion Theory

Flemming's Dispersion Theory offers an optimality-theoretic implementation of some of the insights of Lindblom's $(1986,1990)$ Theory of Adaptive Dispersion. Under this approach, the shapes of inventories eınerge from conpetition among three types of constraints (Flenıming 2002: 4):

- constraints that require the presence of particular numbers of surface contrasts, e.g. MaximizeContrasts (Flemming 2002), nWoros (Ní Chiosáin and Padgett 1997, 2001), *Merge (Padgett 2003), Contrast (Bradley 2001), $\mathcal{F}$-constraints (Sanders 2003);
- constraints that require surface contrasts to be phonetically robust, e.g. MinDist (Flemming 2002), Contrast (Ni Chiosáin \& Padgett 1997), Space (Ní Chiosáin and Padgett 2001; Padgett 2003), Dısr (Kirchner 1998), ©D-constraints (Sanders 2003);
- constraints that penalize articulatorily effortful (or otherwise narked) surface forms, e.g. MintmizeEffort (Flemming 2002), Lazy (Kirchner 1997, 1998), Mr-constraints (Sanders 2003).

Each of these three types potentially conflicts with the other two; for example, a contrast can be made more distinct either through the application of additional effort in the articulation of one or more of its members, or through the removal of one or more members from the set of contrasting forms.

If the constraints referring to contrasts are to be part of the evaluation, the grainmar must consider sets of contrasting forms together; in principle, the evaluation may apply to an entire language of forms, although for expository purporses, tableaux are restricted to representative sets of forms illustrating how the grammar treats a particular type of contrast.

For example, consider the following dispersion-theoretic account of voice onset time (VOT) contrasts in English, adapted from a sketch presented by Flemming (2002: 47-48). ${ }^{8}$ English stops exhibit a $\begin{gathered}\text { ewo-way contrast in VOT, but this contrast }\end{gathered}$ is realized differently in different positions. Foot-medially, the contrast is between voiced and voiceless unaspirated stops, as in ogre [oga] vs. ochre [oka]. Wordinitially, the voiced stops are partially devoiced, and the voiceless stops are aspirated, as in goal [ǵol] vs. coal [ $k^{\prime \prime}(1)$ ]. A dispersion-theoretic account of these facts requires the following constraints:

- MaximizeVOT Contrasts gives preference to candidate systems with larger numbers of surface forms that are distinct in VOT. As Flemming (2002: 27) explains, MaxımizeContrasts constraints are positive scalar constraints; rather than assigning asterisks to candidates for violations, they assign check marks to candidates according to how many contrasting forms they include.

[^12]- MinDist=VOT constraints require forms that contrast in VOT to do so by at least a certain degree. For this partic ular example, we can consider the range of potentially contrasting segments in (20), and say that the crucial MinDist constraint here, MinDist=VOT:2, requires contrasting forms to differ at least as much as do $\left[k^{h}\right]$ and $[\dot{g}]$, or $[k]$ and $[g]$. A more stringent constraint, MinDist =VOT:3, which would require forms to differ as much as [ g$]$ and $\left[\mathbf{k}^{\mathrm{h}}\right]$, is ranked too low to have an effect.
(20) Stops potentially contrasting in VOT

| g |  |
| :---: | :---: |
| negative VOT | $\stackrel{\circ}{\mathrm{g}} \mathrm{k}$ |
| $\operatorname{VOT}^{\mathrm{c}}$ irca 0 | $\mathrm{k}^{\mathrm{h}}$ |
| positive VOT |  |

- Markedness constraints penalize effortful articulacions:
*indtial.VoicenSter penalizes prevoicing of word-i intial plosives.
*Aspiration penalizes aspirated stops.
Ranking MinDist=VOT:2 over MaximizeVOT Contrasts at the top of the herarchy will mean that in both medial and initial positions the optimal system will have two contrasting forms. A system with more than two forms cannot satisfy MinDist=VOT:2, and a system with only one form will be ruled out by MaximizeVot Contrasts.

As the tableau in (21) illustrates, the forms chosen in medial position will have lg] and [k]. Any other pair of forms that fares at least as well on the MinDist constraints will be ruled out by the constraint against aspirates. A pair with [gं] and [ $k$ ] is harmonically bounded by the winning candidate because it violates MinDist=VOT:2.
(21) English VOT contrasts in medinl position

|  | $\begin{gathered} \text { MinDisi } \\ =\text { VOT:2 } \end{gathered}$ | Max <br> Contrasts | *IVS | *Asr ${ }^{\text {r }}$ | $\begin{aligned} & \text { MinDist } \\ & =\text { VOT:3 } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Esa a. [oga ] loka] |  | $\checkmark \checkmark$ |  |  | * |
| b. [ogz ] [0k ${ }^{\text {h }}$ ] $]$ |  | $\checkmark \checkmark$ |  | *! |  |
| c. [0g่x] [0k ${ }^{\text {h }}$ ] |  | $\checkmark \checkmark$ |  | *! | * |
| d. [ogr] |  | $\checkmark$ ! |  |  |  |
| e. [0g̊ $]$ loka] | *! | $\checkmark \checkmark$ |  |  | * |
| f. [0gal [0garl [0kx] | *! | $\checkmark \checkmark \checkmark$ |  |  | *** |
|  | *!** | はJJ」 |  | * | ***** |

The corresponding tableau for word-initial position is shown in (22). Here, the winning candidate has forms with $[\hat{g}]$ and $\left[k^{k}\right]$. Any other set of forms that is at least equally dispersed is eliminated by "Initial Voiceostor, any set of forms that is less dispersed is eliminated by MinDist=VOT:2.
(22) English VOT contrasts in initial position

|  |  |  |  | $\begin{aligned} & \text { MinDist } \\ & =\text { VOT:2 } \end{aligned}$ | Max <br> Contrasts | *1VS | * Asp | $\begin{aligned} & \text { MinDist } \\ & \text { =VOT:3 } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{5} \times \mathrm{F}$ a. | [got] |  | [ $\left.\mathrm{k}^{\text {n }} \mathrm{OH}\right]$ |  | $\checkmark \checkmark$ |  | * | * |
| b. [got] |  | [kol] |  |  | $\checkmark \checkmark$ | *! |  | * |
| c. [ ${ }_{\text {c }}^{\text {c }}$ (t] |  |  | [ $\mathrm{k}^{\text {n }} \mathrm{l}$ ] $]$ |  | $\checkmark \checkmark$ | *! | * |  |
| d. |  | [kot] |  |  | $\checkmark$ ! |  |  |  |
| e. | [g่ก¢] | [kol] |  | *! | $\checkmark$ |  |  | * |
| f. |  | [kok] | [ $\mathrm{k}^{\text {a }}$ (l) $]$ | *! | $\checkmark$ |  | * | * |
| g. | [got] | [kot] | [ $k^{\text {k }}$ (l)] | *! |  |  | * | *** |
| h. [got] | [g'ot] | [kol] | [ $\left.k^{h} \cap 1\right]$ | *! ** | $\checkmark \checkmark \checkmark \checkmark$ | * | * | ***** |

As this example illustrates, Dispersion Theory deals not only with the overall shapes of inventories, but also with the ways in which syntagnatic patterns interact with the paradigmatic system of contrasts, and it does so in a way that is very much independent of underlying representations. In this treat ment, it makes no difference whether the English VOT contrast is represented in the input as a voicing contrast ( $/ \mathrm{g} / \mathrm{vs} . / \mathrm{k} /$ ), or as an aspiration contrast ( $\left./ \mathrm{k} / \mathrm{vs} . / \mathrm{k}^{\mathrm{tb}}\right)$, or both, in part because faithfulness constraints do not play a crucial role in determining the surface forms. Because Dispersion Theory treats the system of contrasts as a whole, a markedness constraint that directly affects one form may indirectly affect another; for example, when a markedness constraint requires devoicing of the lenis member of the pair, the fortis nember must be realized as aspirated in order to satisfy MinDist=VOT:2.

### 4.2.2 Dispersion and diachrony

Padgett (2003) uses Dispersion Theory to account for a diachronic change that involves a system of contrasts, namely post-velar fronting of [i] to [i] in Russian. This change, Padgett argues, was driven by constraints mandating robust phonetic contrast: the claange from [ $k \mathfrak{k}$ ] to [ $\left.k^{\prime} \mathrm{i}\right]$ resulted in a greater contrast with [ $k u$ ], taking advantage of a gap that had been left by the First Velar Palatalization, in which $\left[\mathrm{k}^{j_{i}}\right.$ ] had become [ $\left.\boldsymbol{t}^{\prime} \mathrm{i}\right]$. The tableau in (23) show's the essential components of Padgett's account of post-velar fronting.
(23) Post-velar fronting in Russian (Padgett 2003: 74) ${ }^{9}$

|  | *Merge | SPACE.COHu $\geq 1 ; 2$ | Iddent(coldr) |
| :---: | :---: | :---: | :---: |
|  |  | ** | * |
| b. $\left[\mathrm{P}^{i}\right]_{1}\left[\mathrm{P}^{i}\right]_{2} \quad\left[\mathrm{P}^{\prime} \\|\right]_{:}$ <br> $\left[\begin{array}{ll}k i]_{5} & {[k u]_{6}}\end{array}\right.$ <br> $\left[\begin{array}{c}1 \\ 1 i\end{array}\right]$, |  | ***! |  |
|  |  | ***! | ** |
| d. | "! |  | ** |

Maintenance of contrasts here is driven by the faithfulness constraint *Merge, which requires that separate forms in the input have distinct realizations in the output; input-output correspondence is indicated by subscript numerals. This constraint is violated by the last candidate, in which the input forms $/ \mathrm{P}^{{ }^{j} /} /$ and $/ \mathrm{pi}^{\mathrm{i}}$ / are collapsed into $\left[\boldsymbol{p}^{\mathbf{j}} \mathbf{i}\right.$ ]. This is also the only candidate that fully satisfies $\operatorname{SraCB}_{\text {bocek }} \geq 1 / 2$, which requires that minimal pairs distinguished only by vowel color (backness and/or rounding) must each have at least half of the range of possible vowel colors ava ilable to them. This constraint thus imposes restrictions on both the number and the phonetic realization of contrasting vowels. If $n$ vowels are evenly distributed in the available space, each vowel has $1 / n$ of the space, as schematized in (24a). A system with inore than two vowels cannot satisfy $\mathrm{Sl}^{\prime} \cdot \mathrm{ACE}_{\text {eock }} \geq 1 / 2$, but neither will a two-vowel system in which the vowels are unevenly spaced, such as the system in (24b).
(24) a. Equal allocation of vozvel color space (Padgett 2003: 55)

| i | $i$ | $\underline{1}$ | 11 |
| :---: | :---: | :---: | :---: |
| i |  |  | u |
| i |  |  | u |
| i |  |  |  |

Each vowel has $1 / 4$ of the available space. Each vorvel has $1 / 3$ of the available space. Each vowel has $1 / 2$ of the available space. Each vowel has all of the available space.
b. Unequal allocation of vorvel color space.

| $\dot{i}$ | $\mathrm{u} \quad \mathrm{u} /$ has less than $1 / 2$ of the available space. |
| :--- | :--- |

[^13]The winning candidate in (23) improves upon the perfectly faithful candidate by
 at the expense of the low-ranking faithfulness constraint IuEnt (color). The two violations of $S P P A C B^{\text {eole }} \geq 1 / 2$ incurred by the $[\mathrm{PV}]$ series, however, cannot be eliminated without violating *Merge, so the labial series is realized faithfully.

It is crucial to Padgett's account that $\mathrm{SPACE}_{\text {angok }} 2^{1 / 2}$ eval uates words, rather than segments; in order for the realization of $/ \mathrm{k}_{\mathrm{i}} /$ as $\left[\mathrm{k}^{\mathrm{j}}\right]$ to be useful, the $[\mathrm{kV}]$ series must be evaluated independently from the [ $p V$ ] series. Hence Padgett's (2003: 56) definition of the SPACE constraint family explicitly refers to (potential) minimal pairs. This definition, heowever, allows for a rather counterintuitive repair strategy for forms with phonetically wreak underlying contrasts. If some other faithfulness constraint (e.g. DEr) is ranked sufficiently low, then the forms could be made to satisfy Space vacuously by violating that constraint in such a way as to ensure that they are no longer nuinimal pairs (e.g. by inserting additional segments elsewhere in the form). The tableau in (25) suggests that if Dep were ranked below Ident(color) in some language that otherwise resembles Russian at the stage at which post-velar fronting applied, a candidate in which several forms undergo epenthesis will be preferred over the winning candidate from (23):

Enhancing contrast through epenthesis

| ```/pi/s/pi/:/pu/3 /ki/s/ku/4 /4/i/a``` | *Merge | Spaceronor $\geq 1 / 2$ | Id ent(color) | Ded |
| :---: | :---: | :---: | :---: | :---: |
| a. $\left[\begin{array}{lll}\left.p^{\prime i}\right]_{1} & {[\mathrm{pi}]_{2}} & {[\mathrm{pu}]_{3}}\end{array}\right.$ $\qquad$ $\left[\mathrm{k}^{\mathrm{i} i}\right]_{5}$ $[k u]_{n}$ $\left.\left[\mathrm{t}^{\prime}\right)_{\mathrm{i}}\right]_{4}$ |  | * ${ }^{\text {e }}$ | * |  |
|  |  |  |  | *** |

The obvious objection to this tableau is that, by restricting the input to these six forms, it conceals some violations of "MERGE. If [spii], [ki] and [plu] are phonotactically licit "words," then they should also be part of the input language, and the apparently successful candidate in (25) will be penalized for conflating them with $/ \mathrm{pi} /$ / /ki/ and /pu/. However, if Dep is ranked sufficiently low, then the ideal way of avoiding these violations of ${ }^{*}$ Merge may be to epenthesize additional segments in the output correspondents of /spii/, /kin/ and /plu/ as well. Of course this, in turn, may collapse still other underlying distinctions, and so the truly optimal candidate would involve a massive chain shift of augmented words. ${ }^{\text {to }}$

In addition to being quite unlike any attested historical change, a shift of this sort would render intractable Padgett's (2003: §3.1) simplifying assumption that a language can be represented in a tableau as a small set of idealized forms. Because

[^14]the forms in question represent phonotactically possible words rather than actual words, the full set of forms is, unlike an actual lexicon, at least potentially infinite. So long as the only changes contemplated in the tableau are substitutions, it is feasible to focus on small clusters of similar forms. However, if each form under consideration must be compared to one that is one segment longer, the candidate languages may need to be evaluated in their entirety.

This example may seem far-fetched, perhaps in part because it involves an unusually low ranking of a inajor faithfulness constraint. However, a system that includes constraints designed to evaluate the phonetic distinctiveness of entire words does open up the possibility that marginal contrasts may be "enhanced" by the introduction of apparently irrelevant changes. If such constraints exist and are freely rankable with respect to faitlufulness constraints, then something very much like Ptydepe beconnes a typological possibility. "

## 5 Concluding remarks

As the range of work touched on in the preceding sections suggests, there is considerable support among phonologists for the proposition that contrast is important, but there is rather less agreement about hozv it is inportant, or even about what, precisely, contrast is. Phonological theories that may be broadly described as based on the notion of contrast include formal algoritlums for deriving minimally specified underlying representations (e.g. the Successive Division Algorithm of Dresher 2009), constraints that evaluate surface forms in minute phonetic detail (e.g. Dispersion Theory), and many things in between. Faced with the diversity not only of these theories themselves, but of their goals, it can be difficult to imagine a way of synthesizing them, or even of drawing meaningful comparisons among them.

There are, however, at least some areas in which these disparate theories inay be brought to bear on similar sorts of questions. One of these is the shexpe of plonological inventories, discussed above in \$4.2.1 in connection with Dispersion Theory. While the notion of a contrastive hierarchy, as described in $\$ 3.2$, applies specifically to contrasts at the phonemic level, this approach to phonological feature specifications can also nake significant predictions about the phonetic shape of inventories, particularly if it is used in combination with some theory of phonetic enhancement (on which see e.g. Keyser and Stevens 2001). Consider, for example, the highly implausible three-vowel inventory in (26), which represents a segmental analogue to the word-level indistinctness of Chorukor.

```
An unlikely threc-vowel inventory
i #
    O
```

The inventory in (26) is unlikely because, as noted by some of the work discussed in $\S 4.2 .1$, contrasting segments tend to distribute themselves in such a way as to

[^15]take maximal advantage of the phonetic space available to them, as in the widely attested three-vowel inventory / i a u/. Dispersion Theory addresses this fact by positing constraints that evaluate the phonetic robustness of an entire system of contrasting segments or words.

The Successive Division Algorithm, as Hall (2007b: §4.3.2) points out, offers an alternative explanation. If the algorithm is used to assign features to the segments in (26), there will not be very many ways of doing sof: the only features that can divide this inventory are [ $\pm$ high] and [ $\pm$ round]. If [ $\pm$ high] takes wider scope, the features will be assigned as in (27a); if [ $\pm$ round] is applied first, the features will be as in (27b).
a. Specificntions for (26) with [ $\pm$ high] >> [士round]

|  | i | g | \# |
| :--- | :--- | :--- | :--- |
| $[ \pm$ high $]$ | + | - | + |
| $[ \pm r o u n d]$ | - |  | + |

b. Specifficntions for (26) with [tround] > [ $\pm$ high]

|  | $\dot{1}$ | 9 | u |
| :--- | :---: | :---: | :---: |
| $[ \pm$ round $]$ | - | - | + |
| $[ \pm$ high $]$ | + | - |  |

What is noteworthy about the sets of specifications in (27) is that they are both entirely compatible with the inventory /i a $u$ /. In a theory of full specification, the vowels in (26) would be identifiable as /i $9 \mathrm{zz} /$, because they would be specified for all the features they have in common as well as for the features that differentiate them; the Successive Division Algorithm can mark only how they differ from one another. If the Successive Division Algorithm is combined with some simple rules for robust phonetic implementation - e.g. a [-high] vowel is realized as low unless it is specified as [-low]; a [tround] vowel is realized as back unless it is specified to the contrary; etc. - then the inventory as specified in (27) will not only be phonologically ind istinguishable from / $\mathrm{ia} \mathrm{u} /$, but it will even be pronounced as [iau] or some other similarly dispersed set of surface forms. While the Successive Division Algorithm by itself does not guarantee phonetic dispersedness, it does guarantee that every specified feature serves to distinguish a segment from some other member or members of the inventory. If redundant features are specified, then enhancement of specified features will contribute to surface dispersedness. Under this view, minimal representation of phonemic contrasts in underlying forins is a crucial part of a system that generates enhanced phonetic contrasts at the surface level, but that does so without making any explicit comparison between the surface forms themselves.

One theme that occurs repeatedly in the disparate treatments of phonological contrast is the relevance of information theory to phonology. As mentioned in §1, it was information theory that inspired Cherry et al. (1953) to apply a contrastive hierarchy to the phonemic inventory of Russian. For contemporary functionalist theories, the ability of the phonetic signal to communicate information is one of the major forces driving all phonological patterns. For Hall (2007b: §4.3.1) and Dresher (2009: §2.5.3) diagrams similar to the adjacency graphs of Shannon (1956) help to identify the type of inventory for which the Pairwise Algorithm (discussed
above in $\$ 3.1$ ) is inadequate. Broe (1993) uses information theory in constructing a theory of phonological similarity, the converse of phonological contrast. For Hume (2005), the information-theoretic concept of predictability provides new insight into phonological phenomena previously attributed to markedness (see also CHAPTER : 1 : markedness). Hall (2009) uses entropy - Shannon and Weaver's (1949) formal measure of uncertainty - as a means of quantifying the degree to which two phones contrast with each other, thereby creating a non-categorical theory of phonemic contrast.

While there is, at this point, no overarching consensus on the role of contrast in phonology, or even on what the right questions to ask about it are, there are some interesting points of tangency, and sometimes agreement, among the contrasting views of contrast. There is reason, then, to think that the tensions among them - between phonemic and phonetic, formal and functional, abstract and concrete - are productive ones, and that, as Aristotle (1991: 240) suggested, "understanding is made greater by contrast." Vivent les différences!

## ACKNOWLEDGMENTS

I am grateful to the editors and two anonymous revieuvers for their helpful comments and suggestions. This chapter has also benefiited from discussions with Elan Dresher, Elizabeth Cowper, Marc van Oostendorp, Aleksei Nazarov, and Oliver Lenz. Any remaining errors, omissions or other infelicities are entirely my own fault.

## REFERENCES

Anderson, Stephen R. 1985. Phonology in the tiventieth century: Theories of rules and theorries of representations. Chicago: University of Chicago Press.
Archangeli, Diana. 1988. Aspects of underspecification theory. Phonology 5. 183-207.
Archangeli, Diana \& Keiichiro Suzuki. 1997. The Yokuts challenge. In Iggy Roca (ed.) Derientions and constraists in phonology, 197-226. Oxford: Clarendon.
Aristotle. 1991. The art of rhetoric. London: Penguin. Translated and edited by H. C. Jawson-Tancred.

Barrie, Michael, 2006. Tone circles and contrast preservation. Linguistic Inquiry 37, 131-141.
Beckman, Jill N. 1998. Posit.onal faithfulnesis. Ph.D. dissertation, University of Massachusetts, Amherst.
Boersma, Paul. 1998. Eunctional phondogy: Formalizing the interactions beracen articulatory and perceptund drives. The Hague: Helland Academic Graphics.
Boersma, Paul. 2000. The OCP in the perception grammar. Unpublished ms., University of Amsterdam (ROA-435)
Bradley, Travis G. 2001. The phonetics and phonology of rhotic duration contrast and neutralization. Ph. Dissertation, Pennsylvania State University.
Broe, Michael B. 1993. Specification theory: The treatment of redundancy in generative phonology. Ph.D. dissertation, University of Edinburgh.
Bühler, Karl. 1934. Sprachthcorie: Die Darstellungs fankfiou der Sprache. Jena: Gustav Fischer.
Cantor, Georg. 1892. Über ein elementare Frage der Maunugfaltigkeitslehre. Jahresbericht der Deutschen Mathematike;-Vereinigung I. 75-78.
Chambers, J. K. 1973. Canadian Raising. Canndinn Jouman of Linguistics 18. 131-135.
Cherry, E. Colin, Morris Halle \& Roman Jakobson. 1957. Toward the logical description of languages in their phonemic aspect. Langunge 29. 34-46.

Clements, G. N. 1987. Towards a substantive theory of feature specification. Paper presented at the UCLA Symposium on Segment Structure.
de Lacy, ['aul. 2002. The formal expression of markedness. I'h.D. dissertation, University of Massachusetts, Amherst.
Dresher, B. Elan. 2003. The contrastive hierarchy in phonology. Toronfo Working Papers in Linguistics 20. 47-62.
Bresher, B. Elan. 2009. The contrastioe hierarchy in phonology. Cambridge: Cambridge University Press.
Dresher, B. Elan \& Xi Zhang. 2005. Contrast and phonological activity in Manchu vorvel systems. Canadian jourual of Linguistics 50. 45-82.
Dresher, B. Elan, Glyne L. Piggott \& Keren Rice. 1994. Contrast in phonology: Overview. Toronto Working Prpers iu Linguistics 13: iii-xvii.
Dyck, Carrie. 1995. Constraining the phonology-phonetics interface, with exemplification from Spanish and Italian dialects. Ph.D. dissertation, University of Toronto.
Flemming, Edivard. 1995. Auditory representations in phonology. Ph.B. dissertation, University of California, Los Angeles.
Flemuning, F.dward. 20102. Auditory representations in phonology. London \& New York: Routledge. Revised version of Flemming (1995).
Coddard, Ives. 1974. An outline of the historical phonology of Arapaho and Atsina. Internationnf Journal of American Linguistics 40. 102-116.
Coldsmith, John A. 1995. Phonological theory. In John A. Coldsnith (ed.) The handbook of phonological ftheory, 1-23. Cambridge, MA \& Oxford: Blackivell.
Gussmann, Edmund. 1976. Recoverable derivations and phonological change. Lingun 40. 281-303.
Hall, Dariel Currie (ed.) 2003. Special issue on con trast in phonology. Tornnto Workiug Papers in Linguistics 20.
Hall, Daniel Currie. 2007a. Laryngeal underspecification and Richness of the Base. In Sylvia Blaho, Patrik Bye \& Martin Krämer (eds.) Freedonn of Amplysis?, 11-34. Berlin \& New York: Mouton de Gruyter.
Hall, Daniel Currie. 2007b. The role and representation of contrast in phonological theory. Ph.D. dissertation, University of Toronto.
Hall, Kathleen Currie. 2009. A probabilistic model of phonological relationships from contrast to allophony. Ph.D. dissertation, Ohio State University,
Halle, Morris. 1959. The sound pattern of Russian: A linguistic and ncoustical investigntion. The Hague: Mouton.
Harms, Robert T. 1.973. How abstract is Nupe? I.angunge 49. 439-446.
Havel, Václav, [1966] 1991. Vyrozumbèní. [The memorafdum.] In Hry, 47-104. Prague: Liduvé Noviny.
Hume, Elizabeth. 2005. Deconstructing markedness: A predictability-based approach. Proceerlings of the Annual Mecting, Berkelcy Linguistics Socicty 13. 182-198.
Hyman, Larry M. 1970. How concrete is phonology? Language 46. 58-76.
Hyman, Larry M. 1973. Nupe three years later. Language 49. 447-452.
Inkelas, Sharon. 1995. The consequences of uptimization for underspecification. Papcrs from the Ammunl Meeting of the North Enst Linguistic Sociely 25. 287-302.
Inkelas, Sharon. 1996. Archiphonemic underspecification: An optimization approach to the phonological description of morphemes. Unpublished ms., University of California, Berkeley.
Takobson, Roman. 1949. On the identification of phonemic entities. Trusianax du Cercle Linguisfique de Copenhngue 5. 205-21.3.
Jakobson, Roman \& M.Iorris Halle. 1956. Eundamentals of langunge. The Hague: Mouton.
Johnson, Keith. 2006. Resonance in an exemplar-based lexicon: The emergence of social identity and phonology, fournal of Phonetics 34, 485-499.
Joos, Martin. 1942. A phonological dileınma in Canadian English. Langunge 18. 141-144.

Kaye, Jonathan. 1974. Opacity and recoverability in phonology. Canadian fournal of Lingruistics 19. 134-149.
Keating, l'atricia. 1984. Phonetic and phonological representation of stop consonant voicing. Linguage 60. 286-319.
Keyser, Samuel J. \& Kenneth N. Stevens, 2001. Enhancement revisited. In Michael Kenstowicz (ed.) Ken Hale: A life in langunge, 271-291. Cambridge, MA: MIT Press.
Kiparsky, Paul. 1968. How abstract is phonology? Distributed by Indiana University Linguistics Club. Reprinted in Paul Kiparsky (1982), Explanation in phonology, 119-163. Dordrecht: Foris.
Kiparsky, Paul. 1973. Thonological representations: Abstractness, opacity, and global rules. In Osamu Fujimura (ed.) Three dimensions of linguistic Mreory, 57-86. Tokyo: Taikusha.
Kirchuer, Robert. 1995. Contrastiveness is an epiphenomenon of constraint ranking. Procechings of the Anmunl Meeting, Berkeley Linguistics Society 21. 198-208.
Kirchner, Robert. 1997. Contrastiveness and faithfulness. Phonofogy 14. 83-111.
Kirchner, Rebert. 1998. An effort-based approach to censenant lenition. I'h.D. dissertation, University of California, L.os Angeles.
Kisseberth, Charles W. 1976. The interaction of phonological rules and the polarity of language. In Andreas Koutsoudas (ed.) The application and ordering of pltonological rules, 41-54. The Hague: Mouton.
Lindblom, Björn. 1986. Phonetic universals in vowel systems. In Joln J. Ohala \& Jeri J. Jaeger (eds.) Experimental phonology, 13-44. Orlando: A cademic ['ress.
Lindblom, Björn. 1990. Phonetic content in phonology. Phonetic Experimental Research, Institute of Linguisfics, University of Stockholm 11. 101-118.
Lombardi, Linda. 1999. Positional faithfulness and voicing assimilation in Optimality Theory. Natural Lsmguage and Linguistic Theory 17. 267-302.
Łuborvicz, Anna. 2003. Contrast preservation in phonological mappings. Ph.B. dissertation, University of Massachusetts, Amherst.
Eubowicz, Anna. 2007. I'aradigmatic contrast in Polish. Journal of Slazic Linguistics 15. 229-262.
Mackenzie, Sara. 2005. Similarity and contrast in oonsonant harmeny systems. Toronto liuorking Papers in Lirguistics 24. 169-182.
Mackenzie, Sara. 2009. Contrast and similarity in coneonant harmeny presesses. Ph.D. dissertation, University of Toronto.
M.イartinet, André, 1964. Elements of general finguistics. Chicago: University of Chicago Press.

McCarthy, John J. 2005. Taking a free ride in morphophonemic learning. Catalan fournal of Jingustics 4. 19-55.
Nevins, Andrew. 2004. Conditions on (dis)harmony. Ph.D. dissertatienn, MIT,
Ní Chiosáin, Máire \& Jaye Padgett. 1.997. Markedness, segment realization, and locality in spreading. Technical Report LRC-97-(11) Linguistics Research Center, University of California, Santa Cruz.
Ní Chiosáin, Máire \& Jaye l'adgett. 2001. Markedness, segment realization, and locality in spreading. In Linda Lombardi (ed.) Se.gmental phonolog'y in Optimality Thuory: Constraints and representations, 118-156. Cambridge: Cambridge University Press.
Padgett, Jaye. 2003. Contrast and post-velar fannting in Russian. Natural Lingruage and Singuistic Theroy 21. 39-87.
Paradis, Carole \& Jean-François Prunet. 1991. Introduction: Asymmetry and visibility in consonant articulations. In Carole Paradis \& Jean-Françis Prunet (eds.) The special status of coronals: Internal and external evidence, 1-28. San Diego: Academic Press.
Prince, Alan \& Paul Smolensky. 1993. Optimolity Theory: Constraint interaction in generative grammar. Unpublished ms., Rutgers University \& University of Colorado, Boulder. Published 2004, Malden, MA \& Oxford: Blackwell.
Rice, Keren. 1995. On vowel place features. Toronto Working Papers in Linguistics 14. 73-116.

Rice, Keren. 2002. Vowel place contrasts. In Mengistu Amberber \& Peter Collins (eds.) Language universals and variation, 230-270. Westport, CT: Praeger.
Sanders, Nathan. 2003. Opacity and sound change in the l'olish lexicon. Ph.D. dissertation, University of California, Santa Cru7.
Sausisure, Ferdinand de. 1916. Comrs de linguistipue générnte 5th edn. 1962. Lausanne \& Paris: Payot.
Shannon, Claude Ehvood. 1956. The zero error capacity of a noisy channel. IRE Transsctions on Information Theory, IT-2. Reprinted 1993 in N. J. A. Sloane \& Aaron D. Wyner (eds.) Chaude Etioood Shannon: Collected papers, 221-238. Piscatasvay: IEEE Press.
Shannon, Claude Elwood \& Warren Weaver. 1949. The mathematical theory of commenicntion. Urbana-Champaign: University of Illinois Press.
Steriade, Donca. 1987. Redundant values. Papers from the Anmunt Ihegional Mecting, Chicngo Linguistic Socicty 23(2). 339-362.
Steriade, Donca. 1997. Phonetics in phonology: The case of laryngeal neutralization. Unpublishled ms., University of California, Los Angeles.
Tessier, Anne-Michelle. 2004. Input "clusters" and contrast preservation in OT. Proccedings of the West Cowst Conference on Formal Jingrastics 23. 759-772.
Trubetzkoy, Nikelai S. 1939, Grmodziige der Phonologic. Göttingen: van der FFoeck \& Ruprecht. Translated 1969 by Christiane A. M. Baltaxe as Principles of phonolocy. Berkeley \& Los Angeles: University of California Press.
Tryon, Darrell T. 1970. An introduction to Anranurgke" (Northern Australin). (Pacific Linguistics B15.) Canberra: Australian National University.

## 3 Learnability

Jeffrey Heinz<br>Jason Riggle

## 1 Introduction

How can anything (such as a child or any other coniputing device) autontatically acquire (any aspect of) a phonological grammar on the basis of its experience?

This is the fundamental (and unresolved) question of phonological learnability, and it is essent ially independent of whether the grammar is taken to be the best description of the cognitive state of the language faculty, or whether the granunar is taken to be the best description of a language pattern, independent of its cognitive status. The problem of learning a general pattern from a finite set of observations has roots in the philosophical problem of inductive logic (Popper 1959; Sober 2008). Though language learning is simply a specific instance of this problem, it has played a perennially central role in the discussion. In fact, the modern formal study of learnability was inspired by the problem of language acquisition and much of the learnability literature is couched in formal language theory, whose early period was also infuenced by the founcting of generative linguistics. There have been many developinents in formal learning theory and related disciplines, such as grammatical inference, computational learning theory, and nachine learning. For the purposes of this chapter we will refer to all of these areas with the term learning theory.

All characterizations of learning - whether the domain is syntax, phonology, or gardening, and whether the models are connectionist, Bayesian, or symbolic - are subject to the results of learning theory. Even if they are not intended as such, answers to the question posed at the outset of this chapter constitute hypotheses about the broad characteristics of the computations that humans perform in learning the phonology of their language(s). Our goal in this chapter is to motivate the applicability of learning theory to the problem of learning phonological grammars. In this pursuit, we discuss but a fraction of the many grammatical formalisms and models of phonological learning that have been proposed (space does not permit a comprehensive survey, so we apologize in advance to those whose work is omitted in our brief discussion of the literature). Our main points are that learning theory: (i) makes clear zolat it is that is being learned; (ii) reveals little conceptual difference in the problems of
learning gradient is. categorical distinctions; (iii) makes a theory of universal grammar inevitable; (iv) can nake clear which properties of phonological patterns are important for learnability; (v) einphasizes understanding the general behavior of learning models.
§2 review's the foundations of formal language theory and its relevance to phonology. $\$ 3$ covers the main contributions of a few of the theoretical learning frameworks to our understanding of the problem of learning phonological graınmars. $\S 4$ examines the role of structure in generalization. $\S 5$ reviews several phonological learning models from the perspective of learning theory.

## 2 Formal language theory and phonology

How do we represent the patterns (i.e. languages) that a learner might attempt to learn? (See also CHAPTER 101: THE INTERPRETATION OF PHONOLOGICAL PATTERNS in first language acQuisition for a different perspective.) In formal language theory, languages are characterized as sets, relations, or, equivalently, functions (Harrison 1978; Hopcroft et al. 1979). This abstraction focuses attention on the patterns themselves rather than the particular grammars that describe the patterns. Though grammars typically reflect the generalizations that we are interested in, there can be many different ways to describe the same language.

### 2.1 Phonotactic patterns

For a concrete example, consider the set of all and only the words that obey a given phonotactic pattern. In this case, the phonotactic pattern makes a bimary distinction between well-formed and ill-formed words (gradient distinctions are discussed later). For example, suppose that (1) designates all and only those words which obey the constraint that obstruents in codas do not disagree in voice.
(1) \{fist, dæeft, rabd, ...\}

Already the connection between the foundations of generative grammar and formal language theory are apparent. If the "three dots" in (1) are meant to include only actual English words, then clearly the set is finite. Cenerative phonologists reject such finite "list" representations, because the evidence is overwhelming that phonological competence goes beyond the finitely many words a speaker actually knows. In other words, the "three dots" are meant to include every conceivable word which includes many things that are not words of English, such as those in (2).

$$
\begin{equation*}
\{\text { plist, } \theta \text { reft, ivabd, . . . . peifist, . . .\} } \tag{2}
\end{equation*}
$$

The fact that these sets can be infinite is what necessitates a generative grammar - that is, some finite device capable of generating all and only those logically possible words which obey the phonotactic pattern.

### 2.2 Alternations

(Morpho)phonological alternations can be represented as relations (i.e. sets consisting of all and only the pairs of words that obey the alternation). The exainple in (3) represents word-final obstruent devoicing found in languages like Dutch (citapter 69: final devoicing and final laryngeal neutralization). Again, all logically possible pairs that obey the alternation are included (which, in the case of Dutch, includes pairs like (ag, ak) even though Dutch lacks /g/).

$$
\begin{equation*}
\{(a b, a p),(a d, a t),(a g, a k), \ldots,(b a b, \text { bap }),(b a d, b a t),(b a g, b a k), \ldots\} \tag{3}
\end{equation*}
$$

The pairs can be taken to mean that underlying /ab/ is realized as [ap], and so on. When an underlying form $t$ is paired with a surface forın s, we write $\langle u, s\rangle$, Again, much depends on how the "three dots" are interpreted. If they are interpreted as strictly as possible, then the alternation could be generated by the SPE rule:

$$
\left[\begin{array}{l}
+ \text { voice }  \tag{4}\\
- \text { son }
\end{array}\right] \rightarrow[- \text { voice }] / \text { \# }
$$

In introductory phonology, it is often pointed out that the feature [+voice] in the target of the rule is unnecessary. In the interests of having shorter rules and rules which apply maximally without being falsified, the feature [ +voice ] is omitted in favor of the following.
(5) $[$-son $] \rightarrow[$-voice $] /-\#$

This would mean that the "three dots" are intended to include pairs like those in (6).
(6) \{(ap, ap), (at, at), (ak, ak), ...\}

Thus the rule in (5) applies even to hypothetical fornt like /ap/, mapping it to [ap]. Kos.kenniemi (1983) takes this one step further, and considers the "three dots" to include pairs like those in (7).

$$
\begin{equation*}
\{(a, a),(a s, a s),(a f, a f),(a r, a r),(a n, a n), \ldots\} \tag{7}
\end{equation*}
$$

In other words, all hypothetical underlying forms are included in the left-hand side of some pair. The corresponding SPE rule could be said to apply to all possible underlying forms, though in most cases its application is vacuous. The application only results in a change when the final consonant is a voiced obstruent. Mainstream phonology never adopted this perspective, for two reasons: it made the standard SPE rules more difficult to write (and sometimes more complex according to the SPE simplicity metric), and there were some discouraging complexity results (Barton 1986; Barton et al. 1987). But Koskenniemi observes a conceptual shift when thinking of the patterns in this way: rules can be thought of as constraints on alternations.

Note that all phonological knowledge can be deduced from the alternation pattern. In the case of phonotactic knowledge, this is straightforward: the set of
forms in the right-hand side (the "surface forms") of the alternation pattern constitutes the infinite set of all forms that obey the surface phonotactic constraints of the language. Similarly, the set of forms in the left-hand side (the "underlying forms") is an infinite set which constitutes all furms that obey the Morpheme Structure Constraints (MSCs) of the language (Cilapter 86: morpiteme structure constraints). If the notion of the rich base is adopted, there are no morpheme structure constraints, and the left-hand side becomes all logically possible underlying fonns. Finally, the alternation pattern itself determines the contrasts. Generally, any two segments that are mapped to the same surface segment in all contexts (i.e. are neutralized) are not contrastive. Because knowledge of MSCs, phonotactics, and contrasts can all be deduced from alternations, the problem of devising learners for phonological alternations is one of the most important frontiers of phonological learnability.

### 2.3 Gradience

The above discussion only makes binary distinctions of well-formedness. Recently, however, many phonologists have argued for the importance of gradient distinctions (Coleman and Pierrehumbert 1997; Zuraw 2000; Albright and Hayes 2003; Coetzee 2008; Hayes and Wilson 2008). Gradient distinctions have been used to model the confidence of speakers in the face of lexical exceptions, variation in the productions of individual speakers, and variation across speakers in experimental settings.

The scope of formal language theory is not limited to binary distinctions. The sets and relations above can be thought of as functions whose domain is all logically possible words, or pairs of words, and whose co-domain is simply 0 and 1, for "ill-formed" and "well-formed," respectively; i.e. as indicator functions. Phonological patterns can also be thought of as functions whose co-domain is real-valued. Moreover, if these values sum to one, then the function is a probability distribution. ${ }^{1}$

From the perspective of formal language theory and learning theories, the differences between indicator functions and distributions are not particularly significant. Consider the Chomsky Hierarchy:

$$
\begin{equation*}
\text { finite } \subset \text { regular' } \subset \text { context-free } \subset \text { context-sensitive } \subset \text { recursively enumerable } \tag{8}
\end{equation*}
$$

This inclusion hierarchy classifies patterns (e.g. sets of (pairs of) forms) in terms of the complexity of the kinds of formal devices (e.g. grammars) needed to generate then (see, e.g. Harrison 1978; Hopcroft et al. 1979; Thomas 1997). A remarkable range of ways to characterize cornplexity all converge on the distinctions in (8), which is why the hierarchy is considered to be so illuminating.

Cructally, the place of a function in the Chomsky Hierarchy is entirely independent of whether its co-domain is Boolean or real-valued. For learning theory - and the central problen of generalization - the co-domain matters little. Vaprik (1998: 8) writes:

[^16]Generalizing the results obtained for estimating indicator functions (pattern recognition) to the problem of estimating real-valued functions (regressions, density functions, etc.) was a purely technical achievement. To obtain these generalizations, no additional concepts needed to be introduced.

Thus the choice of binary z's. gradient distinctions should depend simply on what one is trying to inodel.

### 2.4 Properties of phonological patterns

What are the properties of phonological patterns? When we consider alternations, it is the case that they can be described with any grannmar capable of describing regular relations (Johnson 1972; Kaplan and Kay 1981, 1994; Karttunen 1993, 1998; Eisner 1997a, 1997b; Riggle 2004).? It is known that all regular relations have regular domains and co-domains, so it follows that all phonotactic patterns are regular as well. This is a striking hypothesis in light of the fact that some syntactic patterns appear to belong to higher levels of the Chomsky Hierarchy (Chomsky 1956; Joshi 1985; Shieber 1985; Kobele 2006).

Though limiting phonology to regular patterns is a significant restriction, it is not nearly restrictive enough. For instance, consider a hypothetical stress pattern consisting of all forms with an even number of stressed syllables. This pattern is regular, but it is wildly unlike those observed in natural language (see e.g. Hayes 1995; Gordon 2002; Chapter 41: the representation of word stress). Furthermore, though assuming that phonology is regular provides significant structure to the hypothesis space, there are many learning frameworks where this is still too little structure to guarantee learnability.

Learning theorists are interested in the properties that make patterns learnable. Linguistic properties are just now beginning to be investigated for their contributions to learnability. In the case of phonolugical patterns, it seems likely that the relevant properties will be subregular; that is, properties that carve out some proper subclass of the regular languages. Rogers and Pullum (2007) draw attention to the Subregular Hierarchy (McNaughton and Papert 1971), which classifies regular patterns according to the properties of different kinds of grammars capable of generating thent. Additional recent work which attempts to relate phonological patterns to their place in the Subregular Hierarchy include Edlefsen et al. (2008), Graf (2010), and Heinz (2010).

## 3 Learning theory

### 3.1 Goals

There are many good resources on formal learning theory for phonologists. Nowak et al. (2002) provides an excellent, short introduction. Niyogi (2006) and de la Higuera (2010) provide detailed, accessible treatments, and Anthony and

[^17]Biggs (1992), Kearns and Vazirani (1994), and Jain et al. (1999) provide technical introductions. Here we summarize some of the nain ideas and conmmon results.

Learning theory characterizes learning, and the necessary and sufficient conditions required for learning strategies to be successful, or to exhibit some other particular behavior. This focus on characterizing a learner's behavior helps us understand precisely twhy a particular learning strategy succeeds in some cases, and helps us to characterize the class of cases where it may fail.

Learning theory defines learners as functions which map experience to grammars. The experience of the learner is necessarily finite, but the target languages typically are not. Any learning procedure can be characterized in this way, including learners that are connectionist (e.g. Rumelhart and McClelland 1986) or Bayesian (Griffiths et ol. 2008), and learners based on maximuın entropy (e.g. Goldwater and Johnson 2003), as well as those embedded within generative models such as Recursive Constraint Demotion (Tesar 1995; Tesar and Smolensky 1998) and minimal generalization (Albright and Hayes 2002; Albright 2009). Results of formal learning theory apply to all of these particular proposals and many others.

By characterizing learning algorithms as functions, it is possible to focus on the functional behavior of a learnimg strategy rather than its procedural description. This allows one to identify relevant properties of the mapping - like the linguistic typology predicted by a function's range - that are independent of the algorithnis implementation. Moreover, these properties are often crucial in understanding precisely what kinds of patterns learners are guaranteed to learn, and where they can fail.

Learning functions can alse be characterized in terms of their computational complexity. Some learning procedures may require unreasonable resources and time. The exact meaning of "unreasonable" is studied in a number of works, including Pitt (1989) and de la Higuera (1997).

### 3.2 Learning frameworks

In §3.2.1-§3.3 we survey three learning frameworks: Identification in the Limit from Positive Data (Gold 1967), Probably Approximately Correct learning (Valiant 1984), and the Mistake Bounds model (Littlestone 1988). Other frameworks are discussed in §3.3.1, and the major results of learning theory are given in §3.4. Across the frameworks, precisely the same conclusion explicates the necessity of (some form of) Universal Grammar: namely, without a structured, restricted hypothesis space, feasible learning is impossible.

### 3.2.1 Identification in the Limit from Positive Data

In the Identification in the Limit from Positive Data (IJ.PD) framework, there are no limits on the learner's computational resources or time, and the input is assumed to consist of an infinitely long noise-free text that contains at least one instance of every form in the target pattern. Learners are partial functions, which inap initial finite portions of these texts to grammars. A learner is said to converge to a grammar $G$ if and only if at some finite point every future hypothes is is $G$. The learner is said to identify a language (or class of languages) in the limit just in case the learner converges to a grammar that generates the target language for any text from the target language (for any inember of the class of languages).

Though the learner's input is generously assumed to include every potentially useful finite collection of forms from the target, the criterion for success is very strict: for any logically possible text for the language, the learner must find a grammar that generates the target pattern without a single deviation. This scenario focuses the learning problem squarely on generalization. Given as much finite experience as desired, can any learning device, no matter how powerful, exactly learn some language pattern, which may be infinite in size? How can the learning device cover the gap between its finite experience and the infinite set which represents the capacity of a normal speaker?

### 3.2.2 Probably Approxintately Correct learning

Another model that has received a great deal of attention in learning theory is the Probably Approxinnately Correct (PAC) framework, first introduced by Valiant (1984) and subsequently developed by Kearns et al. (1987), Angluin (1988a), and Blumer et al. (I 989), among others. ${ }^{3}$ This model offers a probabil ist ic perspective on efficiently learning a class of languages in terms of the probability of attaining a hypothesis that has a low' likelihnood of making errors modulo the number of training samples observed.

The input to the learners is determined by drawing elements from the instance space $x$ of data points, according to a probability distribution $\Pi$. Instead of exact identification, the quality of a learner's hypothesis $h$ is evaluated in terms of the probability that $I f$ disagrees with the target language $I$ for any $x \in X$, randomly drawn according to distribution $\Pi$. The ingen ious aspect of the PAC model is that it does not matier what the distribution is, only that the same distribution $\Pi$ is used for training and for evaluation.

The error of a hypothesis, denoted $\operatorname{error}\left(f_{2}\right)$, is the sum of the probability that $\Pi$ assigns to data points where $h$ disagrees with the target. Analysis of learnability in the PAC model centers on the following question:
(9) For a given level of error $\varepsilon$, if a learner is presented with $m$ samples drawn from $x$ at random according to $\Pi$, what is our confidence $\delta$ that $\operatorname{error}(h)$ of the learner's hypothesis $h$ is less than $\varepsilon$ ?

For a language class $\mathcal{L}$ and any given learning strategy, the sample complexity is the number of samples $m$ needed to ensure that, for any $I \in \mathcal{L}$ and any distribution $\Pi$, the likelilnond is at least ot that a learner will generate a hypothesis whose error is at most $\varepsilon$. This leads to the following definition of PAC-learnability:
(10) Lis PAC-learnable iff the saınple conplexity of $\mathcal{L}$ is a polynomial function of $\varepsilon$ and $\delta$.

The PAC-learning framework differs from IDLP in two important respects. In one sense, the PAC model is inore stringent because the required training data and computation must be feasible (i.e. polynomial). But, in another sense, the PAC model

[^18]is less stringent than the Gold model, in that it loosens the definition of success from exact identification of a language to approximate identification that is likely to be correct most of the time.

### 3.3 Mistake bounds

Littlestone (1988) observes that, in many cases of interest, learnability can be characterized by the fact that the number of mistaken classifications - and subsequent corrections - is bounded. In this online framework, a learning algorithm $\mathcal{A}$ must classify each form it observes according to its current hypothesis $h$, which may be updated after the correct classification is revealed. The mistrke bound for $\mathcal{M}$ on language class $\mathcal{L}$, denoted $M_{a}(\mathcal{L})$, is the number of mistaken classif ications that $\mathcal{A}$. might make when facing a diabolical adversary who knows $\mathfrak{A}$ 's strategy and has boundless computing resources to choose the hardest language in $\mathcal{L}_{\text {; }}$ and the least helpful presentation of examples. The optimal mistake bound for $\mathcal{L}$. dencoted $O p t(L)$, is the smallest $M_{\mathcal{A}}(\mathcal{L})$ for any possible $\AA$.

Littles:tone (1988) shows that if $\operatorname{Opt}(\angle)$ is finite, then it is the case that the class $L$ is both identifiable in the limnit and PAC-learnable. The converse, however, does not hold; neither PAC nor Gold learnability guarantees a finite mistake bound. In the fermer case there might be an infinite sequence of imperfect hyportheses that all have error less than $\varepsilon$, and in the latter case one might be able to guarantee that the number of mistakes will be finite without being able to give a specific bound.

### 3.3.1 Other franeeivorks

There are other learning frameworks. Some enrich the learner's input in particular ways, which gives the learner more information and generally leads to stronger positive results. For example, Gold (1967) also considers the case of learning from positive and negative data. In this scenario, the entire class of recursively enumerable languages is learnable in principle, though no learner is ef ficiently computable for even the regular Janguages (Gold 1978). Gold also shows that restricting texts to those with certain useful kinds of structure (for example, by only allowing texts whose structure is describable with primitive recursive functions; see also Rogers 1967) can also guarantee the learnability of the recursively enumerable languages. This ineans that knowing crucial properties of the presentations of the data can, like regative evidence, make a huge contribution to pattern learning. However, it is highly doubtful that the natural language data children observe have either of these properties (note that occasional overt corrections do not necessarily constitute negative evidence).

Sinilarly, Horning (1969) shows that, when learning stochastic languages (distribuation learning), if it is the case that learners are required to succeed only on texts generable by the target distribution then it follows that probabilistic context-free languages can be learned (see also Oshersion ct al. 1986). Angluin (1988b) supersedes Horning's result, and shows that the entire class of recursively enumerable distributions is in fact learnable in this sense. Like Gold's result above, these results suggest that knowing properties of the presentations of the input data dramatically increases what is learrable in principle. Crucially, however, the learners in these proofs are not remotely feasible, so these results do not inform human language learning.

### 3.4 Main results

In the ILPD, PAC, and MB frameworks surveyed above, there are significant negative results: none of the inajor classes in the Chomsky Hierarchy is learnable. In the case of identification in the limit from positive data, no class which is a proper superset of the finite languages is learnable. In the PAC and MB models, not even the finite class of languages is learnable. In other words, there is no learner, not even in principle, that can PAC-learn or identify in the limit from positive data all regular, context-free, or context-sensitive language patterns.

There are nany ways to interpret this result (see, for example, Pinker 1979). Cold mentions restricting the problem so that not all regular (or context-sensitive) patterns are permitted in natural language. This possibility is promising for three reasons. First, the field of grammatical inference has identified many classes of languages that are ILDP and PAC-learnable (Angluin 1982; Muggleton 1990; Clark and Eyraud 2007; Heinz 2008; de la Higuera 2010). Many of these classes cuntain infinitely many patterns, and some include context-free, even context-sensitive patterns. In virtually every case, the successes occur because the language classes are non-arbitrary in innportant ways: the hypothesis space is structured. Secondly, this pussibility makes sense from the studies of distribution learning above: while recursively entumerable distributions are learnable in principle they are not feasibly learnable in practice. The efficiency issues can be overcome by restricting the class of distributions to be learned (if doing so adds sufficient structure to the hypothesis space). Finally, this possibility also matches well with language typologists' repeated observations that the extensive variation that exists in natural languages appears to be limited, though stating exact universals is difficult (Greenberg 1963. 1978; Mairal and Cil 2006; Stabler 2009).

The results surveyed above lead to the following conclusion: structure matters. In particular, if the collection of language patterns to be learned has the right kind of structure - the right kind of properties - then learning is possible. The most interesting learners will use the structure or properties in the language class to licen se the right generalizations from their finite experience to an infinite pattern. Conversely, these results show that there is essentially nope of learning in cases where the range of possible patterns is too unstructured.

## 4 The role of structure in generalization

The structure of the hypothesis space is what allows for generalization. In this section, we discuss very general structural properties important to learnability. We begin with a discussion of finite hypothesis spaces, then turn to structure related to what has been called the subset problem, and conclude with a general metric of structure known as the Vapnik-Cheivonenkis Dinnension.

### 4.1 Finiteness as a kind of structure

Many linguistic theories, such as Principles and Parameters and Optimality Theory, only allow finitely much variation in the typology, thereby providing a finite collection of languages. This property of hypothesis spaces is a sufficient property for success in many frameworks, including PAC and IDLP. A common brute-force
strategy for any finite hypothesis space is to essentially match all grammars with the learning data, and choose the one that is the most consistent.

Although it is a sufficient property for learning, finiteness is hardly an interesting property. To see why, recall the earlier discussion of quantity insensitive (Ql) stress patterns, and let us artificially place an upper bound on word length so that we only have finitely many patterns to consider. For ease of illustration we set the bound at four). If we restrict ourselves to just one string of each length, then there are $2^{10}=1,024$ logically possible patterns, of which eight are shown in (11).
(11) Some logically possible stress patterns over I-7 syllables

|  | natural QI stress systems | unnatural systems |
| :--- | :--- | :--- |
| Initial | 1101001000 | 0011000101 |
| Final | 1010010001 | 1101010110 |
| Edges | 1111011001 | 1000001010 |
| Binary-initial | 1101011010 | 1011011100 |

The artificial bound limits the class in a very significant but uninteresting way, because almost all of these 1,024 patterns belong in the "unnatural" column. The properties that determine which patterns belong to the "natural" colurin are going to be precisely those same linguistic properties theat hold regardless of whether the class is finite or infinite. It is of far greater interest how those properties - and not finiteness - structure the hypothesis space.

Finiteness is hardly a necessary property for learnability - many infinite language classes are efficiently learnable because they have structure that learners can utilize (Jain et al. 1999; de la Higuera 2010). On the other hand, brute-force learners that simply traverse an enumeration of all hypotheses are not generally feasible (since finite classes can still be very large). Even for the finite case, the interesting learners are those that make use of structure (see e.g. Recursive Constraint Demotion; Tesar and Smolensky 2000).

### 4.2 Tell-tale sets and the subset problem

Angluin (1980) provides one benchmark for necessary and sufficient structure in a hypothesis space. If every language pattern $L$ in the hypothesis space contains a finite set $S$, such that no other language pattern $L^{\prime}$ in the hypothesis space is simultaneously a superset of $S$ and proper subset of $L$ (see Figure 3.1), then this hypothesis space is sufficientlly structured to be identified in the limit from positive data. The finite set $S$ is called a tell-tale set, and we call the above property of hypothesis spaces the tell-tale property.

The tell-tale property is sufficient for learning, because a learner that guesses L after exposure to its tell-tale set is guaranteed to have hypothesized the smallest language in the class consistent with the sample. Characterizing the tell-tale sets of a hypothesis space - and more generally, characterizing the finite experience a learner needs to generalize correctly to the language patterns in a hypothesis space - is one of the important lessons of learning theory. It adds to the functional characterization of the learner. This is because once the tell-tale sets are characterized, when given a learner and a language pattern $L$ from the learner's


Figure 3.1 The tell-tale property
hypothesis space, one knows whether the learner wi.l succeed given some finite sample $S$ (by checking whether $S$ is a tell-tale set).

Identifying properties of the tell-tale sets is important to phonologists for two reasons. First, it provides an additional way to evaluate learning proposals, since the tell-tale sets can be compared with the actual linguistic forms available to children. Secondly, knowledge of the properties of tell-tale sets allows one to understand how the learner generalizes, and may provide insight into stages of the learning process.

### 4.3 The Vapnik-Chervonenkis dimension

One particularly si.nple and robust metric of structure for concept classes is the combinatorial measure of complexity known as the Vapnik-Chervonenkis (VC) dimension (Vapnik 1998; Vapnik and Chervonenkis 1971). For a given concept class $\mathcal{L}$, the $\mathbf{V C}$ dimension ( $\mathbf{V} C D$ ) of $\mathcal{L}$ is the cardinality of the largest set of data $S$ such that there is at least one language in $\mathcal{L}$ for each of the $2^{|s|}$ possible ways of labeling the data points in $S$ as "ungrammatical" or "gramınatical." If $S$ has this property it is said to be shattered by $L .{ }^{4}$ If sets of arbitrary size are shatterable then the VCD is said to be infinite.

For an illustration, suppose that we represent coda clusters as points in $R^{2}$ (the $x-y$ plane) where the $x$-axis encodes the sonority of the second consonant and the $y$-axis the sonority of the first. Suppose further that $\mathcal{L}$ is the (infinite) set of languages corresponding to "half-spaces" defined by straight lines that split $\Re^{?}$ into two regions, one for licit clusters and the other for ilicit clusters. Figure 3.2 provides a rough example that situates the chusters $s n, p l, p t$ in $\mathcal{K}^{2}$. In this example, a grammar that includes all three clusters can be obtained by drawing a line off to one side so that the i.licit (shaded) area does not include the points. Grammars that include any two of the points can be obtained by drawing a line between the point to be excluded and the other two, and shading the side with the excluded point. These four possibilities make up the top row of Figure 3.2. The other four possibilities are ilustrated in the bottom row of Figure 3.2; these are obtained by inverting the grammars in the top row. Since there is a grammar (i.e. a half-space)

[^19]

Figure 3.2 A set of three points that is shatterable by half-spaces in $\mathbb{R}^{2}$
for each of the eight logically possible grammatical/ungrammatical distinctions over these three points, we say that this set of points is shattered by the class $L$.

Because there is a shatterable set of three points, the VC dimension of $\mathcal{L}$ is at least three. This does not entail that every set of three points is shatterable. For instance, any set of three collinear points cannot be shattered, because one of the points lies directly between the other two and thus cannot be separated by a half-space. This same logic explains why no set of four points in $\mathrm{R}^{2}$ is shatterable; either one point is inside a triangle whose corners are the other points, or the four points are the corners of a convex polygon. In the former case, no hyperplane can include the interior point while excluding all the points at the corners and, in the latter case, no hyperplane can include two opposing corners while excluding both points at the other corners. The fact that there are shatterable sets of three points, but no shatterable sets of four, places the VC dimension of half-spaces in $\mathbb{R}^{2}$ at three (for $\mathbb{R}^{\prime \prime}$ it is $n+1$ ). What this means in terms of learnability is that, for any dataset with more than three points, there must be points whose grammaticality is interdependent.

To understand the role this structure plays in learning, consider a class $L$ whose VC dimension is $d$ and a learner with $m$ data points. As long as $m \leq d$, it is possible that the labeling of every point is totally independent of the others. But, as soon as $m>d$, some generalization/prediction is always possible, because there are fewer than $2^{\prime \prime \prime}$ distinct ways to label the data points as grammatical or ungrammatical according to languages in $\mathcal{L}$ (otherwise the VCD would be higher). Furthermore, it turns out that when m! > d, the number of possible labelings is a polynomial function of $m$. In essence, there is a sort of "phase transition" from exponentially many labelings when $m \leq d$ to only polynomially many when $m>d$, which makes the complexity of the hypothesis space a polynomial function of $m$ when the VCD is finite. ${ }^{5}$

[^20]A finite VCD is both necessary and sufficient for PAC-learnability (Blumer et al. 1989), and thus not even the class of finite languages (which has infinite VCD) is learnable in the PAC framework. It follows that none of the major classes of the Chomsky Hierarchy are PAC-learnable, which again suggests that the right characterization of the class of patterns in phonology is some class that cross-cuts the Chomsky Hierarchy.

Finally, we should note that substantive linguistic restrictions will shrink the VC dimension below the upper bound that follows from more general structural properties of the class. For example, in the gramms ${ }^{\text {res }}$ of Figure 3.2, phonetic factors such as ease of articulation or perception might rule out the possibility of languages that admit [ $\mathbf{p t}$ ] clusters while excluding [sl] and [sn] clusters. When additional properties such as implicational universals over sonority sequencing restrict a concept class, the VCD can quantify the structure that such factors bring to the learning problem.

### 4.4 Summary

The three kinds of structure surveyed here - finiteness, the tell-tale property, and the VC dimension - provide a foundation for phonologists to investigate the contribution phonological properties make to learning. Phonologists widely agree that there is intricate structure in phonological patterns. How this phonological structure relates to the structures that are relevant to learnability is a promising new research area.

## 5 Phonological learners

### 5.1 Learning rule-based alternations from pairs

Johnson (1981) presents an algorith $m$ that takes as input a set of $\langle u, s\rangle$ pairs and returns segnent substitution rules and their orderings that are logically consistent with the data. The class Lof all languages (sets of $\langle u, s\rangle$ pairs) that are representable by ordered sequences of substitution rules is superfinite, and thus we know that this strategy cannot identify $\mathcal{L}$ in the limit from positive data. Johnson notes that this set of induced rules and orderings can be reduced via evaluation metrics and other heuristics grounded in language universals. The need for the latter shows that, while logical properties of phonological rules can restrict the hypothesis space, additional structure in linguistic systems must play a role in choosing among hypotheses.

Gildea and ITurafsky (1996) present an algorithm that takes as input $\langle u, s\rangle$ pairs from a dataset with some alternation, and returns a rule, which unlike Johnson's sy stem can include deletion and epenthesis. Their work begins with a result from Oncina et al. (1993), who present an algorithm dubbed OSTIA, which identifies in the limit from positive data a subclass of regular relations describable by subsequential finite state transducers. Since the flapping rule of English can be represented this way, Gildea and Jurafsky ask whether OSTIA will acquire the

[^21]fapping rule from an appropriately modified version of the Carnegic Mellon University Pronouncing Dictionary (CMU 1993)." Essentially, they ask whether the CMU contains a tell-tale set (for OSTIA). Because OSTIA fails to learn the flapping rule from the CMU dictionary, the answer is no, probably because a tell-tale set would need to include non-English forms like ttt. ${ }^{7}$

Gildea and Jurafsky then augment OSTIA with three phonologically motivated principles. These are Faithfulness: underlying-surface pairs tend to be similar; Community: similar segnents tend to behave similarly; and Context: phonological rules can access variables in their context. This modified OSTIA algorithm gets much closer to acquiring a rule that represents the English flapping alternation. Gildea and Jura fsky conclude the these biases aid learning, and argue for a research program for evaluating the contributions of such blases. We agree wholeheartedly; domain-appropriate biases that add structure to or otherwise reduce the hypothesis space are likely to aid learning by also reducing the size of tell-tale sets. However, it is critical to ask exactly how and why this occurs, and most crucially what class of rules are learnable with the biases in place. To our knowledge, neither of these interesting questions has been addressed.

Albright and Hayes (203) also aim to learn alternations expressed by phonological rules. Their algorithm takes as input $\langle u, s\rangle$ pairs and returns a set of rewrite rules with confidence scores. A central idea in their rule construction procedure is a strategy called minimal generalization. The idea is that if two souncts are known to undergo some alternation, then one may conclude that all sounds in the smallest natural class containing those two sounds also undergoes the alternation (cf. the Community principle). In addition, the algorithm assigns a confidence score to each rule based on the frequency of the rule's application in the corpus. The confidence score can be used to analyze free variation, or phonologically conditioned allomorphy (as with the irregular English past tense).

Albright and Hayes do not focus on an analytical characterization of the class of languages that their algorithm can learn, but instead compare the behavior of their algorithm to the judgments of native speakers on "wug" tests (Berku 1958; cilapter 96: experimental approaciies in tifeoretical pionology). These comparisons reveal intriguing correlations, but they are somewhat diff ccult to interpret. On the one hand, a shift in focus from the analysis of properties that define various learnable classes of languages to the behavior of humans is undoubtedly appealing to any who feel that the results of learnability theory are too abstract and remote from real-world learning problems. On the other hand, having observed that an algorithm $\mathcal{A}$ and human subject $\mathcal{H}$ give similar responses for a particular set of test items $T$ after being exposed to a set of training data $D$, it is not clear what we can conclude about $\mathscr{H}$ or the relationship between $\mathfrak{A l a n d} \mathscr{H}$, because they might wildly diverge for some other data $T^{\prime}$ and $D^{\prime}$. The goal of determining which properties of the data critically underlie learnability - or in this case the correlation between $\mathcal{A}$ and $\mathcal{H}$ - is precisely why learning theory focuses mainly on the

[^22]properties of classes of langunge's or the general beharior of specific algorithms, as opposed to the specific behavior of specific algorithms.

### 5.2 Learning OT grammars

Optimality Theory (Prince and Smolensky 1993) is a theory of grammar which characterizes alternations by a strict ranking of constraints which evaluate possible $\langle u, s\rangle$ pairs. A $\langle u, s\rangle$ pair belongs to the alternation just in case it is optimal among the (possibly infinite) range of $\left\langle u, s^{\prime}\right\rangle$ pairs according to the ranked constraints. (cilapter 63: markedness and faitiffulness constraints).

For a fixed (universal) set of $k$ constraints there are at most $k$ ! languages and thus any set of constraints defines a finite class of languages that is learnable in the linit. Though the members of any finite class of languages can be identified in the limit by enumerating the languages, such an approach is not feasible in practice. An early positive result for OT learning was provided by Tesar and Smolensky's (1993) Recursive Constraint Demotion (RCD) algorithm. Tesar and Smolensky (1996: 26) subsequently showed that the structure that ranked constraints given to the hypothesis space guarantees that RCD will successfully identify languages with a polynomial mistake bound (unlike a brute-force enumeration).

### 5.3 The VC dimension of OT and HG

As mentioned earlier, finitude is itself a very simple kind of structure for concept classes. With regard to the VC dimension, this is refiected by the fact that the VCD of any finite set of grammors is at most $\log _{2}$ of the cardinality of the set. This follow's because it takes at least $2^{\prime \prime}$ concepts to shatter a set of $n$ data points. Hence the VCD of any set of OT granmars over a fixed set of $k$ constraints is at most $\log _{2} k$ !, because there are only $k$ ! possible rankings. By contrast, if we take the same constraints and consider grammars defined by real-valued weightings (as in Harmonic Crammar; HC$)^{8}$ there are infinitely many possible grammars and thus no a priori bound on the VCD

This pair of cases proves to be quite illuminating. Though the finitude of $\mathcal{L}$ (or lack thereof) provides some information about its learnability, the characterization is both corarse and incornplete. In the case of OT , the finitude of the concept class bounds the VC dimension at $\log _{2}$ of $k$ ! (which is on the order of $k$ $\log _{2} k$ ). Unsurprisingly, the hypothesis space has more structure than its mere finitude, and this structure bounds OT's VC dimension at $k-1$ (Riggle 2009). By contrast, one anight expect the infinite hypothesis space of HG to have much less structure, but it turns out that learning weightings can be represented as the problem of learning half-spaces in $火^{k}$ (as in Figure 3.2), 80 the VC dimension cannot be greater than $k+1$ and in fact is $k-1$ (Bane et al. 2010). This parity means not only that both models are efficiently learnable, but that the learning problens are essentially of equal complexity (recalling Vapuik's observation in §2.3).

[^23]
### 5.4 PAC learning of rankings and weightings in OT and HG

Both OT and HG have the same VC dimension: $k-1$ for grammars with $k$ constrainis. For a concrete example of what this means in terms of learnability, consider the three hypothetical tableaux in (12).

| input 1 | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{t}$ |
| :--- | :--- | :--- | :--- | :--- |
| Cand |  | $*$ |  |  |
| Cand $b$ | $*$ |  |  |  |

implication: $a>b$ iff $w_{3}>w_{2}$ in HG or $\mathrm{c}_{1} \gg c_{2}$ in $\mathrm{O}^{\prime} \mathrm{I}^{\prime}$ implication: $b>a$ iff $w_{2}>w_{1}$ in HG or $\mathrm{c}_{2} \gg c_{1}$ in OT

| input 2 | $\mathfrak{c}_{1}$ | $\mathfrak{c}_{2}$ | $\mathfrak{c}_{3}$ | $\mathfrak{c}_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| Cand $c$ |  |  | $*$ |  |
| Cand $d$ |  | $*$ |  |  |

innplication: $c>d$ iff $w_{2}>w_{3}$ in HG or $\mathrm{c}_{2} \gg c_{3}$ in OT implication: $d>c$ iff $w_{3}>w_{2}$ in HG or $c_{3} \gg c_{2}$ in $\mathrm{O}^{\prime} \mathrm{I}^{\prime}$

| input 3 | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| Cand $e$ |  |  |  | $*$ |
| Cand $!$ |  |  | $*$ |  |

implication: $e>$ fiff $w_{3}>w_{4}$ in HG ; or $\mathrm{c}_{3} \gg c_{4}$ in OT innplication: $f>e$ iff $w_{4}>w_{3}$ in HG or $c_{4} \gg c_{3}$ in OT

In both OT and HG it is possible to formulate sets of $k-1$ binary tableaux like those in (12), in which each of the exponentially many (i.e. $2^{k-1}$ ) ways to choose a set of winners is possible under some granmar. However, as soon as a learner has seen $k$ or more tableaux - in either model - there are only polynomially many ways to choose a set of winners (i.e. there is no set of four tableaux in which all patterns of winners are possible). The remarkable consequence of this fact is that any learner that meets the simple condition that its hypotheses are always consistent with all previous observations is guaranteed to PAC-learn a ranking/weighting from a set of training data whose size is a linear in the number of constraints. ${ }^{9}$

Given a constraint set and a dataset comprising 〈winner, loser〉 pairs, Recursive Constraint Demotion (Tesar and Smolensky 1993, 1998, 2000; Tesar 1995, 1997, 1998a, 1998b) constructs a stratified hierarchy $\boldsymbol{\mu}$ (i.e. a weak ordering) that is consistent with the data by constructing strata consisting of constraints for which, in each remaining $\langle\tau u, i\rangle$ pair, whas no more violations than $l$, and then discarding any pair in which $w$ is optimal according to the $\mathscr{H}$ constructed thus far. This process is reiterated until all $\langle\omega, I\rangle$ pairs are gone (or until no constraint favors a uvinner, in which case no ranking is consistent with the data). If, in addition to $\mathscr{G}, \mathrm{RCD}$ records the ranking conditions that support its correct predictions, then it can generate hypotheses consistent with all previous observations and thereby be guaranteed to PAC-learn rankings from in the order of $k$ random samples (the extra record-keeping is needed to ensure consistency because "accidentally" correct predictions can be undone by subsequent updates to $\mathcal{H}$ ).

[^24]For HG grammars, Potts $\mathfrak{\varepsilon t}$ al. (210) propose a consistent learner that finds a constraint-weight ug $w=\left\langle w_{1}, w_{2}, \ldots, w_{k}\right\rangle \in \mathcal{R}^{\kappa}$ that sinnultaneously satisfles all the linear inequalities that correspond to a set of 〈winner, loser〉 pairs - such as those in (12) - using a technique from linear programming called the simplex algorithm (see e.g. Papadimitriou and Steiglitz 1998: chapter 2). Thengh their learner is intended to operate over batches of $\langle 0,1\rangle$ pairs, they could conceivably be recast as an "error-driven" learner, so that, rather than generating a new hypothesis for each new datum based on all prior observations, a new hypothesis would be generated only in the event of an erroneous prediction.

RCD also has an error-driven formulation, and an especially useful property of error-driven learners is that they only need to "remember" data points that they misclassified (often called "supports") in order to faithfully reconstruct correct predictions for all forms in the training sequence. This allows a mistake bound to double as a niemory bound on the amount of information that a learner could ever need to store.

Pater (2008) observes that Rosenblatt's (1958) "Perceptron" can be straightforwardly applied to HG learning. The perceptron is an error-driven learner that maintains a weighting $w=\left\langle w_{1}, w_{2}, \ldots, w_{k}\right\rangle \in R^{k}$, with which they make predictions as follows. For candidates $a$ and $b$, the value $\Delta(a, b) \in Z^{k}$ is the result of subtracting $b$ 's violations from $n$ 's violations (e.g. in ( 10 ) , $\Delta(a, b)=\langle-1,1,0,0\rangle$ ). This point in $k$-dimensional space is "in" just in case it lies within the half-space described by $w$ (i.e. if the inner product $w \cdot \Delta(a, b)$ is greater than zero; this is a linear-classifier like the ones in Figure 3.2). Upon misclassifying a data point, the hyperplane represented by the weight-vector $w$ is nudged in the direction of A( $a, b)$. Though multiple errors on the same data point are possible (i.e. the update rule is non-corrective), the perceptron is guaranteed to eventually converge to a correct weighting if one exists. In the general case, the perceptron is not a PAC-learner, because the sample complexity can be exponential in $k$ when the probability mass of $\Pi$ is concentrated on positive and negative data points that are packed too close to the hyperplane that separates them. Moreover, though the perceptron will converge eventually, it is precisely these "hard" probability distributions that lead to many mistakes.

### 5.5 Mistake bounds in OT and HG

Regarding optimal mistake bounds, Littlestone (1988) shows that, while a lower bound on $\operatorname{Opt}(\mathcal{L})$ is set by $L^{\prime}$ V VC dimension, in cases where $\mathcal{L}$ is finite, the upper bound of $\operatorname{Opt}^{p}(\mathcal{L})$ is $\log _{2}|\mathcal{L}|$. This follows because the strategy of making predictions that accord with a plurality of the hypotheses consistent with previous observations only errs on data points that half or fewer of the remaining hypotheses correctly classify (else the correct prediction would have been made) and, as such, each error halves the set of viable hypotheses which allows no more than $\log _{2} \mid \mathcal{L}$ errors.

This suggests room for improvement over RCD's quadratic mistake bound of $k(k-1) / 2$, which follows from the maximum number of stratified hierarchies that RCD can entertain on the way front all $k$ constraints in a single straturn to a total order (Tesar and Smolensky 1996: 26). To implement Littlestone's halving algorithm for OT, Riggle (2008) proposes a recursive function for calculating the fraction of the space of possible rankings that are consistent with a set of optional candidates, a quantity he calls the $r$-volume. For just two candidates $a$ and $b$, if $A$ denotes the
constraints for which $a$ has fewer violations and $B$ those for which $b$ has fewer violations, then the fraction of rankings that select $a$ is precisely $|A| /(|A|+|B|)$.

| input | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| Cand $a$ |  | $*$ | $*$ | $*$ |
| Cand $b$ | $* *$ |  | $*$ |  |

the $r$-volume of candidate $a$ is ${ }^{1 / 3}$ (i.e. 8 rankings)
the $r$-volume of candidate $a$ is $2 / 3$ (i.e. 16 rankings)
Unfortunately, though computing $r$-volume for larger sets of candidates can often be done in ways vastly more efficient than exhaustive search, there are "hard" cases where computation will always be intractable. ${ }^{70}$ This highlights the core tension between power and efficiency in learning; RCD's mistake bound may be sub-optimal but it is still polynoınial and it is obtainable at annazingly low computational cost, whereas the halving algorithm yields a nearly optinnal mistake bound (i.e. within a logarithmic factor of $k-1$ ), but does so by introducing computation that is intractable in the worst case.

Analysis of mistake bounds illuminates a significant point of divergence between OT and HG. Though the two models have the same VC dimension, the mistake bound of the former is finite, while the mistake bound of the latter is not. This is so because it is possible to construct a sample sequence of arbitiary length in which each new data point causes an error that leads to an ever smaller change in the weighting. Thus, though learners that use strategies such as the perceptron algorithm will eventually converge to a correct constraint weighting for any HG grannmar (see Pater 2008), there is no general bound on the rate of convergence (i.e. the number of mistakes along the way) that holds for all possible sets of training data.

Part'ially due to this fact, much of the work on learning linear classifiers has focused on the way that specific properties of samples affect learnability. For instance, the quantity $\gamma$, known as the margin, measures the distance (in high dimens ional space) between the grammatical and ungrammatical points and the line that separates thern. Given $y$, one can derive bounds on the number of mistakes and the rate of convergence. In fact, if the margin is large enough, it supplants the dimensionality of the sample space in determining the VC dimension of the learning problem. Thus, with large margins, HG grammars with thousands of constraints might nonetheless have very low mlstake bounds and sample complexity, suggesting that searching for so-called large-margin classifiers night provide linguistic insights.

### 5.6 Learning segmental adjacency patterns

Hayes and Wilson (208) develop a learner that takes as input a list of words and outputs a maxi:nnum entropy gramnar consisting of a finite set of weighted constraints that define a probability distribution over forms. The algorithon has several properties of interest. First, the constraints it returns are essentially $n$-grams and thus, in its simplest form, the algorithm can learn adjacency patterns, but not harmony patterns. Secondly, the units in these constraints are feature bundles denoting natural classes. Thirdly, the algorithm is designed to first search for 1 nore general constraints (i.e. those with smaller $n$ and fewer features). Fourthly, following the

[^25]priteciple of maximum entropy, the model weights constraints so that their observed number of violations in the training data matches the expected number.

The authors provide case studies using corpus data suggesting that phonological features play a crucial role in generalization. However, Albright (2009) explores feature-based generalization in Hayes and Wilson's model, as well as one based on minimal generalization, and shows that the specific contribution features inake to learning remains unclear (chapter 7\% distinctive features). This is an interesting class of nodels, and the phonological biases with the hypothesis space are in many ways appealing. However, as with the biases in Gildea and Jurafsky (1996), formal analysis of their contribution is needed.

### 5.7 Learning Harmony Patterns

Hayes and Wilson (2008) show that when representations are enriched by allowing segments with certain features to project onto tiers (where segments without such features are not projected) (see Chapter 14: autosegments; Chapter ius: tier segregation), if the algorithm is allowed to search for $n$-gram-like constraints on these additional levels of representation then it is possible to learn long-distance phonotactic constraints (i.e. harnony; see CHAPTER 91: vowel harviony: oraeue and transparent vow'els). Hayes and Wilson (2008: 32) conclude that "in controlled comparative simulations, [tiers] makes phonotactic learning possible where it would not otherwise be so." It is, however, critical to bear it mind that this result tells us something about a particular algorithm, and not something about the linguistic phenomenon of tarmony (i.e. a class of languages). Indeed, Heinz $(2007,2010)$ shows that long-distance phonotactic constraints can be learned without tiers (see below). Furthermore, the tiers that are critical to the success of the algorithm are taken by Hayes and Wi.son to be antecedently given, but this does not entail (nor do the authors clain) that they nust be antecedently given. Goldsmith and Riggle (forthconting) offer a strategy for learning long-distance patterns that has many simplarities to Hayes and Wilson's approach, but begins with an algorithm from Coldsmith and Xanthos (2009) for "discovering" tiers via unsupervised categorization of the sounds of corpus into vowels and consonants.

Heinz $(2007,2010)$ shows that phonotactic patterns derived from long-distance agreentent patterns (Hansson 2001; Rose and Walker 2004) can be learned without tiers, using the notion of a discontigluous subsequence of length two. This idea is similar to bigram learning where learners keep track of contiguous subsequences of length two. Heinz provides proofs and formal analysis of classes of patterns this algorithm is able to identify in the limit. Unfortunately, the absence of analysis of what classes are learnable by the previously discussed phonotactic learners hinders comparisons of the riodels.

### 5.8 Learning stress patterns

Stress patterns can be thought of as word-well-formedness conditions, and hence a kind of phonotactic pattern. Since stress typologies are diverse and well established, learning stress patterns has become a popular and challenging proving ground for learning algorithms (charter 3y: stress: phonotactic and phonetic evidence; chapter 47: the retresentation of word stress; charter 4: the IAMBIC-TROCHAIC LAW; CHAP'IER 57: UANTITY-SENSITIVI'YY).

Dresher and Kaye (1990) propose a learning model in the Principles and Paraıneters framework for learning stress patterns. In this framework, a grannmar is a vector of parameters. The learner takes as input a list of words, and for each word, sets parameters as determined by checking whether the word consists of particular properties, called cues. Gillis et al. (1995) implement the model with interesting discussion regarding what constitutes an appropriate cue. They only provide input words up to four syllables in length, and demonstrate that the learner succeeded in learning 75 percent of the patterns. Related work includes Gibson and Wexler's (1994) Triggering Learning Algorithm (see also Frank and Kapur 1996 and Ni.yogi 2006: chapter 3 for discussion).

Goldsmith (1994) and Gupta and Touretzky (1994) investigate how quantityinsensitive stress patterns can be learned using dynamic networks. Although the models differ in their specifics - Goldsmith employs a different updating procedure thrin Gupta and Touretzky, who use a standard perceptron - these methods achieve a certain level of success in learning the patter ns for which data is presented.

Tesar and Smolensky (2000) discuss twelve OT constraints which yield a typology of quantity-sensitive stress patterns. The OT constraints make reference to feet (charter 40: the foor), which are not part of the leaming input. Consequently, another procedure is necessary to parse the learner's input data, so that it can be processed by RCD (the underlying form is assumed to be a string of the right number of unstressed syllables). This procedure is non-trivial, as there may be different parses (i.e. foot assignments) for a given stress pattern. Tesar (1998a) proposes a procedure called robust interpretive parsing. To test their system, Tesar and Snolensky hand-selected a test set consisting of 124 languages containing most of the "familiar metrical phenomena" analyzable with their constraints (Tesar and Smolensky 2000: 68). Note, however, that they acknowledge this set is not necessarily representative of the whole typology generated by their constraints. Using robust interpretive parsing, they report that if the initial state of the learner is monostratal - that is, no a priori ranking - then the learner succeeds on about 60 percent of the languages in the rest set. When a particular initial constraint hierarchy is adoped, the learner achieves $\sim 97$ percent success. So in this case, robust interpretive parsing (mostly) addresses the problem RCD has with hidden structure (for this particular set of test data).

Heinz $(2007,2009)$ proposes that all phonotactic patterns are neighborhooddistinet, which is a locality condition defined in automata-theoretic ternoss. It is shown that all but two of 109 descriptions of the world's stress patterns are neighborhood distinct and that a particular learner that uses this property can learn 100 of these 109 patterns exactly. Although not every pattern can be learned, the patterns acquired in the "failure" cases differ only slightly from the target patterns. Heinz concludes that this particular notion of locality structures the hypothesis space in a way that makes a significant contribution to phonotactic learning.

## 6 Conclusions

We have argued that learning theory affirms the role of structure as a solution to the problem of generalization, and that there are ideas and methods within learning theory that allow one to measure this structure and the class of languages
which have such structure. These tools offer phonologists a way to characterize the contribution various structural properties of phonological patterns can make to learning.

With the exception of a substantial amount of work on learning in Optimality Theory (and Heinz 2010, on phonotactics), it is striking that most proposed learning algorithms have been evaluated only with case studies. Though such studies are suggestive and can be vital in the development of models, in order to know whether a given case study illustrates general properties of a problem we need analytical results then show why the algorithm succeeds, what properties of the training sample are critical to success, and how the algorithm maps experience to grammars.

Finally, we have emphasized what we believe to be the most fruifful direction for future research. Phonologists ought to identify properties of phonological patterns that structure the hypothesis space or reduce its size (cf. Heinz 2009; Tesar, forthcoming). This approach works in tandem with, rather than in lieu of, formal analysis.
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## 4 Markedness

Elizabeth Hume

## 1 Introduction

Markedness is one of the most widely used concepts in phonology and other areas of linguistics. The picture is complicated, however, by the fact that the term is used in different ways, as summarized in (1) (see also Haspelmath 2006).
(1) Markedness usages
a. Descriptize markedness

An abstract relation holding over menibers of a set of observations displaying asymmetry, such that one subset is unmarked and the other is marked.
b. Theoretical markedness

A universal principle or laws that guide language acquisition, loss, inventory structure, processes, rules, etc. toward the unmarked form.
c. Markedness constraints

A technical term in Optimality Theory referring to a category of constraints that evaluate the well-formedness of output structures.

As stated in (1c), one usage of markedness appears in Optimality Theory (OT), where the term describes a category of constraints that evaluate output structures. The technical use of markedness in OT is distinct from other usages: "A markedness constraint in OT may produce results related to [the] descriptive or typological sense of markedness, but the formal constraint and the typological observation are two different things" (McCarthy 2002: 15). Markedness constraints are not discussed in this chapter; the reader is referred to cilapter 63: markedness and faithfulness constraints, where the topic is addressed in detail.
A more common usage of the term, given in (1a), is descriptive in nature, referring to an abstract relation holding over a set of language observations. Descriptive inarkedness has served as a n analytic tool to categorize sounds and other linguistic elements. It has also been commonly used as an instrument for comparing different language systems leading to the creation of language typologies. This concept of markedness dates back to linguists from the Prague School, most notably Nikolai Trubetzkoy and Ronan Jakobson. Trubetzkoy (1939) used the term in order to
describe the relations among members of a sound opposition: one member of the opposition bears some property or "mark" that the other member lacks. For example, given the set of consonants [ $\mathrm{m} n \mathrm{~b}$ d], the nasal sounds [ $\mathrm{n} / \mathrm{n}$ ] can be described as being in opposition to the oral sounds [b d] regarding the property nasnl: [ m n ] bear the "mark" of nasality, while [b d] do not. Thus, nasal consonants can be referred to as the marked category and oral consonants the unmarked category (see also Jakobson 1932; Jakobson and Pomorska 1990; chapter il: the fhoneme).

In contenporary linguistics, the terns "marked" and "unmarked" have come to carry much more meaning than simply "bearing some property," as exemplified in (2) by terms drawn from the literature. (See $\S 5$ for discussion of some of these terms, including the noted contradiction regarding perceptual salience.) Thus, describing an observation as ummarked is often taken to mean that it is, for example, nore frequent, natural, simple, and predictable than the inarked observation of the comparison set. The unnuarked is also often referred to as the defnult member of a class; that is, it is the member to be assumed, the most basic member of the set, barring further requirements or information.
(2) MIarkedness descriptors

| ummarked | marked |
| :--- | :--- |
| natural | less natural |
| normal | less normal |
| general | specialized |
| simple | complex |
| inactive | active |
| more frequent | less frequent |
| optimal | less optimal |
| predictable | unpredictable |
| acquired earlier | acquired later |
| more phonetically variable | less phonetically variable |
| articulatorily simple | articulatorily difficult |
| perceptually strong | perceptually weak |
| perceptually weak | perceptually strong |
| imiversal | language-specific |
| ubiquitous | parochial |

A further meaning of the term "markedness" is theoretical in nature, referring to a universal principle or laws that guide language toward the unmarked, (1b). The theoretical use of markedness has been at the core of modern phonology and the focus of much debate. It is also the main focus of this chapter. Some key areas of controversy are listed in (3), though it should be pointed out that given the enormity of this topic, it is difficult to do justice in a single chapter to all the debates surrounding markedness. Consequently, the reader is encouraged to consult the references cited throughout and related Compmion chapters for additional discussion.
(3) Some key areas of controversy
a. General approaches to predicting markedness patterns.
b. The relation of inarkedness to phonological theory.
c. The formal expression of markedness.
d. Criteria for predicting markedness patterns.

## 2 General approaches to predicting markedness patterns

It is uncontroversial that asymmetrical patterns exist within and across languages. Consider vowel epenthesis, for example (chapter 67: vowel epenthesis). It has been widely observed that in some languages, one vowel from the language's inventory is consistently used by speakers to break up ill-formed consonant clusters. In English, this vowel is typically schwa or [ $\mathbf{i}$ ] (CHAPTER 26: SCHWa). For example, as a native English speaker, I pronounce the Polish city name Gdansk as [gadだnsk], with schwa inserted in the [gd] cluster, rather than [i ea o] or any other English vowel. Thus, we can say that, given the set of English vowels, sclıwa patterns asyınmetrically from other vowels within that set. Expanding our investigation to include other languages, we observe that the epenthetic vorvel is [i] in Maltese, [e] in Spanish, and [ce/ $/ \mathrm{l}$ ] in French. By defiining the set of observations as the epenthet icvowels in English, French. Maltese, ard Spanish, we can observe a further asymmetry (among possibly others) having to do with the nature of the vowel selected: in three languages (English, Maltese, Spanish) the epenthetic vowel is unrounded, and in one (French) it is rounded (see $\S 5.5$ for additional discussion). Asymmetrical patterns such as these are commonly called markedness observations. That asymmetries such as these exist is not in question; the controversy surrounds how to predict them.

There are two general approaches to this issue. The first draws on markedness itself as the explanation for the asymmetries. In this sense, narkedness laws form part of a person's innate knowledge of language (i.e. competence; Chomsky 1965,1986 ), the position widely adopted by generative phonologists. In this view, markedness forms part of Universal Grammar, and is thus predetermined for speakers of all languages. Further, markedness is a formal issue, in that markedness patterns are predicted from the formalism. For simplicity, I will refer to this as the markedness-through-formalism approach.

An alternative, which I will call the markedness-throughtmechanism approach, attributes markedness patterns to a conf.uence of factors that interact with grammatical systerns, and relate to physical, cognitive, and social mechanisms shared by all humans (e.g. Lass 1975; Staınpe 1979; Comrie 1983; Menn 1983; Boersma 1998; Blevins 2004; Hume 2004b; Mielke 2008; Bybee, forthcoming). Comrie (1983), for example, argues that markedness can be explained in terms of human interaction with other humans and with the world, and not as an accidentally inherited or a purely formal property of language. Since independent factors are able to explain the patterns, he argues, there is no need for recourse to Universal Grammar, and markedness as a universal guiding principle need not exist.

Asymmetrical patterns in syllable structure exemplify the nature of the debate. It has long been observed that there are preferred syllable types cross-linguistically (e.g. Cairns and Feinstein 1982; Vennemanu 1988). For example, onsets with snnority rising into the nucleus (e.g. [blV]) are more common than those with sonority falling into the nucleus (e.g. [lbV]) (CHAPTER 33: SYLIJAbL.E-INTE.RNAL, STRUCTURE; CIIAPTER 49: SONORITY; CIIAPTER 55: ONSETS). Such cross-linguistic preferences for syllable type are commonly described in markedness terms: an onset cluster with rising sonority is less marked than one with falling sonority. Berent et al. (2007) tested the clain that listeners have innate knowledge of such patterns. Results from their perception experiments indicate that the asymmetrical patterning of
syllable types observed cross-linguistically is reflected in the linguistic behavior of their English listeners: the more an onset cluster is marked (i.e. onsets with sonority falling into the nucleus), the more likely it is to be perceived with an illusory epenthetic vowel (presumaly as a means of creating a less inarked onset) (see also cilapter s: speecit perception and pionology). Their interpretation of the findings is in keeping with the markedness-through-formalism approach to predicting markedness patterns: the results provide evidence that knowledge about the markedness of onset clusters is part of Universal Grammar (UG). Proponents of the inarkedness-through-nlechanisnl approach would interpret the findings differently, as expressed in Peperkamp's (2007: 634) response to Berent et al.'s conclusion: "A possible account of the reported markedness effect that makes no appeal to innate knowledge lies with phonetic differences across onset clusters with varying sonority profiles." In particular, the human perceptual mechanism is responsible for a huinan's ability to detect phonetic differences, rather than assuming that the individual is born with knowledge about these differences.

It is important to note that it is not the notion of innateness that differentiates these approaches; both assume innateness. Rather, the difference lies in what is considered innate. In the markedness-through-mechanism approach, it is the physical, cognitive, and, for some, social mechanisns guiding language acquisition, loss, and usage that are innate. in the markedness-through-formalisnt approach, on the other hand, it is the formalism from which markedness patterns are derived that is innate. Depending on the particular theory, the formalism may be rooted in the physical and cognitive mechanisms assumed in the former approach.

## 3 The relation of markedness to phonological theory

Markedness has played an inıportant role in the developnent of phonological theories; however, approaches have differed with regards to where the domain of explanation for markedness patterns resides. In one approach, markedness observations are directly expressed in a theory of phonology, while in another, they are the basis for a separate theory of nuarkedness. By ineans of illustration, assume that the sphere in (4) contains all possible sound patterns; impossible patterns reside outside of the sphere. Further, the space within the sphere is graded, with more marked patterns occurring further away from the core.
(4)


One approach assumes separate theories to account for the set of language patterns in (4): a theory of markedness and a formal theory of phonology (or grainnar). Examples include Chonsky and Halle (1968: ch. 9), Kean (1975), Cairns and Feinstein (1982), Mohanan (1993), Calabrese (1995), Steriade (1995), and Boersma (1998). The goal of markedness theory, according to Chomsky and Halle (1968), is to distinguish between more and less natural segments and rules, and to determine the degree of admissibility of a given lexical iteın. In other words, the domain of markedness theory is internal to the sphere in (4). A theory of grammar serves a different purpose: to distinguish between possible and impossible items, i.e. between elements that do and do not occur within the sphere (see Mohanan 1993 and Calabrese 1995 for related discussion).

This model of markedness was first proposed for phonology in chapter 9 of Chomsky and Halle (1968; SPE). Like Jakobson (1971a) and Greenberg (1966), SPE treats markedness as a universal principle which guides language acquisition and the formation of phoneme inventories. In addition, it serves as an evaluation metric on the selection of analytic options in the formulation of phonological rules and underlying representations: "children construct grammars to account for the data they are exposed to within the constraints imposed by the formalism, and an evaluation metric selects the simplest possible granmar for the given data" (Mohanan 1992: 639, based on SPE). Marked options impose a cost on an analysis, while unmarked ones do not; qualifiers such as simpler, preferred, optimal, and more highly valued are commonly used to convey the less costly nature of the unmarked option. Steriade (1995:118) suggests that a theory of markedness should also be able to "docunent the validity of... universal statements" such as feature coroccurrence constraints, "and seek an explanation for their universal status."

A second approach to predicting markedness patterns assumes a single theory. In this view, the goal of an adequate theory of grammar is to be able to predict not only possible gramniars (inside ws. outside the sphere), but narkedness observations as well (gradations within the sphere). Such an approach is seen in, for example, Archangeli (1984), Prince and Smolensky (1993), Calabrese (1995), Rice (1996), de Lacy (2002, 2006), and made explicit in Sagey's (1986: 9) influential dissertation on feature organization:

> It should be possible to represent within [a theory of phonology] any phonological process or form that is a possible human language, and it should be impossible to represent phonological forms and processes that don not exist in human language
> \%. Another requirement on the theory is that the relative simplicity of describing in the representation each process or form that occurs should reflect its relative naturalness, in the sense of its frequency of occurrence in the languages of the world. That is, more marked forms and processes should be correlated with more marked representations.

As discussed further below, this perspective is furulamental to some theories of underspecification (e.g. Archangeli 1984; chafter 7: feature specification and undersidecification) and feature organization (e.g. Clements 1985; Avery and Rice 1989; chapter 27: the organization of features).

## 4 The formal expression of markedness

The representation of markedness, in a theory of markedness or grammar, typically assumes two components: (i) a formal device denoting whether an element is marked or unmarked, and (ii) a mechanism encoding the relative markedness of the elements in question. Examples of each are given in (5). Implicational statements (\$5.2) can be viewed as incorporating both components.
(5) Representing markedness
a. Formal devices

Feature values (e.g. Takobson et al. 1952; Jakobson 1971a; SPE)
Diacritics (e.g. SPE; Calabrese 1995)
Distributional statements (e.g. Mohanan 1993)
Redundancy rules (e.g. SPE; Archangeli 1984)
Constraints (e.g. Prince and Smolensky 1993; Calabrese 1995; Boersma 1998; Causley 1999; de Lacy 2002, 2006)
b. Relational mechanisms

Ordering (e.g. Calabrese 1995; CHAPTER 74: RULE ORDERING)
Constraint ranking (e.g. Prince and Smolensky 1993)
Subset relations (de Lacy 2002, 2006)
Quantitative measures (e.g. SPE; Archangeli 1984; Clements 1985; Kiparsky 1985; Avery and Rice 1989).

Given space limitations, the discussion below provides an overview of only some of these conponents.

In SPE, the diacritics $m$ and $t 1$ are formal devices assigned to features in order to indicate whether a feature value is intrinsically "marked" or "unmarked," respectively. All phonemes are assigned a value for each feature, thus $m$ and ${ }^{\prime}$ values are present in the lexicon. The combination of feature values within a segment determines whether that sound is marked or unnarked. Prior to the application of phonological rules, markedness conventions, as in (6), translate $m$ and $u$ into the values + and - . For example, the redundancy rule in ( $6 a$ ) states that the unmarked value of the feature [high] for vowels is [+high], while ( 6 b ) states that the unmarked value for [back] when coupled with [+low] is [+back]. Importantly, unmarked rules are considered universal statements that carmot be violated, while marked rules can be violated, but add a cost to the grammar; unmarked values do not contribute to the complexity of a grammar.
(6) Sminple marking conventions for vowels
a. [u high] $\rightarrow$ [+high $]$
b. [u back] $\rightarrow[+$ back $] /\left[\begin{array}{c}-\mathrm{low}\end{array}\right]$

In SPE, the relative markediness among elements in a system is a quantitative issue, in that the complexity of a system is equal to the sum of the marked features of its members. However, as the authors point out (Chomsky and Halle 1968: 409ff.), counting features alone is not sufficient to predict optimal systenis; other considerations, such as system symmetry and simplicity, also need to be taken into account.

Correlating markedness with quantity is also central to some theories of underspecification, in that the least marked element is represented with the least anmount of theoretical machinery (e.g. Kiparsky 1982; Archangeli 1984; Pulleyblank 1988; Archangeli and Pulleyblank 1989; chapter 7: feature specification and underspecification). Most models of feature geometry adopt a similar approach (Clements 1985; McCarthy 1988; Avery and Rice 1989; Clements and Hume 1995), as exemplified by Clements's (1985) proposal that natural (unınarked) phonological rules are expressed as single operations. As such, an urunarked rule of assimilation involves the addition of a single association line (CHAPTER 81: LOCAL assimilation), and an unmarked deletion rule is presented by the delinking of a single line (chapter 6\%: deletion). In this light, predicting markedness patterns is a representational problem (Rice 1999).

Associating quantity of structure with unmarkedness is generally linked to the view that unnarked feature values are absent in underlying representation (for discussion see, e.g. Archangeli 1984; Steriade 1987, 1995; Clements 1988, 1993; Odden 1992; Rice 1992; Mohancon 1993; Calabrese 1995; chapter 1: underlying representations; chapter 7 : feature specification and underspecification; Chapter 27: the organization of features). Thus, underlying representations provide the vehicle for determining inarkedness relations. For example, Paradis and Prunet (1991: 3) argue that "the special status of coronals lies in the fact that they lack specifications for place features in UR" (see also Chapter 12: curunals). Similarly, Rice (1992: 64) remarks: "Segment structure combined with absence of universally ummarked features at a node . . . indicates markedness relations, with more structure indicating a more marked segment and less structure a less marked segment." This approach can be traced to early writings by Jakobson and colleagues (e.g. Cherry ct al. 1953; see §5.5), who sought to maximize the efficiency of phoneme systems by minumizing redundant information, a view reflected in SPE. These ideas are further developed in Kiparsky (1982), Archangeli (1984), Pulleyblank (1988), and Archangeli and Pulleyblank (1989), and is expressed in the following quote (Kiparsky 1982: 54-55) (see also Citapter 8: sonorants):

The theory of grammar will provide a set of universal redundancy rules functionally analogous to the markedness principles of Chomsky and Halle (1968), but formally identical to ordinary phonological rules. In particular, assume that for every feature F there is minimally a rule
(42) []$\rightarrow[a \mathrm{~F}]$

Where $d(+o r-)$ is the "unmarked" value. In addition, other rules may be applicable in specific syntagmatic or paradigmatic contexts. For example, for voicing we may have the rules

```
a. [] }->\mathrm{ [+voiced]
```

b. [+obst] $\rightarrow$ [-voiced]
putting the unmarked value as [-voiced] for obstruents and [+voiced] elsewhere. We now say that voiceless obstruents and voiced sonorants are represented as [ 0 voiced], that is, unspecified for voicing, and that their respective specifications for voicing are filled in by the application of rule (43). This much is quite in the spirit of traditional markedness theory.

Critical discussion of the connect ion between under specification and markedness can be found in e.g. Mohanan (1993) and Steriade (1995). Among the critiques, Steriade (1995: 199-200) questions:
whether the asymmetric distribution betwees the marked and the unmarked value justifies eliminating the unmarked value from underlying structure. Is underlying privativity the faithful representation of markedness facts? . . Should the unmarked value be represented at all on the surface?

In response to these questions, she suggests that there are seginents in most languages that start out and end up without features, such as place of articulation in the case of the laryngeal consonants [h] and [?] and schwa-like vowels.

A further issue concerns the assumption that only one member of a class can be unmarked and thus least specified. For example, Kiparsky (1985) argues that coronal nasals are unmarked for place in Catalan, since only coronals assimilate to the place of articulation of any following consonant (Mascaró 1976). Rice (2007), however, points out that this approach is untenable, a claim supported by evidence in Hume (2003) showing that virtually any combination of dorsal, labial, and coronal can be unmarked, given their patterning as targets of assimilation, a common markedness diagnostic (see §5).

In the 1990s, the shift in focus from underly ing to surface representations further impacted the use of underspecification as a means of expressing markedness. Instead, surface-oriented devices wel:e developed. Calabrese (1995:374) proposes the use of marking statements, similar to the marking conventions of SPE, though formalized as constraints rather than rules. He argues that "the structure of inventories is determined by restrictions on phonological segments in the form of constraints on pa:rs of features." Co-occurrence restrictions occur within marking statements, as shown in (7). The property of being marked is encoded by underlining of the relevant feature in the statement, as is the case for value $\beta$ of feature $C$ in combination with another feature value $\alpha \mathrm{F}$, where $\alpha$ and $\beta$ range over + and - .

## (7) Marking statement (Calabrese 1995)

$[\alpha F, \beta G]$
Constraints ar'e also central to accounts of markedness developed within the framework of Optimality Theory (e.g. Prince and Smolensky 1993; Steriade 1995; Hamilton 1996; Lombardi 1997; Ca usley 1999; de Lacy 2002, 2006; Hayes and Steriade 2004). For example, Hayes and Steriade (2004: 1) propose that "markedness laws characterising the typology of sound systems play a role, as grammatical constraints, in the linguistic competence of individual speakers."

In some constraint-based approaches, degrees of markedness are expressed through formal devices that organize constraints hierarchically. Calabrese, for instance, draws on constraint or dering to create a hierarchy of markedness stateneents. In some OT approaches, markedness relations are expressed through the harmonic ordering of nembers of a correlational set which imposes a universally fixed order on a set of constraints (Irince and Smolensky 1693). For example, as shown in (8), it is claimed that the harmonic ordering for place of articulation expresses the markedness relations provided by UG, such that dorsal is more marked than labial, which is inore marked than coronal, and so forth. The corresponding grammatical
constraints and ranking appear in ( $8 \mathbf{b}$ ). Despite the assumed universality of such rankings, this approach also provides a formal means for describing the observation that a given feature need not be unmarked in all languages: an additional constraint may dominate the fixed ranking, thus having the effect of overruling the unmarked status of a lower-ranked constraint (see e.g. Lombardi 1997 for an analysis along these lines; also chapter 22: consonantal place or articulation).
(8) a. Harmonic ordering for place of articulation ( $>=$ "is less marked than") glottal > coronal > lab ${ }^{\text { }}$ d $>$ dorsal
b. Corresponding fixed universal ranking ( $\gg=$ "is ranked above") "dorsal >> "labial >> "coronal >> "glottal

De Lacy's (2002, 2006) OT-based theory of markedness inakes use of inarkedness hierarchies tied to sets of constraints. Place of articulation features are represented by the hierarchy in (9a), which projects onto the output constraint sets in (9b).
a. Markedness hierarchy
(hierarchy enclosed by $\| ;>=$ "is more marked than")
| dorsal > labial > coronal > glottal |
b. Each hierarchy is related to a set of constraints:
i. *Idorsall

Assign a violation for each [dorsal] feature.
ii. *ldorsal, labial]

Assign a violation for each [dorsal] and each [labial] feature.
iii. *\{dorsal, labial, coronal\}

Assign a violation for each [dorsal], each [labial], and each [coronal] feature.
iv. *Idorsal, labial, coronal, glottal]

Assign a violation for each [dorsal], each [labial], each [coronal], and each [glottal] feature.

Unlike (8b), the ranking of the constraint sets in (9b) is not fixed. Instead, de Lacy proposes that markedness patterns are generated by virtue of the subset relations present in each sei of constraints. For example, since in (9) the marked feature [dorsal] is listed in each constraint of the entire set, a violation of any of the constraints will necessarily target [dorsal]. Conversely, the absence of [glottal] in all constraints but *\{dorsal, labial, coronal, glottal] preserves the feature, except when all other feature types are involved. In other words, [dorsal] is least preferred, while [glottal] is most preferred. I refer the reader to de Lacy (2006) for discussion concerning the predictive power of the approaches represented in (8) and (9).

## 5 Criteria for predicting markedness patterns

Determining what constitutes reliable evidence for markedness relations remains an area of controversy. One issue concerns whether one can actually diagnose markedness: are markedness diagnostics to be treated as "criterial for determining asymmetry or as merely correlative" Battistella (1996: 14)? Generative phonological approaches have tended to view markedness diagnostics as criterial.

Others view such diagnostics as correlative, to the extent that they reveal reliable statistical tendencies (e.g. Lass 1975; Menn 1983; Ohala 1990; Bybee 2001; Hume 2004a, 2004b; Haspelmath 2006; Mielke 2008).

Controversy also surrounds the issue of whether evidence for markedness comes from synchrony or diachrony (citapter 93: sound cilance). In theories of generative phonology, the status of synchronic patterns is considered paramount, given the fundamental premise that such observations provide a window into an individual's innate knowledge of language. Further, since the :ndividual does not have direct access to knowledge of changes front the past, only synchrony can provide valid sources of evidence for markedness patterns (see e.g. Rice 1999; de Lacy 2002, 2006). Conversely, Blevins (2004: 20) argues that

> there is no clear role for inarkedness within synchronic phonology. Absolute universals and universal tendencies in sound patterns emerge from general pathways of language change, and have no independent status in the grammar.... nost proposed universals and their counterexamples have straightforward diachronic explanations.
(See also Mielke 2008; citapter 17: distinctive features.)
Another area of debate concerns which criteria are appropriate for determining the markedness value of a given element. The types of evidence used to support clains about phonological ntarkedness include those in (10).

## (10) Types of evidence for predicting markedness patterns

a. Acquisition.
b. Phonological patterns, e.g. alternations, inventory structure, distribution, implicational relations.
c. Phonetics, e.g. quality of acoustic/auditory cues to the identification of a pattern, articulatory difficulty in producing a pattern.
d. Usage factors, e.g. statistical patterns.
e. Cognitive factors, e.g. information content, entropy.

In the remainder of this section we take a closer look at these criteria,

### 5.1 Language acquisition

Since Jakobson's seminal papers on language acquisition (1971a, 1971b), the view that there are universal principles, such as markedness, that guide the order in which a child learns language has been highly influential (CHAPTER 10I: THE intfrrpretation of rhonological. pattfrns in first lancuagf. acQuisition). Central to this approach is the proposal that acquisition of a marked sound category, defined in terms of distinctive features, presupposes the acquisition of the corresponding unmarked category (see implicational relations: §5.2). According to Jakobson (1971b: 11), the order in which children acquire sound categories "corresponds exactly to the general laws of irreversible solidarity (implication) which govern the synchrony of the languages of the world." For example, under the assumption that dorsal place of articulation is more marked than coronal, the acquisition of dorsals presupposes that of coronals. Takobson (1971b: 7) acknowledges in places that the term general latis might be "more prudently formulated"
as tendencies, though his proposed orders of acquisition have typically been interpreted as absolutes: all children acquire sounds in the same order, regardless of the language that they are learning.

Controversy has surrounded at least two issues arising from the proposed link between acquisition and markedness: (i) the extent to which there is a universal order of acquisition such that the marked implies the unmarked; and (ii) whether acquisition data should be used as evidence for claims regarding markedness.

With regard to the first point, experimental evidence indicates that there is considerable variability in the order of acquisition across languages. For exanıple, Morrisette et al. (2003) tested the chaim that dorsal place of articulation is more marked than coronal by examining inventory structure and substitution patterns from 211 English-learning children. They found that

> the full range of legical possibilities was found to occur with regard to inventory structure; that is, some children included both coronals and dorsals in their inventories, others included coronals but not dorsals, and yet others included dorsals but not coronals. In terms of the children's substitution patterns, dorsals were replaced by coronals... in a large proportion of the cases. However, a small proportion of the children replaced coronals with dorsals. (Mierrisette ct al. 2003: 351)
(See also Menn 1983; Vihman 1993; Beckman et al. 2003.)
Beckman et nl.'s (2003) study of the acquisition of place of articulation also challenges the view that there is a universal order of acquisition for place of art'iculation. Japanese-learning children made more than twice as many "backing" errors for /t/ (i.e. /t/ pronounced as $/ k /$ ) as they made "fronting" errors for $/ k /$ (/k/ pronounced as /t/), which runs counter to the claim that back consonants like / k / are universally marked and likely to be replaced by front consonants like /t/.

However, Beckman et al. (2003) also suggest that some universals nay exist, "if we take the termi 'universal' to mean a strong numerical tendency rather than an absolute rule." They suggest that the best example involves laryngeal features, thus supporting Jakobson's claim that voiceless unaspirated stops are mastered before aspirated or voiced stops. Drawing on evidence from Kewley-Port and Preston (1974), they propose that this universal of acquisition is phonetically grounded in the relative difficulty of satisfying aerody namic requ irements for the different stop types.

A second issue concerns whether or not observations from acquisition, including second language acquisition, should be used as evidence for a theory of inarkedness at all. ln other words, if there is empirical evidence that children acquire one class of sounds prior to another, should these observations be used as evidence for or against a theory of markedness? There has been less of an overt debate regarding this issue; rather, authors typically assume one position or the other. For example, Calabrese (1995) draws on the order of acquisition of segments (and seginent loss) in his narkedness theory to establish the order of anarking statements. Conversely, de Lacy (2006) assunes that acquisition data do not in and of themselves provide evidence for a markedness pattern. He takes issue with the findings of Beckman et al. (2003), who argue that velar /k/ patterns are unmarked among Japanese-learning children, claiming that in the absence of synchronic alternations in the language that also attest to the unntarked status of
velars, the apparent unmarked behavior of velars could be explained by phonetic factors. A crucial difference between de Lacy's and Beckman et al.'s approaches is that in the former, ınarkedness constitutes a fundamental part of an individual's grammatical competence, independent of performance factors. In this view, any observations that might be explained by factors external to the grammar and not supported by synchronic processes do not constitute empirical evidence for a formal theory of inarkedness. Conversely, in the latter approach, there is no strict division between competence and performance; linguistic knowledge comprises and is influenced by both types of information.

### 5.2 Phonological patterns

From the earliest discussion of markedness in Trubetzkoy (1939) to more recent research on the topic, the asymmetrical patterning of features and sounds in inventories and phonological processes has served as the basis for predicting narkedness relations. Indeed, in Rice's (1999) evaluation of markedness criteria, she concludes that the strongest and most compelling arguments come from phonological processes (see also de Lacy 2006). Thus, when comparing features within a class, if one feature patterns asymmetrically with respect to the others, it is this feature that is deemed the unmarked member of the relation. Consider an example from Yoruba. There are three tones in the language's tonal inventory (High, Mid, Low) (chapter 45: the representation of tone). The Mid tone, unlike High and Low, never appears in the structural descriptions or changes of phonological rules. ivlid thus patterns asymmetrically with respect to other members of the tonol class and, as a result, is considered the unmarked member (Akinlabi 1985). The following discussion provides an overview of the types of evidence used in diagnosing markedness, but cannot do justice to the vast literature that has been devoted to this topic. Additional works that discuss the different types of evidence include Battistella (1990, 1996); Rice (1999, 2007); de Lacy (2002, 2006); Hume (2004b, 2006, 2008); Haspelmath (2006).

In terms of phonological patterning, it is widely assumed that, to the extent that there is asymnetry, the unmarked nember of an opposition patterns differently than other members in being the target of phonological processes, such as reduction, deletion, and assimilation (though of. de Lacy 2006). With regard to assimilation (Chapter 81: local assimilation; chapter 77: long-distance assimilation or consonants), for example, Rice (1999:4) points out:

> the unmarked pole of an opposition is lost or obscured, with the marked pole remaining... In assimilation, the marked features within a class are active... the unmarked features, on the other hand, ane passive, or inert... overridden by other features.

Put another way, marked features are assumed to resist modification, while unmarked features are subject to change. Rice $(1999,2007)$ labels this criterion "submergence of the unmarked." Recall the Catalan example from above, in which only coronals assimilate to the place of articulation of a following consonant (Mascaró 1976); in this case, coronal is considered unmarked. A more complex yet frequently cited example comes from place assimilation in Korean, as shown in (11), where a final obstruent stop assimilates in place to a following consonant,
with the following restrictions. A morpheme-final coronal assimilates to a following dorsal or labial consonant (11a). A morpheme-final labial also assimilates to a following dorsal, but fails to assimilate to a following coronal, as in (11b), As the examples in (11c) show, a finsll dorsal consonant does not assimulate to either a following labial or coronal consonant. According to the view that markedness is correlated with resistance to modification, the dorsal consonant is considered most marked, followed by labial, then coronal (Iverson and Kim 1987), i.e. dorsal > labial $>$ coronal.

Korean place assimilation

| a. /mit+ko/ | [mikk'o] |  | 'believe and' |
| :---: | :---: | :---: | :---: |
| /mit ${ }^{\text {+ }}$ pota/ | [mipp'ota] |  | 'more than the bottom' |
| b. /ip+ko/ | [ikk'o] |  | 'wear and' |
| /nop+ta/ | [nopt'a] | *[nott'a] | 'high' |
| c. /nok+ta/ | [nokt'a] | *[nott'a] | 'melt' |
| /kuk+pota/ | [kukp'ota] | *[kupp'ota] | 'more than soup' |

The output of certain phonological processes including epenthesis and neutralization has also been drawn on as evidence for identifying the unmarked member of a class. The output of neutralization (chapter 80: mergers and neutralization) is one of the original diagnostics for markedness, proposed in Trubetzkoy (1939): the result of neutralization does not bear the mark of the relevant property, i.e. it is unmarked. For example, in languages with final devoicing such as Gerınan, Mraltese, Polish, and Russian, the contrast between voiced and voiceless consonants is arguably neutralized in word-final or coda position; only one member of the opposition survives, the voiceless consoriont, and thus this member is considered unmarked. There is lack of consensus, howvever, regarding the use of the output of neutralization as evidence for the unmarked. Croft (2003), for example, claims that there is no uniformity across languages concerning which value is to be considered unmarked (see also de Lacy 2002, 2006; Valix and Samuels 2005). And for epenthesis, de Lacy $(2002,2006)$ considers consonant, but not vowel, epenthesis to be a valid criterion for markedness.

Distributional evidence has also long been considered a criterion for determining markedness relations. Battistella (1990) distinguishes between paradigmatic distribution and syntagmatic distribution. With regard to the former, it is claimed that the unmarked category of a contrastive pair is used to distinguish more words than the marked category (see also Waugh and Lafford 1994). As for syntagmatic distribution, it is widely held that the unmarked segment (or feature) is anore widely distributed than its marked counterpart (see, e.g. Trubetzkoy 1939; Hockett 1955; Greenberg 1966; Battistella 1990; Stemberger 1992; for related discussion, see Rice 1999). In fact, Hockett (1955: 166) proposes that distributional differences underlie the unmarkedness (simplicity, in his terms) associated with the result of neutralization (see also Trubetzkoy 1939; Hume 2004b). In this light, the view that voiceless obstruents in languages such as Russian are simpler (unmarked) as compared to their voiced counterparts is explained in terms of their wider distribution: the voiceless member of the contrast occurs in non-final contexts, as does the voiced member, but also in word-final or coda positions.

One of the original sources of evidence for markedness comes from implicational relations, as noted in §5.1: the presence of $x$ implies the presence of $y$ (Trubetzkoy

1939; Greenberg 1966; Jakobson 1971a). Jakobson (1971a) treats implicational relations as a cornerstone of markedness, in that they state a compulsory connection between two related properties of language; for example, the occurrence of nasal vowels implies that of nasal consonants. Implicational relations have been claimed to reveal markedness patterns in sound change, acquisition, and inventories. Thus, in sound change, the loss of a marked category implies the loss of the corresponding unmarked one (Bailey 1973). Similarly, in child language acquisition, the acquisition of a narked category implies prior acquisition of the corresponding unmarked category (Takobson 1971a).

Yet it has been in phoneme inventories that implicational relations have been most widely cited as evidence for markedness patterns (see e.g. Chomsky and Halle 1968; Kean 1975; Lass 1975; Cairns and Feinstein 1982; Calabrese 1995; Hamilton 1996; Causley 1999; de Lacy 2002, 2006). For exanple, Kean (1975) clainns that if a language has voiced obstruents, it also has voiceless obstruents. Conversely, Rice (1999) considers implication problematic as evidence for markedness relations given the assumption that language learners do not have access to implicationol relationships between segments in consonant and vowel inventories. Rather than being a part of an individual's knowledge of language, implication in Rice's view is a consequence of properties relating to phonetics and usage.

Interestingly, Lass (1975: 501), who opposes the clain7 that markedness observations provide evidence for innate properties of language, nonetheless views impl'icational relations as relevant for a theory of "universal phonetics." He suggests that there is a hierarchy made up of

> necessary choices which appear to be universal, and a larger (unordered) set of contingent choices which any language can make after it has made the noncontingent ones. This ref.lects such facts as the apparent lack of languages without vorvels, the lack of languages with nasalized vowels but no oral ones, cr glotalized consonant but no non-glottalized one... and so on.... Under this view we return to something very like the Praguian notion of "marking," in which (at least in some cases) the relation U : M presupposes not "optimalness" or "simplicity" vs. "non-optimalness" or "complexity," but rather (irreflexive) implication: If M, then U; but not vice versa.

Structural asymmetriss in ploneme inventories have also been used to identify the unmarked member of the inventory (e.g. Rice and Avery 1993; Rice and Causley 1998; Causley 1999). Building on insights from Trubetzkoy (1939) and Jakobson (see Battistella 1990), Rice and Causley argue that non-contrastive features are inactive, and that such inactivity signals the unmarked status of features and segments. To illustrate, compare two hypothetical sound systems in (12). System A is comprised of six segments; we may assume that each of the following pairs are distinguished by some feature $[F]$ : $/ a-d /, / b-e /$, and $/ c-f /$. System $B$ is made up of five segments; like system $A$, feature $[F]$ is contrastive for $/ \mathrm{b}-\mathrm{e} /$ and $/ \mathrm{c}-\mathrm{f} /$, but not for segment $/ \mathrm{a} /$.
(12) Structural asymmetries

| System A | System B |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| S | b | c | a | b | c |
| d | e | f |  | e | f |

Dyck (1995) proposes that phonological patterns occur in which the /a/-like segment in system A triggers processes, whereas the /a/-like segment in system B does not (see the discussion in Rice 2007). Further, there is seıne support for the role of contrast in predicting markedness in vowel place specifications. Causley (1999: 76-77) argues that voivel systems that
> lack a central vowel have a front or back voivel patterning as unmarked. When a language has a front-central-back contrast, the central vowel is chosen as the least marked. Thus the markedness status of different vowel specifications is linked to the inventory.

Using contrast as a predictor of markedness values is not consistently reliable, however. Rice (2007) presents a number of cases showing variation in the segment that emerges as unnarked among languages with similar systems of contrast.

### 5.3 Phonetic properties

There is general consensus that phonetic factors play a role in predicting markedness patterns, a view dating back to the earliest writings on the topic (e.g. Trubetzkoy 1939; Jakobson and Halle 1956; Greenberg 1966; Chomsky and Halle 1968). Acceptance of this view is seemingly independent of whether or not one associates markedness with Universal Crammar. Hayes and Steriade (2004) note that universal markedness laws are rooted in phonetic knowledge. Consistent with this view, Mohanan (1993) assumes that phonological patterns are influenced by three phonetic principles: minimize the number of articulatory gestures; minimize the deviation of articulatory gestures from configurations of least effort; maintain the phonetic distinctions that distinguish between different words. Simiarly, Boersma (2000: 18) notes that markedness, in the sense of cross-linguistic rarity, "enterges from an interaction between principles of articulatory effort and perceptual confusion, and [are] not encoded directly in our phonological language device." Further, Bybee (2001: 14) proposes that the "underlying explanation for sound changes that create markedness relations is phonetic in nature." A more nuanced approach appears in de Lacy (2002, 2006: 1), where two theories of markedness are assumed: a perforinance theory and a contpetence theory. "Markedness is part of grammatical Competence (I-language). Markedness in Competence is distinct from sometimes apparently similar Performance-related phenomena." While asymmetrical patterns are assumed to exist in both competence markedness and performance markedness, according to de Lacy their explanations lie in different domains: the former are explained in terıns of Universal Granmar, and the latter by factors external to the grammar, such as those relating to phonetics and usage.

The remainder of this section focuses on the phonetic factors most commonly used as criteria for identifying markedness values, as listed in (13).

## (13) Phonetic factors

a. phonetic variability in production
b. articulatory simplicity
c. perceptual distinctiveness

### 5.3.1 Phonetic variability in production

The unmarked member of an opposition has been claimed to be produced with greater phonetic variability than the marked counterpart, a view first attributed to Trubetzkoy (1939). Similarly, Greenberg (1966) considers greater allophonic var lability to be a criterion of the unmarked category, and Rice (1999: 19) suggests that fixedness of phonetic realization correlates with markedness such that the marked pole is more clearly defined: marked members show little variation, while unmarked members show noore.

### 5.3.2 Articulatory factors

The unmarked member of an opposition is widely considered to be easier and less complex than the narked counterpart in termis of production. Calabrese (1995: 376), for example, states that the less marked nature of certain feature combinations can be explained by ease of articulation and perceptual saliency: for instance, he claims that

> the [+continuant, -strident] coronal fricatives $[0, \delta]$ are complex because of ihe articulatory adjustments needed to maintain absence of stridency in fricatives. Still other combinations are phonologically simple. For example, the combination [+continuant, +strident] is simple, since stridency is a natural consequence of the type of constriction found in fricatives.

Similar assumptions hold for sequences of sounds. Along these lines, Haınilton (1996: ii) proposes that
each phonotactic constraint is phonetically grounded. Unmarked clusters correspond to structures which are gesturally and/or perceptually simple and marked structures are gesturally and/or perceptually complex.

For related discussion, see Archangeli and Pulleyblank (1994), Jun (1995), and Boersma (1998), among others.

The use of articulatory simplicity to predict markedness patterns is not without issues. For example, despite wide acknowledgment in the phonological literature that such factors play an important role, the actual phonetic evidence showing $x$ to be simpler than $y$ is often not rigorously demonstrated. Further, while it inay seem intuitively evident in some cases that two elenents are appreciatively different in terms of articulatory complexity (e.g. [p] us. [p']), gradations of difficulty are less evident among more similar elements (e.g. [p] vs. [ t$]$ vs. [ k$]$ ), particularly for adult speakers with years of experience producing the sounds (see Stampe 1979: 10 for related discussion). An additional issue concerns the interaction between articulatory and perceptual factors, a point returned to in the following section.

### 5.3.3 Perceptual distinctiveness

The perceptual distinctiveness of sounds and strings of speech has also been drawn on to predict observed asymmetries in phonological systems (e.g. Trubetzkoy 1939; Jakobson and Waugh 1987; Lindblom 1990; Flemming 1995; Jun 1995; Steriade 1995; Boersma 1998; Hume 1999, 2004a; Huıne and Johnson 2001; Blevins 2004; Bybee, forthcoming; chaiter 98: steech lerception and l'honology). It is clear
that distinctiveness is important for the correct identification of sounds and strings of speech (e.g. Olata 1981; Kawasaki 1982; Lindblom 1990). In this regard, Kawasaki (1982) proposes that sharper changes in the speech signal serve to increase the salience of cues in the portion of the signal where the nodulation takes place: the greater the magnitude of the modulation, the better a given signal is detected. Interestingly, this proposal relates to claims regarding phonological markedness in two seemingly conflicting ways.

The first concerns the observation that patterns with larger modulations tend to recur across languages, since they are more resistant to change than those with smaller modulations. In this case greater syntagmatic distinctiveness correlates with unmarkedness, an interpretation consistent with the common assumption that the CV syllable is universally preferred over other syllable types, e.g. V, CVC, VC (Cairns and Feinstein 1982; Clements and Keyser 1983). Paradigınatically, strong perceptual distinctiveness has also been proposed as the explanation for recurring phonological inventories. Liljencrants and Lindblom (1972) propose that the structure of vowel systems is determined largely by the principle of maximal perceptual contrast, thus favoring systems in which vowels are perceptually distinct, e.g. [i a u] (see Flenuning 1995). Perceptual distinctiveness has alse been drawn on extensively to account for asymmetries in phonological patterns. As Hamilton (1996: 12ff.) observes, following Jun (1995) and Steriade (1995),

> Simple percepts are unmarked and complex percepts are marked. . . simple speech
> scunds in perceptual terms are those with robust spectral cues. . The empirical correlate to this is that perceptually robust speech sounds are highly valued crosslinguistically, while languages only grudgingly elaborate perceptually opaque structures.

The flip side of the coin is that structures with small modulations due to weak acoustic/auditory cues will tend to be modified more often than those with larger nıodulations (Kawasaki 1982). As a result, sounds lacking distinctiveness are subject to phonological processes such as assimilation, reduction, and deletion to a greater degree than sounds with robust cues (see e.g. Kohler 1990; Hura et al. 1992; Jun 1995; Steriade 1997; Boersma 1998; Hayes et al. 2004). Thus weak perceptual distinctiveness is also correlated with being unmarked. This interpretation is consistent with the claim that the target of phonological processes such as deletion is the unmarked menaber of the comparison set.

The use of perceptual distinctiveness thus appears contradictory as a markedness diagnostic: unmarkedness is associated with strong perceptual distinctiveness as well as weak perceptual distinctiveness. Consequently, it is seemingly impossible to predict a priori whether a sound is marked or unmarked given its salience. Hume (2006), and Hunfe and Mailhot (forthcoming) propose that these observations are consistent with a model of markedness conceptualized in terms of entropy, a measure of the uncertainty in a system (Shannon and Weaver 1949); see §5.5 for discussion.

A further issue concerns the interaction between production and perceptual demands, and the role of these interactions in predicting markedness observations. Given the complexity of this issue, it is understandable that the topic has received less attention in the literature than the roles of perception and production in markedness independently. The subject is addressed in considerable detail in Boersma (1998), who proposes a production theory of narkedness and a perception theory
of markedness. He observes (Boersma 1998: 17) that production and perceptual constraints can make conflicting predictions regarding markedness, citing fricatives as an exanuple:

> In gestural terms, fricatives are complex, since the correct spatial relationship between the active and passive articulators must be very precisely controlled in order to inaintain turbulent airflow... At the same time, fricatives are spectrally very robust. Their random high frequency energy patterns are very distinct from the spectral properties of the other manners of articulation, and also act as a very salient cue to place of articulation.

To resolve such conficts, Boersma claims (1998: 17) that languages adopt different strategies:

> They may follow the [production theory of markedness] and elaborate gesturally harmonic features, or follow the [perception theory of markedness] and elaborate perceptually harmonic features, or opt for some combination of the two. Therefore in the case of fricatives some languages have more stops than fricatives while others (including English) have fricatives which lack stop counterparts.

### 5.4 Usage

The most common usage factor cited in relation to markedness is the statistical frequency with which a particular pattern occurs, a criterion dating back to Zipf (1932), Trubetzkoy (1939), Hockett (1955), and Greenberg (1966), among others. The clain is that the unmarked is more frequent cross-linguistically thran the marked (citapter 90: frequency effects). Despite its long history, the relation between frequency and markedness remains controversial. Three of the main issues are given $\mathfrak{m}$ (14).

## (14) Issues regarding frefuency and markedness

a. whether or not frequency should play a role in predicting markedness patterns;
b. to the extent that frequency is used as a predictor of markedness, whether frequency should be calculated across all languages, within a single language, or involve both calculations; and
c. what type of frequency measure is relevant.

Trubetzkoy (1939), inspired by Zipf (1932), drew a link between unmarked status and frequency: since the unnarked nember of an opposition emerges in cases of neutralization, the distributional asymmetry would contribute to the unnarked sound's greater frequency over the marked sound (see also Hume 2004b). For Jakobson, frequency was foundational to the use of markedness in noodern linguistics, reflected in the frequency of a sound across languages, and through implicational relations. This view continues to be commonly accepted today, though not uniformly so. Hume and Tserdanelis (2002) point to the higher frequency of labial place in Sri Lankan Portuguese Creole nasals as support for the unmarkedness of the labial nasal in that language. Rice (1999), however, considers a pattern's frequency to be a consequence of emergent properties
(i.e. factors influencing language change), rather than a diagnostic for markedness (see also de Lacy 2002, 2006).

Nonetheless, the link between frequency and markedness is widely attested in the generative phonology literature. Citing cross-linguistic frequency as evidence for markedness, Kean (1975) states that since almost all languages have [t a] but fewer have [kpy], [ta] are unmarked and [kp y] are marked. Further, as noted in $\$ 4$, Sagey ( $1986: 9$ ) claims that a requirement of a theory of phonology
is that the relative simplicity of describing in the representation each process or form that orecurs should reflect its relative naturalness, in the sense of its frequency of occurrence in the languages of the world. That is, more marked forms and processes should be correlated with more marked representations.

Similarly, Paradis and Prunet (1991; 10) point to three types of statistical patterns which, they argue, support the view of the feature coronal being unmarked. As listed in (15), the evidence comes from cross-linguistic measures (typological frequency) as well as language-specific ones (inventory frequency, token frequency).
(15) Evidence from frequency for the ummarked status of coronal (Paradis and Prunet 1991: 10)
a. Inventory frequency: the number of coronals in the consonant inventory of a given language.
b. Typological frequency: the number of coronals attested in a universal phonemic inventory.
c. Occurrence frequency (i.e. token frequency): the number of times coronals are produced in a representative speech corpus.

Paradis and Prunet's broad use of frequency ineasures relates to another area of controversy: whether frequency should be calculated across all languages, within a single language, or both. Trubetzkoy (1939) considered the frequency of one member of an opposition within a language as a signal of unmarked status. Greenberg (1966) used statistical methods to claim that the frequencies with which phonemes show up in languages are the expression of a universal tendency to avoid marked phonemes; unmarked phonemes have higher cross-linguistic frequencies. This view is also reflected in more recent literature; Hamilton (1996: 5-6) states that "unmarked features are more frequent than marked features... features with a wider cross-linguistic distribution also occur at higher frequencies language-internally." Yet Meier (1999) challenges the view that cross-linguistic frequency is a valid criterion for markedness, arguing that "presumably marked values (e.g. glottality in stop consonants) have a very different distribution in different languages" (cited in Elsík and Matras 2006: 16). In this view, frequency is best calculated on a language-specific basis (see also Hume 2006).

The use of statistical measures is complicated by a number of issues. One has to do with what the appropriate ineasure is, e.g. type or token frequency. Type frequencies are calculated over a lexicon, for example, how frequently a phoneme occurs in the dictionary of a language; see for example Trubetakoy (1939). Token frequency is calculated over a written or spoken corpus, for example, how frequently a phoneme occurs in a corpus of natural speech. Type frequencies generally provide more information about the structure of a language, whereas
token frequency reveals patterns of usage. The extent to which the two properties affect phonological patterns differently remains an empirical question (see e.g. Munson 2000 for related discussion). A further issue concerns which elements and levels of language frequency sloould be measured over, for exannple, features, segments, syllables, words. Does frequency affect all elements of language uniformly? If not, what are the empirical consequences for a language's phonological system? A further issue concerns the interaction of statistical patterns with other factors such as production, perception, word structure, and word similarity. For additional discussion see, for exanıple, Bybee (2001), Phillips (2006), and cliapter go: frequencr effects.

### 5.5 Entropy and information content

The concepts of entropy and information content have been connected to narkedness in at least two ways: as a foundational concept for the dichotomous view of the unmarked and marked, and as a predictor of markedness patterns. Information content and the more widely used term "entropy" are tools of Information Theory (IT; Shannon and Weaver 1949), and well established in the field of computational linguistics. IT is concerned with representing mathematically how much information, measured in terms of binary choices (bits), is needed to efficiently convey a message given the constraints imposed on the system. Entropy is a measure of the amount of uncertainty associated with selecting outcomes in a given systen. A higher entropy value is associated with greater uncertainty among a set of possible outcomes; those outcomes that are relatively unexpected contribute more information, or complexity, to a message.

Jakobson's theory of distinctive features and the binary nature of markedness were inspired by Information Theory. According to Cherry et al. (1953: 34), analyzing a language requires that "we must determine the minimum set of [distinctive] features that the listener needs in order to recognize and distinguish all except homonymic morphemes, without help from context or situation." Each binary feature represents a choice regarding a particular sound (is it voiced? is it nasal?), with the response encoded as plus (yes) and minus (no) (zero indicates redundant information). A plus value is generally interpreted as marked, and minus as unmarked. The goal of this approach was to determine how many binary choices were needed to identify a given phoneme within the language system. Consistent with Information Theory, the most efficient system was the one that required the fewest number of binary questions (i.e. features) to convey the identity of a particular phoneme. Many of these ideas became cornerstones of subsequent theories of feature specification, and the information-theoretic concept of binarity emerged as a fundamental assumption of markedness theories.

Entropy has also been applied to other aspects of phonological knowledge; for applications of information-theoretic concepts to sound patterns, see Hockett (1955), Broe (1996), Goldsmith (1998, 2002), Hume and Bromberg (2005), Hume (2006), Hall (2009), Goldsmith and Riggle (forthcouning), Hall et al. (forthcoming), Hume and Mailhot (forthcomirig); also citapter 6: sfifforganization in pionologr. For example, Hume (2006), Hall et al. (fortheoming), and Hume and Mailhot (forthcoming) suggest that entropy and information content can be used to make predictions about the preferred contexts and likely outcomes of a range of phonological processes, hence markedness patterns. Specifically, the most likely
targets are predicted to be those that contribute little to the total entropy of the system, or in the case of repair processes, those that would significantly increase entropy if left unrepaired. The most likely outcontes are predicted to be ones that result in the least change in the pre-existing entropy of the system. One consequence of this approach is that it unites a range of otherwise disparate obser vations regarding influences on phonological patterns within a given system. For instance, Hall et al. (forthcoming) argue that in cognition, the information content of an element is influenced not only by its frequency, but also by its phonetic salience and by the attention a language user allocates to it in context. These are factors that linguists have independently argued influence phonological patterns. Laboratory studies of a number of languages show that listeners tend to allocate more attention to beginnings of words. Correspondingly, many languages restrict ınarked elements or structures to inltial syllables of words (e.g. Beckman 1997).

To briefly illustrate, consider a language system L with a set of elements $X=\left\{x_{j}, x_{j i}, \ldots, x_{i, n}\right\}$. Predicting which element will occur in a gi ven context can be measured as a function of its probability, determined in part by its frequency of occurrence (see below for the role of acoustic salience in defining information content). Each element thus has its own probability of occurrence: seund $x_{i}$ has probability $p\left(x_{i}\right)$. The irformation content of an element $x_{i}$ is the negative logarithm base 2 of its probability $\beta$. This corresponds to our intuition that elements with higher probability are more expected than elements with lower probability; in information-theoretic terıns, it takes less information (fewer binary decisions) to determine whether or not it will occur. In the vowel epenthesis example below, for instance, information content is used to compare the probability that a particu lar vowel occurs in a given context with the probabilities for all vowels in the system that comprise the relevant probability distribution.

Comparisons can also be made at the level of systems, rather than individual items: the total entropy of a system, or its complexity, is the sum of the information contributed by all members. To the extent that systems from different languages are compared, this measure can address questions relating to universal markedness patterns. To measure the contribution of a particular element to the entropy of the system, its information content is multiplied by the probability of its occurrence in that system, that is, $-\mu\left(x_{i}\right) \log _{2} p\left(x_{i}\right)$. Note that an element's probability appears twice in this expression, with opposite effects. As a result, elements with either very high or very low probability contribute little to total system entropy: elements with very low probability have high information content, but contribute little because of their low rate of occurrence; conversely, elements that occur very frequently contribute little because their information content is correspondingly low. Elements with intermediate probability contribute relatively nore to the connplexity of the system, that is, its entropy, throngh their balance of moderate information content and frequency of occurrence.

The common markedness diagnostic, epenthesis, illustrates how these concepts can be used to answer the questions: (i) why epenthesize?; and (ii) why epenthesize a particular vowel? Consider the case of English vowel epenthesis as used to repair a non-occurring word-jnitial cluster. As noted above, a word-initial [gd] cluster as in the Polish city name Cdansk is often repaired as [god] (or [gid]). The first question concerns the motivation for epenthesis. In this approach, the answer is that adding [gd] to the language would, all else being equal, increase the complexity of the systen?, measured as entropy. This conclusion derives from
considering the information content of the structures [gd] and [gad], measured as the negative $\log _{2}$ of the conditional probability of the respective phonotact ${ }^{1}$ ic sequences in English and the contribution of each to the entropy of the system. (In this simple case, information content can be approximated solely in terns of the type or token frequency of each sequence in a corpus of English.) Prior to borrowing, [gd] has a probability of zero, and contributes nothing to the entropy of the system; aditing this sequence increases systemic entropy sharply. In contrast, increasing the frequency of an already occurring element such as [gad] has less of an effect on the entropy of the system.

Parallel reasoning can be used to predict why one segment is the preferred epenthetic vowel in a given context over other vowels in the language. Why, for example, is the initial [gd] cluster typically repaired in English as [gad] or [gld], as opposed to [gad], [god], [gid], annong other possibilities? Common explanations point to the epenthetic vowel as unmarked, less salient, more frequent, predictable or somehow simpler than other vowels in the bnguage. The information-based approach is consistent with these insights. A simple model takes into account the probability of each vorvel in the system as a function of frequency and mutual information (context-dependent frequencies), and the phonetic nature of the sound in the relevant context, measured in termis of the quality of its acoustic cues. In this model, the information content of a given vowel is a function of both its probability of occurrence and its acoustic salience. The results indicate that [ 0 I] have the Iowest information content of all vowels in the system, consistent with the observation that these vowels commonly emerge as epenthetic.

While English epenthesis provides a relatively straightforward examiple, the approach extends to cases such as vowel epenthesis in French where, as noted above, a mid front rounded vowel serves as the epenthetic vowel; as such, the initial [gd] cluster of Gdansk would commonly be repaired as [gad] or [goed]. French epenthesis is of particular interest, given the widely held view that front rounded vowels are universally marked (Chonsky and Halle 1968; Causley 1999; de Lacy 2006). However, the front rounded vowels are not only among the most frequent vowels in French, but also have been shown to be the most confusable with other vorvels in the system. The information-based approach correctly predicts the mid front rounded vowels to have the lowest information content among vorvels in the language, and to be the preferred epenthetic vowels (Hume and Bromberg 2005).

This approach provides an answer to the confict regarding perceptual salience noted above: unmarked status is associated both with patterns with strong salience and those with weak salience. The salience of sounds in a system can be calculated as the probability of a given element being correctly identified. To the extent that the probability distribution is asymmetrical such that some sounds have a high probability of being misidentified (weak salience), these sounds will have a low value for information content and thus contribute little to the entropy of the system (as defined by the relevant probability distribution). All else being equal, such sounds are likely candidates for reduction and deletion. Interestingly, the observation that sounds with low information content are prone to deletion as well as epenthesis also addresses another apparent conflict among markedness criteria: the unmarked segment is not only the most likely to be deleted, it is also the most likely to be inserted. As noted above, the proposed explanation is because changes to the entropy of the system would be minimally
affected by those elements that contribute little to its complexity. Sound patterns with strong salience, on the other hand, have higher information content; as a result, their loss would result in a more drastic change to the system. Thus, all else being equal, patterns with stronger salience are predicted to be more stable and avoid change.

## 6 Conclusion

As should be evident from the discussion above, the concept of markedness has had a long and controversial history in phonology. The goal of understanding why sonte elements pattern differently from others is at the heart of the linguistic and, more generally, cognitive enterprise. As a result, I suspect that markedness, whatever "it" is, will continue to be a much debated topic for years to come.
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# 5 The Atoms of Phonological Representations 

Marianne Pouplier

## 1 Introduction

Phonology describes spoken language as a combinatoricll system typically comprising 30-40 basic units. The smallest known inventories make use of about 10 contrastive units, the largest no more than 150 (Maddieson 1984). Phonological theories capture, on the one hand, the nature of these basic units themselves (the atoms of speech production and perception) and, on the other hand, the language-specific patterns that the units show when they combine into larger structures. One of the key problems in relating this combinatorial systern to the phonetic, physical side of speaking lies in the spatio-temporal structure of speech, which does not seem to mirror the units of linguistic analysis. When we inspect instrumental records of speech, the discrete combinatorial systeın that underlies these records is by no means obvious. We see contimuously changing, highly context-dependent articulator motion and spectral energy patterns, with no clear boundaries between the individual sounds. The discrepancy between the symbolic units used to capture grammatical regularities and the dynamic complexities of speech as a motor act is so fundamental that some researchers have adopted the view that phonology and phonetics best be studied as separate sciences, since it seems difficult to see how the insights of each discipline could be relevant for the other. Current phonological and phonetic theories are, however, informed by the insight that phonetics and phonology are intertwined to such an extent that one cannot be understood without the other. How the relationship between phonetics and phonology can be negotiated has therefore been one of the key research topics in both disciplines (Pierrehumbert 1990; Boersma 1998; Flemming 2001; Hume and Johnson 2001; Keating et al. 2003; Hayes et al. 201.4; Prince and Smolensk y 2004; to name but a few); see also Kingston and Beckman (1990) and subsequent Laboratory Phonology volumes.

Several theories have tackled this issue in a new fashion since the 1980s, inost prominently by positing the phonetic grounding of constraints in optimalitytheoretic approaches and by recasting phonological primitives as dynamic entities within gestural theories. Within the optimality-theoretic framework, phonological constraints can directly encode speakers' knowledge of the kinematics of speech production and of characteristics of the auditory systemı. For instance, sounds can
be ranked according to a scale of articulatory effort, and constraints may target different points along that scale (in particular so in the functional phonology school, e.g. Jun 1995; Boersına 1998; Fleınming 2001; Steriade 2009). In addition, the perceptibility of sounds can directly be referred to in phonological constraints, often in the form of a requirement of contrast maintenance (cIIAPTER 2: cONTRAST). Assimilation patterns (chapter yi: local assimilation) have for instance been modeled as affecting primariy the least perceptible segments. In this view, speakers conserve articulatory effort (reduce a given articulation) if they know that it is likely to go undetected by a listener or if the perception of a phonological contrast is not endangered (Hura et al. 1992; Steriade 2001). Continuous cunstraint evaluation is also used to predict undershoot and hyper-or hypoarticulation in the sense of Lindblom (1963, 1990); see Boersma (1998) and Jun (2004). These theoretical franeworks capture how phonological constraints exploit the physiological givens of speech production and perception, but many accounts still rely on discrete phonological units that are implemented phonetically at some unspecified later translation stage.

Flemming (2001) advocates that these phonetically informed constraints also operate on continuous, plo netically enriched representations. Category effects arise from constraints requiring naximal contrast, i.e. contrast will only arise if there is sufficient phonetic distinctiveness. He assumes that consonants and vowels have acoustic targets that are fixed in terms of formants and duration. Contextual deviations from the target fall out from effort avoidance constraints and the interaction of effort avoidance with constraints requiring the maintenance of contrast. Flenuming (2001) illustrates his account with an example using an F2 target; how the account could be expanded to the full wealth of acoustic cues and their trading relations remains open. He further relies on a direct correlation between extent of articulator movement and acoustic change, but, due to the many nonlinearities in the acoustic-articulatory relationship (Stevens 1989), this can only be a first approximation (for the general controversy surrounding the assumption of acoustic targets in speech production see Fowler 1980, 1986; Guenther et al. 1998). Flemming's model shows how in principle both gradient and categorical effects may arise from the same representations. His model remains incomplete, however, in that it fails to incorporate the relative timing of articulatory events beyond a linear sequencing of target specifications.

A full-fledged model of how the temporal orchestration of articulatory events is shaped by linguistic structure and how phonological representations can carry temporal specifications while still providing means for expressing phonological contrast has been developed by gestural approaches. Gestural theories like Articulatory Phonology (Browman and Goldstein 1985) have departed from the assumption of symbolic representations: the basic units (gestures) are dynamically specified, goal-directed movements in the vocal tract and are coordinated with respect to one another to frorm larger molecules. Coupling provides the "glue" that makes gestures cohere into larger molecules. Phonology, in this view, directly governs coordination relationships (relative tinning) annong articulatory gestures.

We can quickly appreciate why the claim that phonological uniís should be abstract dynamic specifications of articulator motion proviutes a formidable theoretical challenge (and has been by no means uncontroversial) when we consider that the generation of any single sound as inuch as of any utterance requires a highly skilled coordination among numerous comiponents of the respiratory, laryngeal,
and supralary ngeal systems. For the production of a single sound, it has been estimated that $70-80$ pairs of muscles are required; for instance, 12 muscle pairs alone participate in lip movement (Hardcastle 1976). The physical production of speech, in contrast to the phonoloyical inventory of a language, involves a large number of subcomponents. Yet numbers express only a (perhaps small) part of the complexity issue: the temporal discreteness of phonological representations ("beads on a string") can only predict the temporal orchestration of articulatory events in the vocal tract to a limited extent.

Tust prior to the development of the gestural approach, Autosegmental Phonology (Coldsmith 1976, 1990) (see also ctapter 14: autosegments) was a major phonological development driven by the insight that the absolute linearity of phonological representations (Chomsky and Halle 1968) does not do just ice to the temporal structure of phonological specifications. Goldsmith (1976) refers to this as the "Absolute Slicing Hypothesis," meaning that feature matrices belonging to each segment all have exactly the same domain. Autosegmental Phorchlogy abandoned the idea of absolute slicing or absolute linearity (see also chapter 5t: the skeleton). Instead, Goldsmith used the analogy of a musical score that represents different information channels simultaneously. Non-linear phonology was motivated by the insight that the donaains of linguistic specifications (e.g. the sequence of feature columns specifying the CV content of a word and the tonal specifiications of a word) do not necessarily line up in a 1:1 fashion. Temporal complexity of phonological representations was therefore expanded by introducing different tiers, which allow each linguistic specification to have a larger or smaller scope than a feature column on another tier (smtaller in that, for example, two tonal features can be associated with a single vowel for a contour tone). Yet Autosegmental Phonology was not concerned with the translation problem: the basic units of representation remain symbolic and a-temporal. Non-linear phonologies still assume some unspecified translation stage that converts phonological symbols into the physics of speech. ${ }^{1}$

Articulatory Phonology, which spearheaded the gestural approach in the 1980s, is a much more radical departure from absolute linearity, by virtue of its claim that phonological representations are dynamic specifications of articulatory goals. Articulatory Phonology and Task Dynamics, as well as Motor Theory and Direct Realism, all belong to the early group of gestural theories. These theories have provided insights into different aspects of a skilled action approach to speech: Articulatory Phonology is a theory of how phonological processes can be understood by reference to the physical act of producing speech, and Task Dynamics provides a theory of speech motor control that enables us to understand how a continuous speech stream can arise from underlying combinatorial action units (Fowler 1980, 1984, 1996; Browman and Coldstein 1985, 1.989, 1990a, 1992, 1995a; Liberman and Mattingly 1985; Fowler and Smith 1986; Kelso et al. 1986; Saltzman 1986; Saltzman and Munhall 1989; Liberman 1997; Goldstein et al. 2006). A treatment of Direct Realisnt and Motor Theory - the theoretical approaches that seek to explain how listeners parse these combinatorial action units from the continuous

[^26]speech stream - is outside the scope of this chapter, but useful overviews can be found in Hawkins (1999), Jusczyk and Luce (2002), and Galantucci et al. (2006).

We will elaborate on the basic concepts of gestural approaches in more detail in this clapter, and review some aspects of the controversies surrounding such a conceptualization of phonological representations. Recent theoretical proposals regarding the nature of gestures will also be presented. We will then discuss the modeling of syllable structure, as well as fluent speech phenomena as case studies illustrating the difference between segmental and gestural views. The last section discusses work that has combined gestural representations with optimalitytheoretic constraints.

## 2 Gestures as units of action: Task Dynamics

Task Dynamics draws on the principles and insights from general motor behavior; the general model of skilled movement control has been adopted from non-speech domains to linguistics by Elliot Saltzman and colleagues (Saltzman 1979, 1986, 1991, 1995; Kelso and Tuller 1984; Browman and Goldstein 1985; Kelso et al. 1986; Saltzman and Kelso 1987; Saltznan and Munhall 1989; Turvey 1990). Task Dynamics provides a model of speed motor control showing how a continuous speech stream can arise from underlyingly discrete (action) units, without positing intrinsically timeless (symbolic) entities. These underlying units are called gestures. Task Dynamics addresses the nature of these primitive action units, the consequences of their partial or complete spatial and temporal overlap, and how coupling provides cohesion for larger units consisting of multiple gestures (gestural molecules).

The central problem in movement control - in speech as much as in any other area of skilled action - lies in the numerous degrees of freedoms that need to be controlled in an abstract fashion. Turvey et al. (1978) illustrate this on the basis of the five hinged parts controlling the spatial orientation of an airplane: to control the positioning of these parts individually would be a task stretching the limits of human information processing. By yoking the individual parts such that they move in a coordinated fashion, the angle of ascent/descent and the turn of a plane can be controlled by simply moving a joyst ick forward/backward or lết/right. Also complex movements (skilled actions) in biological systems can be controlled macroscopically on the basis of so-called coordinative structures that yoke together many subparts into a single action unit (Bernstein 1967; Kelso and Tuller 1984; Kugler and Turvey 1987; Kay 1988; Kelso 1995). Action units are discrete, but their parameter settings (see below) give rise to continuous movement in time and space. Coordinative structures are functionally specific in that they are flexibly assembled depending on the requirements of a particular task; they are not hard-wired. In terms of speech, a speech task or gesture (e.g. Lip Closure) calls on several articulators (e.g. upper lip, lower lip, jaw) as a single coordinative structure; the articulators are grouped temporarily and flexibly into a functional unit that will accomplish the linguistic task. In this manner, gestures macroscopically govern the formation and release of local constrictions in the vocal tract. The task dynamic model importantly distinguishes gestures from articulators as two distinct but interacting levels. Put simply, gestures are phonological units, while articulators are not. To reach their tasks (Lip Closure), gestures call on
several articulators (upper lip, lower lip, jaw) as a single coordinative structure. In this sense, gestures are abstract: they define global tasks (Lip Closure), not point-by-point movement. Each gesture is associated with a set of tract variables, specifying constriction location and degree, and a set of articulators that will act to perform the task (Saltzman and Munhall 1989).

Which articulatory component should be specified at the gestural level and which at the coordinative structure/articulator level is open to debate. For example, Mooshammer et al. (2007) propose that at least some consonants (specifically sibilants) should be specified for a jaw gesture, instead of the contribution of the jaw arising only by virtue of it being part of the coordinative structure. The authors base their argument on the fact that consonants with different manners of articulation differ systematically in the relative contribution of the jaw (Keat ing et al. 1994). However, which vocal-tract control component should be specified at the gestural or articulator level will usually be a phonological matter. Phonological processes like assimilation (cuapter 81: local assinilation) or harmony patterns (CHAPTER 91: VOU'EL HARMONY: OPAQUE AND TRANSPARENT VOWELS; CHAPTER 118: TURKISH VOWEL HARMONY; CHAPTER 123: HUNGARIAN VOWEL HARMONY) probably do not refer to the jaw, and for these reasons the jaw component should be relegated to the articulator level.

Tasks are modeled as dynannical systems (hence the name Task Dynamics). A dynamical system provictes us with the simplest and most abstract description of the forms of motion over time produced by a system on the basis of an invariant control structure. Note that tasks are abstract, but they are not symbolic: the gestural task is modeled as a virtual mass-spring system whose rest position depends on the linguistic task. For Lip Closure, the rest position is set to the Euclidean distance between the lips being zero. The position of the individual articulators may vary by context but the lip closure corresponds to the rest position of the task that the virtual springs will inevitably return to, irrespective of initial conditions or perturbation on the way. IvIotor skills are generally modeled on the basis of critically damped mass-spring systems precisely because they provide a good model of this equifinality (the rest position/barget is reached independently of the initial position, the amount of displacement, or number of perturbations along the way). Coordinative structures allow for the necessary context-specific variability; the task can be reached with many different articulator configurations (a relative lower jaw position, but more raising of the lower lip, etc.) without the details of the configuration requiring central replanning or a task-level reparameterization (Turvey 1977; Abbs and Gracco 1984; Kelso and Tuller 1984; Kelso et al. 1984).

Task Dynamics is an intrinsic timing theory, meaning that the proposed units themselves carry inherently a temporal dimension. In contrast, extrinsic timing theories posit that the dimension of time is irrelevant for defining the phonological units themselves, or their relations in planned utterances. Symbolic segmental representations do not carry an intrinsic temporal component; the temporal evolut ion of segments during their phonetic implementation is provided externally through a timekeepel" that is extrinsic to the units thennselves and not explicitly represented in the plan (Fowler 1980). In Task Dynamics, however, the extension of sounds in time and their relative timing are intrinsic consequences of the system's dynamical organization. Distinct gestures for a given vocal organ are associated with a distinct set of dynamical parameter values that are fixed over
time. A gesture's activation interval refers to the time interval during which these specifications are active. Each tract var hable is associated with linear second order dynamics, that is, activation of a tract variable entails a specific daınping ratio, a natural frequency (stiffness), and a target position (Saltzman and Munhall 1989). Cestures therefore carry temporal specifications in several ways: they have an activation interval during which they control the vocal tract; second, intragestural timing refers to each gesture's intrinsic temporal properties; and third, intergestural timing refers to the temporal coordination of nultiple gestures with respect to each other.

Serial order arises in two ways. First, the different intrinsic temporal properties of gestures may give rise to serial order. For example, vowels are "slower" compared to consonants (they have a lower stiffness parameter setting): for a production of /ba/, for example, the vowel gesture may start before the lip gesture has reached its trget (Perkell 1969; Löfqvist and Graoco 1999), but the vowel extends temporally beyond the consonant. Allophonic variation may also arise as a consequence of this temporal overlap of gestures. The allophonic variation of English /k/ in a front and back vowel context arise due to the velar constriction being blended with the co-occurring vowel constriction, since both vowels and $/ \mathrm{k} /$ control the tongue body (Öhman 1966); the temporal overlap of gestures is seen as the cause of co -articulation (Fowler and Saltzman 1993).

The other way to capture serial order is through coupling between multiple gestures; coupling provides the glue that makes gestures cohere into larger nolecular structures. These coupling relations between gestures are expressed as relative timing or phase relations between gestures (intergestural timing). Since gestures are conceptualized as underlyingly uscillatory systems, larger gestural structures such as segments, syllables, and lexical items are modeled as coupled dynarnical systems. Two specific coupling modes have a privileged status: it is well known that coupled dynamical systems in general exhibit naturally preferred coordination modes in terıns of stability (Strogatz and Stewart 1993; Turvey 1990): Most stable is synchronous coordination (in-phase, 1:1 frequency) followed by a coordination $180^{\circ}$ out-of-phase. Synchroruus coordination has been observed to emerge spontaneously when skilled actions fail to be produced accurately, for example under increasing speed. While humans routinely perforın highly complex patterns of coordination, these take time to learn and will, under the right conditions, revert to the stable synchronous coordination. There has also been some evidence for the significance of these preferred coordination modes in speech. For example, when subjects are instructed to repeated /ip/at increasing speaking rate, we observe a spontaneous phase shift to the timing pattern characteristic for / Fi / (Kelso et al. 1986). Speech errors have also been argued to arise from a dynannic synchronization of articulatory gestures: they meny result in the gestures for two consonants being produced on top of each other (Coldstein et al. 2007; Pouplier and Goldstein 2010). Gestural theories argue that these coordination patterns are not only part of speech notor control, but they are part of grammar and provide the basis for expressing cross-linguistic preferences such as a preference of CV over VC. They also constitute the basis of the gestural account of syllable structure (Brow man and Coldstein 1988, 2000), speech errors (Coldstein et al. 2007; Pouplier 2008), and moraic structure (Nam 2006). Certain aspects of phonological development in language acquisition have likewise been modeled on the basis of in-phase and out-of-phase coordination (Studdert-Kennedy and Goldstein 2003).

Task Dynamics is a theory of how continuous articulator motion can be divided into discrete underlying action units (gestures). These action units can provide the small inventory of discrete units required for phonological contrasts. How gestures can function as combinatorial phonological units was first developed in the theory of Articulatory Phonology and will be detailed in the next section.

## 3 Gestures as units of phonological contrast

The gestural structure is the noost abstract representation level of gestural planning. It captures the gestural tasks, the underlying coordination or coupling relationships, and the shapes and duration of each gesture's activation function that gives rise to the gestural score (Goldstein et al. 2006). The activation of gestures is not on-or-off; gestural activation rises and falls gradually (Byrd and Saltzmonn 1998). The dynamic parameterization (target, stiffness, and damping) of a gesture as lexically specified in the gestural score is invariant and context-independent, although there seems to be some notion that speaking rate or prosodic boundaries can affect the stiffness parameterization of a gesture. Crucially, however, due to the temporal co-existence of gestures, the articulator movement that the gestural score gives rise to is nor invariant but varies with context (Browman and Coldstein 1990b; Fowler and Saltzman 1993). The gestural score is the driving input for the articulator level (although the levels interact), and the activation waves serve to insert a gesture's paraıneter settings (constriction location and degree) into the articulator dynamical sysient. Figure 5.1 shows an example gestural siructure and score. The relatively independent articulatory subsystems (termed "vocal organs" by Browman and Goldstein) are arranged on separate tiers. The gestural structure


Figure 5.1 Gestural structure (top) and gestural score (bottom) for the English word bwed. In the gestaral structure, dashed lines indicate anti-phase coupling relations, while solid lines indicate in-phase coupling relations
specifies the coupling relations between the gestures of a lexical item. The gestural score is the relative timing pattern of gestures that arises from the gestural structure. Again, the vocal organs are arranged on separate tiers. The boxes indicate the time interval during which a given gesture actively controls the vocal tract.

The visual impression of the gestural structure highlights the metaphor of gestural atoms and molecules that both gestural and non-linear phonologies have used. Atoms that are bound together in a molecule are arranged geometrically, not in the linear sequence in which chemical formulas are written (Browman and Coldstein 2001). Similarly, gestures are arranged temporally in a complex manner to each other by means of different coordination relationships (see also Goldsmith's 1976 terminolngy of the "musical score," even though, as noted above, autosegmental association lines provide a domain specification rather than a specification of physical time).

The basis for discrete combinatorichl units is provided by those vocal organs or constricting devices of the vocal tract that can perform constrictions relatively independently from each other (cf. relatedly the functional grouping of features in feature geometry: Clements 1985; Sagey 1986; Keyser and Stevens 1994; and the "inforination clannels" 'inGoldsmith 1976): the tongue tip, tongue blade, tongue root, larynx, velum, and the lips. The parallels and differences to a feature-geometric approach are discussed in detail in Browman and Coldstein (1989; see also Padgett 1994). The six vocal organs are hypothesized to be inherently discrete and provide a small set which we can use as discrete, context-invariant units of phonological contrast (Browman and Goldstein 1989; Goldstein et al. 2006). Supporting evidence contes for instance from typological considerations: the typologically most widespread contrasts have been argued to involve distinct vocal organs as opposed to within-organ contrasts (Browman and Goldstein 2001; Goldstein and Fowler 2003). Tongue movement data also support a functional discretization of the parts of the tongue (Stone et al. 2004; Iskarous 2005; see further Studdert-Kennedy and Goldstein 2003 for arguments from phonological development).

Gestures can serve as the units of a combinatorial system in three basic ways. First, the presence or absence of a gesture is a categorical distinction. This is assumed to be the most basic type of contrast, since it involves the presence of a constriction of one of the six basic vocal organs. For example, mead has a velum opening gesture, while bad has no such velum gesture, pad has a glottal opening gesture while bad has no such gesture, etc. Note that glottal adduction ([+voice] in featural terms) and a closed velum ([-nasal]) are assumed to be default articulatory settings that do not need to be specified at the gestural level (Browman and Goldstein 1992; Goldstein and Browman 1986), so there is no glottal adduction and no velun closing gesture.

A second way in which gestures encode linguistic contrast is by differences in the dymamical parameters that define the spat'in-temporal properties of a gesture (within-organ contrasts). Gestures employing the same vocal organ may differ parametrically in constriction location, constriction degree, and stiffness; for example, vowels and consonants differ in stiffness (and in constriction degree). A tongue tip gesture may be specified for a constriction degree value of "closure" (stops) or "critical" (fricatives). It is argued that there are stable ranges in these continuous parameter values that tend to contrast with one another cross-linguistically (cf. Quantal Theory; Stevens 1989). The third way in which gestures express phonological contrast lies in the relative coordination of different gestures to one another.

For example, the opposition between unaspirated, aspirated, and breathy stops is rooted in differences in gestural timing (and in size of the glottal gesture): for an unaspirated stop, the peak glottal opening occurs synchronously with the inaximal closure, while for an aspirated stop the peak glottal opening gesture occurs at the consonant release with the consequence of a positive voice onset time. In breathy stops, the onset of the glottal opening gesture is timed to occur at the release (Sawashima and Hirose 1980). Some phonotactic rules can also be expressed as timing relations. English /s/ + stof cluster phonotactics (see charpter 18: the representation of sc clusters) have been described in gestural terms as allowing on ly a single glottal opening gesture, the peak of which is presumably timed with respect to the maximal constriction of the $/ \mathrm{s} /$. As a consequence, the stops in such clusters are unaspirated. Phonological units in general (including segments) are all understood as characteristic patterns of temporal coordination among nultiple gestures, as will be discussed in more detail next.

## 4 Atoms of speech production: Gestures, segments and split-gesture dynamics

It is important to note that in Browman and Coldstein's view (most explicitly stated in Browman and Goldstein 1986) the segment does not have a privileged status (chapter 11: the phoneme; chapter 54: the skeleton); segments are gestural molecules, just like onset clusters or syllables, for example. Gestures may sometimes be similar in grain size to segnents or features, $b$ ut they differ from both. A gesture corresponds to a feature in bad vs. mad. Presence/absence of a gesture corresponds to a segment in bad ats. add. For other features, such as [consonantal] or [sonorant] (charter 13: the stricture features), there is no corresponding gesture; these are generalizations over constriction degree, i.e. one of the dimensions of gestural parameterization (Browntan and Goldstein 1989). The cluster /sp/ consists of two segments, yet gesturally it is composed of a tongue tip gesture and a labial gesture, as well as a single glottal opening gesture whose maximum opening is timed to occur at mid-frication; but see Saltzman and Munhall (1989) for alternative data and interpretations, and Hoole (2006) for a detailed investigation of the gestural timing of laryngeal and oral gestures in consonant sequences and a discussion of the question of what timepoints should best be considered for alignment.

Scobbie and Pouplier (2010) provide evidence for the gestural constellation view of segments in their investigation of British English /l/ (chapter 3ı: lateral consonants). English /I/ is known to have two gestures: a tongue tip raising gesture and a tongue dorsumi retraction gesture, and the timing and spatial maglinude of the gesture varies systematically with syllenble position (Ciles and Moll 1.975). Scobbie and Pouplier report that the two gestures of English /I/ behave like two elements of a cluster rather than a single segment, in that the two gestures may behave independently of each other in external $l$-sandhi. There is also some evidence from speech errors supporting a gestural rather than a segmental view (Goldstein et al. 2007b). Other gestural approaches do recognize segınental levels of organization. Byrd has argued that segmental molecules have a particularly high degree of stability; thus, intra-segmental phase relationships (e.g. the phase relationships binding together the oral and glottal gestures of a voiceless consontant) have a privleged (nore stable) status compared to inter-segmental phasing relationships
(e.g. the phase relationship binding together the $/ \mathrm{s} /$ and $/ \mathrm{k} /$ of a $/ \mathrm{sk} /$ cluster: Saltzman and Munhall 1989; Byrd 1996; Byrd et al. 2009).

Moving a step further away from segmental level of organization, Browman (1994) argues that the release of a gesture needs to be actively controlled; the assumption of the initial gestural model that the release is governed by a return of the articulators to a neutral position (Browman and Coldstein 1985) was shown to be insufficient to predict articulator kinematics. This insight has consequently been implemented in Nam's recent theory of split-gesture dynannics (Nam and Saltznan 2003; Nan 2006, 2007). Nam extends the principles of the molecular composition of clusters to single gestures by modeling each "gesture" on the basis of a separate constriction formation and a separate release gesture. Each consonantal gesture is now conceived of as a gestural molecule or cluster in which formation and release gestures can enter different phonologically specified coupling relations. Singleton consonants and consonant clusters differ only in the number of components and coupling relations that form the molecular structure, but in principle they are both clusters. Empirical underpinnings come from a variety of areas: asymmetries in the kinematics of articulator motion into and out of a constriction have long been noted, and seem to necessitate a separate modeling of release and closure furmation (Gracco 1988; Browvman 1994). Further, the assumption of split gestures allows the modeling of different types of releases, such as released us. unreleased stops (cf. also Steriade 1993). In addition, differences in articulatory timing and in timing variability in CV vs. VC sequences (Byrd 1994) can appropriately be captured by this inodel. The influence of prosodic factors on articulator kinematics has also previously been nodeled as the novement into the constriction being truncated by the movement out of the constriction (Munhall et al. 1992; Harrington et al. 1995). On the phonological side, several facts about moraic structure and geminate inseparability (CHAPTER 37: CEminates) have been nาustered as arguinents for a separate representation of a release (Nan) 2006, 2007). Nam (2006) gives the mora a gestural interpretation, and thus provides an account for the weightlessness of onsets (Charter i5: Onsets; chapter 57: eUANTITY-SENSItivity) in terms of different coordination relations governing prevocalic and post-vocalic positions (cf. $\S 5$ on syllables). Nam conceptualizes moraic structure as differences in the complexity of coordination relationships, noraic weight becoming thus a continuous phenomenon, a step that may ultimately increase our understanding of typological timing or rhyth $m$ class differences between languages. Note that in the current task dynamic model of Nam et al. (2004) only oral consonantal gestures are hypothesized to carry split-gesture dynamics. For glottal, velic, and vocalic gestures, the whole movement cycle into and out of the constriction is modeled on the basis of a single gestural task.

Preceding Nam's work, there had been suggestions to account for the tenselax opposition in the Cerman vowel system by modeling the movement into and out of the vowel constriction on the basis of split vowel gestures by Hoole, Mooshammer, and colleagues (Kroos et al. 1997; Hoole and Mooshammer 2000) in an articulatory interpretation of Vennemann's syllable-cut hypothesis (Vennemann 1991). The authors argue that the difference between tense and lax voivels lies in their dynamic properties, namely the coupling of the opening to the closing gesture (with a relative tighter coupling of the split vowel gestures to each other for the lax vowels) and the kinematics of the opening movement. Lax vowels are more centralized, because the opening gesture into the vowel differs in its dynannics from
the tense vowels, such that the lax vowel opening gesture is produced with a bigger amplitude and different acceleration profile. The idea that vowel inventory oppositions such as tense-lax pairs can be modeled on the basis of split-gesture dynamics has not as yet been developed any further (but see Restle 2003).

After reporting these different views on what grain size the atoms of speech production have, we will now consider syllable structure and assimilation as case studies of how gestural approaches model these core phonological phenomena with gestural rather than symbolic atoms.

## 5 Prosodic structure: Syllables as phonological molecules

In phonological theory, prosodic structure is defined in terms of a symbolic hierarchy of prosodic constituents (Nespor and Vogel 1986; Selkirk 1982; see alsu Chapter 33: Syllable-internal structure; chapter 40: the foot; chapter 31 : THE PHONOLOCICAL WORD; CHAPTER 84: Clitics; CHAPTER 50: TONAL ALICNMENT). Gestural theories have modeled the syllable hierarchy, and the serial order provided by the different syllable positions on the basis of different intergestural coupling relations, that is, syllables are viewed as characteristic patterns of temporal coordination among multiple gestures (Krakow 1993; Browman and Coldstein 1995b, 2000). By hypothesis, the behavior of a gestural constellation in different syllable positions is governed by the two preferred coordination modes (in-phase, out-of-phase). Syllabic organization is therefore assumed to refleci the preferred coordination modes, ty pical for skilled action, in speech, whereby the onset carries the intrinsically less marked in-phase relationship.

Empirical evidence for the coordination theory of syllable structure comes from systematic differences in relative timing that can be observed as a function of syllable position. For example, in syllable-initial position, the two gestures of the initial /J/ in lenp reach their target with a sneall lag, with the vocalic dorsal gesture being typ ically closer to the onset. Syllable-finally, e.g. in the word peal, the two gestures of /I/ show a different pattern: the tongue body retraction gesture begins early during the vowel (resulting in an audibly darkened vowel), while tongue tip raising lags behind the retraction gesture (Brownan and Goldstein 1990b; Sproat and Fujimura 1993), although this may differ between languages (Gick et al. 2006). Similarly, for nasal consonants, the oral and velic gestures achieve their targets simultaneously initially, but the velic opening gesture precedes the oral gesture syllable-finally, resulting in a nasalized vowel (Krakow 1993, 1999; Byrd et al. 2009). It is assumed that these timing relationships are consequences of the underlying in-phase (onset) and out-of-phase (coda) coordination relationships.

Browman and Coldstein $(1988,2000)$ argue that in onset clusters, consonants cannot all be coordinated synchronously with the vowel; they would not be perceptually recoverable. It is thus assumed that onset consonants are coordinated sequentially with each other, yet each consonant is coordinated synchronously with the vowel, as illustrated in Figure 5.2. These incompatitle phasing relationships yield a blended output in which the onset cluster as a whole retains the same stable temporal relationship with the vowel, independently of how many consonants the cluster contains. This stable temporal center of the ensemble of onset consonants has been terined the c-center. According to Browman and Goldstein,


Figure 5.2 Schematic representation of c-centre coordination and the observed timing reationships in onset (left) us. left-edge coordination in onda (right). The dashed vertical line indicates the stable timing point measured. in articulatory data that is due to the underlying phase relationships ( $c$-centre in onset; pairwise-sequential coupling in coda)
at least in English, the c-center is observed only in onsets, not in codas. In a $V C_{1} C_{2} C_{3}$ coda, pairwise-sequential phasing, also referred to as left-edge coordination, will be observed: $\mathrm{C}_{3}$ will be coordinated $180^{\circ}$ out of phase with the vowel, $\mathrm{C}_{2} 180^{\circ}$ out of phase with $C_{1}$, etc.

That the onset exhibits predominantly the preferred in-phase coordination mode has been used to explain a variety of phonological phenomena, such as the primacy of onsets in language acquisition, the urunarked status of the CV syllable (but see Tabain et al. 2604; Butcher 2006), and the moraic weightlessness of onsets (Nam 2006). The coupled oscillator nodel of syllable structure further predicts that onsets should cross-linguistically exhibit c-center organization. Studies on English, Italian, and Georgian have confirmed c-center organization for onsets; the c-center has also been used as a diagnostic for syllable structure in Arabic and Berber (Honorof and Browman 1995; Goldstein et al. 2007a; Hernes et al. 2008; Shaw et al. 2009). Fewer studies have investigated coda clusters, and the results are less consistent than for onsets (Byrd 1995; Kochetoo 2006; Marin and Pouplier 2010). The coherence of syllables into words and larger constituents has received only a limited amount of attention in gestural approaches so far. Smith (1995) proposed that stress- and mora-timing can be modeled on the basis of different cross-word coupling struciures, but nuch work remains to be done in this area (cf. also Barbosa 2002a, 2002b; Yanagawá 2006; Tilsen 2009). For recent work nodeling the prosodic hierarchy based on a hierarchy of coupled oscillators see Byrd and Choi (2010), Byrd and Saltzman (2003), and Saltzman et al. (2008).

## 6 Assimilation, overlap, and reduction

In connected speech we observe a variety of sandhi phenomena, such as assimilation. Describing and predicting patterns of assimilation has been one of the major notivations for non-linear phonologies, and remains a touchstone issue for theorjes
modeling the phonetics-phonology interface. In a non-linear approach to phonology, assimilation has been captured on the basis of feature linking and delinking. For example in f.uent speech, the cross-wrord [kt\#n)] cluster in the phrase perfect memory nay be pronounced as [km], with the final coronal being assimilated to the following labial, schematically exemplified in (1):

$$
\begin{equation*}
/ \mathrm{t} / \quad / \mathrm{m} / \quad(\rightarrow[\mathrm{m} \mid) \tag{1}
\end{equation*}
$$

$$
\left.\begin{array}{cc}
\text { IPlace } & \text { I'lace } \\
\frac{1}{\dagger} \cdots & \ddots
\end{array}\right]
$$

However, articulatory recordings of assimilated sequences revealed that a delinking of features inay not accurately capture place assimilation. Articulatory recordings of the phrase perfect memory showed that although perceptually the final [ $t$ ] was completely assimilated to the following nasal, the coronal constriction for the [t] was in fact still produced; it was only perceptually hidden by the temporally overlapping labial articulation (Figure 5.3). This example illustrates the consequences of a particular case of gestural overlap, namely when overlapping gestures control different vocal organs and tract variables. The articulations of coronal and labial


Figure 5.3 Articulatory data showing vertical tongue rear (TRy), tongue tip (TTy), and lower lip (LLy) mevement over time. Boxes indicate the kinematic realization of the $/ \mathrm{k} / \mathrm{/} / \mathrm{t} /$, and $/ \mathrm{m} /$ gestures. The phrasal production illustrates how increased temporal overlap between gestures may lead to perceptual hiding of a gesture (/t/), although articulatorily the coronal constriction is produced in both cases. From Tiede et at. (2001). Used with permission
constrictions are largely independent, and do not affect each other significantly in the case of temporal overlap.

In other cases, articulatory place assimilation at word boundaries could be shown to be gradient, in that the spatial magnitude of the tongue tip gesture is reduced along a continuum of values (Surprenant and Coldstein 1998), yet articulatory assimilation may also be categorical, in that the assimilated gestures may be consistently and categorically absent (i.e. not produced: Honorof 1999; Son et al. 2007). For exainple, the tongue tip gesture for word-final alveolar /n/ in Castilian Spanish (e.g. in dign[m] pain 'say straw (FORM PL)'; cf. diga[n]) is categorically absent, and the lip aperture gesture is temporally extended (Honorof 1999).
Furthermore, if the overlap of gestures involves not stops, but continuants, the temporal overlap may have quite clearly audible consequences, as in miss you. In f.uent speech, the phrase will be pronounced as [misju]. The tongue tip gesture for $/ \mathrm{s} /$ is overlapped by the tongue body raising gesture for $/ \mathrm{j} /$, leading to a production perceptually similar to [J]. Articulatorily and acoustically, the assimilated sequence differs from an underlying [J] (Zsiga 1995). However, for lexically derived forms such as impression, she finds no evidence of [J] arising from a co-production of /s\#j/ gestures. For lexically derived forms, Zsiga therefore assumes a symbolic (de)linking of features, and a gestural overlap account only for postlexical assimilation.

The hypothesis that fluent speech phenomena do not involve a symbolic restructuring of phonological units and their affiliations to segmental timing slots, but can be exclusively understood as variation in timing and spatial magnitude (see especially Browman and Goldstein 1992: 173), sparked a heated debate. A vigorous exchange concerned Enylish sibilant assimilation as it uccurs in phrases such as Paris shoal. Nolan and colleagues (Holst and Nolan 1995; Nolan et al. 1996) investigated phrases like claps Shazon, and found evidence for gradient assimilation as well as categorical assimilation, and argued that the latter would more appropriately be described as a synıbolic linking and delinking process rather them in terms of gestural overlap. Interestingly, for many tokens Nolan and colleagues also observe intermediate assimilation patterns, as expected for gestural overlap, but they do not offer an account of these assimilation patterns or of how the occurrence of one or the other type of assimilation might be conditioned. In other studies that have been conducted since (for several different languages), we likewise see a wide range of speaker behavior, and assimilation patterns consonant with a symbolic restructuring view (linking-delinking as sketched above) have emerged side-by-side with gradient assimilation and gestural hiding and blending phenomena as first described by Browman and Goldstein (Barry 1991; Farnetani and Busà 1994; Recasens and Pallarès 2001; Ellis and Hardcastle 2002; Kühnert and Hoole 2004; Kochetov and Pouplier 2008).

Overall, it has become clear over the years that a plethora of factors inflluence the degree of overlap found for any given utterance, such as the types of segments and (types of) lexical items, word frequency, and the (hypothesized) casualness of speech; also there are systematic differences in the degree of overlap between languages (Cibbon et al. 1993; Zsiga 2000; Chitoran et al. 2002; Kuchetov 2006; Kochetov ct al. 2007). There has to date been no deeper account that lets us predict which factors may condition the presence or absence of articulatory place assimilation in the form of a reduction of the final consonant, and under what circumstances any present place assimilation will be categorical or gradient in nature.

In this context, Zsiga (2009) advocates a combined autosegmental-gestural view: in her view gestural coupling relations can be manipulated by phonology; just like autosegmental association lines, they can be linked or delinked as a categorical phonological process. In her approach, the autosegmental association lines specify timing relationships in terms of in-phase or out-of-phase coupling of the associated gestures. Phonetic processes may then influence the timing of gestures within the association lines (in-phase, out-of-phase) provided by phonology. The phonetic fine-tuning of gestural timing leads to gradient assimilation caused by gestural overlap.

Most of the early work done in a gestural approach focused on the consequences of gestural temporal overlap for connected speech processes and on developing a theory of co-articulation as a coproduction of gestures. Gafos (2002) argues that the teinporal organization of gestures is also relevant for discrete inorphophonological alternations, and proposes a theory in which gramnatical constraints govern the temporal coordination of gestures. Cafos's central hypothesis is that grammatical principles and constraints refer to temporal relations between gestures in terms of overlap patterns. He illustrates his argument with template satisfaction in Moroccan Colloquial Arabic. Markedness (chai'ter 4: markedness) is expressed in terns of different gestural coordination relations: for example, Gafos posits a constraint expressing a preference for a specific temporal alignment or phase relationship: $C C-C O O R D=\operatorname{Align}(C 1, C-C e n t e r ; ~ C 2$, onset) requires alignment of the temporal midpoint (timepoint of maximal strength) of the gesture for C 1 with the beginning of the activation for gesture C2. However, a second markedness constrajnt disallows the preferred coordination mode for homorganic consonants; this is a gestural interpretation of Leben's (1973) Obligatory Contour Principle. Motivation for this constraint is recoverability: if two homorganic stops are timed closely together, there will be no release of C 1 leading to difficulties with its perceptual recovery. The interaction of these two constraints, together with various repair strategies to avoid their violation, leads to a unified account of template filling processes in Moroccan Colloquial Arabic. Cafos's insightful work was the first to show how new generalizations from seemingly disparate surface phenoment in morphophonological processes (glide insertion, medial C duplication, stability of epenthetic schwa to speaking rate, geminate (in)separability) can be gained under the assumption that all these surface phenomena are the result of constraint interactions thent govern the temporal organization of gestures.

Other theoretical approaches seeking a connection between gestural representations and grammatical processes have been presented by Beňuš and Gafos (Gafos and Beňuš 2006; Ben̆uš and Gafos 2007) in the context of Hungarian vowel harmony (see also Gafos 1999). Davidson's (2006a, 2006b) work on non-native cluster phonotactics and Jun's work on place assimilation (Jun 2004) should be mentioned here. Marin (2007) has presented a gestural model of stress-conditioned vowel alternations in Romanian. There have further been some recent studies on the temporal alignment of intonation to articulatory gestures (Gao 2008; Mü̈cke et al. 2009).

## 7 Concluding remarks

Recent phonological theories have taken an integrated view on the relationship between phonetics and phonology: phonological constraints may express speakers'
knowledge of the physics of speech production and perception. Going even further, gestural models have rigorously integrated articulatory timing in both the phonological and phonetic aspects of spoken language by assuming dynaınically specified atoms of speech production. These approaches thereby explicitly model the temporal coordination of gestures, and thus allow us to formulate and empirically test hypotheses about the relation of the observable, physical principles of speech to underlying cognitive representations.
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## 49 Sonority

## Steve Parker

## 1 Introduction

If an interface between phonetics and phonology really exists (pace Ohala 1990b), then one topic having a long and controversial history in that domain is sonority. Sonority can be defined as a unique type of relative, $n$-ary (non-binary) featurelike phonological element that potentially categorizes all speech sounds into a hierarchical scale. For example, vowels are more sonorous than liquids, which are higher in sonority than nasals, with obstruents being the least sonorous of all segments. In terms of traditional phonetic systems for categorizing natural classes of sounds, then, the feature encoded by sonority most closely corresponds to the notion mamer of articulation (see chapter 13: The stricture features). In this sense, sonority is like most other features: it deınarcates groups of seginents that behave similarly in cross-linguistically comnon processes. At the same time, however, sonority is unlike most features in that it exhaustively encompasses all speech souru is simultaneously, i.e. every type of segment has some inherent incremental value for this feature. Sonority is also unique in that it has never been observed to spread (assimilate), in and of itself.

A major function of sonority is to organize (order) segments within syllables. Specifically, more sonorons sounds, such as vowels, tend to occur in the nucleus, while less sonorous sounds normally appear in the marginal (non-peak) positions - onsets and codas. This concept has engendered several chronic and frequently discussed research questions:
(1) a. What role, if any, does sunority play in Universal Cramnar?
b. How many and what kinds of natural class distinctions need to be made in the sonority hierarchy?
c. Are its rankings fixed or permutable (reversible)?
d. Which distinctions in the sonority scale, if any, are universal and which, if any, are language-particular?
e. Is sonority an abstract phonological mechanism only, or does it also have a consistent, measurable phonetic basis?

To answer (le) brief $y$, the main acoustic correlate of sonority is intensity. As Ladefoged (1975: 219) notes, "The sonority of a sound is its loudness relative to
that of other sounds with the same length, stress, and pitch." Nevertheless, although much progress luas been nade in addressing the issues in (1), little consensus has emerged in understanding many of them. This chapter touches on each of the questions in (1), although not necessarily in the same order or to the same degree. The goal is to summarize tlue debates and document the types of empirical data that have been presented in arguing for the different positions. This chapter is organized as follows: $\$ 2$ reviews the cross-linguist ic phonological evidence for sonority. Thus §2.1 discusses the Sonority Sequencing Principle, §2.2 Minimum Sonority Distance effects, §2.3 the Syllable Contact Law, and §2.4 the contribution of sonority to the relative weight of the rhyme. $\$ 3$ describes the Sonority Dispersion Principle, while $\$ 4$ presents several desirable characteristics that a complete sonority hierarchy should ideally display. Finally, §5 examines the physical basis of sonority, as demonstrated experimentally.

## 2 Phonological evidence for sonority

This section describes various phonological phenomena that deınonstrate that sonority is active in many languages. The exposition summarizes works discussing the issues in more depth, such as Parker (2002) and Cser (2003). Phonotactic constraints and morphurphonemic alternations provide the most compelling evidence for establishing the divisions in the sonority hierarchy. Consequently, most of the argumentation here relies on these two factors. Several patterns are attested in enough languages to notivate the hypothesis that some notion of sonority should be considered part of Universoll Crammar (UC; the innate linguistic faculty shared by all humans; Chomsky and Halle 1968; Kenstowicz 1994). How sonority is best expressed in UG is a separate topic, not discussed in detail here. In many cases, opposing points of view exist, with some linguists denying that sonority is actually involved in these phenonena. See e.g. Ohala (1974, 1990a, 1990b) and Kawasakj (1982) for arguments against appealing to sonority as an explanation for these data.

### 2.1 The Sonority Sequencing Principle

The donain in which sonority is most often invoked is the syllable, and related notions such as permissible consonant clusters in onset or coda position. This reflects the analogy that the syllable is like a wave of energy (Sievers 1893; Pike 1943). Specifically, syllables universally tend to abiude by the following constraint:
(2) Fvery syllable exhibits exactly one peak of sonority, contained in the nucleus.

This is known as the Sonority Sequencing Principle (SSP) or the Sonority Sequencing Generalization. Key works assuming this principle as a basis for analysis include Hooper (1976), Selkirk (1984), Blevins (1995), and, in Optimality Theory, Cho and King (2003) and Zec (20077). Ohala (1990a, 1990b) and Wright ( $20(4)$ note that a rudimentary notion of the SSP is observed in the work of de Brosses (1765). For the purpose of forınally encoding and testing the SSP, the most frequently cited sonority scale is the following:

Table 49.1 Cross-linguistic variation in syllabic segments based on sonority

|  | Vorvels | Liquids | Nnsals | Obstrserts |
| :--- | :---: | :---: | :---: | :---: |
| Bulgarian, Hawaiian, Kabardian, Latin, Spanish | $\checkmark$ | - | - | - |
| Lendu, Sanskrit, Slovak | $\checkmark$ | $\checkmark$ | - | - |
| English | $\checkmark$ | $\checkmark$ | $\checkmark$ | - |
| (Central) Carrier, (Imdlawn) Tachelhit (Berber) | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |

(3) Modal sonority hierarchy (e.g. Clements 1990; Kenstowicz 1994; Smolensky 1995)
$\xrightarrow{\text { vorrels }>\text { glides }>\text { liquids }>\text { nasals }>\text { obstruents }}$
higher in sonority
lower in sonority

In terms of sonority, the five natural classes in (3) are the easiest ones to motivate and the most useful ones to employ. Assuming the SSP and the hierarchy in (3), hypothetical syllables like [ta], [kru], [wos], and [p'lænt] are well formed, since their sonority slope uniformly rises from the beginning of the syllable to the nuclear vowel, and falls from the nucleus to the end of the syllable. Conversely, syllables containing "sonority reversals" such as [lpa] and [odm] violate (2) and are therefore illicit in most languages.

One argument for the SSP is that cross-linguistically the inventory of [+syllabic] segments in particular languages normally forms a continuous range based on a scale like (3). Thus, the propensity for a sound to occur in nuclear position is correlated with how sonorous it is. The typology of permissible syllabic segments across languages is illustrated in Table 49.1, adapted from Blevins (1995) and Zec (2007). ${ }^{4}$ The generalization is that if a language permits syllabic segments from a lower sonority class, it also allow's nuclei from all higher sonority classes. In Tachelhit even voiceless stops occur in nuclear position. However, glides are onlitted here since by definition they are non-nuclear. The following example lists forms containing syllabic consonants from two of these languages, where [.] marks a syllable boundary (Parker 2002; Zec 2007; Ridouane 2008). ${ }^{2}$

## a. Slounk

b. Tachelhit

| [kr.vi] | 'blood' | [tz.drı̣̂t] | 'gather wrond' |
| :---: | :---: | :---: | :---: |
| [vl.ka] | 'wolf' | [tr.g\|t] | 'lock' |
|  |  | [tı.tr.tstt] | 'you sprained it (FEM)' |

Nevertheless, while the pattern in Table 49.1 is a strong tendency, it is not universally obeyed. For example, many languages (especially in Africa) attest syllabic

[^27]nasals but not syllabic liquids: e.g. Djeebbana, Lele (Chad), and Swahili (Blevins 2006). Thus, factors other than sonority must also be appealed to in some cases.

Besides syllabic consonants, another reason to adopt the SSP is that it accounts for tautosyllabic consonant clusters in most languages. The following example illustrates three languages that strictly follow the SSP in onsets and cordas (Blevins 2006):
(5) a. Cheke Holo

| [kai.ka.ffi] | 'flash on and off' |
| :--- | :--- |
| [kmai.kma.ji] | 'eat a varied meal (reduplicated)' |

b. Djecbbana
[n.ka.la] 'fork'
[kalk.bet] 'northern black wallaroo'
c. Spanis/d
[plan] 'plan'
[trans.kri.pir] 'to transcribe'

Again there are exceptions; (6) show's data from two languages in which the underlined consonant clusters apparently violate the SSP (Blevins 2006):


Counterexamples to the SSP also occur in some Indo-European languages, such as Czech, Romanian, and Russian. Extreme cases are found in Georgian, a Kartvelian language attesting the word-initial clusters /7.rd/, /mkrt/, /nisxv/ and /mtsvrtn/ (Blevins 2006). Such exceptions have led some researchers to conclude that analyses based on sonority are circular in nature (Ohala 1990b: 160). However, no studies exist in which the proportion of languages with sonority reversals is tabulated annong a statistically reliable and balanced saınple. Therefore, based on available data, it seems safe to conclude that a large percentage of the world's languages do conform to the SSP. Furthermore, purported counterexamples like Georgian /misurtn/ are dubious if the onset cluster in question occurs only word-initially, but not word-internally. This is crucial since, in a given language, a consonant cluster should appear in a position other than at a word edge in order to count as a canonical syllable type. Otherwise, when a greater number of consonants show up next to a word boundary, it is debatable whether this constitutes a true syllable margin. A more principled explanation is to analyze the SSP-violating segment(s) as a degenerate syllable or an extrasyllabic appendix licensed by the prosodic word. See Cho and King (2003) for further discussion. Finally, sonete alleged SSP violations cannot withstand further scrutiny. For example, Blevins (2006) lists Leti [rkarlu] in (6) above. However, van Engelenhoven (2004) states that word-initially before another consonant the trilled /r/, nasals, /l/ and /s/ are lengthened and "syllabic." Thus, a more accurate transcription of this word is [r.ka:.Iu]. Since the $/ r /$ and the $/ \mathrm{k} /$

Table 49.2 Typological range of languages containing s clusters

| $s+$ | Spanish | French, Western Keres | Greek | English | Dutch | Germm | Russimn |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stop | - | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| fricative | - | - | $\checkmark$ | - | $\checkmark$ | - | $\checkmark$ |
| nasal | - | - | $(-)$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| lateral | - | - | - | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| rhotic | - | - | - | - | $(-)$ | $\checkmark$ | $\checkmark$ |

are not tautosyllabic, this is not a counterexample to the SSP. Rather, it confirms it.

Cross-linguistically, the most frequent exceptions to the SSP involve initial /s/ followed by a plosive, as in the English words spill, still, and skill. Morelli (2003) and Coad (chapter 38: the representation of sc ciusters) focus on this phenomenon. Table 49.2 is adapted from the latter.
Summarizing this table, Goad observes that the lower a consonant is in sonority, the more preferred it is after an initial /s/. She thus posits that $s+$ stop $>s+$ nasal $>s+$ lateral $>s+$ rhotic, where " $>$ " $=$ "is more harmonic than." This scale (minus the s) follows many sonority hierarchies that posit more natural class distinctions than (3), such as the maximally detailed scale in $\$ 4$.

NIorelli (2003) reaches a similar conclusion. She notes that many languages have onset cluster inventories contprising three main types: (1) stop + sonorant, (2) fricative + sonorant and (3) fricative + stop. These first two satisfy the SSP, while the third reverses it (assuming that fricatives are more sonorous than stops; see below). Illustrative languages include Haida, Hindi, Hungarian, Isthmus Zapotec, Italian, Mohave, Swedish, Telugu, Yecuatla Totonac, and Yuchi. To her knowledge, however, no language exists that is analogous to these, yet completely follows the SSP: hypothetically, (1) stop + sonorant, (2) fricative + sonorant, and, crucially, (3) stop + fricative (not counting affricates). Consequently, she posits that among onset clusters consisting of two obstruents, the unnarked type is fricative + stop, where "unmarked" = phonologically default and most common (Kenstowicz and Kisseberth 1973: 3; de Lacy 2006).

Summarizing thus far, the SSP is a strong universal tendency but has exceptions. In some cases the reversals in the sonority slope are of the largest possible degree: an onset consisting of a glide followed by a voiceless stop. To illustrate, Santa María Quiegolani Zapotec exhibits many words like the following (Regnier 1993):
(7) [wkit] 'game'
[wti::?] 'sell (completive)'
[jkà] 'buy (potential)'
Nevertheless, typological generalizations can still be made. For exannple, most languages have more consonant cluster types and tokens obeying the SSP than violating it. Furthermore, more languages attest obstruent + liquid (OL) onset clusters, for instance, than the opposite (LO). This can be stated even more forcefully as an implicational universal: if a language allows complex onsets of the type

LO, it must permit OL clusters as well, whereas the inverse is not necessarily true (Greenberg 1978). However, this kind of observation cannot be extended to include all possible natural class convinations. For instance, Texistepec Popoluca does not permit obstruent + nasal (ON) syllable initially, yet it does allow NO clusters: [mbak] 'my bone' (Wichmann 2002). ${ }^{3}$ Consequently, absolute claims about the SSP tend to break down given enough languages. Nevertheless, one apparently exceptionless statement is the following:
(8) No language exists in which all tautosyllabic consonant clusters reverse the SSP.

Returning to the five-category sonority hierarchy in (3), many phonologists expand this by making subdivisions within three of the natural classes: vowels, liquids, and obstruents (cf. (27) in §4). For example, fricatives are often claimed to be more sonorous than stops (Hankamer and Aissen 1974; Steriade 1982, 1988; Kager 1999). To illustrate, in Sanskrit reduplication, when a verb base begins with a consonant cluster, the prefix retains the less sonorous of these two sounds. Thus, in (9), when a stop and a continuant are adjacent in either order, the reduplicant invariably surfaces with the stop:
(9) Sanskrit (from Whitney 1889)

| /pratic/ | $\rightarrow$ | [pa-praft ${ }^{\text {l }}$ ] | 'ask' |
| :---: | :---: | :---: | :---: |
| /swar/ | $\rightarrow$ | [sa-swrar] | 'sound' |
| /tsar/ | $\rightarrow$ | [ta-tsar] | 'approach stealthily' |
| $/ \mathrm{st}{ }^{\text {a }}$ :/ | $\rightarrow$ | [ta-st ${ }^{\text {h }} \mathrm{ar}$ ] | 'stand' |
| /tjacts/ | $\rightarrow$ | [ta-tjacts] | 'forsake' |
| /Srat ${ }^{\text {/ }}$ | $\rightarrow$ | [ $\int a-\int r^{\prime} t^{\prime \prime}$ ] | 'slacken' |
| /druw/ | $\rightarrow$ | [du-druws] | 'run' |
| /mluţ/ | $\rightarrow$ | [mu-mlut] | 'set' |
| $/ r d^{\prime \prime} /$ | $\rightarrow$ | [a:r-di-d ${ }^{\text {bam }}{ }^{\text {a }}$ |  |

In (9) the obvious generalization is that the reduplicant copies the less sonorous consonant from the onset of the base, regardless of its relative position within the cluster. Otherwise, if all obstruents are equal in sonority, the analysis of this process is more complicated to express (Benua 1997; Hironymous 1999). For further data and discussion of Sanskrit reduplication, see charter 119: redurlication in sanskrit. While the full details are complex, the pattern whereby the least sonorous segnent emerges in the prefix is very regular. For a mathematical explanation of this effect, see $\$ 3$.

When underlying representations juxtapose sounds violating the SSP, these are repaired in four different ways cross-linguist ically: (1) vowel epenthesis, (2) deletion, (3) syllabic consonants, and (4) metathesis. First, a vowel can be inserted to rescue the unsyllabifiable consonant, a process called stray epenthesis (Itô 1986). This occurs in SerboCroatian (Kenstowicz 1994):

[^28]| (10) |  | masculine | neuter |
| :--- | :--- | :--- | :--- |
| a. | pust | pusto 'empty' |  |
|  | zelen | zeleno 'green' |  |
| b. dobar | dobro | 'good' |  |
|  | jasar | jasno | 'clear' |
| c. | bogat | bogato | 'rich' |
|  | krizan | krizano 'cross' |  |

In the adjective paradigm in (10), the neuter is marked by the suffix / $/ \mathrm{o} /$. The masculine coluınn displays no overi norphological marking. In (10b), [a] alternates with $\varnothing$. This vowel surfaces phonetically in the final syllable of the masculine forms, between the last two consonants, but is absent in the neuter column. The contrasting forms in (10c) contain an [a] in the second syllable in both columns. This demonstrates that the alternation in (10b) involves epenthesis of [a] in the inasculine forms, not syncope of underlying /a/ in the neuter column. The underlying representations of the roots in (10b) are/dobr/ and/jasn./. These underlying representations end with a consonant cluster consisting of an obstruent followed by a sonorant. If these were syllabified directly into a complex coda, they would violate the SSP. In contrast, the root /pust / in (10a) ends with a cluster in which sonority falls. Therefore stray epenthesis is not needed since the sequence /pust/ can beexhaustively syllabified while respecting the SSP. The sonority profile of two of these contrasting roots is displayed in the following metrical-like grids (Iespersen 19(4; Zec 1988; Clements 1990; Kenstowicz 1994):

| vowrel | $*$ | $*$ |  |
| :--- | :--- | :--- | :--- |
| glide | $*$ | $*$ |  |
| liquid | $*$ | $*$ | $*$ |
| nasal | $*$ | $*$ | $*$ |
| fricative | $*$ | $*$ | $*$ |
| stop | $* *$ | $*$ | $*$ |
|  | purst | d o b r |  |

These grids employ the five-category sonority hierarchy in (3), supplemented by obstruents being split between fricatives and stops, motivated by the Sanskrit data in (9). As these figures show, the morphente /pust/in isolation (in the masculine column) antains one peak of sonority (the /u/), whereas /dobr/ contains two (the / $/ \mathrm{/}$ and the $/ \mathrm{r} /$ ). Consequently, the motivation for inserting a vowel in the second case ([dobar]) is to rescue the /r/, which cannot be incorporated into the same syllable as the /b/ without violating the SSP.

A second process used to fix SSP violations is the deletion of an unlicensed (unsyllabifiable) consonant, known as stray erasure (It 0 1986). This process is illustrated by Ancient Greek. The following data show that complex onset and coda clusters are permitted, including word-medially (Steriade 1982; Kenstowicz 1994):

[^29]| as.tron | 'star' |
| :--- | :--- |
| a.elp.tos | 'unhoped for' |
| $t^{\text {helk.tron }}$ | 'charm' |
| penp.tos | 'sent' |

The form [ $t^{\text {helk. tron] demonstrates that } u p \text { to four consonants can be concatenated }}$ intervocalically, providing the SSP is respected. However, in the reduplicated form /CV-graph-sthai/ $\rightarrow$ [gegrap ${ }^{h} t^{\text {hai }}{ }^{\text {h }}$ 'to have been written', the underlying /s/ at the beginning of the infinitival suf fix occurs between two stops. If this word were assigned a sonority profiile as in (11), the /s/ would constitute a peak of sonority. However, this /s/ is not syllabic, nor can it be incorporated into a syllable with the preceding $/ \mathrm{p}^{6} /$ or the following $/ \mathrm{t}^{\mathrm{h}} /$ without violating the SSP. Consequently, since it is prosodically unparsable, it is elided. According to Steriade (1982) and Itô (1986), this phenomenon is a default universal mechanisın automatically applying at tlue end of the derivation to clean up any remaining problems (see chapter 6x: deletion).

A third strategy for dealing with SSP violations is to simply retain the offending consonant, in which case it is automatically realized phonetically as syllabic. English illustrates this with unstressed sonorant consonants in word-final clusters: prisin, button, picklo, manner. Another example is Chamicuro (Parker 1989):

```
[w-usm-i] 'I sing' [w-usmer-kati] 'I sang'
lsG-sing-EPENTHETIC lsG-sing-past
```

Fourth, and most rarely, SSP violations are resolved by metathesis. The most convincing case of this to date is Western Farsi. When a final vowel is deleted by a general process of apocope, an obstruent or nasal in a potential coda cluster metathesizes with a following liquid. Otherwise (without metathesis), the final liquid would constitute a separate sonority peak, which this language does not all.ow (Hock 1985):

```
yaxra -> tarx 'wheel'
    suxra -> surx 'red' (cf. suhr-ab 'ruddy goose')
    vafra }->\mathrm{ barf 'snow, ice'
    asru -> ars 'lear'
    vazra }->\mathrm{ gurz 'club'
    *namras }\mp@subsup{}{}{5}->\mathrm{ narm 'soft'
```

Hock (1985) attributes this alternation to the SSP. However, from his description this is primarily a historical process, so it may no longer be synchronically active.

### 2.2 Minimum Sonority Distance

While the SSP rules out many of the prohibited syllable types in most languages, it is not the full story. For example, the three syllables [kna], [kla], and [kwa] equally

[^30]Table 49.3 Minimal Sonority Distance language types

|  | Maximal inventory of permissible onset clusters | Lnnguages |
| :---: | :---: | :---: |
| MSD $=0$ | OO, ON, OL, OG, NN, NL, NG, LL, LG, GG | Bulgarian, Leti |
| $\mathrm{MSD}=1$ | ON, OL, OG, NL, NG, LG | Chukchee |
| $\mathrm{MSD}=2$ | OL,OC, NC | Cizrra, Kurdish, Spanish |
| $\mathrm{MSU}=3$ | OG, | Mono, Panobo, Japanese (?), Mandarin Chinese (?) |

satisfy the SSP. Nevertheless, although many languages permit onset clusters such as [kl] and/or [kw], syllables like [kna] are much less common. One explanation for this asymmetry is a language-specific parametric requirement that the members of a tautosyllabic consonant cluster be separated by a minimum number of ranks on the sonority scale (Steriade 1982; Selkirk 1984). For example, /k/ and /I/ are sufficiently distinct in relative sonority and nay therefore be combined. However, /k/ and /n/ are too close along this scale, and this is not tolerated in many languages. Conversely, a language like Russian, which permits words like /kniga/ 'book', has a lower threshold on this parameter. This condition is captured by the following principle:
(15) Minimal Sonority Distance (MSD)

Given an onset composed of two segments, $C_{1}$ and $C_{2}$, if $a=$ Sonority Index of $\mathrm{C}_{1}$ and $b=\mathrm{SI}\left(\mathrm{C}_{2}\right)$, then $b-a \geq x$, where $x \in\{0,1,2,3]$.

Assuming the sonority hierarchy in (3), the typology of possible languages shown in Table 49.3 is generated (cf. Zec 2007). The generalization is that if a language permits clusters with a lower sonority distance, it allows clusters of all higher sonority distances as well, ceteris paribus. The inverse of this is not true. The reversed counterparts of these onsets, such as *LO, can be excluded by the independently inotivated SSP when necessary ( $\$ 2.1$ ). The data in (16) illustrate typical consonant sequences from each of the four language types in Table 49.3. Naturally, not every cluster type is fully productive for all phoneme combinations in these languages. Nevertheless, enough representative examples occur to justify the general trends.
(16) a. Leti (van Engelenhoven 2004)
[ptu.na] 'star'
[tmu.ra] 'tin'
[kru.ki] 'crab (sp.)'
[m.kwo.ri] 'you (sc) lift'
b. Clukchee (Ǩinnpte and Volodin 1995) [plitkuk] 'end, firish, conclude'
[qlikkin] 'twenty' [tretf ejwar'e] 'I will go' [ljur] 'suddenly'
c. Gizrra (van Bodegraven and van Bodegraven 2005)
[gles] 'dew'
[ta.praz.də] 'on (his) fangs'
[djao] 'paln (sp.)'
[ur.mjaon 'tree (sp.)'
d. Panobo (Parker 1992)
[hwīn.ti] 'heart'
[ $\beta$ wini.k $\bar{x} \overline{]}$ ] 'they are taking, carrying'
[pja.ka] 'nephew, niece'
[wa.ta.tjan] 'last year'
As Table 49.3 displays, a significant implication of the MSD approach is that the ideal onset cluster consists of an obstruent plus a glide, all else being equal. Thus, if a language allows complex onsets and has glides in its phonemic inventory, it must permit stop + glide clusters. This is the only onset sequence occurring in all four language types in Table 49.3. An explanation for this is that these two natural classes (stops and glides) are maximally separated in terms of their relative sonority, since they occupy the extreme ends of the scale (among consonants). Baertsch (2002) proposes one way to capture MSD effects in Optimality Theory (OT: Prince and Smolensky 1993). The corresponding prediction is that some languages should exist which permit OG but no other onsets. Two such cases are Mono (Democratic Republic of the Congo; Olson 2005) and Panobo. Other possibilities are Japanese (Vance 1987, 2008) and Mandarin Chinese (Yuan 1989). The latter two are listed in Table 49.3, followed by question marks to highlight their controversial status. Also, in Hindi (Ohala 1983) and Koluwawa (Guderian and Guderian 2005), the only initial clusters are OG and NG, but not *OL. There is, however, a problem. In a sequence like [kwa], the [w] is potentially ambiguous since it allows different phonological interpretations. A priori it could pertain to a diphthongal nucleus rather than the onset: [kfa]. Alternatively, it might be a secondary articulation (labialization) of the preceding $/ k /:[k " a]$. If so, then there really is no consunant cluster, just a single complex phonemic unit. The third possibility is that [ $\mathrm{kw}^{\prime}$ ] simply constitutes a true onset cluster, as in Panobo. Teasing apart these different conclusions is complicated, and often the language-specific evidence is not compelling either way. Unfortunately, then, when no other canonical onset clusters (such as OL) exist in a language, the arguinentation is in danger of circularity regardless of which segmentation is posited. See $\$ 3$ for an alternative model that claims that the unmarked initial cluster is not OC but OL. Finally, in the MSD approach, the sonority distance between the second onset consonant and the vowel is not crucial, because phonotactic restrictions rarely obtain across onset-nucleus junctures (Blevins 1995). However, see $\S 3$ for an approach in which the nature of this sequence $\left(C_{2}+V\right)$ does matter. See also Chapter 1.5: glides for further discussion of glides, and ciiapter s.i: onsets for an expanded treatment of onsets.

### 2.3 The Syllable Contact Laiv

Another sonority-based principle active in many languages is the Syllable Contact Law (SCL). Some seminal references are Hooper (1976), Murray and Vennemann (1983), and Clements (1990). More recent treatments of the SCL as a

Table 49.4 Alternations motivated by the Syllable Contact Law

| Process | Illustration | Language | Example |
| :---: | :---: | :---: | :---: |
| coda weakening | g.n $\rightarrow$ w. n n | Hausa | /hagni/ $\rightarrow$ [haw.ni] lelt side' |
| onset strengthening (desonorization) | k. $1 \rightarrow \mathrm{k} . \mathrm{t}$ | Kyrgyz | /konok-lar/ $\rightarrow$ [konok.tar] 'guest-pt' |
|  | $1.1-\rightarrow$ l.d | Kazakh | /kol-lar/ $\rightarrow$ [kol.dar] 'hand-pl' |
|  | $\mathrm{z} .1 \rightarrow \mathrm{z.d}$ | Kazakh | $/ \mathrm{konu}$ [uz-lar/ $\rightarrow$ [koj)unz dar] 'bug-PL' |
|  | z.m $\rightarrow$ z.b | Kazakh | $/$ kolumz-ma/ $\rightarrow$ [koguz.ba] 'bug-1NI' |
| tautosylabification | $\mathrm{k} . \mathrm{l} \rightarrow$. kl . | Germanic | [ṫk-.lıç] 'daily', [e.k]s¢] 'disgusting' |
| gemination | b.r $\rightarrow$ b.br | Latin > Italion | /labrum/ $\rightarrow$ [lab.bro] 'lip' |
| epenthesis | $n . r \rightarrow n . d r$ | Spanislı | /benic-a/ $\rightarrow$ Ibendral (s/he) will come' |
| regressive assimilation | k.m $\rightarrow$ I).m | Korean | /kuk-mul/ $\rightarrow$ [kurg.mul] 'broth' |
| progressive total assimilation | $g \cdot n \rightarrow g . g$ | Pali | /lag-na/ $\rightarrow$ [log.gal 'attach ( 1 AST [ PART)' |
| regressive total assimilation | n. $1 \rightarrow$ I.l | Korean | /non-li/ $\rightarrow$ [nol.li] 'logic' |
| anaptyxis | p.r $\rightarrow$ PV.r | Ho-Clunk | /hipres/ $\rightarrow$ [hiperes] 'know' |
| metathesis | d.n $\rightarrow$ n.d | Sidano | /gud-nonni/ $\rightarrow$ [gundonni] 'they finished' |

family of OT constraints include Davis (1998), Gouskova (2004), and Zec (2007). The following are two typical formulations of the SCL:

## (17) Syllable Contact Laiv

a. A heterosyllabic juncture of two consonants A.B is more harmonic (ideal) the higher the sunority of $A$ and the lower the sonority of $B$.
b. In any heterosyllabic sequence of two consonants $A . B$, the sonority of $A$ is preferably greater than the sonority of $B$.

By (17), for example, the sequence [l.k] is inherently less marked than [k.1]. Vennemann (1988: 50) provides a list of sample repair strategies that languages employ to improve satisfaction of the SCL. These are summarized in Table 49.4, as annotated by Davis (1998: 183) and supplemented by Seo (charter 3 3: syllable cONTACT), which offers more data and discussion. Based on a survey of 31 languages with SCL effects, her results give a better idea of the range of typological generalizations and their relative robustness. For example, Kazakh tolerates a /j-1/ juncture, as in [mandaj.lar] 'foreheads', since sonority drops slightly from /j/ to /l/. Kyrgyz, nevertheless, requires a greater fall in sonority and maps /aj-lar/ to [aj.dar] 'moons' (Davis 1998).
Examining the details of SCL phenomena in particular languages allows us to establish subtle differences in sonority ranks. For instance, Spanish attests wrords such as [per.la] 'pearl' and [al.re.de.dor] 'around', yet the hypothetical sequence *[l.r] systematically does not occur. When such a juncture would be created, an intrusive stop appears instead. This happens when the future tense is derived by dropping the infinitival theıne vowel: /salir/ 'to leave' $\rightarrow$ "[sal.ra] $\rightarrow$ [sal.dra] '(s/he)
wi.l leave'. These facts motivate the following sonority hierarchy among Spanish liquids, based on the second of the two definitions in (17): flap > lateral > trill (Bonet and Mascaró 1997; Parker 2008).

Nevertheless, there are problems with the SCL too. For example, it predicts the7t obstruent + sonorant junctures should be "fixed" more often than sonorant + sonorant clusters, ceteris paribus. The opposite in fact is true (chapter s3: syllable contact). Furthermore, in Akan both /O-N/ and / N-O/ sequences result in phonetic [NN]. The latter is a inirror image of Korean nasal assimilation (Table 49.4), even though this makes syllable contact worse: /ơń-dú/ $\rightarrow$ [óŕn núp] ’he should arrive' (Schachter and Fromkin 1968).

### 2.4 Rhyme zveight

It is well known that the heavier a syllable is, the more it tends to attract stress (Hayes 1980; Prince 1990). For example, open syllables are light, but closed syllables are usually bimoraic. Thus, they may be obligatorily stressed (see also cifapter 57: euantity-sensitivity). Also, in some languages, rhymes headed by $/ \mathrm{e} /$ or $/ \mathrm{d} /$ attract stress more than those with $/ \mathrm{i} /$ and $/ \mathrm{u} /$, indicating that mid vowels have more weight than high vowels in these systems. Furthermore, the propensity for a coda consonant to project a mora is correlated with how sonorous it is (Zec 1988, 1995). An adequate theory of phonology should provide a unified (non-accidental) explanation for these facts. Appealing to a scalar feature like sonority allows us to do that. Based on case studies examining the relationship between segmental quality and syllable weight effects, the following hierarchy of vowel sonority has been posited (Kenstowicz 1997; de Lacy 2002, 2004, 2006, 2007a). Specific languages may choose to exploit different subsets anmong these natural classes:

## Relative sonority of vorvels

$$
\begin{equation*}
a>e, o>i, u>a>i \tag{18}
\end{equation*}
$$

To illustrate, Kobon vowels are divided into four groups in terms of stress assigmment: /a/ >/e o/ >/iu/ >/a $\mathrm{z} /$. In this case the potential distinction betwreen /i/ and /a/ is underexploited. In unaféixed Kobon words, stress predictably falls on the most sonorous nucleus within a disyllabic window at the right edge (Davies 1980, 1981):

```
(19) a >e [han'gaße] 'blood'
    a > i [khi.'a] 'tree (sp.)'
    a>> [k'əßว'ja] 'rat'
    a > i ['an'mm-'anim] 'lightning'
    o>u ['mo.u] 'thus'
    0>i [si..'onk '`] 'bird (sp.)'
    0>i [gi'fo-gi'ro] 'talk (mother pig to piglet)'
    i> [ga'rinar] 'bird (sp.)'
    i>i ['jimbir] 'very'
```

The generalization in (18) and (19) is that vowels which are more peripheral in the acoustic space are more sonorous than central ones. Furthermore, within
these two sets, segments involving a lower jaw configuration outrank their higher counterparts (Coetzee 2006). At the bottom of this hierarchy, /a/ is higher in sonority than / $\ddagger /$. This is due to languages such as Lushootseed, in which /a/ can be stressed (unlike English) when it is the only nucleus in a root. Stress falls on the first "full" vowel of the stem; otherwise on the first schwa (Urbanczyk 2006):
(20) Stressable /a/ in Lushootsced

| ['2itut] | 'sleep' |
| :---: | :---: |
| [d7.2'qix ${ }^{\text {c/ }}$ ] | 'creek' |
| ['Suqw ${ }^{\text {w }}$-d] | 'to whittle something' |
| [与ə'g "as] | 'wife' |
| [ $\mathrm{k}^{\prime}{ }^{\text {cdaju] }}$ | 'rat' |
| ['ctasad] | 'foot' |
| ['bat'] | 'fall down' |

Other languages in which sonority is crucial to stress assignment include Pichis Ashéninka (Payne 1990; Hayes 1995), Komi (Hayes 1995; de Lacy 1997), and Fitunish (Anttila 1995; Hayes 1995). However, a reviewer notes that contrastive /a/ in languages like Lushootseed nuay be different in quality from phonetic [ə] resulting from reduction in English and anakgous languages. For example, the former is probably longer in duration than the latter. This is a valid point that must be controled for in cross-linguistic comparisons of this sort. For Lushootseed, Urbanczyk posits a phonemic /a/ in underlying forms. In motivating a constraint against stressed schwas she wurites:
> *á has the distributional hallmarks of a markedness constraint because there are languages, which never stress schwa, languager; which avoid stressing schwa, and languages which permit schwa, along with other vowels, to be stressed, but no language enforces the stressing of schiva in preference to other vowels. (Urbancr.yk 2006: 210)

She then lists other Salishan languages in which this prohibition is active (2006: 211, fn. 24). See chafter 26: schwa for further discussion of schwa in general.

Concerning the relative weight of coda consonants, the typological range of languages is also dependent on sonority. Table 49.5 is adapted from Zec (1995, 2007). The generalization is that if a lower-sonority class is moraic in a particular language, then all higher-sonority categories are also moraic in syllable-final position. Zec (2007) knows of no language in which coda liquids count as heavy but nasals do not; she considers this an accidental gap. In addition to stress attraction, other diagnostics for consonant moraicity are: (1) the ability to bear a contrastive tone (Tiv; Zec 1995), (2) prosodic minimality (Fijian; Dixon 1988), and

Table 49.5 Inventories of moraic segments

| Natural classes contributing to syllhble iveight | Languages |
| :--- | :--- |
| vowels only | Fijian, Halh Mongolian, Lardil, Yidiny |
| vowels and liquids | $?$ |
| vowels, liquids, and nasals | Gonja, Kurakiutl, Lithuanian, Tiv |
| vowels, liquids, nasals, and obstruents | Egyptian Arabic, English, Latin, Maithili |

(3) blocking of processes such as vowel reduction (Maithili; Hayes 1995) (see also chapter 3i: syllable-internal structure). (21) gives sample data from the three attested language types in Table 49.5:
a. Fijian (Dixon 1988)

Stress the syllable cont aining the penultimate mora (closed syllables do not occur).

| ['sir]a] | 'day' |
| :---: | :---: |
| ["bu'ta? 0 ] | 'steal' |
| ["'buta'200̌a] | 'steal-trans' |
| [ ${ }^{\text {d'laa] }}$ | 'know-trans' |
| ['raiǒa] | 'set-trans' |
| ['lu.a] | 'vomit (vb)' |

b. Tiv (Zec 1995)

Only sonorant consonants occur in codas, where they bear tone.
[báŕr 'salt'
[fál'm] 'rainy season'
[rùmùrì] 'agreed, confessed'
c. Egyptimn (Cairene) Arabic (Hayes 1995)

Stress the ultima if superheavy (trimoraic), otherwise the penult if heavy, otherwise the antepenult.
[ka'tabt] 'l wrote'
[hadj'djait] 'pilgrimages'
['be:tak] 'your (mASC SC) house'
[ka'tab.ta] 'you (mASC SC) wrote'
[mu'dar.ris] 'teacher'
[?in'kasara] 'it got broken'
['kataba] 'he wrote'
If fricatives are more sonorous than stops (\$2.1), by implication some languages should exist in which fricatives occur in coda position but stops do not. This is exemplified by Panobo. Syllable-final consonants include glides, nasals, and fricatives. However, this is complicated by the fact that the flap /r/ occurs in onsets, yet not in codas. Evidence that coda consonants are moraic in Panobo is that in word-final position they attract stress. Otherwise, the default quantity-sensitive foot type, a moraic trochee, assigns stress to the penultimate syllable (Parker 1992):
(22) Henty final syllables in Panobo

$$
\begin{array}{ll}
\text { ['atsa] } & \text { 'manioc' } \\
{[\text { [ka'noti] }} & \text { 'bow (weapon)' } \\
{[j a ' w i j]} & \text { 'opossum' } \\
{[\text { tah'pori] }} & \text { 'root' } \\
\text { [pih'kizi] }] & \text { '(they) will eat' }
\end{array}
$$

## 3 The Sonority Dispersion Principle

Clements (1990) proposes an approach to syllable phonotactics that is also based on sonority. In his model, syllables are divided into two parts. The initial
demisyllable consists of any onset consonants (if present) plus the nucleus, and the final dennisyllable contains the nucleus plus the coda, i.e. the rhyme. The term detnisyllable is borrowed from Fujimura and Lovins (1978). The nucleus crucially resides in both dentisyllables sinultaneously. For example, the word /plon// contains the demisyllables /plo/ and /om/. The essence of the Sonority Dispersion Principle (SDP) is that in itial demisyllables are preferred when their constituents are maximally and evenly dispersed in sonority; e.g. /ta/. The same tendency is inverted for final demisyllables, favoring open rhymes (those ending with a vowel). More precisely, initial dentisyllables of the same length (number of segments) are more harmonic to the degree that they minimize $D$ in (23) below. Conversely, final demisyllables are more harmonic to the degree that they maximize $D$, all else being equal. The formula for $D$ comes from the realms of physics and geometry, where it governs the distribution of mutually repelling forces in potential fields (like electrons). Its linguistic use originates with the work of Liljencrants and Lindblom (1972) on perceptual distance between segments in the acoustic vowel space. Hoo per (1976) and Vennemann (1988: 13-14) anticipate its application to sonority and syllable structure.
(23) Sonority Dispersion Principle
$D=\sum_{i=1}^{m} \frac{1}{d_{i}^{2}}$
where $d=$ distance between the sonority indices of each pair of segments, and $m=$ number of pairs of segments (including non-adjacent ones), where $n=n(n-1) / 2$, and where $n=$ number of segments.

Clements (1990: 304) paraphrases (23) as follows: "D ... varies according to the sum of the inverse of the squared values of the sonority distances between the members of each pair of segments within" a demisyllable. $D$, then, is the reciprocal of dispersion. To illustrate the application of (23), Clemtents assumes a sonority scale with the five categories from (3):

## sonority index

| vowrels | $(\mathrm{V})$ | 5 |
| :--- | :--- | :--- |
| glides | $(\mathrm{G})$ | 4 |
| liquids | (L) | 3 |
| nasals | (N) | 2 |
| obstruents | (O) | 1 |

When $D$ is computed for demisyllables containing exactly one or two consonants, it yields the following values (ignoring types that violate the SSP):

Sonority Dispersion demisyllable values
a. $\mathrm{OV}=.06$

b. $O L V=.56$
$N V=.11$
$\mathrm{LV}=.25$
$G V=1.00$
$O C V=1.17$
ONV $=1.17$
NGV $=1.36$
NLV $=1.36$
LGV $=2.25$

$$
\begin{array}{llc}
\text { c. } \quad \mathrm{VO}=.06 & \text { least natural coda } \\
\mathrm{VN}=.11 & \uparrow \\
\mathrm{VL}=.25 & \\
\mathrm{VG}=1.00 & \\
& & \\
& \\
&
\end{array}
$$

d. $\mathrm{VLO}=.56$
$\mathrm{VGO}=1.17$
$\mathrm{VNO}=1.17$
$\mathrm{VGN}=1.36$
VLN $=1.36$
VGL $=2.25$

In (25a) the SDP favors a single syllable-initial consonant that maximizes the sonority slope between the onset and the vowel. Therefore, it correctly predicts that the preferred syllable of type CV has an onset consonant as low in sonority as possible $(D=.06)$. This results in the following scale of relative unmarkedness: /ta/ > /na/ > /la/ > / ja/. This is foreshadowed in the discussion of Sanskrit reduplication (\$2.1). Recall that the pattern there demonstrates that fricatives can outrank stops in sonority. Therefore, not all obstruents are necessarily equal in sonority (see §4).

Summarizing thus far, a unique consequence of the formula for $D$ is that in an initial demisyllable of two segments (CV), the segments should differ from each other in sonority as much as possible. This is somewhat analogous to the MSD approach for onset clusters (\$2.2). However, when the initial demisyllable contains three segments (CCV), what matters (given $D$ ) is that the aggregate total of the sonority distances between all of these together be maximized. This is accomplished by spacing apart the segments as evenly as possible (in sonority). This results in the best evaluation for OLV in (25b), since it has the lowest obtained value (.56). This is because liquids fall precisely midway between obstruents and vowels in terms of their sonority indices in Clements's five-category scale in (24). As evidence for the SDP, Clements notes that underlyingly French permits complex demisyllables of the type OLV only. However, in surface forms, some instances of OGV also exist. This raises an important typological question: which onset cluster is universally unmarked, OL or OG? On the one hand (as noted in §2.2), the MSD principle predicts that some languages should pernit OG but not *OL. This seems to be correct, but see the caveats in §2.2. On the other hand, the SDP claims that OL is preferred. One piece of evidence that could help resolve this would be an alternation mapping underlying OLV to OGV, or vice versa. Unfortunately, no such process has yet been observed. A cross-linguistic survey docunenting the number of languages with one type of cluster but not the other would alsi, be enlightening. It may be that both kinds of onsets (OC and OL) need to be optimal simultaneously, i.e. in the grammars of different languages. Rod Casali and Ken Olson (personal communication) note that apparent OG-only languages are especially common in Africa.

Finally, the SDP assigns an equal evalu.ation to the two demisyllable types OGV and ONV in (25b). This may be problematic, since many languages exhibit the initial sequence OG, but not *ON. For example, Table 49.3 mentions Gizrra, Kurdish, Mono, Panobo, and Spanish. Hovever, Clements does not claim that demisyllables of the same rank necessarily co-occur in any language containing one of them. At the same time, no languages appear to allow ONV but not *OGV. If this is a systematic gap, it is troubling for the predictions of the SDP.

## 4 The complete sonority hierarchy

Perhaps no issue in phonological theory has led to more competing proposals than the internal structure of the sonority hierarchy, i.e. the numbers and types of natural classes, and their corresponding ranks. Parker (2002) notes that more than 100 distinct sonority scales are found in the literature. The purpose of this section is to lay out several desirable characteristics that a full and final sonority hierarchy should possess, and then present one specific model that arguably cones closest to fulfilling those goals. Brief.y, an adequate sonority scale should display the a priori traits in (26). In principle these criteria apply not just to sonority, but to all phonological features, that is, classic bincry features like [ $\pm$ voice], [ $\pm$ round], etc.
(26) All else being equal, an ideal sonority scale wrould have these characteristics:
a. Universal: It potentially applies to all languages.
b. Exharstive: lt encompasses all categories of speech sounds.
c. Impermutable: Its rankings cannot be reversed (although they may be collapsed or ignored).
d. Phonetically grounded: It corresponds to some consistent, measurable physical parameter shared by all languages.

Each of the points in (26) will now be discussed. First, ideally we can establish a single, unique sonority hierarchy to analyze all known languages. This is not to say that any particular language actually exploits every one of the natural class rankings in the sonority scale. On the contrary, it would be quite amazing (although fortuitous) to discover such a case. Nevertheless, the explanatory power of sonority is maximized if we ascribe it to UG, making it equally available to all hurา.ans.

Second, an adequate theory of sonority should include every known type of phonological segment. Many hierarchies omit recalcitrant natural classes such as glottal consonants (/h/ and / //), affricates, etc., perhaps because of their inherent complications. Such scales then cannot apply to all languages. This undernnines their universality.

Third, the rankings in the sonority scale should be impermutable. This is a beneficial characteristic since it is the most restrictive hypothesis possible, i.e. it severely limits the types of processes directly attributable to sonority. In addition to avoiding overgeneration of non-attested language types, impermutability makes clainาs about sonority easier to falsify. This in turn reduces the danger of circular argumentation. For example, once it is established that laterals, for instance, are more sonorous than nasals, the entailment is that there is no language in which nasals pattern as more sonorous than laterals by the same criteria. At the same time, however, potential divisions between sonority ranks are frequently underexploited in many languages. See de Lacy (2002, 2004, 2006, 2007a) for a formal approach to "underspecification" of sonority classes in OT.

Fourth, in an ideal world we can show that sonority is based on concrete articulatory gestures and/or their acoustic counterparts. This is the topic of the next section.

Although no sonority scale to date perfectly fulfills every desideratum sketched above, one that perhaps connes closest is that of Parker (2008), reproduced below:

Final hierarchy of relalive sonority

| Natural class | Sonority index |
| :--- | :---: |
| low vowels | 17 |
| mid peripheral vowels (not [id]) | 16 |
| high peripheral vowels (not [i]) | 15 |
| mid interior vonvels ([a]) | 14 |
| high interior vowels ([it]) | 13 |
| glides | 12 |
| rhotic approximants ([I]) | 11 |
| flaps | 10 |
| laterals | 9 |
| trills | 8 |
| nasals | 7 |
| voiced fricatives | 6 |
| voiced affricates | 5 |
| voiced stops | 4 |
| voiceless fricatives (including [h]) | 3 |
| voiceless affricates | 2 |
| voiceless stops (including [?]) | 1 |

Space does not permit a detailed justification of (27). Nevertheless, to highlight a few positive aspects of this scale, the evidence for most of the natural classes is fairly robust and secure. Parker $(2002,2008)$ summarizes the debates and provides at least one argument to motivate every ranking in this hierarchy (every pair of adjacent categories). Much of this is reviewed in $\$ 2$ of this chapter. To give another example, Koine (Ancient) Greek permits the clusters /pn/ and /kn/ (/pniktos/ '(things) strangled', /kne0o/ 'have itching, tickled'; Mounce 1993), but proscribes */bn/ and */dn/. This can be explained as an MSD effect if voiced stops are closer to nasals (in sonority) than voiceless stops are. Furthermore, flaps are higher in sonority than trills in Spanish, as established by the SCL in §2.3. Three other facts confirnt this. First, in word-initial position the contrast between $/ r /$ and $/ r /$ is neutralized to $/ r /$ ([rana] 'frog'). Second, in codas it is neutralized in favor of $/ \mathrm{s} /:$ [tfarlar] 'to chat'. These two points follow from the SDP (Bonet and Mascaró 1997). Third, /s/ and /l/ appear as the second member of complex onsets, yet /r/ does not (see (5)). This is another MSD effect if $/ r /$ is less sonorous than $/ \mathrm{s} /$ and /I/ (Baković 1994). These distributional facts indicate that liquids do rot always pattern as a monolithic class in Spanish. Finally, the rhotic approximant / $\mathrm{d} /$ is higher in sonority than /l/ in English: (1) the contrast between Carl (one syllable) vs. caller (two syllables) follows from the SSP if /I/ outranks /I/ (Borowsky 1986); (2)/ı/ is the default epenthetic coda in Eastern Massachusetts speech (McCarthy 1993). This follows from the SDP if /I/ is the most sonorous consonant available in this position. And (3) syllabic /x/ may bear stress (bird, curtain), but /l/ never does (Zec 2003).

Another strength of the scale in (27) is its breadth, i.e. the number of different types of segment classes it encompasses. Nevertheless, it is still not exhaustive,
because it leaves out a few rarer kinds of sounds, such as clicks and implosives. Since no known sonority hierarchy includes these, more research in this area would be welcome. A third advantage of (27) is that it has been rigorously tested and found to provide a good fit with all phonetic segments in seven specific languages. This is discussed in $\S 5$.

However, a few problems persist. For example, the placement of affricates between stops and fricatives is a controversial issue, remaining open to disagreement. Many scales either leave affricates out entirely or group then with plosives, using a term such as stops. Such proposals may simply assume that affricates behave phonologically like stops, as they do in many languages. For instance, Kang (Chapter 9s: loanword phonology) concludes that affricates are just stops with a special place specification, e.g. [strident]. See charter 16: affricates for more discussion of affricates in general. Similarly, the ranking of voiced stops over voiceless fricatives is harder to justify than most aspects of this hierarchy. A major reason for this is that many languages require consonant clusters to agree in voicing. Therefore, crucial diagnostic examples are rare, but one such token is the English word midst. Since this form is monosyllabic, /d/ is higher in sonority than /s/ by the SSP since /d/ is closer to the nucleus. Finally, the question of whether glottal consonants are senorants or obstruents is also contested. Clearly /h/ and /// pattern phonologically with prototypical sonorants in some languages, yet behave like obstruents in others. In (27) they are classified as obstruents. One piece of evidence supporting this is that in Panobo, / h/groups with / $\beta$ p t/ in exclusively obstruent + glide clusters (see (16)). Also, in many languages ['] is inserted as a default onset, where segments of low sonority are preferred by the SD (Lombardi 2002). Finally, in the P-base sample of 549 languages, there are 65 distinct phonological processes in which /h/ and/or /?/ pattern solely with consonants that are unambiguously obstruents. In 21 other cases they group with sonorants (Mielke 2008). ${ }^{6}$

In the scale in (27) the tendency is obvjously to "split" rather than to "lump together" natural classes. The motivation for this is as follows. There is ample evidence that fine-grade distinctions in sonority need to be made in some languages, such as between fricatives and stops in Sanskrit (\$2.1). UG then must allow for these options, and hence the potential exists for other languages to exploit them as well. If we start with a hierarchy that assigns a unique rank to every distinct manner of articulation (like (27)), it is a trivial matter to formally compress (conflate) ranks together in order to analyze languages not invoking those splits. This procedure applies to every language in one way or another. However, if we assume a maximal sonority hierarchy with just the five groups in (3), no mechanisın exists to "decompose" these, making more narrow distinctions in the scale when necessary. Consequently, only a fully detailed hierarchy such as (27) is fexible enough to generate the range of variation attested among the languages of the world with respect to processes involving sonority.

Nevertheless, based on acoustic studies of many languages, Zhang (2001) and Gordon (2006) deny that a universal sonority scale is theoretically the nost parsimonious option. Rather, they reject the existence of invariant solurd classes. Cordon, for instance, concludes that syllable weight effects are not a unified

[^31]phenomenon. He claims that nasals, for example, display slightly different phonetic behavior from one language to another. This can then influence their phonological patterning in terms of sonority.

## 5 The physical substance of sonority

As summarized in $\$ 2$, the function of sonority in phonological systems is fairly well understood. Nevertheless, these phenomena raise an important, related question that has provoked much contention and speculation: is there any coherent notion of sonority grounded in evidence external to the phonotactic facts that sonority is assumed to account for? In other words, what is the articulatory, acoustic, and/or perceptual source of sonority in the speech signal? To date at least 98 different correlates of sonority have been posited, documented in Parker (2002). The most frequently proposed phonetic definition of sonority is probably openness (of the vocal tract) or (supralaryngeal) aperture (Bloomfield 1914; Jespersen 1922; Goldsmith 1990; Kirclner 1998), or its inverse, (supraglottal) stricture, closure, inpedance, etc. (Halle and Clements 1983; Kenstowricz 1994; Hume and Odden 1996). However, notions such as impedance are difficult to quantify. A more promising correlate of sonority is amplitude/intensity, or its perceptual counterpart, loudness (Bloomfield 1914; Laver 1994; cf. §1 and see also chapter 98: Speech perception and phonology). Recently a major instrumental study was carried out measuring relative sound levels or RMS (root mean square) intensity of all phonemes of Peruvian Spanish, Cusco Quechua, and Midwestern American English (Parker 2008). See Jany et al. (2007) for a similar investigation of four other languages (Egyptian Arabic, Hindi, Mongolian, and Malayalam). In Parker (2008), the obtained intensity values for all segments yield an overall mean Spearman's correlation of .91 with the sonority indices proposed in (27). Given those results, it is proposed there that the best way to characterize the physical basis of sonority is via a linear regression equation such as (28) below. This is calculated from the mean intensity measurements of all English coda consonants pertaining to nine of the natural classes from (27). These were pronounced five times each by five male native speakers of English.

$$
\begin{equation*}
\text { sonority }=13.9+.48 \times d B\left(d B=\text { deci bel } ; r^{2}=.95\right) \tag{28}
\end{equation*}
$$

This formula predicts an estimated sonority index based on a hypothetical intensity value. It characterizes the best-fitting line corresponding to the relative sonority of English coda consonants in phrasally stressed words. The obtained intensity value of each of these segments was compared to that of a stressed, utterance-initial low vowel (/a/) in a fixed carrier sentence. In (28) the $Y$ intercept is 13.9. This is the projected value of $Y$ (sonority) when $X(d B)$ equals 0 . Here it is significantly higher than the theoretical null value. This is because the obtained intensity of the reference vowel / $\mathbb{I} /$, whose sonority index is 17 , was subtracted from that of the target consonant for each utterance netasured. This is a type of normalization procedure often performed to control for random fluctuations in loudness across speakers and tokens. The slope in (28), .48, indicates the rate of change in the dependent variable $Y$ (sonority) per unit change in the independent variable $X(\mathrm{~dB})$. Its obtained value allows us to approximate the mathematical
nature of the relationship between intensity and sonority. Specifically, for every decibel by which the relative sound level is increased, the corresponding sonority rank increases by about 48 units (for this sample of five English speakers). Also in (28), $r^{2}=.95$. This is the coefficient of determination. It indicates the proportional reduction of error gained by using the linear regression model. Given this $r^{2}$ value, we can conclude that the single factor sonority accounts for (predicts) about 95 percent of the systematic variability in the intensity measurenents of that dataset.

Compared with previous accounts of sonority, the definition in (28) has several advantages (Parker 2008): (1) it is precise; (2) it is non-arbitrary; (3) it is phonetically grounded; (4) it is empirically verifiable and replicable; (5) it can be calculated for other speakers and languages; and (6) the underlying inethodology (regression) is compatible with different (competing) sonority scales. However, while studies of this type represent progress, some problens renain. For example, in Parker (2008) the majority of the mismatches between su nority ranks and segmental intensity values (in all three languages) involve the sonorant consonants, particularly the approximants (laterals and glides). The reason for this is not clear at this point and merits further investigation.

Finally, other researchers appeal to more functional aspects of the speech signal to avoid in voking sonority altogether. For example, building on the phonetically based work of Mattingly (1981) and Silverman (1995), Wright (20(4: 35) reformulates the SSP as "a perceptually motivated and scalar constraint in which an optimal ordering of segments is one that maximises robustness of encoding of perceptual cues to the segmental make-up of the utterance." Similarly, Ohala (1990a) claims that what drives the phonological phenomena discussed here is not really sonority but simply a need for adequate modulation in the acoustic wave.

## 6 Conclusion

Despite its problems, sonority makes sense. If it did not exist, it would be invented (Parker 2008). In this chapter a number of important issues have been examined. Nevertheless, certain topics need to be left for future work. For example, in $\S 3$ a possible contradiction between the claiins of the MSD approach and the SDP is noted, involving the relative unmarkedness of OGV चs. OLV demisyllables. An in-depth typological study of these clusters would be helpful. Also, more attention should be given to the phonetic and/or functional bases of principles such as the SSP, the SCL, and the MSD. The question of why these hold true is potentially intriguing. Finally, another interesting point not discussed here is whether sonority scales are necessarily the same a.cross different domains, such as phonotactics ers. the calculation of syllable weight.
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## 50 Tonal Alignment

Pilar Prieto

## 1 Introduction

In recent decades, the issue of tonal alignment has been at the forefront of several phondogical and phonetic debates in the analysis of intonation. Since the groundbreaking work of Bruce (1977), the autosegmental metrical approach to intonation proposed that intonational patterns were to be represented as autosegmental tone melodies (Pierrehumbert 1980; Beckman and Pierrehunbert 1986; Ladd 1996; and others). Given that melodies are independent front the segments which realize them in this theory (chapter 4j: tife representation of tone; chapter dit: autosecments), and since the tones are realized potentially over quite long strings, it is a central research issue to find a set of principles for mapping tones to segments. The term tonal alignment thus refers to the temporal implementation of fundamental frequency (F0) novements with respect to the segmental string. Tonal alignment has not only been used in crucial ways as an argument in favor of a given phonological framework, but has also been the foc us of debate in itself. This notion has played an important role in current theories of intonational phonology, since relative alignment of tones with the segmentals has been shown to be a crucial piece of information when describing the phonological make-up of the melodic contour. This chapter reviews four important topics in the recent history of phonology in the discussion of which tonal alignment has been a crucial component.

One of the important issues in intonational phonology is the investigation of the acoustic correlates that encode intonational categories. Since the beginning of the autosegmental metrical approach to intonation, tonal alignment has been claimed to play a central role in encoding intonational contrasts. Pierrehumbert (1980) and Pierrehumbert and Steele (1989) slowed that the timing of F0 peaks or valleys with segments functions contrastively in English, and that early-aligned pitch accents are phonologically distinct from late-aligned pitch accents. In the decades since the publication of these studies, a body of experimental research has shown that tonal alignment cues semantic distinctions in a number of languages and that it can be perceived in a near-categorical fashion (e.g. Kohler 1987; Niebuhr 2007 for German; D’lmperio and House 1997 and D’Imperio 2000 for Neapolitan Italian; Gili-Fivela 2009 for Pisa Italian; Pierrehumbert and Steele

1989 and Dilley 2007 for English). In §2 we will review recent experimental evidence that elucidates the role of tonal alignment in encoding intonational distinctions in a number of languages.

The relationship between tonal association and tonal aligmment has been a central issue in the tonal representation debates within the autosegmental metrical theory of intonation. Though the autosegmental metrical representational proposal has met with considerable success in accounting for melodic patterns in a variety of languages, the literature on tonal representation has identified a few phenomena that resist transparent analysis. Two such phenomena have to do with the metrical part of the model and the standard interpretation of the relationship between phorological association and phonetic alignment. It has recently been claimed that the theoretical concept of starredness is somewhat unclear and that its definition cannot be based solely on phonetic alignment (Arvaniti et al. 2000; Prieto et al. 2005). In $\S 3$ we describe the standard view of the relationship between phonological association of tones and phonetic alignment and then review some recent propusals on the topic.

Another important goal of several models of intonation luas been to develop a phonetic model of tonal alignment. Within these nodels, it is a central issue to determine what part of the variation in the realization of the tune-to-text mapping is due to phonetic implementation and what part is phonological and is accounted for in a phorological representation (either of the tone melodies or of prosodic or segmental anchors for tones). A body of work on tune-text alignment has shown that, apart from phonological distinctions in alignment, a variety of phonetic factors, such as tonal crowding, speech rate and syllable structure influence the fïne-grained patterns of $F 0$ location in predictable ways. For example, it has been demonstrated that time pressure from the right-hand prosodic context (i.e. the proximity of an upcoming accent or boundary tones) is crucial in determining the location of H peaks (see e.g. Silverman and Pierrehumbert 1990 for English and Prieto et al. 1995 for Spanish). Recent work has shown that when such right-hand prosodic effects are excluded (i.e. when the tonal features under investigation are not in the vicinity of pitch accents or boundary tones), the alignment of F0 peak targets is consistently governed by segmental anchoring (Arvaniti et al. 1998 for Greek; Ladd et al. 1999 for English). Similarly, other work on production and perception supports the hypothesis that prosodic structure inust play an essential part in our understanding of the coordination of $p^{i t c h}$ gestures with the segmentals and that listeners are able to employ these fine details of H tonal alignment due to syllable structure or within-word position to identify lexical items (D'lmperio et al. 2007b; Prieto et al., forthcoming). In $\$ 4$ we review recent proposals regarding phonetic anodels of tonal aligmment and the role of prosodic structure in the implementation of FO tonal alignneent patterns.

Finally, tonal alignment studies have also been used to test specific predictions by different phonological models of prosody and intonation. Arvaniti and Ladd (2009) provide a useful example of how a production study on alignnent can be used to test specific predictions by target-based us. configuration-based models of intonation (chapter 32: the represfentation of intonation). As we will see below, Arvaniti and Ladd undertook a very detailed phonetic study of the intonation of Greek wh-questions and tested different predictions about tonal innpletnentation. The F0 alignment data showed predictable adjustments in alignment depending on the location of adjacent tonal targets. The authors conclude
that models that specify the F0 of all syllables, and models that specify F0 by superposing contour shapes for shorter and longer domains, cannot account for predictable variation without resorting to ad hoc tonal specifications, which, in turn, do not allow for phonological generalizations about contours applying to utterances of different lengths. In $\S 5$ we review the evidence coming from a variety of tonal alignment studies that test specific predictions from different phonological models of intonation.

In the following sections, we present and discuss each of these four topics, providing the relevant data and highlighting some of the unresolved issues.

## 2 The role of tonal alignment in distinguishing intonational categories

One of the key discoveries within work on intonation is the fact that tones in intonational languages are associated with either metrically prominent syllables (pitch accents) or prosodic edges (boundary tones). Many theories of intonational phonology thus draw a clear distinction between the two sorts of tonal units, i.e. tonal entities associated with prominent or metrically strong syllables and tonal entities associated with edges of prosodic domains. Within the autosegmental metrical (AM) approach to intonation initially developed by Pierrehumbert (1980), she argues that the English intonation system consists of an inventory of tonal units, each consisting of either one or two tones, which can be High (H) or Low (L) (see chapter 14: autosegments; chapter 116: sentential prominence in englisit). These tones can either be associated with metrically strong syllables (and represented with $\mathrm{a}^{*}$, i.e. $\mathrm{H}^{*}$ and $\mathrm{L}^{*}$ ) or be associated with prosodic edges (and represented with a \% is, i.e. $\mathrm{H} \%$ and $\mathrm{L} \%$ ).

Tonal units can be monotonal or bitonal. In the case of tonal units associated with prominent syllables, or pitch accents, Pierrehunibert proposed a phonological inventory of six pitch-accent shapes for English ( $\mathrm{H}^{*}, \mathrm{~L}^{\ddagger}, \mathrm{H}^{*}+\mathrm{L}, \mathrm{H}+\mathrm{L}^{*}, \mathrm{~L}^{*}+\mathrm{H}$, $\mathrm{L}+\mathrm{H}^{*}$ ), some of them encoding alignment differences. Crucially, the AM model started to make use of the star notation (*) in bitonal pitch accents to indicate tonal association with metrically strong syllables and relative alignment - see $\S 3$ for a review of the starredness concept. The autosegmental representations in (1) capture the fact that the LH shape is aligned differently in the two contrastive pitch accents exemplified in figure 50.1. Whi.e $\mathrm{L}^{*}+\mathrm{H}$ has a low tone ( L ) on the stressed syllable and a high tone $(\mathrm{H})$ trailing $\mathrm{it}, \mathrm{L}+\mathrm{H}^{*}$ has a high tone on the stressed syllable with a low tone leading it:
(1) a. Only a millionzire b. Only a nillionaire


In sum, an important proposal of the AM model of intonation, based on Bruce's (1977) analysis of the tonal alignment contrast between Accent I and Accent II in


Figure 50.1 The fundamental frequency contour of the utterance Only a millionaine sposen with two different pitch accents on millionaire: the late-aligned pitch accent, which indicates incredulity or uncertainty (a), and the early-aligned pitch pattern, which indicates assertion (b). The vertical cursor is placed at the [m] release in millionnive. Figure repreduced from lierrehutnbert and Steele (1989: 182)

Swedish, is that pitch accent types can be phonologically distinguished by their relative alignment with the metrically proninent syllable. Pierrehumbert (1980) shows that tonal alignment functions contrastively in English and that earlyaligned pitch accents are phonologically distinct from late-aligned pitch accents. Figure 50.1 shows two intonation patterns of the utterance Only a millionaire spoken with two different pitch accents on millionaire: the late-aligned pitch accent, which indicates incredulity or uncertainty (a), and the early-aligned pitch pattern, which indicates assertion (b).

In their seminal paper, Pierrehumbert and Steele (1989) performed an imitation task with the two intonation patterns of the abovementioned utterance Only a millionaire (see Figure 50.1). They created a synthesized continumn of several steps of alignment between the two, and asked subjects to imitate the utterance. The results of the imitation task revealed the existence of two separate phonological categories. The authors argued that if the subjects had been able to reproduce the full range of the continuum in their imitation, peak alignment differences could be regarded as gradient. However, since they found that by and large the distribution
of peak alignment was bimodal in the imitation data, they therefore concluded that the distinction be:tween early and late peak alignment was categorically distinct.

Pierrehumbert and Steele's paper represented an important first step in a series of experimental investigations on the perception of tonal alignment (see Citapter 98: speecti perception and pionology). Since then, a body of experimental research has demonstrated that tonal alignment cues intonational meaning distinctions in a number of languages (e.g. Kohler 1987 and Niebuhr 2007 for German; D'Imperio and House 1997 and D'Inperio 2000 for Neapolitan Italian; Gili-Fivela 2009 for Pisa Italian; Dilley 2007 for English). The issue of whether a certain pair of intonational contrasts can be accompanied by categorical differences in meaning and whether these contrasts are perceived in a discrete or a gradient fashion has been an important research question in the field of intonation. A number of experinental methods have been used to study what is categorical or linguistic in intonation and what is paralinguistic and gradient (see the reviews in Gussenhoven 2004, 2006; also citapter 89: Gradience and categoricality in phonological theory). In what follows we review recent studies that have provided evidence from a nuinber of languages on the role of tonal alignment in encoding intonational distinctions. All in all, these articles provide robust experimental evidence for the claim that changes in F0 alignment of peaks and valleys are especially salient and cue phonological distinctions across languages. This evidence has been generally interpreted as direct support for AM theory, as tonal alignment differences in this model are encoded phonolog ically at the pitch accent level.

Kohler's (1987) paper was the first to apply the Categorical Perception paradign to alignment data and to show that alignment contrasts can be perceived categorically. The Categorical Perception paradigm involves firstly an identification/classification task in which the listeners have to categorize stimuli taken from a continuum, and secondly a discrimination task in which listeners are asked to judge pairs of stimuli as being either the same or different. For perception to be considered categorical, a peak of discrimination is expected at the point in the acoustic domain that separates the two categories (for a review, see Dilley 2007). Kohler (1987) employed the complete paradigm to investigate the perception of a set of F0 contours in German involving rises with a continuun created between early and medial peaks. He found that the early peak was asseciated with finality ("knowing," "coming to the end of an argument"), and the medial peak with openness ("observing," "starting a new argument"). The results of both tasks of the paradigm revealed categorical changes in the identification of early vs. medial peaks, with a discrimination maximum across the category boundary. More recently, Niebuhr (2007) carried out a series of perception experiments with the same German alignment contrasts and showed that the function-based identification of the peak categories is influenced not only by peak synchronization, but also by peak shape and height. In general, though, his findings corroborate the existence of the two categories in German intonation and support the idea that the timing of the peak movements with regard to the accented vowel is important for their perceptual differentiation.

Similar results have been obtained for American English tonal alignment contrasts. Following Pierrehumbert and Steele's (1989) investigation, a number of studies have examined the distinction between an early-aligned pitch accent $\left(\mathrm{L}+\mathrm{H}^{*}\right)$ and a late-aligned pitch accent $\left(\mathrm{L}^{*}+\mathrm{H}\right)$ in American English. In the most comprehensive study, Dilley (2007) conducted a series of perception experiments
with the two pairs of accents attested in American English ( $\mathrm{H}^{*}$ and $\mathrm{H}+\mathrm{L}^{*}$, and $\mathrm{L}^{*}$ and $\mathrm{L}+\mathrm{H}^{*}$ ), an identification task, two types of discrimination tasks and an imitation task. Evidence of discrimination maxima that aligned well with identification crossover points in the identification task demonstrated categorical perception for intonation and provided converging evidence with earlier results by Kohler (1987). Moreover, converging evidence for the categorical perception of intonation categories was obtained from the imitation study.

Though Kohler (1987) and Dilley (2007) are advocates of the application of the Categorical Perception paradignt to intonation, few other studies have showr clear evidence of categor ical perception, i.e. with a clear discrimination peak in the expected position. The discrimitation functions observed differ between studies, and in the majority of cases no discrimination peaks appear at the category crossover point revealed by the identification test. One such exaınple is described in Gili-Fivela's (2009) article. She investigated the contrast between narrow focus and narrow contrastive focus in Pisa Italian, represented as $\mathrm{H}^{*}$ and $\mathrm{H}^{*}+\mathrm{L}$. In Pisa Italian, as in other languages, narrow contrastive focus is expressed through the use of retracted pitch peaks and an increase in pitch height. Gili-Fivela applied the Categorical Perception paradigm to the data, with both identification and discrimination tasks being performed, and also an innitation task. She manipulated both the alignment and scaling patterns of a rising pitch accent in narrow focus and a rising-falling pitch accent in contrastive narrow focus. The results showed that whie there is a clear difference between a narrow focus pattern and a contrastive focus pattern in production, the contrast might not be categorically perceived, as the identification and discrimination functions do not correspond to an abrupt shift in identification aligned with a discrimination peak.

Other studies have shown that the slope of the rise and the shape of the peak also contribute to tonal contrast identification. D'Imperio and House (1997) and D'Imperio (2000) investigated the distinction between questions and statements in Neapolitan Italian. In Neapolitan Italian, questions and statements are characterized by a rise in pitch that uccurs in the vicinity of the accented syllable. The materials in D'mperio and House (1997) consisted of a series of stimuli in which the F0 peak of a rising-falling pitch accent was shifted forward and backwards within the accented syllable. Neapolitan listeners performed an identification task in which they listened to the stimuli and then classified each of them as either a question or a statement. The results showed that questions and statenents are primarily distinguished by the relative alignment of the rise in a rise-fell pattern in the accented syllable. In subsequent experiments using this same contrast, D'Imperio (2000) showed that both details of the temporal alignnent of target tones and the shape of the peak contribute to the identification of the contrast between questions and statements in this language. Moreover, she found that syllable structure detail modifies acoustic rarget alignment but does not modify the crossover point between the two categories (for more detai.s, see $\$ 4$ ).

New experimental paradigms have been recently applied to study the role of tonal alignınent in spoken language processing. Chen et al. (2007) adopted the eye-tricking paradigm to investigate the role of pitch accent type and deaccentuation in online processing of information status in British English. ${ }^{1}$ It was found that

[^32]two types of pitch accents ( $\mathrm{H}^{*} \mathrm{~L}$ and $\mathrm{L}^{*} \mathrm{HL}$ ) create a strong bias toward newness, whereas deaccentuation and the $L^{*} \mathrm{H}$ pitch accent create a strong bias toward givermess. Watson et al. (2008) also used the eye-tracking paradigm to investigate whether the presence of a pitch accent difference betwreen $\mathrm{L}+\mathrm{H}^{*}$ and $\mathrm{H}^{*}$ in English biases listeners toward interpreting a temporarily ambiguous noun as referring to either a discourse-given or a discourse-new entity. Participants had to perform a word-recognition task (for exanıple, candle vs. candy) and pick up one of the two competing objects, while their eye movements were being monitored. They found that although listeners interpreted these accents differently, their interpretive domains overlapped. $\mathrm{L}+\mathrm{H}^{*}$ created a strong bias toward contrast referents, whereas $\mathrm{H}^{*}$ was compatible with both new and contrast referents.

The electro-encephalography (EEG) technique, a procedure which measures electrical activity of the brain and which allows for the non-invasive measuring of brain activity during cognitive processing, has also been used to study pitch processing. For example, Fournier at al. (2010) used this technique to investigate the tonal and intonational pitch processing of some tonal contrasts (some of them alignment contrasts) by native speakers of the tonal dialect of Roermond Dutch as compared to a control group of speakers of Standard Dutch, a non-tone language. A set of words with identical phoneme sequences but distinct pitch contours, which represented different lexical meanings or discourse meanings (e.g. statement vs. question), were presented to both groups. The stimuli were arranged in a mismatch paradigm, under several experimental conditions: in the first condition (lexical), the pitch contour differences between stinuli reflected differences between lexical meanings; in the second condition (intonational), the stimuli differed in their discourse meaning. In these two conditions, both native and non-native responses showed a clear magnetic mismatch negat ivity in a time window from 150 to $25(0)$ msecs after the divergence point of standard and deviant pitch contours. In the lexical condition, a stronger response was found over the left temporal cortex of speakers of standard as well as non-standard Dutch. Crucially, in the intonational condition, the same activation pattern was observed in the control group, but not in the group of Roermond Dutch speakers, who showed a right-hemisphere dominance instead. Thus the lateralization of pitch processing was condition dependent in the Roermond Dutch group only, suggesting that processes are distributed over both temporal cortices according to the functions available in the grammar.

Finally, researchers have begur to consider the role of potential articulatory landmarks and the coordination or alignment between tonal gestures (measured as F0 turning points) and oral constriction gestures. Recent work by Mücke et al. (2006), D'Imperio et al. (2007a), and Mücke et al. (2009) has investigated alignment patterns for three different languages (Italian, German, and Catalan) by using electronagnetic inid-sagittal articulography (EMMA) for capturing oral constriction gestures alongside acoustic recordings. The end of pitch movements in bitonal pitch accents co-occurs with the minima and maxima of the closing gesture of $C_{2}$ in $C_{1} V . C_{2}$ and $C_{1} V C_{2}$ sequences. In all these studies, such pitch targets were seen to be more closely aligned in time with articulatory landmarks than with acoustic ones. However, there was some variation as to the articulatory landmark which served as an anchor for the tonal target. For example, in German nuclear LH accents, the H peaks co-occurred with the intervocalic C target, whereas in pre-nuclear accents peaks co-occurred with the target for the following vowel (what is called "accent shift"; Mücke et al. 2009). In Catalan it was the consonantal
peak velocity rather than the consonantal target which served as the landmark. Such an apparently small alignment difference in the articulatory anchor type may be used by speakers to make (or contribute toward making) phonological distinctions, as in Neapolitan, where H in $\mathrm{L}^{*}+\mathrm{H}$ (questions) aligns with the maximum constriction, and H in $\mathrm{L}+\mathrm{H}^{*}$ (statements) aligns with peak velocity (see D'Imperio et al. 2007a).

## 3 Phonological encoding: Tonal association and tonal alignment

The topic of this section is the relation between phonological association and phonetic alignment of tones and how it is encoded in a representational system. The starting point is provided by the autosegmental metrical approach to intonation, which has developed an explicit phonological representational approach that has been applied to a variety of languages (Pierrehumbert 1980; Pierrehumbert and Beckman 1988; Ladd 1996; Gussenhoven 2004; among others). Though the AM representational proposal can account for melodic patterns in a variety of languages, there are a number of areas that remain unresolved. Two of these issues relate to how to interpret the relationship between tones and metrically strong syllables in the AM model, namely the concept of starredness on the one hand and the interpretation of the relationship between phonological association and phonetic alignment on the other.

The AM phonological representation of pitch accents encodes "autosegmental" information (or pitcla accent shapes, LH or HL) and "netrical" information, i.e. information about the association of tones with metrical constituents and the relative alignment of tones with the metrically prominent syllable. The surface alignment of tones is basically derived from the use of the star notation ( ${ }^{*}$ ). The star notation encodes two complementary things: (i) phonological association belween pitcli accent shapes and stressed syllables - in other words, a tone gets a star when it is associated to a metrically strong position; (ii) relative alignment in bitonal pitch accents - i.e. the tone that gets the star is the one that is directly linked to the metrically strong position. In bitonal accents, the question of which tone in LH or HL accent shapes should be assigned a star is not completely straightforward. On this issue, Pierrehumbert's original definition states that "a strength relationship is defined on the two tones of bitonal accents and that it is the stronger tone which lines up with the accented syllable" (Pierrehumbert 1980: 76-77). According to this definition, it is ambiguous whether the star notation * indicates phonetic alignntent between the tonal unit and the stressed syllable or just a "looser" phonological association. Similarly, Pierrehumbert and Beckman (1988: 234) note that "the * diacritic marks which tone of a bitonal accent is aligned with stress." Arvaniti et al. (2000: 120) state that "phonetically this use of the star is to be interpreted as signifying that the starred tone is aligned in time with the stressed syllable." In subsequent wrork, one of the most conunon interpretations of the star notation is that the starred tone is phonetically aligned with the stressed syllable, and thus a strict temporal alignment between the tone and its tone-bearing unit is expected.

Recently, attention has been drawn to the various problems created by the representational ambiguity of the star notation. One of them is that it can be difficult to decide between competing AM analyses of bitonal accents, because the same
contours can be transcribed in different ways (Prieto et al. 2005). For example, let us compare the surface alignment of the tones described by the English and Spanish L+H* $\mathrm{L}^{*}+\mathrm{H}$ contrasts according to, respectively, Pierrehunıbert (1980) and Sosa (1999). Even though the two phonological units capture the two-way phonological contrast present in both languages, the same labels $\mathrm{L}+\mathrm{H}^{*}$ and $\mathrm{L}^{*}+\mathrm{H}$ refer to different phonetic realizations (or alignment patterns) in the two languages. In fact, English $\mathrm{L}+\mathrm{H}^{*}$ corresponds to Spanish $\mathrm{L}^{*}+\mathrm{H}$. This difference between the notational systems is caused by different interpretations of the star notion: while in the English notation the star is interpreted as an indication of phonological association between tlue tone and the prominent syllable, in Spanish it is interpreted as phonetic alignment, that is, the star is indicating whether the H peak is aligned $\left(\mathrm{H}^{*}\right)$ or not aligned $\left(\mathrm{L}^{*}\right)$ with the stressed syllable.

## Schematic representation of $\mathrm{L}+\mathrm{H}^{*}$ and $\mathrm{L}^{*}+\mathrm{H}$

a.


b. Spantish (after Sosa 1999)


In addition, stome authors have pointed out that the theoretical concept of starredness is ill-defined and cannot be based solely on phonetic alignment (Arvaniti et al. 2000). Arvaniti et al. present evidence from Greek of the types of problems that arise when phonetic alignment to the accented syllable is taken to be the exponent of association of tones with segments. As they note:

> we show that there exist pitch accents that are clearly bitonal but neither tone is, strictly speaking, aligned with the accented syllable. We argue from this fact that association cannot be based on phonetic alignment in any straightforward way and that a more abstract and rigorously defined notion of starredness is required.

In Greek rising pitch accents in pre-nuclear position, typically, neither L nor H is phonetically aligned with the stressed syllable: in most cases, the L is consistently a ligned before the beginning of the accented syllable ( 5 msecs on a verage before the onset), and $H$ displays more variability and is typically located in the posttonic. Thus, these authors conclude that "if alignment is the sole exponent of the association of tones to segments, phonetic variability in this domain becomes a crucial issue when the phonological structure of a bitonal accent is in question" (Arvaniti et al. 2000: 121). We take it as essentially correct that a one-to-one relationship between phonological association and phonetic alignment is difficult to maintain in the current AM model.

In a recent proposal, Prieto et al. (2005) describe the contrastive possibilities of alignment of rising accents in three Romance languages, Central Catalan, Neapolitan Italian, and Pisa Italian (see also chapter 2: contrast). According to these authors, these Romance languages provide evidence that small differences in alignment in rising accents must be encoded phonologically. To account for such facts within the AM model, they develop the notion of "phonological anchoring" as an extension of the concept of secondary association originally proposed by Pierrehumbert and Becknian (1988). They propose that the
phonological representation of pitch accents needs to include two independent mechanisms to encode alignment properties with metrical structure: (i) encoding of the primary phonological association (or affiliation) between the tone and its tone-bearing unit; and (ii), for some specific cases, encoding of the secondary phonological anchoring of tones to prosodic edges (i.e. moras, syllables, and prosodic words). (3) shows the schematic representation of the primary and secondary associations of a phrasal H within the accentual phrase in Japanese (Pierrehumbert and Becknan 1988: 129). The solid line indicates primary association to the accentual phrase $a$ and the dashed line secondary association to the second sororant mora $\mu$ within the accentual phrase.
(3) Tapanese (after Pierrehumbert and Beckman 1988: 129)


The Romance data provide crucial evidence of mora-edge, syllable-edge, and wordedge $H$ tonal associations and suggest that not only peripheral edge tones seek secondary associations. ln this way, the specification of metrical anchoring points in the phorwlogical representation offers a more transparent analysis of the alignment contrasts found in Romance languages and, ultimately, can help in the task of defining a more transparent pitch accent typology. Finally, Prieto et al. (2005) argue that such an approach makes the mapping from phonological representation to surface alignment patterns more explicit, and that it thus allows for more straightforwand cross-linguistic comparisons.

The evidence described above shows that even though AM representations are adequate when it comes to characterizing the minimal contrasts in pitch accent types found in different languages, the proper procedures by which to map phonological representations and the surface alignment of tones (through the use of the star notation) are still somewhat unclear. This is because the specific details of the coordination between tones and the segments that are linked to the structural unit are not part of the phonological representation itself. We thus agree with Arvaniti et al.'s (2000: 130) suggestion "that the task for the future is to refine the notion of the phonological association of tones in intonational systen.a.s." ln the near future, the contrastive possibilities of alignment fuund cross-linguistically need to be explored. This will provide firm ground from which to advocate a further refinement of the metrical side of the AM model.

## 4 Phonetic models of tonal alignment

Apart from changes in tonal alignment which have phonological effects, i.e. which encode a difference in meaning (see $\$ 2$ and $\S 3$ ), tonal alignnment is influenced by
a variety of phonetic factors, such as tonal crowding, speech rate, segmental composition, and syllable structure composition. These fine-grained F0 alignment differences do not affect meaning or representation, and are instead considered to arise from differences in phonetic implementation rather than phonological representation. In this section we review some of the production studies that have investigated the influence of such factors on tonal alignment patterns and the perception studies that have demonstrated that some of these effects are employed by native speakers in lexical access tasks.

Cross-linguistically, the location of fundamental frequency peaks (or H values) has been shown to be greatly affected by the right-hand prosodic context, in such a way that the peak is retracted before upcoming pitch accents and boundary tones (see Silverman and Pierrehumbert 1990 for English and Prieto et al. 1995 for Spanish, for example). Prieto et al. (1995) examined the peak placement patterns in rising accents in Spanish and found the following: (i) the location of the start of the FO rise is fairly constant (generally at the onset of the accented syllable); (ii) as in English, the duration of the rising gesture is highly correlated with syllable duration. These results show that the slope and/or duration of a speech F0 movement are not constant, as claimed by the fixed rise-time hypothesis (Fujisaki 1983; 't Hart et al. 1990; and others), but are instead governed by the coordination of the movement with the segmental string. Both studies demonstrated that a successful quantitative model of peak placement must contain at least two factors, namely the duration of the accented syllable and the distance in syllables to upcoming pitch accents or boundary tones.

The Segimental Anchoring Hypothesis (henceforth SAH), as articulated by Ladd et al. (1999) on the basis of work by Prieto et al. (1995) and Arvaniti et al. (1998), refers to the idea that the slope of tonal movements is not invariant, but rather is specifically related to segmental anchors. Arvaniti ot al. (1998) fround an unexpected and consistent stability effect when little or no tonal pressure was exerted on the pitch accent. In a Greek word such as [pa'ranoma] 'illegal', the H target in the LH pitch accent associated with the test stressed syllable ['ra] was consistently aligned over - or "anchored to" - the frontier between the post-accentual onset and the following vowel ( $[\mathrm{n}]$ and $[\mathrm{O}]$ ). This clearly contradicts the traditional "constant slope" and "constant duration" hypotheses (i.e. the fixed rise-time hypothesis: Fujisaki 1983; 't Hart et al. 1990; and others). The SAH says that both the beginning and the end of a rising or falling FO movement are anchored to specific points in the segmental string, such as the beginning of the stressed syllable or the following unstressed vowel, and consequently the duration of the F0 movement is strongly dependent on the duration of the segmental interval between the anchor points. As we will see below, work on the effects of lower prosodic structure levels such as the syllable or the prosodic word on tonel alignment shows that we need to refine the SAH to incorporate these findings.

Recent work on tonal alignment in different languages has shown that the position of the peak tends to change across syllable structure types (e.g. Rietveld and Gussenhoven 1995 for Dutch; D'Imperio 2000 for Neapolitan Italian; Prieto and Torreira 2007 for Peninsular Spanish; Prieto 2009 for Catalan). For example, D'1mperio (2000) found that the peak was located closer to the vowel offset in closed syllables in Neapolitan Italian. While in open syllables the peak was aligned with the end of the accented vowel, in closed syllables the peak was somewhat retracted and located within the coda consonant. This same effect of coda
consonants on alignment has been detected in both rising accents in various languages (see citations above) and falling nuclear accents in Catalan (Prieto 2009). The results indicate that while the beginning of the falling accent gesture $(\mathrm{H})$ is tightly synchronized with the onset of the accented syllable, the end of the falling gesture ( L ) is more variable and is affected by syllable structure: in general, while in open syllables the end of the fall is aligned roughly with the end of the accented syllable, in closed syllables it is aligned well before the coda consonant.

D'Imperio et al. (2007b) hypothesized that Neapolitan listeners inight capitalize on the alignment regularity for the perception of lexical contrast. Specifically, theeir hypotluesis was that listeners of Neapolitan ltalian might identify more closed syllable items when tonal alignment details are congruent with those for this type of syllable structure (see also Petrone 2008). In order to test this hypothesis, two natural productions of the words nono 'ninth' and nomno 'grandfather', both carrying a yes/no question nuclear accent, were inanipulated in two ways. First, the researcluers modified the length of the stressed vowel and the following consonant in five steps, in order to shift the perception of each item from nono to nonno and vice versn. Then, tonal alignment was shifted earlier, in four steps, without changing the percept of the question to that of a statement but merely creating question patterns that would be more or less congruent with the syllabic structure of the base. Thirteen Neapolitan listeners identified the stimuli as either nono or monno. Significantly, the results showed that the alignment manipulation produced a category boundary shift in the nonno base stimulus series, but no effect in the open syllable series, supporting the hypothesis that fine detail of tonal alignment not only is employed to signal pragmatic contrast but nay also be stored as part of the phonological specification of lexical items.

Similarly, acoustic work on a variety of languages has shown that H peaks are consistently affected by the position of the accented syllable within the word (for English, see Silverman and Pierrehumbert 1990, and for Spanish Prieto et al. 1995). In general, peaks tend to shift backwards as their associated syllables approach the end of the word: in other words, the distance from the beginning of the accented syllable to the peak is longer in words with antepenultimate stress than in words with penultimate stress, which in turn show a longer distance than in words with final stress. In order to correct for the potentially confounding effects of stress clash (or distance to the next accented syllable), Prieto et al. (1995) analyzed a subset of the data obtained from test syllables in different positions in the word (e.g. mimero 'number', numero 'I number', numeró '(s)he numbered'). Their materials consisted of word sequences in which there was a distance of two unstressed syllables between one accented syllable and the next (e.g. mimero rápido 'quick number', numero newioso 'I number nervously', and mumeó regular '(s)he numbered in a regular way'). The three diagrams in Figure 50.2 show a schematic representation of the difference in F0 timing patterns in the three conditions, mimero rípido, mumero nervioso, and mmeró regular. A significant effect of word position on different measures of peak alignment was found in all the comparisons. Similarly, in Silvernan and Pierrehumbert's (1990) model of FO peak location, the dropping of the variable "Word-Boundary" (while leaving the variable "Stress Clash" as a main predictor) significantly worsened the fit of the model.

Prosodic word effects seem to suggest the possibility that the end of the word (and not only the presence of upcorning accents or boundary tones) is acting as a kind of prosedic boundary that exerts prosodic pressure on H tonal targets and


Figure 50.2 A schematic representation of the difference in F0 timing patterns in the three conditions, numero rapido, monero mervioso, and numeró regular
that this effect can be exploited in svord boundary identification tasks. Prieto et al. (forthcoming) performed a set of production and perception experinents that dealt with potentially ambiguous utterances distinguished by word boundary location in Catalan and Spanish (e.g. Catalan mirgè batnlles' '(s)he looked at battles' vs. mirgon trilles ' $\mathrm{l} /(\mathrm{s}$ )he used to look at carvings'; Spanish dn balazos '(s)he fires shots' vs. dalan lazos 'l/(s)he gave ribbons'). For the perception experiments, they hypothesized that relative peak location would help Catalan and Spanish listeners in terms of lexical access. The results of the production experintents showed that the prosodic word domain has a significant shifting effect on F peak location, and the results of the perception experiments showed that these alignment patterns are actively used by listeners in word identification tasks.

In general, the results of studies on lexical access (D'Imperio et al. 2007b; Prieto et al., forthcoming) support the hypothesis that listeners are able to employ fine allophonic details of H tonal alignment due to syllable structure or within-word position to identify lexical items. This empirical evidence demonstrates that prosodic structure must play an essential role in our understanding of the coordination of pitch gestures with the segmentals and argues in favor of a view supported by other work that prosodic structure is manifested in details of articulation.

## 5 Tonal alignment: Evidence for target- vs. configuration-based theories of intonation

As pointed out in §2, work on tonal alignment has provided robust experimental evidence that changes in the synchronization of peaks and valleys with segmental landmarks are key perceptual cues for phonological distinctions across languages. This evidence has been interpreted as direct support for AM theory, which is widely held to afford a number of advantages over other discrete tone theories, as tonal alignment differences in this model are encoded phonologically in pitch accent units.

Alignment studies have also been used to test specific predictions about different phonological models of prosody and intonation. For example, one of the old controversies in intonation studies surrounds the relative merits of the target-based vs. configuration-based theories of intonational primitives (see Ladd 1996: $\$ 1.2$ for a review; also Arvaniti and Ladd 200). The target-based model (also called target-and-interpolation model by Arvaniti and Ladd 2009) is the phonetic basis of AM intonational phonology, which has become the dominant phonological framework for analyzing intonation. This model assumes that certain points
in the contour (e.g. local targets or F0 maxima and F0 minima) reflect phonologically specified targets and thus derive the intonational contour by defining the tonal targets and then connecting those through an interpolating FO curve that goes from one target to the next. In recent years there has been accumulating evidence from tonal alignment studies that L and H tones behave as static targets and that they align with the segmental string in extremely consistent ways. Typically, in a variety of languages, the L valley of pre-nuclear rises is precisely aligned with the beginning of the accented syllable (see Prieto et al. 1995 for Spanish, Arvaniti et al. 1998 for Greek, and Ladd et al. 1999 for English, for example). Moreover, some studies have shown that this precise $L$ intonational alignment with word or syllable boundaries is used by listeners in lexical identification tasks. For example, Ladd and Schepman (2003) showed that the different alignment of L in minimal pairs like Norman Elson/Norman Nelson is a useful cue to the word-boundary distinction between them. If L alignment was modified experimentally in such ambiguous phrases, this affected the listeners' judgments in the identification task. Simi.arly, a recent study on the tonal marking of the French Accentual Phrase (AP) by Welby (2003) slowed that the L tone associated with the left edge of the first content word of the AP is aligned at the boundary between the last function word and the first syllable of the first content word. Welby's results for perception showed that French listeners use the alignment of the $L$ tone as a cue for lexical access (in pairs such as mes galops 'my gallops' and mégalo 'megalomaniac'). All in all, these alignment results, as well as many scaling results, have been interpreted :n favor of the target-based hypothesis (for a review, see Ladd 1996).

On the other hand, configuration-based theories (also called concratenation models by Arvaniti and Ladd 2()(19) treat the contour as the result of stringing together entire tonal sequences (not necessari.y straight lines) of various lengths. Traditional intonational descriptions of the socalled "British school" (e.g. Crystal 1969; $\mathrm{O}^{\prime}$ Comnor and Arnold 1973) and the approach adopted by the Eindhoven-based Institut voor Perceptie Onderzoek (IPO; e.g. 't Hart et al. 1990) are of this sort, as is the more recent syllable-concatenation model proposed by $X u$ and colleagues (e.g. $X u$ and $W a n g$ 2001; $X u$ and $X u$ 2005). There have been several results reported in the literature that provide support for a configuration-based theory of intonation. For example, as inentioned above, DTmperio and House (1997) undertook a perception. experiment that investigated the contrast between questions and statements in Neapolitan Italian. They wanted to determine whether the major perceptual cue to this category distinction involved only the temporal alignment of the high-level target with the syllable or if instead the category percept also depended on the presence of a rising or falling melodic movement within the syllable nucleus. The results showed that the primary perceptual cue for questions is a rise through the vowel, while the primary cue for statements is a fall through the vowel. D'Imperio and House claimed that their results confirmed the second hypothesis, in that perceptually a rise in the vowel was the most important cue for the question, while a fall in the vowel was the most important cue for the statement, thus supporting the notion that pitch movements through areas of stability are perceptually important for identifying tonal categories.

Contrasting results were obtained by Arvaniti and Ladd (2009), who carried out a production study in which they used acoustic alignment measures to test specfic predictions about different phonological models of intonation. This involved


Figure 50.3 The waveform, spectrogram, and FO contour of lapo'pu na milane me ton 'menelo] 'Where could they be speaking to Menelos fron?' (speaker KP), illustrating the measurements taken on the F0 contour and relevant segmental onsets. Figure reproduced from Arvaniti and Ladd (2009:55)
undertaking a very detailed phonetic study of the Greek wh-question melody. According to their results, certain points in the Greek wh-question melody show little variability in scaling and predictable variability in alignment. A close analysis of the F0 alignment data showed that (i) the exact contour shape depended on the length of the question, and (ii) the position of the first peak and the low plateau depended on the position of the prominent anchor syllables. The study also showed predictable adjustments in aligmonent depending on the proximity of adjacent tonal targets. Figure 50.3 show's the F0 contour of a long wh-question. In long wh-questions, the contour starts with a rise from a low F0 point, the fall from the peak is relatively shallow, and the following low F0 stretch is long. By contrast, short wh-questions consist of a high tone associated in time writh the stressed syllable of the wh-word, followed by a rapid fall to a stretch of low F , followed by a small rise.

Arvaniti and Ladd (2009) argue that the Creek wh-question data strongly argue in favor of a torget-based model of intonational phonology like that proposed by the autosegmental metrical framework of intonational phonology, and in particular in favor of the notion of sparse tonal specification. This is because one key assumption of the autosegmental metrical framework is that there is not necessarily any role for the syllable in modeling utterance contours. Rather, Fo targets can be temporally anchored to the segmental string in a variety of ways. This is exactly what we find in the whecontour data in Greek, as the alignment and scaling adjustments observed in the contour are totally predictable, and depend on the length and tonal crowding manipulations in the target utterance. Arvaniti and Ladd claint that these pred ictable effects cannot be explained by superposition models of intonation, such as Fujisaki's (1983) command-response model, or by configuration-based models that specify F0 by superposing contour shapes for shorter and longer domains, since both of themt lack the inechanisms to account
for effects such as the truncation of targets or asymmetrical adjustments to the larger tonal domains. Similarly, models that specify the F0 of all syllables (like Xu and colleagues' model), and thus assume that all syllables are specified for tone, cannot account for lawful variation except by using ad hoc tonal specifications, which, in turn, do not allow for phonological generalizations about contours applying to utterances of different lengths.

## 6 Conclusion

In recent decades, the issue of tonal alignment has been a key focus of phonological research in intonational phonology. We now have sulid evidence conning from different languages that F0 alignnent differences can convey intonational contrasts, and that these alignment differences can be perceived in a near-categorical way. In this chapter, we have reviewed this work, and the use of several techniques in the investigation of tonal alignment processing ( $\$ 2$ ). As we have seen, a wide range of methodological paradigms have been applied to alignment research, including acoustic and articulatory analyses of speech productions, judgments and reaction tines obtained during identification and discrimination tasks, measurements of brain activity, and eye movements.

A recent debate within the autosegmental metrical approach to intonation has been how to represent these phonological contrasts in tonal alignment. As has been reported before, this theory does an especially good job of accounting for why tone alignment differences can convey intonational contrasts. In the AM framework, the star notation encodes both phonological association of the tones with a stressed syllable and the relative alignment in bitonal pitch accents. However, though the AM representations can adequately characterize the min:mal contrasts in pitch accent types found in different languages, the procedures for mapping the surface alignment of tones through the use of the star notation onto phonological representations are still somewhat unclear. This chapter has reviewed some recent proposals regarding this issue which highlight the need to further investigate the contrastive possibilities of alignment found cross-linguistically.

Apart from the phonological contrasts induced by tonal alignnent, F0 tonal patterns are influenced by a variety of phonetic factors, such as prosedic crowding, speech rate, segmental composition, upcoming syllable structure, and prosodic word boundaries. In this case these fine-grained F0 alignment differences do not affect intonational meaning. This chapter has reviewed some of the production and perception studies that have informed the current phonetic models of tonal alignment. This work has highlighted principles of stability and also of adaptation to neighboring prosodic structure as basic pillars of phonetic models of tonal alignment. Importantly, some of these alignment patterns have been shown to be actively used by listeners in word identiffication tasks and lexical access.

Finally, tonal alignment issues have historically been used as arguments to test the predictions of phonological models of intonation and to bear upon current thecories of intonational phonology. The last section of this chapter has offered a selection of the arguments put forth in favor of the target-based model of intonation. As a final note, we believe that the full exploitation of recent methodological advances will provide important answers to the role of tonal alignment in phonological and phonetic models of intonation.
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# 51 The Phonological Word 

Anthi Revithiadou

## 1 Introduction

In the past few decades, the field of phonology has witnessed the development of an assortment of phonological theories and their offshoots. Seminal among thenn is the theory of Prosodic Phonology, which explores how prosodic structure is built in relation to morphosyntactic structure. Prosodic Phonology employs mapping rules that aim at organizing chunks of structure (e.g. strings smaller or larger than the grammatical word) into hierarchically ordered layers of prosodic units which, in turn, form the domains within which phonological rules apply. Such phonological domains need not be isomorphic to morphosyntactic constituents. More importantly, the existence of a mapping mechanism entails that rules of phonology proper (i.e. rules inducing changes in the phonological shape and pattern of a string of elements) do not nake direct reference to morphosyntactic constituents. ${ }^{1}$ In general, the basic tenet of Prosodic Phonology is that phonological rules cannot see nor refer to any structure other than the units of the Prosodic Hierarchy (Selkirk 1978b, 1980, 1981a, 1981b, 1984, 1986, 1995; Nespor and Vogel 1982, 1986; Haves 1989; see alsu chapter 30: syllable-internal structure, chapter 40: THE FOOT, CHAPTER 48: STRESS-TIMED VS, SYLLABLE-TIMED LANGUAGES, CHAPTER 54: THE SKEL.ETON, CITAPTER IO4: ROOT-AFFIX ASYMBJETRIES, and CIIAPTER .iG: SIGN syllables for some other aspecis of the Prosodic Hierarchy):

[^33](1) Prosodic Hierarchy


The Plonological Word (PW) is one of the best-established constituents of the Prosodic Hierarchy, and has received a great deal of attention. Despite its wide acceptance, certain aspects of the PW are still under debate in the literature. Part of the controversy surrounding its name pertains to the fact that the PW has broadly been established as the constituent that mediates the interface of phonology with norphology (i.e. lexical component) and syntax (i.e. post-lexical comiponent), even though originally it was not intended to encapsulate both aspects of the interface. Moreover, it is the prosodic constituent which, roughly, corresponds to a grammatical word, and hence, naturally, cannot escape the conflicts and ambiguities associated with this notion.

This chapter, therefore, aims to address all the major issues pertaining to the PW. More specifically, I will first explore the exact nature of the mapping mechanism(s) involved in the construction of this prosodic constituent. The pivotal questions center on the ways the mapping rules operate to group a specific chunk of morphosyntactic structure into a PW and the way this is formally expressed. It will become apparent from the discussion that, despite the thirty or so years of research in this area, certain aspects of the mapping mechanism are still poorly understood. Second, I will present the methodology and, in particular, the diagrostic criteria employed by researchers in identifying the domain of the PW. This survey will provide the opportunity to investigate and, more importantly, assess the amount of knowledge that has been accumulated over the years regarding the nature of rules that identify this prosodic constituent. Third, I will revit w the empirical situation and, more specifically, whether cross-linguistic evidence renders the PW universally viable or not. To this end, alternative proposals - which range from the formation of extended versions of the PW to the introduction of smaller or larger reincarnations of it (e.g. the small word, etc.) - will also be reviewed. Such enriched versions of the Prosodic Hierarchy have been proposed to accommodate

[^34]complex constructions involving function elements (e.g. particles, clitics, etc.), compounds, and complex predicates, which yield somewhat "looser" versions of the notion "word" and hence raise challenging questions for the mode in which the mapping is performed.

The remainder of this chapter is organized as follows: §2 sketclues out the main advancements that led to the development of a hierarchical model of prosodic constituency, an integral part of which is the PW. $\xi 3$ examines how prosodic units relate to constituents of morphosyntactic structure and the places where this mapping is performed. $\$ 4$ sets out the diagnostic criteria for identifying phonological wordhuod. \$5 focuses on the properties of an extended version of the PW, and $\$ 6$ concludes this chapter.

## 2 The birth of the Prosodic Hierarchy: From boundaries to prosodic domains

In the Sound Pattern of English (SPE; Chomsky and Halle 1968) two concepts of syntactic surface structure are acknowledged: (a) output of the syntactic component, and (b) input to the phonological component. Re-adjustment rules are employed to handle discrepancies between these two types of structure. Their main task is to convert the syntactic string into a form that can later be read off and interpreted by phonology. More specifically, syntactic information is encoded in phonology by rules that insert boundary symbols at the edges of syntactic constituents. Such boundaries are considered to be segment-like elements that lack any phonetic manifestation. Two are relevant for the discussion here: (a) the syntactic boundary, \#, used to indicate edges of major syntactic categories (N, V, A, etc.), phrasal categories (e.g. NP, VP, etc.) and stress-neutral affixes (Chomsky and Halle 1968: 12, 366), and (b) the morphological boundary, + , which indicates lexically assigned morphological boundaries (Chomsky and Halle 1968: 94). Essentially, the introduction of boundaries initiates an indirect mode of interaction between the components of grammar: phonological rules can either refer to boundaries in their structural description or be blocked by thein, but they can never refer directly to syntactic edges.

Much of the post-SPE era has been devoted to defining the exact number of boundaries and their relative strength prominence (e.g. McCawley 1968; Selkirk 1972). Gradually, however, the focus of attention shifted from linearly ordered boundary-defined domains to hierarchically organized prosodic ones. ${ }^{3}$ Based on the seminal work of Liberman (1975) and Liberman and Prince (1977), Selkirk (1978b, 1980, 1981a) proposes that phonological representations, like syntactic ones, are hierarchical in nature. She provides compelling arguments in favor of a "suprasegmental, hierarchically arranged organization" of the utterance (Selkirk 1981a: 111). Selkirk aptly points out the "problem of nestedness": a phonological rule that applies across a "stronger" boundary can also apply across all "weaker" ones. Analogously, a phonological rule that applies before or after a certain

[^35]boundary can do so with all stronger ones. For instance, in Sanskrit a rule of voicing affects stops in intervocalic position (Selkirk 1980: 115). Crucially, the rule applies at the doınain of the Utterance and affects only consonants at \# boundaries (2b), ignoring the ones residing at $a+$ boundary (2a).
(2) a. \#marut+i\# $\rightarrow$ maruti
b. \#parivrat\#\#ajam\# $\rightarrow$ parivrad ajam

In the boundary theory, the typological predictions in the domain of application of phonological rules described above are a mere stipulation. However, they come for free in a theory that assumes a hierarchically organized set of prosodic categories, i.e. sub-units of prosodic structure such as the syllable, the foot, the phonological word, the phonological phrase, the intonational phrase, and the utterance. This hierarchical constellation, the Prosodic Hierarchy, signals the birth of Prosodic Plonology. The advantage of the new theory is that the principle in (3) (Selkirk 1984; Hayes 1989) can easily capture the "nested" effect in the application of phonological rules mentioned above.
(3) Strict Layer Hypothesis (SLH) (Hayes 1989: 204)

The categories of the Prosodic Hierarchy nay be ranked in a sequence $C_{1}$, $C_{2}, \ldots C_{11}$ such that
a. all segmental material is directly dominated by the category $C_{11}$, and
b. For all categories $C_{i}, i \neq n, C_{i}$ directly dominates all and only constituents of the category $\mathrm{C}_{\mathrm{i}+1}$.

Selkirk strengthens the argumentation in favor of prosodic constituency by showing that prosodic domains have independent motivation, besides the interface (Selkirk 1980: 110, 126-129; 1981a: 125; 1984: 8ff.). For instance, the PW in English is a category with an internal organization that yields patterns of relative (i.e. strong 2 's. wreak) stress prominence, e.g. $(, 1 r i)_{F} \ldots(\text { 'spaktiv })_{\text {rs }}$, while at the same time constituting the domain of application of various phonological rules (e.g. nonlow vowels are tensed in PW-final position).

After an exploratory period (Nespor and Vogel 1982, 1983; Nespor 1985, 1986; Vogel 1985, 1986), Nespor and Vogel (1986) extended Selkirk's work and further enriched it with novel data from a wide array of languages (e.g. Hungarian, Creek, Turkish, and Italian). The focus of research in the following years was on defining the basic premises of Prosodic Phonology (e.g. the nature of the mapping algorithm, the way it is performed, etc.) and lending further support to the theory with empirical evidence from cross-linguistic research (e.g. Booij 1983, 1985a, 1985b; Booij and Rubach 1984; Hayes 1989; Itó and Mester 2003).

In the Prosodic Phonology literature, however, the main motivation for prosodic constituency is non-isomorphism, most conmmonly expressed as a misnatch between phonological and morphosyntactic boundaries (e.g. Selkirk 1981a; Nespor and Vogel 1982). Nespor and Vogel (1986) argue that in Hulugarian, for instance, vowel harmony takes place within a stern and a string of suffixes - (4a) and (4b) - but fails to apply in strings that contain sequences of stems (4c) or a prefix plus a stem (4d) (see charter 123: hungartan vowel harmony). The reason for the disparity in the application of the process relies on the nature of
the phonological domain formed by the elements involved. Vowel harmony applies within the domain of the PW, and a stem + suffix string is inapped into one PW. Significantly, compounds and prefixed constructions form two separate PWs, as shown in (4c) and (4d), despite the fact that they constitute single grantmatical words.
(4) Hinsarian vozvel harmony (Nespor and Vogel 1986)

| a. ollelés | [̈̈lelés] ${ }_{\text {PW }}$ | 'embracement' |
| :---: | :---: | :---: |
| hajó | [hajó] ${ }_{\text {wn }}$ | 'ship' |
| b. öletas-nek | [c̈lelésnek] ${ }_{\text {rw }}$ | 'embracement-dat sG' |
| hajónak | [hajónak] ${ }_{\text {pw }}$ | 'ship-dar SG' |
| c. Budn-Pest | $\left[^{\text {Buda }}\right]_{\text {puw }}[\text { Pest }]_{\text {Pw }}$ | 'Budapest' |
| könye-tar <br> book-collection | $\left[\mathrm{k} \text { önyv }^{\text {Pww }} \text { [tar }\right]_{\text {puv }}$ | 'library' |
| d. be-utazmi <br> in-commute | $[\mathrm{be}]_{\text {Pw }}[\text { utazni }]_{\text {w }}$ | 'to commute in' |
| odn-inenni there-go | $[0 d a]_{\text {PMV }}[\text { menni }]_{\text {pıw }}$ | 'to go there' |

The reference to prosodic constituents such as the PW allows us to describe the rule of vowel harmony in a unified way. The issue of (non-)isomorphism is central in defining and exploring the nature of phonological wordhood and is addressed in detail in subsequent sections of this chapter.

To summarize, each one of the prosodic categories in the Prosodic Hierarchy is governed by its own principles of internal constituency, and each one forms a domain for the application of phonological rules. Moreover, certain prosodic domains are introduced in order to capture the non-isomorphic character of the interface. Boundaries, on the other hand, are entities that "assist" the interface but have a strong diacritic flavor. The ensuing sections explore the mode in which a particular prosodic constituent, namely the PW, relates to constituents of the morphosyntactic structure and the place this mapping occurs.

## 3 The Phonological Word at the interface

The classical Prosodic Phonology theory (Selkirk 1981a, 1981b, 1984, 1986, 1995; Nespor and Vogel 1982, 1986) assumes the organization of grammar in (5). Thus, the rules that undertake the mapping of morphosyntactic structure into a PW are part of the post-lexical phonology. Selkirk (1984: 82) dubs this a syntax-first model.
(5) syntactic surface structure $\rightarrow$ mapping rules $\rightarrow$ prosodic representations $\rightarrow$ phonological rules $\rightarrow$ phonetic representations

This view, however, has been challenged by several researchers (e.g. Booij 1983, 1988; van der Hulst 1984; Inkelas 1989; 13ooij and Lieber 1993). Nowadays it is widely accepted that constituents up to the level of the PW are built lexically, and that phonological and morphological structure is constructed at the same time, from bottom up. This issue is addressed in detail in §3.3.

### 3.1 Mapping rules under the Strict Layer Hypothesis

Nespor and Vogel (1986) recognize that there are several options available for the definition of PW. They attribute the attested variation to an assortment of morphological notions that mapping rules can be sensitive to (e.g. stems, roots, sequences of stems, and suffixes, etc.). There are languages, like Greek for instance, in which a lexical word, i.e. the terminal element of the syntactic tree, whether a compound or simple word, is map ped into a PW. On the other hand, there are languages like Hungarian, in which mapping rules are sensitive to smaller elements such as stems, prefixes, or sequences of stems and suffixes. Finally, there are languages such as Dutch, in which certain elements (e.g. suffixes or prefixes) are endowed with a diacritic that grants them independent PW status regardless of the general dictates of the mapping mechanism. For instance, in Italian vowel-final prefixes are assigned independent PW status due to language-specific syllable well-formedness conditions, a restriction that the mapping rule must read and contply with. In Nespor and Vogel's (1986) model of mapping there is yet another source of phonological wordhond, namely the SLH in (3). The principle of proper nesting requires all "unparsed" elements to prosodify into a PW in the absence of a neighboring host. The definition of PW in (6) encapsulates the aforementioned mapping possibilities.
(6) PW dommin (Nespor and Vogel 1986: 141)
A. The domain of PW is Q (= any terminal element of the syntactic tree).
or
B. I. The dontain of PW consists of
a. a stem;
b. any element identified by specific phonological and /or morphological criteria;
c. any element marked with the diacritic [+W].
II. Any unattached elements within Q form part of the adjacent PW closest to the stemn; if no such PW exists, they form a PW on their own.

The above set of statements on the application of mapping rules makes some predictions. First, PWs cannot be larger than a terminal element in the syntactic tree. Second, no single steml can be mapped into more than one PW, and, third, affixes will always be part of the SW of their base unless they bear a diacritic. Interestingly, the definifion in (6) encompasses diacritic information as well as special restrictions imposed by the phonological and/or morphological components of the grammar. Such a mapping algorithm, therefore, is far too powerful to be insightfully implemented in an interface theory which aspires at advancing the understanding of the factors involved in PW formation.

Selkirk (1986), based on Chen (1987), proposes an end-based mapping theory, which operates on the edges of X-bar constituents. The basic idea is that a prosodic constituent is demarcated by the right or the left edge of selected syntactic constituents (i.e. $\mathrm{X}^{\mathbf{\prime}}, \mathrm{X}^{\prime}, \mathrm{X}^{\prime \prime}$ ) (Selkirk and Shen 1990: 319):
(7) The syntax-phonology mapping

For each category $C^{\prime \prime}$ of the prosodic structure of a langlage there is a two-part parameter of the form
$C^{\prime \prime}$ : \{Right/Left; $X^{\prime \prime \prime} \mid$, where $X^{\prime \prime \prime}$ is a category type in the $X$-bar hierarchy.

It is a parametric choice of a language as to which edge of the $X^{\theta}$ (= word), for instance, will serve as the beginning or the end point of the PW domain. An advantage of the model is that the mapping algorithn is cross-categorical: the end rules can apply at some level of the X-bar hierarchy in order to form the appropriate prosodic domains. For instance, they apply at the $X^{0}$ to derive PW's and at the $X^{\prime}$ or $X^{\prime \prime}$ to derive PPhs.

A comparison between the two algorithms reveals a significant difference in their descriptive and predictive power. The prosodic patterns established between a PW and a morplological word (MW) by Nespor and Vogel's (1986) algorithm are given in (8). Recall that this algorithm grants independent PW status to subminimal elements such as function words ( f nc ), prefixes (prf), etc., either as a result of a diacritic or due to the SLH. Crucially, a PW can never be larger than an MW.

$$
\begin{align*}
& \text { a. } \quad \mathrm{PW}=\mathrm{MW} \text { or } x \quad \text { where } x=\mathrm{fnc} / \text { prf }  \tag{8}\\
& \text { b. } \quad \mathrm{PW}<\mathrm{MW} \\
& \text { c. } \quad{ }^{*} \mathrm{PW}>\mathrm{MW}
\end{align*}
$$

Selkirk's (1986) end-based mapping algorithm, on the other hand, assigns a PW status to MWs but, importantly, permits a PW larger than an MW as a prosodic output. This domain can be derived when function elements are trapped in between two MWs, as shown in (9). Selkirk $(1986,1995)$ explicitly states that only lexical categories - not functional ones - and their projections are visible to the mapping rules. This entails, therefore, that, depending on the end rule parameter setting, the function words will prosodify together with the preceding or the following MW $\left(=X^{0}\right)$. In the following abstract example, the PW will extend from the left ( 9 b ) or the right ( 9 c ) edge of one lexical item to the left or the right edge, respectively, of the next, incorporating in the process any intervening function words.
(9) a. $X^{0}$ fne fnc $X^{0}$
b. $\quad\left[X^{0}\right.$ fnc fncl $\left.\right|_{\text {PW }}\left[X^{0}\right]_{\text {PW }}$ end rule: left
c. $\left[X^{0}\right]_{P W}$ ffinc fnc $\left.X^{0}\right]_{P W}$ end rule: right

Inportantly, the original formulation of the end-based inapping rule does not allow elements that are smaller than the MW to constitute independent PWs. As a consequence, clitics, prefixes, and suffixes are deprived of this prosodic possibility. Given the SLH, only one option is available: incorporation of the sub-minimal element into the PW of a neighboring MW. The parsing options for PWs derived by the end-based algorithn are summarized in (10):
(10) a. $\mathrm{PW}=\mathrm{MW}$
b. ${ }^{*} P W<M W$
c. $\quad \mathrm{PW}>\mathrm{MW}$

[^36]Interestingly, the two models diverge in the cases of non-isomorph ism: Nespor and Vogel's algorithm allows a PW to be smaller but not larger than an MW, whereas the end-based mapping sanctions the opposite. Furtherinore, each theory makes different predictions with respect to the prosodization of sub-minimal elements. Due to the SLH, the end-based algorithm will force such elements to incorporate into an adjacent PW, whereas Nespor and Vogel's algorithm will allow them in form an independent PW. The end-based algorithm is silent regarding the prosodization of non-ternninal syntactic elements such as stems, prefixes, and suffixes.

The empirical facts provide only partial support for each mendel. Let us start with the pattern PW <MW, predicted only by Nespor and Vogel's algorithm. In northern Italian, prefixes and the stems of compounds, but not suffixes, form separate PW-domains for the rule of intervocalic s-voicing (Nespor and Vogel 1986: 125). As evidenced by the examples in (11), this rule applies in monomorphemic and inflected words, (11a) and (I 1.b), which constitute one PW. lt is blocked, however, between a prefix and stem (11c) or between the stems of a compound (11d), suggesting that such constructions are parsed into two PWs.
(11) Northern Italian: Intervocalic s-doicing

| s/ola | a[z]ola | [azola piw | 'butron hole' |
| :---: | :---: | :---: | :---: |
| b. $c \pi / s /-\varepsilon$ | cat c$] \mathrm{c}$ | [caze] ${ }_{\text {Pu }}$ | 'house-pi.' |
| a-/s/ociale | a[s]ocinle | $[a]_{\text {Pw }}$ [sociale $]^{1}$ | 'asocial' |
| d. tocco-/s/ana | tocca[s]ana | $[t o c c a]_{1 w w}[\operatorname{sana}]_{\text {IW }}$ | 'cure all' |

During the exploratory period of Prosodic Phonology, a growing body of crosslinguistic evidence revealed that affixes may form independent PWs (e.g. Booij and Rubach 1984 for Polish and English; Hannahs 1991, 1995a, 1995b for French; amongst many others). Cross-linguistic evidence, therefore, gives an empirical advantage to the Nespor and Vogel mapping algorithm compared to the end-based one. However, several researchers have shown that the latter can easily handle these facts if end rules are appropriately modified so that they can read off edges of elements smaller than the word, such as stems (Kang 1992), or even edges of functional categories, e.g. agreemnent (Rice 1993).

Furthermore, the end-based algorithon seems to have the advantage on the empir ial side in cases where the PW is larger than the MW. Booij (1988) draws attention to clitic constructions from Latin and Dutch where clitics - even though they are independent grammatical words - are phonologically dependent on an adjacent word. This mapping is predicted by the end-based algorithnt, but not by the Nespor and Vogelone. lt is important to emphasize here that Nespor and Vogel (1986) posit a different prosodic constituent for the prosodic organization of such clitic constructions, namely the Clitic Group (CG). Within this larger constituent, however, the Nespor and Vogel mapping algorithm, under the dictates of SLH, is forced to elevate each independent eleınent, i.e. clitic, into a PW. Below I exennplify from Greek the results of each model of mapping.

In Greek, weak object pronouns precede the non-imperative verb form (12a) but follow the imperative (12b) (Revithiadou and Spyropoulos 2008, and references cited therein).
(12) Greek object clitics


Under a Nespor and Vogel-type mapping, each clitic will be granted PW status, as shown in (13). The problem with this structure, however, is that the PW of the clitic exhibits a different behavior from that of the PW of the host element. A clitic may "trigger" stress on the final syllable of the preceding PW (14a) or carry stress itself (14b). More inportantly, examples like (14a) pose a serious threat to the SLH. The addition of the clitic causes the form to be further footed so that the threesyllable restriction imposed by the language can be salvaged: („Øjava)('se to) mu. The problem now is that the newly formed foot cuts across two PW boundaries: $\left[(, \check{0} \text { java })(\text { 'se }]_{P W}[t \mathrm{o})\right]_{\mathrm{PW}}[\mathrm{mu}]_{P W}$, in total disrespect of proper containment. ${ }^{\text { }}$


$$
\begin{align*}
& \text { a. „ðjavar'se to mu }  \tag{14}\\
& \text { read-2sg.imp clt.3n.sg.acc Clt.1sg.gen } \\
& \text { 'Read it to me!' } \\
& \text { b. par-e 'mu to } \\
& \text { take-2sG.imp ci.r.1sG.gen clt.3n.sG.acc } \\
& \text { 'Take it for me!' }
\end{align*}
$$

Furthermore, there is compelling evidence that postverbal clitics are incorporated into the PW of the verb (see footnote 5 and Revithiadou and Spyropoulos 2008 for more evidence), as correctly predicted by the end-based algorithn7 PW: \{Left; $\left.X^{0}\right\}$. Thus, the comparison so far gives a descriptive advantage to the end-based model. A more careful examination of the facts, however, reveals that this algorithm is not unproblematic either. Given the left-end orientation of the rule, pre-verbal clitics are expected to encliticize to the preceding PW, but they do not, as shown in (15). If the clitics incorporated into the PW of the NP/o '日oठoros/ 'the Theodore$\mathrm{N} \bullet \mathrm{M} . \mathrm{SG}^{\prime}$, the window restriction would have forced the developntent of a new stress on the last syllable of the noun, yielding [o \&oodo'ros tu to $]_{\text {psw }}$ 'the Theodore-nom.sg clt.3sg.gen clt.3n.sg.acc.' Clearly, this expectation is not confirmed by the data.

[^37](15) o 'Өoðor-os tu to ðja'vaz-i
the Theodore-nom.sg clt.3sg.gen clt.3n.sg.acc read-3sg
'Theodore reads it to $\mathrm{h}: \mathrm{m}$.'
Similar cases have been found in a variety of languages, underlining, among other things, the asymmetric behavior often witnessed in the prosodic organization of constructions with function elements (e.g. particles, clitics, etc.), compounds, and other complex expressions (e.g. Inkelas 1989; Booij 1996; Leben and Ahoua 1997; Peperkanıp 1997; Vigário 1999, 2003). ${ }^{6}$ These findings therefore challenged the descriptive and explanatory efficiency of both mapping algorithms, and opened up new directions for research in this area.

### 3.2 The Weak Layer Hypothesis: Mapping as constraint interaction

A number of researchers have sought a solution to the problems inentioned above in the architecture of the Prosodic Hierarchy. In particular, they questioned the necessity of the SLH as a well-formedness principle of the arboreal prosodic structure. The proposed modifications involve the introduction of (a) recursive structures, in which a prosodic constituent of a certain type dominates another constituent of the same type (16a), and (b) non-exhaustively parsed structures, in which a constituent of one type is permitted to skip intermediate levels and dominate a constituent of more than one level lower in the Prosodic Hierarchy (16b). The relaxed version of the SLH is referred to as the Weak Layer Hypothesis (e.g. Booij 1988, 1995, 1996, 1999; Itô and Mester 2003).
(16) Weak layering: Recursion and non-exhaustivity
a.

b.


Under the influence of Optimality Theory (Prince and Smolensky 1993), Selkirk (1995) goes one step further and proposes that the SI.H should be decomposed into its primitive components, which take the form of the prosodic domination constraints in (17).
(17) Constraints on prosodic domination (Selkirk 1995: 443)
(where $C^{\prime \prime}=$ some prosodic category)
a. Layeredness: No ) $C^{i}$ dominates a $\mathrm{C}^{i}, j>\mathrm{i}$.
b. Headedness: Any $\mathrm{C}^{i}$ must dominate a $\mathrm{C}^{i n}$.
c. Exhaustivity: No $C^{i}$ immediately dominates $C^{i}, j<i-1$.
d. Non-Recursivity: No $C^{j}$ dominates $C^{j}, j=i$.

[^38]Layeredness and Headedness are argued to be universally inviolable and therefore undominated in the constraint ranking of all languages. The structures in (16) result front the relative ranking of Exhaustivity and Non-Recursivity to the other constraints of the systent. A significant role in the construction of prosodic constituents has been played by the alignment family of constraints, which basically undertakes the mapping of morphosyntactic constituents to prosodic structure (McCarthy and Prince 1993a, 1993b):

## (18) Alignment constraints

a. MW-Constraint (WCon): Align(MW, L/R; PW, L/R)
b. PW-Constraint (PCon): Align(PW, L/R;MW, L/R)

These interface constraints are translations of Selkirk's (1986) paranteterized endbased theory of mapping into Optimality Theory (OT) constraint-based terminology. They have a uniform general scheme, which can easily account for cross-categorical mappings, since units from different levels of the Prosodic Hierarchy can coincide with morphosyntactic units. For instance, the constraint in (18a) requires the left or right edge of every MW to coincide with the left or right edge of some PW.

Differences in the ranking of the relevant constraints and/or the morphosyntactic structure of an input string are taken to be responsible for the attested variation it the prosodization of weak elements (e.g. function wrords, prefjeses, etc.) cross-linguistically. The interaction of the above constraints y ields the following prosodic patterns for the abstract string $/ x x \mathrm{~V}$ / (where $x$ is a weak element):

## structures typology rankings

a. $\left[\left[\{x x]_{\mathrm{MY}}[\mathrm{V}]_{\mathrm{PW}}\right]_{\mathrm{PP},} \quad \mathrm{PW}\right.$

Exh, NonRec. MCon $\gg$ PCon
b. $\left[x \times x[V]_{P_{W}}\right]_{P P P_{1}}$
free
c. $\left[x \times[\mathrm{V}]_{\text {lw }}\right]_{\text {PW }}$
recursive
MCon, PWCon $\gg$ NonREC $\gg$ ExH
d. $[x x \mathrm{~V}]_{\mathrm{PW}}$
internal
Exit, MCon >> NonR, PCon
Exii, NonRec >> MCon, PWCon
It rentains an open question whether all predicted typologies receive empirical support or whether they lead in vast overgeneration of PW patterns. There is, however, ample cross-linguistic evidence in support of the typology of function words in (19). In a cross-dialectal study of Italian clitics, for example, Peperkamp (1997) shows that the patterns in (19b) and (19d) correspond to specific Italian dialects. Similarly, Revithiadou (2008) provides evidence from a cross-dialectal survey of object clitics in Greek that all four prosodic patterns are empirically attested. Moreover, she demonstrates on the basis of diachronic evidence that there is a transition from "looser" types of constructions - e.g. patterns (19a) and (19b) - 10 nested ones - pattern ( 19 c ) - and from there to total integration of the clitic to its host, pattern (19d) (see also charter 84: clitics).

### 3.3 Split betzeen two zvorlds

After discussing various approaches as to how a mapping rule assigns a PW make-up to a portion of the morphosyntactic string, I now turn to addressing where and when the mapping takes place. Such questions are of course meaningful only
within a theory that assumes a division of labor between the components of grammar and a procedural view of the interface.'
Selkirk takes a clear stance on this issue and argues that both word structure and sentence structure are sensitive to the same mechanism, and must therefore be treated alike, i.e. after syntax at the post-lexical component (Selkirk 1984: 415). Any additional tools would simply lead in an unnecessary proliferation of the machinery phonology has at its disposal. Nespor and Vogel (1986), on the other hand, take a more moderate approach. They draw a distinction between two sets of rules: (a) those that refer to phonological dontains only and (b) those that make direct reference to morphological information. By doing so, they implicitly adopt a compartmentalized view of phonology. First, there is a section of phonology that may access directly "morphological structure and/or specific morphological elements" (Nespor and Vogel 1986: 18). Its rules are handled by a different mechanism, possibly Lexical Plonology (Kiparsky 1982a, 1982b; Mohanan 1982; CHAPTER 9.1: lexical pionology and tife lexical syndrome). Second, there is another section that accesses the interface indirectly, via the constituents of the Prosodic Hierarchy, and operates strictly on Prosodic Phonology rules proper. The question as to how these blocks of rules are ordered is left open to further research (see also CHAPTER 103: PHONOLOGICAL SENSITIVITY TO MORPHOLOGICAL STRUCTURE).
lnkelas (1989) attempts to salvage the indirect nature of the interface alluded to by Nespor and Vogel (1986) with the introduction of a radical move: she eliminates the $\sigma$ and the F from the Prosodic Hierarchy and introduces prostodic constituency below the PW in the Lexicon. The ranks below the PW in (1), which roughly correspond to levels in Lexical Phonology, can now accommodate strings of structure into prosodic $2 . m$ its that are smaller than the PW. They basically provide the appropriate domain within which phonological rules can apply without having to directly refer to morphological constituents.

Booij and Rubach (1984) and Booij (1988) concur that a lexically constructed PW is necessitated on empirical grounds, e.g. the prefix $n$ - in Italian; see example (11). They further argue that it can offer solutions to bracketing paradoxes, special rules of allomorphy, and so on. For instance, the word [[un[grammatical], $]_{\text {, ity }}$ ] poses a problem, because the prefix un- is stress-neutral (i.e. level 2 in Lexical Phonology terminology), and hence should be added after the stress-shifting suffix-ity (i.e. level 1). This implies, however, that the prefix un-should atrach to grommaticality and not grammatical, which is alse problematic, because un-attaches only in adjectival bases. At the phonological level, the suffix -ity shifts the stress of the base ungrammatical, which nevertheless contains a stress-neutral prefix. This is problematic too, because only stress-neutral suffixes can be added after that prefix (i.e. a level 1 affix may not follow a level 2 affix). This bracketing paradox receives a straighlforward explanation once a prefix is assigned an independent PW status: $[\mathrm{un}]_{P W}[g r a m m a t i c a l i t y]_{P W}$. Each IJW constitures an independent domain of stress assignment. As a result, the shifting property of the suffix can never interfere with the prefix, simply because the latter belongs to a different PW. Elements that impose such prosodic restrictions are often called non-cohering.

[^39]If this property is not derivable from the size and the segmental shape of the morpheme in question, it must be specified in the subcategorization frame of the relevant lexical itent (Booij and Lieber 1993). Clitics may have similar prosodic selection requirements. For instance, ie 'he' in Dutch subcategorizes for a right PW boundary: ] 1 iw ( $8000 i j$ and Lieber 1993: 39).

However, there is a major drawback in assigning PW status to morphological elements in the lexicon: it reintroduces via the back door the problem of the PW boundary as a diacritic, thus posing a serious threat to the very nature of the Prosodic Hierarchy. Another major consequence of moving the construction of PWs into the lexicon is that the mapping now applies twice: once in the lexicon and again after syntax, i.e. post-lexically. This suggests that there are two types of PWs, lexical and post-lexical, and, consequently, the interface between phonology and morphology is of a different nature than that between phonology and syntax. If we admit this, we need to jettison the idea of a unified phonology that Prosodic Phonology - especially through the work of Selkirk - originally pursued. Yet another problem with implementing prosodic rules in the lexicon is that it blurs the division between Prosodic Phonology and Lexical Phonology (see chal'ter 94: lexical l'hunulugy and the lexical syndrome). The former theory is designed to deal with the interface of phonology and morphosyntax postlexically; the latter relies on a procedural mode of interaction of phonology and morphology in order to account for "idiosyrcratic," morphology-dependent phonological behavior. If the two models meet in the lexicon, then one may wonder which type of phenomenon each model targets and, moreover, on which grounds the division of labor is decided. Do their rules apply simultaneously or in an ordered fashion?

Even though the model of Lexical Phonology has gradually lost headway, the distinction between lexical and post-lexical PW has endured over time (Booij and Lieber 1993; see also Booij 1999 for Dutch; Nespor 1990, Vogel 1991, Peperkamp 1997 for Italian; amongst others). The lasting nature of this division emphasizes all the more the truly interface nature of PW and further establishes it as the prosudic constituent that intersects the interface of phonology with morphology and syntax. However, more work needs to be done in order to acquire a better understanding of the factors that dictate the formation of PWs, and the workspace where this is done.

## 4 Diagnostics for the Phonological Word as a prosodic constituent

In the previous sections, we exancined ways and places within which PWs are built. Here, the focus will be on what type of phonological evidence has been put forward to substantiate the PW as an integral part of the Prosodic Hierarchy. Nespor and Vogel (1986: 58ff.) identify certain diagnostics for establishing the concept of constituent in phonology. Phonological rules nust refer to a string of elements in their formulation and have this string as their domain of application. The same piece of structure may also serve as the domain of phonotactic restrictions and stress prominence relations. Vogel (2009) aptly remarks that in establishing a prosodic constituent a number of phenomena must cluster together in using a particular string of elementsi as their domain. In the alnost thirty years of research
on Prosodic Phonology, various diagnostic criteria have been put forward to identify the domain of the PW. In the ensuing paragraphs, we will closely examine the most important ones, at the same time drawing attention to the existence of conflicting evidence and its repercussions for the status of PW as part of Universal Crammar.

### 4.1 Segmental rules

In previous sections, we have seen that it has been proposed that both vowel harnoony in Hungarian and intervocalic s-voicing in ltalian apply within the domain of the PW. The Prosodic Phonology literature is replete with examples of segmental rules used as diagnostics for the definition of the PW domain in a variety of languages (see e.g. Hannahs 1991, 1995a, 1995b; Kang 1992; Peperkamp 1997; Kleinhenz 1998; Hall and Kleinhenz 1999; Vigário 1999, 2003). To illustrate with an example from French, Hannahs (1995a, 1995b) argues that glide formation and vowel nasalization can be safely used as diagnostics of the PW domain. For instance, underlying high vowels such as /i y/ semi-vocalize intervocalically to [j] and [ 4 ], respectively. Crucially, this rule applies only in stem + suffix strings (20a) but never when the vowel in question occurs at the end of a prefix (20b) or the first element of a compound (20c) (Hannahs 1995b: 1131). The blocking of the rule in the latter environments is taken as evidence that the stem plus suffix string constitutes a different PW from the remainder of the word. This is a typical example of non-isomorphism between prosodic and morphological structure.

|  | colonie | [koloni] | 'colony' |
| :---: | :---: | :---: | :---: |
|  | colonial | [kolonjal] | 'colonial' |
| b. | anti-alcooligue | [ătialkolik] | 'anti-alcohol' |
| c. |  | *[ãtjalkolik] |  |
|  | tissue-éponge | [tisyepjz] | 'teriy-cloth' |
|  |  | *[tisчерэ̄3] |  |

Similarly, Vigário (2003) employs a great variety of both lexical and post-lexical rules to substantiate the existence of the PW in European Portuguese. One such rule is vowel reduction, which affects all stressless vowels of a word except for the word-initial one, e.g. prome'ver $\rightarrow$ promu'ver '(to) promote'. A more careful examination of the data nevertheless reveals that the vowel is protected even when it is not in absolute word-initial position (21b). For Vigário (1999: 272-273), this constitutes evidence for the presence of a PW boundary at the left of the base ocu'par. The exact prosodic structure of such prefixed formations will be discussed in $\S 5$.
a. ocu'par '(to) occupy'
b. desocu'par '(to) not occupy'

### 4.2 Stress and tone

Stress is prototypically considered to be an infallible diagnostic for the PW domain: a PW nust bear only one primary word stress (see chal' ${ }^{\prime}$ ER 41: THE rel'resentation
of word stress). In Greek, for example, the phonological wordhood of lexical words and stem-word compounds is signaled by the presence of one primary stress:

| a. /anArop-os/ | ['anAropos] 'man' |  |
| :--- | :--- | :--- |
| man-N@m.SG |  |  |
| b. /pali-o-mayaz-r)/ | [paljo'mayazo] 'lousy shop' |  |

Dixon (2002) reports that in Jarawara, a Madi dialect of the Arawa family of southern Amazonian, primary stress is on the penultimate syllable, and rhythmic stress occurs on every other syllable to the left of the mair-stressed foot (23a). Curiously, compounds and reduplicative formations display two stress peaks, which, crucially, are not on the second and the fourth mora from the end of the complex word but rather on the penultimate syllable of each of their constituents; (23b) and (23c). The attested stress patterns, therefore, suggest that the relevant formations form two [PWs, e.g. ['bani] PW $[k a ' s a k o]_{\text {PWW }}$ (Dixon 2002: 128).

$$
\begin{array}{ll}
\text { a. to-' wa-ka-'tima-' maro } &  \tag{23}\\
& \text { away-applic-in.motion-upstream-FPEF }
\end{array} \text { 'took upstream' }
$$

< ke'tebe 'run, follow'

Tonal information may also serve as a criterion for delimiting the PW boundaries (see chapter 42: pitcil accent systems). Leben and Ahoua (1997) provide an instructive example from Baule, a Bia language of the central Tano group. The language has both a High and a Low tone. Interestingly, a sequence of High tones shows an upstepping pattern, which involves a gradual rise in pitch from a level phonetically close to Low to a Super-High level. The domain of the upswreep, as this rule is commonly referred to, is the PW. The examples in (24) demonstrate that the rule operates in monomorphemic wrords (24a) and noun-noun compounds (24b), but it is blocked in possessor-possessed (24c) and subject-predicate phrases (24d) (Leben and Ahoua 1997: 117-118). The difference between these two sets of formations is attributed to a difference in their respective prosodic constituencies. The former constitute a single PW, e.g. [bólí nónnśn] Fw (24b), whereas the latter are organized into two separate PWs, e.g. [bóli]pw [mángún] ${ }_{\text {Pu }}$ ( 24 c ). The proposed prosodic structures are enhanced with additional evidence from segneental processes (Leben and Ahhoua 1997: 122ff.).

| a. | Ákísí | 'Akisi' |
| :---: | :---: | :---: |
|  | [- - -] |  |
|  | bólínśnnsn | 'goat milk' |
| c. |  | 'goat's friend' |
|  | [ - - ] - - ] |  |
| d. | Áy áb oli | 'Aya is a goat' |
|  | [- - ] - -] |  |

### 4.3 Phonotactics and syllabification

The PW has been considered an important domain for phonotactic constraints, together with the syllable and the foot. In Dutch, for instance, the schwa as a featureless vowel cannot be preceded and followed by the same consonant; /a:Iol/, for example, is an impossible morpheme. Across PW boundaries, however, as in compounds, such sequences are tolerated, e.g.formt/la-l/ijst 'formula list' suggesting that the relevant Obligatory Contour Principle restriction is confined by the PW (Booij 1999: 56-57).

The boumdaries of PWs can also be subject to certain restrictions. In German, a lax vowvel constraint (i.e. *[-tense, -low, -long]) limits the distributional freedom of vowels that uccur at the right edge of the PW (Hall 1999). In European Portuguese (Vigário 2003), a PW cannot begin with a flap [r]. Furthermore, Sanskrit shrinks its consonant clusters at the right edge of the PW (Selkirk 1980), sharply contrasting in this respect with Dutch, which tolerates the occurrence of extra consonants and heavier rhymes in the same position (Booij 1995, 1999).

In several, but not all, languages syllabification is taken in be a reliable diagnostic for establishing the PW domain (e.g. Kang 1992 for Korean; Booij 1995, 1999 for Dutch; Hall 1999 for German; Peperkamp 1997 for Italian; Raffelsiefen 1999 for English). Kang (1992) argues that in Korean, aspirated consonants, which normally neutralize to stops in coda position, syllabify together with derivational suffixes (25a). This option, however, is not available when the relevant segment is in between the two stems of a compound (25b), suggesting that resyllabification is blocked by an intervening PW-boundary.

$$
\begin{align*}
& \text { a. }\left[\left[k i p^{h}\right]_{V} i\right]_{N} \quad\left[k i \cdot p^{h} i\right] \quad{ }^{*}[k i p, i] \quad\left[k_{i p^{h} i}\right]_{P K i}  \tag{25}\\
& \text { deep-nmi. } \\
& \text { b. } \quad\left[\left[\left[a p^{h}\right]_{N}\left[a p^{h}\right]_{\sqrt{s}}\right]_{\text {Adv }} \quad\left[a p \cdot a \cdot p^{h_{1}}\right] \quad{ }^{*}\left[a \cdot p^{h} a \cdot p^{h i}\right] \quad[a p]_{p w}\left[a p^{h i}\right]_{p_{i j}}\right. \\
& \text { front front advs } \\
& \text { 'to each person' }
\end{align*}
$$

### 4.4 Other diagnostics

Given that PWs dominsite feet and feet are usually branching constituents, PWs should be minimally either bimoraic or disyllabis depending on whether they are composed of moraic or syllabic feet. Thus, foot binarity together with Headedness (17b) derive the notion minimal iword (McCarthy and Prince 1986, 1993a, 1993b, 1998). Prosodic minimality is also enforced in nıorphological processes such as nickname truncations and various types of clippings (see McCarthy and Prince 1998 and references cited therein). In Greek, for instance, name truncations are minimal words (Topintzi 2003):

```
a. Ni'kolnos 'nikos
b. Poli'kseni 'poli, 'kseni
c. Aspa'sia 'aspa
```

An often cited example in the literature for the identification of the $P W$ is reduction under coordination (e.g. Booij 1985b for Dutch; Kleinhen2 1998 for Cerman). For instance, Booij (1985b) demonstrates, on the basis of the examples in (27) that parts of complex words - i.e. compounds (27a) and complex formations with the so-called non-cohering affixes (27b) - can be cut off in coordinate constructions:
a. natuur en scheikunde
'nature knowledge and analysis knowledge'
b. zichtlataf en tastbaar
'visible and tangible'
The condition is that this rule applies to trim off only parts of grammatical words which constitute separate PWs. That is, it can never eliminate an affix that is included in the PW of the stem it conbbines with: *rodif of grocnig 'reddish or greenish'. All that the rule "sees" is phonological structure, i.e. PW boundaries, and not the internal morphonological structure of words.

Language games constitute a resourceful supplier of evidence for the PW. Henderson (2002) reports on a play language callet "Rabbit Talk" in Arrernte, a central Australian language. In Rabbit Talk, the first syllable of the word is removed from its original position, and transposed to the end of the PW (28a). Monosyllabic words skip the transposition rule, and the syllable /ej/ is prefixed instead (28b). For the purposes of this discussion, I follow Henderson in assuming that the syllable structure is $\mathrm{VC}(\mathrm{C})$. Rabbit Talk suggests that disyllabic case clitics constitute a separate PW. In (28c), the two elements of the construction count as separate donains: the first element is treated as a monosyllabic word and hence receives the /ej/ prefix. The clitic/-akerte/, on the other hand, constitutes a PW by itself and, as such, it is subjected to the tran sposition rule.

> ordinary specoh Rabbit Talk

| a. | ampangk+eme muan+pres | /ainp.angk.em/ | /angk.em.amp/ |
| :---: | :---: | :---: | :---: |
| b. | artwe <br> man | /artw/ | /ejartion/ |
| c. | irlpe-akerte ear-comit |  | /ej.irlp.ert.ak/ |

### 4.5 Conflicting evidence and methodological issues in defining the Phonological Word domain

Within the Prosodic Phonology framework, the methodology applied in establishing prosodic constituents in general and the PW in particular involves four basic steps: first, discovering the domain within which a given phonological process applies or is blocked; second, establishing that more rules have the same domain as their locus of application; third, matching the string of elements with a particular unit of the Prosodic Hierarchy; and fourth, giving the particulars of the mapping mechanism that determines which chunk of morphosyntact icstructure is organized into that particular unit. A good theory should have a mapping mechanism with a certain degree of descriptive power. In practice, however, the weight of investigation falls primarily on substantiating a specific prosodic constituent on the basis of the phonological rules alone, with inuch less attention paid to the specifics of the morphosyrlax. This proves to be quite problematic when the phonological component sends conflicting signals.

Cetnarowska (2000) reports that the distribution of secondary (rhythmic) stress in proclitic + host strings in Polish presumes the existence of a foot that straddles
a PW boundary which is established on the basis of segmental evidence (Rubach and Booij 1990). In this case, the stress facts of the language conflict head on with the evidence provided by segnental rules. Likewise, Raffelsiefen (1999) argues that assimilation rules in English do not constitute a reliable criterion for establishing PW structure in English. This lack of agreement among different types of diagnostic criteria has led some researchers to propose units smaller or even larger than the PW in order to accommodate the "problematic" or "misbehaving" data. For instance, Rice (1993) ack nowledges the existence of a small word in Slave, which is subject to certain rhymal constraints, as opposed to the PW, which is the donain of foot-based processes and varinus segmental rules.

What is clear from the discussion so far is that the proponents of Prosodic Phonology have been confronted with challenging issues, and have opted for different solutions to deal with therr. The first solution is to acknowledge that different types of criteria can serve as diagnostics of phonological wordhood in different languages and that each language decides on how to prioritize these criteria or even discard some of therm on the basis of some sort of "scale" of relative importance. The question that naturally arises in this case is the way and the context in which this decision is made. The second solution resorts to the proliferation of prosodic domains by inserting pieces of structure with analogous prosodic behavior to distinct slo to below the PW. The problem in this case is whether there is an upper bound $\mathbf{t o}_{0}$ the proliferation of domains and, more importantly, whether these domains are universal.

There is a third approach to (partially) tackling the problem described above. Recall from $\S 3.2$ that the Weak Layering Hypothesis offers the option of constructing a recursive PW. Such an extended version of the PW has been employed to capture non-isomorphic aspects of the interface from where some (but not all) of the challenging data stem, as we will see in the following section.

## 5 Extending the Phonological Word

The relaxation of the SLH allowed the emergence of recursive structures. It is doubtful whether constituents lower than the PW can be recursive (Itô and Mester 2009; Kabak and Revithiadou 2009). However, recursion is commonly assumed for higher levels of the Prosodic Hierarchy, such as the PW and the PPh. Selkirk (1995), in a stuety on the typology of clitics, motivates PW recursion as resulting from morphosyntactic recursion. In (29), phonology "mimics" the nested structure of the morphosyntactic representation by assigning PW boundaries to the edges of constituent X (see also Kabak and Revithiadou 2009 for more examples and argumentation).


A recursive PW (PW-Rec) comes in two shapes: as a result of adjunction (30a) and as a prosodic comporund (30b). The latter is typically associated with word-word
compounds and sequences of function words, the first of which may be inherently stressed or stressed due to binarity.
a. adjunction

b. prosodic compound


In the Prosodic Phonology literature, PW recursion does not always have a morphosyntactic motivation. It is often assumed to arise either as a parsing choice of a particular language or as the result of the subcategorization requirements of individual elements (e.g. Booij and Lieber 1993 ил certain Dutch clitics and prefixes). Evidence in support of recursion is primarily drawn from phonology and, specifically, the fashion in which phonological rules apply within the lower and upper PW. The nain motivation for the existence of a PW-Rec is the blocking ${ }^{8}$ or the optional application of a PW-level phonological process (e.g. Boorij 1995, 1996; Peperkamp 1997; Vigário 1999. 2003). In Creek, for example, proclitics and certain prefixes are subject to the same segmental rules that typically apply within the PW (31a), such as s-voicing before a nasal or a voiced fricative:

```
a. /xeras-'meros/ xera'zmenos
    old-part 'aged'
    b. /mas'đinis/ maz.'%inis
    clr.1pl.gen give-2sg 'you give us'
c. /ðis-'mirii/ ðiz.'mirii
    twice-ten thousand-pl 'twenty thousand ones'
```

The fact that such sub-minimal elements are part of the extended PW and not of the PW is evidenced by the blocking of resyllabification, e.g. yera.'zme.nos vs. maz.'di.nis, which indicates the existence of a boundary at the left edge of the word. The PW boundary prevents the proclitic/prefix from fully incorporating into the PW of its host/base, suggesting that the sub-minimal element adjoins recursively to the PW of the word: $\left[\mathrm{cl} / \mathrm{prf}\left[\mathrm{X}^{\mathrm{U}}\right]_{\mathrm{PW}}\right]_{\mathrm{PW}}$.

The recursive PW has proved to be extremely useful in account ing for attested asymmetries in the degree of cohesion that clitics, affixes, and other dependent elements show in relation to their host. For instance, in many languages enclitics incorporate to their' host, whereas proclitics adjoin recursively to it \{e.g. Boorij 1996 for Dutch; Peperkamp 1997 for Italian; Vigário 2003 for Porluguese; Revithiadou

[^40]and Spyropoulos 2008 for Greek). Similarly, languages may choose to incorporate suffixes but not prefixes into the PW of their base. Despite its broad use, however, the recursive PW has been called into question as a legitimate prosodic constituent mainly because it is inherently incompatible with the non-recursive nature of phonology (see e.g. Neeleman and Koot 2006; Scheer 2008; Vogel 2009).

## 6 Conclusions

It is clear from the discussion so far that the PW, as a constituent that lies at the heart of the interface of phonology with morphology and syntax, cannot fully escape the problems naturally associated with the complex nature of the mapping. Four key aspects of PW have been the focus of attention in this chapter: (a) the mechanism that maps a string of elements into a PW and the principles that govern it, (b) the distinction between lexical and post-lexical PW, which essentially reflects the split nature of the mapping itself, (c) the type of criteria used to mot ivate the PW domain, and (d) the solutions proposed to account for conflicting evidence. The discussion has revealed that all of these issues are surrounded by a number of sometinues thorny problems, and has left numerous questions open for further research. For instance, it is still undecided whether the distinction between lexical and post-lexical PW can be dispensed with or not, or whether certain types of processes are universally associtated with the PW.

On the other hand, PW, as a theoretical construct, has been shown to play an inuportant role in language acquisition (e.g. Fikkert 1994; Gerken 1994) and in language change (e.g. Lahiri 2C00). Furthermore, psycholinguistic research has established a strong relation between the PW and units of production and perception (Wheeldon and Lahiri 1997, 2002), thus lending further support to the PW as a functionally useful constituent of the Prosodic Hierarchy, Future research will hopefully shed light on less clear aspects of the properties of the PW and the mode in which it is constructed and hence advance our understanding of this pivotal constituent of the Prosodic Hierarchy and, by extension, of the prosodic organization of grammatical elements.
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## 52 Ternary Rhythm

## Curt Rice

## 1 The facts

Must languages with iterative stress patterns show a simple rhythnnic alternation between stressed and unstressed syllables (CIIAPTER 39: STRESS: PIIONOTACtic and phonetic evidence; chapter 41 : the representation of word stress). But in a few cases, stress appears not on every second syllable, but rather on every third one. Patterns of this nature reveal the phenomenon of ternary rhythnn.

Ternary rhythm is most easily seen in a language with a stress system that ignores the internal structure of syllables, i.e. a quantity-insensitive systent (see chapter 57: Quantity-sensitivity). Cayuvava, now extinct, but formerly spoken in parts of Bolivia, is a language well documented in the work of Key (e.g. Key 1961, 1967). It is classified as an isolate, with no established genetic relationsliip to other languages. Key's fieldwork documents ternary rhythm in Cayuvava and no relevant syllable quantity. Stress in this language appears on every third syllable counting from the right edge of the word. To see the pattern schematically, consider the representations in (1). Each number repres-
 with primary stress, and "2" represents secondary stress. The pattern is claimed to emanste from the right edge of the word and the representations here are therefore right-justified. The pattern clearly emerges from this schematic representation.
(1) Temary altermation patterns of Caymonoa
a. 10
b. $\quad 100$
c. 0100
d. 00100
e. 200100
f. 0200100
g. 00200100
h. 200200100
i. 0200200100

The transcribed data from the literature on Cayuvava flesh out the schematic patterns. We can see forms from Key's work in (2), which correspond to the patterns already sketched in (1).

## (2) Cayhuaun

a. 'da.pa
b. 'to.mo.ho
c. a.'ri.porn
d. a.ri.'pi.ri.to
e. ,a.ri.hi.'hi.be.e
f. ma.,ra.ha.ha.'e.i.ki
g. i.ki, ta.pa.ra.'re.pe.ha
'canne'
'small water container'
'he already turned around'
'already planted'
'I have already put the top on'
'their blankets'
'the water is clean'

To see a more complex instance of ternary rhythm, we turn to Tripura Bangla. Das (2001) describes Tripura Bangla as a dialect of Bangla, resulting from a complicated sociolinguistic situation in the small Indian state of Tripura, where it is a commonly used lingua franca.

One complication in the pattern of Tripura Bangla when compared with Cayuvava is the relevance of syllable structure for stress assignment. Before illustrating this, we can discern the default pattern through a consideration of words consisting only of light syllables. In such strings, we find main stress on the initial syllable and secondary stress emanating rightward in a ternary rhytlum. However, a final light syllable cannot bear stress. When the pattern wrould place stress on a final syllable - e.g. in strings of four or seven syllables - that stress is not realized. This means, for example, that a word consisting of exactly four light syllables will have only one stress, namely the main stress on the word-initial syllable.
(3) Tripura Bangla default pattern
a. 'ra.za 'king'
b. 'go.ra.li 'ankle'
c. 'ne.ta 'leader'
d. 'boi.ra.gi 'mendicant'
e. 'be.na.ro.fi 'Benaras silk'
f. 'bi. ße.sJ.na 'cunsideration'
g. 'foma.lo.,ss.na 'criticism'
h. 'o.nu.kJ.,ro.ni.jد 'imitable'
i. 'ग.no.nu.,da.ßo.ni.j כ 'unintelligible'
j. 'כ.no.nu. ,kэ.ro.ni,jo.ta 'inimitability'

These patterns can be perturbed by closed syllables. Clused syllables can under certain circumstances tolerate stress in word-final position and they can also draw stress off from a wrord-initial open syllable. A simple generalization is that a stressed light syllable caınot be imnnediaiely followed by a closed syllable. When this would happen, the closed syllable bears stress instead. Further complications assign stress to the third syllable when it is heavy and to a word-final closed syllable, unless immediately preceded by a stressed syllable. Providing analyses at this level of detail is not the aspiration here, but both Das (2001) and Houghton (2006) discuss these patterns in detail. The data in (4) have closed syllables in
various positions. In positions where we expect stress anyway, the patterns are as in (3). In other cases, the heavy syllable interrupts the default pattern.
(4) Tripura Bangin quantity effects
a. 'nal.fa 'big metal bowl'
b. 'pan.til
c. 'for.kar
d. J.'hor.kar
e. 'for.rok.,kon
'earthen pot'
'government'
.reservation'
f. o.'big.ga., ¢on 'intimation'
g. 'o.nu.bik.kJn 'microscope'
h. 'bay.zait.ta.mi 'adamancy'
i. 'כ.n@, nu.kכ,,rэn 'non-imitation'
j. 'بodju.dya.lo, so.na 'deliberation'
k. 'forj.rok.ko.,ni.jo.ta 'preservability'

1. 'rpa.ro.,dof.fi.ko.ta 'expertness'

Ternary rhythur is also visible in Chugach Alutiiq, a Yup'ik language spoken by a small number of individuals in Alaska. This language is most extensively documented in a series of important works by Leer (e.g. 1985a, 1985b). These data and Leer's discussion figure prominently in the literature on ternary rhythm, including many of the theoretical works cited in the present chapter.

Quantity is also relevant for the placement of stress in Chugach Alutiiq, but unlike in Tripura Bangla, a syllable nust have a long vowrel to perturb the pattern. Closed syllables with short vowels - except when in word-initial position - do not attract stress. Assuming that the default stress pattern is revealed in strings with no relevant quantity distinctions, stress in Chugach appears on the second syllable and then every third syllable thereafter. A word in Chugach Alutiiq with five or six light syllables will have stress on the second and fifth. A word with four, however, will have stress on the second and fourth. Syllables with long vowels always attract stress.
(5) Clugrach Alutiing

| a. mu.'lu.kan | 'if she takes a long time' |
| :---: | :---: |
| b. a.'ku.ta.'nnek | 'akutag (a food) ( ABL SC )' |
| c. ta.'qa.ma.lu.'ri | 'apparently getting done' |
| d. a.'ku.tar.tu.'nir.tuq | 'he stopped eating akutaq' |
| e. ma.'par.su.qu.'ta.qu.'ni | 'if he (retl) is going to hunt a porpoise' |
| f. 'taa.'taa | 'her father' |
| g. 'taa.ta.'qa | 'ny father' |
| h. 'naa.nาa.ci.'quq | 'it will suffice' |
| i. 'naa.qu.ma.'lu.ku | 'apparently reading it' |
| j. 'naa.ma.'ci.'qua | 'I will suffice' |
| k. mu.'u.'kuut | 'if you take a long time' |
| 1. u.'lu.te.ku.'ta.'raa | 'he's going to watch her' |

The three cases presented above are the clearest examples of ternary rhythm that have been uncovered to this point. The languages include some very long words, and even in the quantity-sensitive languages, there are words consisting of long
strings of light syllables. Leer's transcriptions of those strings indicate stressed syllables that are separated by two unstressed syllables. This is the empirical basis for the claim that ternary rhythin is a real phenomenon and that a metrical theory of stress assignment must have formal tools that can generate such patterns. While the dearest cases are presented above, there are other languages which have been analyzed as having ternary rhythm, at least in some subset of the data. Most familiar among these are Ho-Chunk, Sentani, and Munster Irish.

Having established the basis for the claim that ternary rhythn is an empirical fact, we turn now to metrical theory and the niajor strategies that that literature offers for the analysis of these data.

## 2 Theory and analysis

The preceding section has established that a plausible theory of metrical structure must offer a strategy for modeling ternary rhythm. We turn now to a brief review of the emergence of this issue in the literature and the general tendencies that can be identif'red.

Hints about the treatment of ternary rhython can be found very early in the development of a generative theory of stress assignment. As citapter 40: the FOOT discusses in detail, early work in generative phonology treated stress as the realization of a phonological feature [stress]. In this way, stress was analyzed with tools parallel to those used in the analysis of place of articulation - e.g. [coronal] or [dorsal] - or mianner of articulation - e.g. [voice] or [continuant]; cf. Chomsky and Halle (1968) (see citapter 17: distinctive features).

A breakthrough in the study of stres systems came with Liberman's (1975) proposal that stress should be characterized not as a feature with absolute values, but rather as a relation in which two elements differ in their relative prominence. Along with this proposal came hierarchical representations and the introduction of the metrical foot into the generative literature, further developed in Liberman and Prince (1977). The foot naturally invited a more extensive theory of prosodic structure, incorporating segments into syllables, syllables into feet, and so on up the prosodic tree to the phrase or utterance; cf. Nespor and Vogel (2008) (see also Chapter 40: the foot; Chapter 51: the phonological wore; chapter ea: Clitics; chapter 50: tonat. at.gnment). This is the context in which any proposed modifications of metrical theory find themselves today. The first extensive typological wrork on stress systems is found in Hayes (1980). Hayes studies the stress systems of many languages, and identifies a number of parameters that can be used to characterize the variation shown in these languages. Parameters specify points of variation, such as the direction of foot construction, sensitivity to syllable-internal quantitative structure, trochaic or iambic headedness of the feet, whether feet are binary or unbounded, the edge of the word that hosts main stress, and whether or not peripheral material can be excluded from the initial parse through extrametricality. And, indeed, it is precisely the discussion leading up to the proposal of extranetricality that includes the earliest considerations of ternary rhythm. Before turning to the treatment of iterative ternary rhythm in metrical theory and Optimality Theory (OT), the relevance of extrametricality and its competitor are discussed. For a more thorough overview of metrical theory, see van der Hulst (1999) or Hanmond (1995).

## 3 Extrametricality vs. ternary feet

Extrametricality as a theoretical tool arose in response to ap parent ternary rhythmi at the edges of words. The stress pattern of English nouns offers a relevant illustration. ln sufficiently long words, we can see that English displays alternating, binary stress assignment, in words such as Apnlachicoln, Minnesotn, candelabrn. But when we examine the right edges of words more closely, we quickly find that stress is sometimes found not on one of the final two syllables, but rather on the antepenultimate syllable, as in America, cinema, analysis. In this way, we identify a fundamentally binary system that has a ternary component, namely a three-syllable window at the right edge of the word. A model that only constructs binary feet over an entire word would not be able to generate this pattern. Specifically, the construction of feet from right to left in English nouns would always result in penultimate stress. How can a binary foot "reach in" far enough to position primary stress on the antepenult? To model antepenultimate stress, two possible enhancements of the theory were entertained early on. One of these is extrametricality.

Extrametricality is a theoretical tool that does not explicitly entai enhancement of the inventory of feet. Instead, it provides a particular strategy for foot construction, or parsing a string of syllables. In particular, extrametricality excludes a peripheral syllable from the string to be parsed into feet. In the case of English nouns, exclusion of the final syllable, followed by construction of a binary leftheaded font, will place stress on the antepenultimate syllable. Extrametricality is also illustrated in Chatter 43: extrametricality and non-finality. As we wi.l see below, some later work on iterative ternary rhythm relativizes the peripherality requirement, such that syllables can be excluded from the string not only when they are word-peripheral but also, for example, when they are foot-peripheral.

A conceptually different approach from extrametricality would be to enhance the model such that it also includes ternary feet. Data of the type described for English nouns would then be nodeled by building a ternary foot at the edge, followed by the construction of binary feet iterating leftwrard. Since the stress that is found in the three-syllable urindow is the primary stress, this amounts to a proposal that primary stress can be modeled through the use of one kind of foot whi.e secondary stress requires another. Such proposals can be found for other points of parametric variation for foot construction, as well. For example, primary stress may require the use of a quantity-sensitive foot, while iterative secondary stress seems to be quantity-insensitive (van der Hulst 1984, 1999).

Ore strategy for modeling an edgemost ternary domain - extrametricality enhances the parsing strategies ava:lable in the theory, while the other strategy - a ternary foot - enhances the inventory of feet available in the theory.

## 4 Modeling iterative ternary rhythm

The parameters of metrical theory specify the nature of feet and control their construction across words in languages. The feet that are constructed are constituents that create a domain for the assignment of relative prominence. Prince (1983) offers an alternative approach without internal constituency, representing relative promtinence instead only with a grld, and reconstruing some of Hayes's
parameters such that their effects can be replicated without binary constituents (see also chapter 4i: the retresentation or word stress). The debate about constituency includes argunentation based on sensitivity of non-stress phenomena to feet, as reviewed in Kenstowicz (1993). This debate is present in much of the subsequent literature, finding one of its most extensive and significant considerations in Halle and Vergnaud (1987).

Halle and Vergnaud's constituentized grid representation integrates grids and feet. Grids are built but the gridnarks are grouped and these groupings represent constituents. The construction process implements parameter settings luere, too, also in pursuit of a typology of stress systems. And it is here, in Halle and Verg naud's copus, that we find the first discussion of iterative ternary stress presented in a major work on stress system typology.

Halle and Vergnaud of course draw on papers and presentations regarding ternarity that were floating about in the immediately preceding years, with some issues already nascent in McCarthy (1979). The discussion of iterative ternary rhy thm and its implications for the typologies under consideration in the relevant literature was initiated by Levin (1985), whidh was ultimately published in a significantly ınodified form as Levin (1988). Levin's work drew on the data from Cayuvava in (2).

Halle and Vergnaud (1987) discuss neither Tripura Bangla norr Chugach Alutiiq. Regarding the latter, Leer's (1985a, 1985b) careful and important results would soon influence the details of the constituentized grid theory. Leer's work was picked up on in Rice (1988), where an analysis in the spirit of Halle and Vergnaud (1987) is advanced. This, in turn, influenced subsequent revisions of the theory, as presented in Halle (1990).

The theory developed by Halle and Vergnaud models ternary rhythm through the construction of ternary feet, extending to the problem of iterative ternary rhythm the spirit of the approach discussed above in the context of word-final three-syllable stress windows.

A competing approach also refiects that earlier debate. This competitor maintains a size limit such thit feet are maximally binary. Ternary rhythm is achieved with a parsing strategy that leaves occasional syllables unincorporated into feet, extending the basic notion of extrametricality; cf. Hammond (1990) and Hayes (1995).

These two general approaches, to be illustrated presently, form the heart of the theoretical debate occasioned by ternary stress patterns. As we will see in the discussion of ternary rhythm and OT below, the debate persists there, too. We turn now to the chronologically first approach, namely an analysis of ternary rhythm using ternary feet.

## 5 Ternary feet

### 5.1 Amphibrachs

At first glance, the Cayuvava stress patterns in (1) and (2) suggest arn analysis with dactylic feet (strong-weak-weak), built from right to left. If we maintain a parametric strategy for constructitg feet, then the independently established presence in the theory of a parameter placing heads at the left or right edge of the foot neans that the admission of dactyls to the inventory of derivable feet would innply
the introduction of anapests (weak-weak-strong) as well. Allowing a ternary foot with its head at the left edge implies via the relevant parameter the possibility of constructing a ternary foot with its head at the right edge. With Cayuvava as the only known case of iterative ternary rhythm at the time of this theoretical work, generating dactyls would lead to the phenomenon of overgeneration, i.e. being able with the tools of the theory to generate patterns not known to exist.

In pursuit of a restrictive theory, Levin (1988) therefore takes a different tack, relaxing metrical theory just enough to allow for exactly one type of ternary foot, instead of two; dactyls and anapests are disallowed, but the theory now permits amphibrachs, i.e. ternary feet with prominence on the middle syllabe, employing a strategy described below. When combined with fincil extrametricality - which can be overridden when necessary to build at least one foot on the (minimal) disyllabic words - the construction of amphibrachs will yield a footing of the schematic patterns in (1) that correctly locates stress, as seen in (6). Parentheses indicate feet and angled brackets mark extrametricality. In longer words, initial lone syllables are left unfooted, by stipulation.
(6) Ternary alternations parsed into amphibrachs

| a. | $(10)$ |
| :---: | ---: |
| b. | $(10)(0)$ |
| c. | $(010)\langle 0)$ |
| d. | $0(010)\langle 0)$ |
| e. | $(20)(010)(0)$ |
| f. | $(020)(010)\langle 0)$ |
| g. | $0(020)(010)\langle 0)$ |
| h. | $(20)(020)(010)\langle 0)$ |
| i. | $(020)(020)(010)(0)$ |

Halle and Vergnaud (1987) adopt Levin's strategy, and also limit Universal Grammar (UC) to this one type of ternary foot. They parameterize the requirement that the head of a constituent be at its edge. When this parameter is set such that the head is not required to be at the edge of a constituent, the only ternary foot that can emterge is an amphibrach; of. Rice $(1988,1990)$ for related discussion. The approach developed by Levin and widely discussed in publications by Halle and Vergnaud effectively views iterative ternary rhythrn as evidence for expanding the inventory of feet. Constituents may have one head, but as many as two non-heads. For them, there is no hierarchical structure within the foot, so that this approach generates flat ternary feet.

Another main thrust of the literature also sees a proposal with ternary feet, but now with internal hierarchical structure. Early proponents of this include Dresher and Lahiri (1991) and Rice (1992), building on Rice (1990). Leer's (1985b) article offers the leading idea, namely identifying the quantitative equivalence of two light syllables with a single heavy syllable, allowing either of those configurations to be the head of a foot. Taking into account a non-head consisting of a light syllable, a foot might consist of three light syllables, two of which are themselves a subconstituent. Hence, ternary feet become an option.

In the foot typology of Hayes (1980), some languages were identified in which the heads of feet must be heavy, a foot type dubbed the obligatory branching foot.

Rice (1992) in particular draws a parallel between Hayes's obligatory branching feet and the analysis of termarity under consideration, since the head consisting of one heavy syllable or two light ones could be construed as obligatory branching. That analysis is also relevant to the contrast between ( 6 e ) and ( 6 d ): in the former case, two word-initial syllables concluding the right-to-left parse are sufficient for a font, while the single syllable in the latter case is not. The analysis in Rice (1992) suggests that degenerate feet must have a head, and in the case of the ternary feet constructed for Cayuvava, two lights are required to constitute a head, hence the minimal foot (and word) is binary. In the approach with flat ternary feet, it is unclear why a minimum of two syllables is necessary for a degenerate foot. Additional discussion related to this approach can be found in Everett (1988), Hewitt (1992), Rice (1993), Blevins and Harrison (1999), van der Hulst (1999), Rifkin (2003), and other references inentioned below.

### 5.2 Weak local parsing

The appearance of iterative ternary stress patterns in the literature on metrical phonology triggered, as noted above, a second strategy. Instead of increasing the set of possible feet, this second strategy increased the set of possible parsing strategies. This approach is developed in Hayes (1995), drawing on earlier work by Hammond (1990). In Hayes's approach, universal grammar allows only three kinds of feet, as in (7) (see also chapter 4 : the iambic-trochaic law).
(7) The Hayesimn foot hypology
a. Syllabic trochee ( $x$.)
$\theta \quad 0$
b. Moraic trochee (x .) (x)

L L or H
c. Iamb (. x) (x)

No exhaustive parsing of a string with any of these feet will give an iterative ternary pattern. But non-exhaustive parsing can do that. Hayes proposes that UG include a weak local parsing parameter that creates the possibility of leaving an unparsed syllable between each foot. The unparsed syllable can by stipulation only be a light one. Having an unparsed light syllable between each foot yields a ternary pattern using only binary feet, as in (8).
(8) Ternary alternations parsed into non-exhanstive binary feet

| a. | $(10)$ |
| :---: | ---: |
| b. | $(10)(0\rangle$ |
| c. | $0(10)(0\rangle$ |
| d. | $00(10)\langle 0\rangle$ |
| e. | $(20) 0(10)\langle 0\rangle$ |
| f. | $0(20) 0(10)(0\rangle$ |
| g. | $00(20) 0(10)(0\rangle$ |
| h. | $(20) 0(20) 0(10)(0\rangle$ |
| i. | $0(20) 0(20) 0(10)\langle 0\rangle$ |

For the Cayuvava pattern, trochees are constructed from right to left; whether they are moraic or syllabic trochees is irrelevant, since there is no quantity distinction in this language. The parsing alse uses final extrametricality and, of course, weak local parsing. The final syllable in ( 8 c ) is extrametrical and the initial syllable is unfooted, because it is too little to be a foot, since no degenerate feet are allowed. In (8d) the influence of weak lncal parsing is seen; in this form, there is in fact sufficient material at the left edge of the word to form a fyot. Since doing so would result in adjacent feet - which is not allowed with weak local parsing - no foot can be formed. Not until we have six syllables, as in ( 8 e ), is there sufficient space to build two nor-adjacent - i.e. weakly local parsed - feet. A detail beyond the seope of this chapter is thit adjacency can be tolerated in the case of adjacent treavy syllables - as in Chugach - suggesting that the requirement to incorporate heavy syllables into feet has priority over the prohibition on adjacent feet under weak local parsing.

### 5.3 Summary

At the level of analysis, we have seen that there are two primary strategies for constructing constituents across strings when the goal is to achieve iterative ternary alternations. One strategy is to expand the inventory of constituents, and here there are also two approaches. In the approach developed by Levin (1988) and Halle and Vergnaud (1987), flat ternary feet are allowed. Any non-head in a foot must be adjacent to its head. This allows exactly one kind of ternary foot, namely an amphibrach, where the head is not found at the edge of the foot, but rather is flanked by two non-heads. The second inventory-expanding approach, as seen primarily in Dresher and Lahiri (1991) and Rice (1992), relaxes the requirement that the head of a foot can span only one syllable. Feet that require heavy heads can draw the:r inaterial either from one heavy syllable or from two light ones.

The alternative to expanding the foot inventory is expanding the strategies available for constructing binary feet, and the primary representative of this approach is Hayes (1995). In this approach, binary feet are constructed in a new way. There are two necessary properties to the weak local parsing of a string: feet must be non-adjacent and they must be ininimally non-adjacent. These requirements lead to iterative construction of feet that are separated by one light syllable.

There was, as noted, an early debate in the metrical literature regarding the need for constituency; perhaps stress systems can be modeled simply with a theory of prominence as represented with a grid, and feet are superfluous. This debate has not shown itself in the anntext of ternary rhythn, insofar as the literature lacks a grid-only analysis of iterative ternary rhytlom.

## 6 Ternary rhythm in Optimality Theory

The typolngical enterprise in generative grammar has enjoyed enhanced prominence in the era of OT (McCarthy and Prince 1993; Prince and Smolensky 1993). One of the core foci in the OT literature is typology (Archangeli and Langendoen 1997; Roca 1997; Kager 1999). Classic OT achieves typological insights by having
a universally fixed set of constraints. Variation is modeled with constraint reranking. The factorial typology of constraint rankings defines the range of possible graınnars.

Stress patterns and metrical theory have played an important role in the construction and exploration of optimality-theoretic approaches to modeling grammar. Indeed, one of the important early discussions of the power of violable constraints was built around the pursuit of a parallelist strategy for achieving the effects of directionality. The insight in this discussion is that ininimal violation of a requirement that all feet be at one edge of the word (AllFt-L or AllFt-R), when combined with the force of a requirement that all syllables be parsed into feet (PARSE- $\sigma$ ), will yield as optimal a parse identical with serial foot construction from one edge of a string to the other.

Less present in the OT literature, however, has been discussion of termary rhythm. There has been almost no debate about the contrast between analyses using ternary feet and those using non-exhaustive parsing with binary feet. Indeed, Rice (2007) is to the best of my knowledge the only publication in which the issue is even mentioned, although Hyde (2002) also offers relevant perspectives on the nature of ternary parsing.

The most prominent discussions of ternary rhythm in OT nimic the weak local parsing approach, as in Ishii (1996) and Elenbaas and Kager (1999). Elenbaas and Kager take an important principled position on methodology. In particular, they articulate and adopt the goal of deriving iterative ternary rhythm with tools that are already necessary to account for other phenomena. This laudable position of theirs contrasts with the too frequent practice in OT analyses of positing new constraints to give new analyses. Thett practice has substantial implications, in light of the methodology of the factorial typology noted above; introducing a new constraint introduces many new grammars, and the restricted typological enterprise as construed in classic OT is substantially challenged with every new constraint that is introduced.

The analysis of ternary rhythm in OT based on underparsing has two crucial components. First, Parse- $\sigma$ - which requires that syllables be incorporated into feet - must be relatively low-ranked. This will be important in allowing optimization of an incomplete parse along the lines seen in (8). But simply ranking Parse below a requirement that all feet align with the right edge of the word will yield a parse with only one foot. Note that Al.I.FT-R awards a violation for every syllable intervening between the right edge of a foot and the right edge of the word, for each foot.
(9) Underparsing with low-ranked Parse

| бббббб | AllF $_{\text {T-R }}$ | PARSE |
| :---: | :---: | :---: |
| a. ('Uण)('טv)('טv) | *!**** |  |
|  | *1** | ** |
| r.f c. ( ${ }^{\text {b }}$ ( |  | **** |

This brings us to the second crucial component. To counter the pressure of AllFt-R, parsing of at least some of the other syllables must be rewarded. The solution offered builds on well-established insights that lapses in long parses
should be avo ided; cf. Selkirk (1984). There are various *LAPSE constraints in the literature (e.g. Kager 1994; Green 1995; Gordon 2002), where the leading idea is that a string of nore than two unstressed syllables is disfavored. With *Lal'se ranked above AllFt-R, the optimal parse will show only as much parsing as is necessary to minimize violations of *LAPSE, and will favor options in which the feet are relatively toward the right.

Ternary rhythm with *Lapse

| のƠƠO | *Latse | Allfa-R | Parse |
| :---: | :---: | :---: | :---: |
| a. $(' \sigma \sigma)\left(\sigma^{\prime} \sigma\right)\left(\sigma^{\prime} \sigma\right)$ |  | ****** |  |
| b. $\left(\sigma^{\prime}(\sigma)\right)^{(\sigma)}\left(\sigma^{\prime} \sigma\right)(\sigma$ |  | ****! | ** |
| $\omega æ \mathrm{c} . \sigma\left(\sigma^{\prime} \sigma\right) \sigma\left(\sigma^{\prime} \sigma\right)$ |  | *** | ** |
| d. $\left.\sigma \sigma\left(\sigma^{\prime} \sigma\right)\left(\sigma^{\prime}\right)^{\prime}\right)$ | *! | ** | ** |

The OT analysis of ternary stress requires consideration of many more details and much more discussion, which is to be found in the cited works. For present purposes, it is sufficient to note that an analysis akin to Hayes's weak local parsing strategy is achieved through the interaction of *Larse and AllFt-R. Although the methodology of pursuing an analysis built simply on the reranking of independently inotivated constraints is commendable, that goal has not yet been achieved. For example, careful study reveals that inultiple versions of *LAPSE will be necesschry, one of which is specifically designed for the ternary cases; this is made laudably explicit in Houghton (2006). While the use of ternary-specific tools is not an a priori faw of these analyses, it nonetheless keeps them from clearing the high bar set in pursuit of an analysis by pure reranking of constraints that are not ternary-specific.

In addition to facilitating an illustration of the strategy that has been most thoroughly pursued in providing an analysis of ternary rhythm writhin OT, the patterns under consideration here raise another important methodological point. Future work in OT that considers the relative merits of the two main types of analyses illustrated above - ternary feet or underparsing - must consider related issues about the division of labor among the modules of the theory. Consider, for example, the possibility that a particular analysis intends to optimize a parse that does not use flat ternary feet, or amphibrachs. How will such feet and their optimization be avoided?

If it is possible that prosodic structure is present in inputs - a possibility required by the richness of the base methodology - then amphibrachs are possibly present in inputs. One way in which these can be prevented from being selected as optimal is with a constraint that rules them out. Introducing an anti-amphibrach constraint, however, implicitly raises the possibility that it could be ranked relatively low, which in turn could open the door to the optimization of such structures. If one's position is that amphibrachs are never optimal, then it is unfortunate to achieve this universal exclusion with a constraint. The alternative is to provide structure to Gen, such that the output of Gen cannot include amphibrachs. The tension between these possibilities is the focus of Rice (2007), and it is one of the general theoretical issues raised in OT by the study of ternary rhythn..

## 7 Implications and directions for future research

As noted earlier, one strategy for nodeling an edgemost ternary domain - extrametricality - enhances the parsing strategies available in the theory, while the other strategy - a ternary foot - enhances the inventory of feet avaiable in the theory. On what basis can a theoret ician select the model to be pursued? Are these two options really different from one another in some meaningful sense? Does one approach allow for the description of some kind of situation that the other one does not?

If the approaches do not make different predictions, are there other strategies avaiable for selecting among them? One possibiity would be to appeal to general principles of theory construction or to findings in other realns of cognitive science. Such principles or fiindings may have implications for selecting among competing theories of phonology.

To see one example of argumentation for selecting among competing theories, we can turn to Hayes's (1980) argumentation for extrametricality over ternary feet. This argument is based primari.y on identifying differences in the types of systems the competing theories predict. In the cited ivork, Hayes compares his foot inventory at that point with a proposal made by Morris Halle, attributed to "class notes" (Hayes 1980: 114ff.). Halle had introduced ternary feet into his version of the theory, while Hayes had developed the approach using extrametricality.

Hayes begins his argument against Halle's inventory by stating the following: "I know of no languages whose stress patterns could simply be described using feet of the [ternary] form" (Hayes 1980: 115). This quotation suggests that a gap in the typology - namely the absence of languages with iterative ternary rhythm - can be used as an argument against a theory that could in fact model that.

At the conclusion of the section, we are again encouraged to adopt an inventory with binary feet and peripheral extrametricality, in part because it provides "an explanation for why feet which have [ternary] surface forms . . . are never assigned iteratively" (Hayes 1980: 122).

This example from the early literature on ternary rhythm illustrates an argument based on overgeneration. The theories are evaluated, and the one that generates a pattern not known to exist is dispreferred on those grounds. Gaps in the typology become a criterion for theory selection. However, as we now know from the sections above, this gap was soon revealed to be accidental.

This is not the only example in the generative literature of argumentation based on gaps in the empirical record. We might use this occasion to ask whether such experiences are relevant as we hone our methodology for identifying the propertives of UG. The following paragraphs present some of the broader implications that may be explored on the basis of our discussion of ternary rhythm.

The typological enterprise as ividely practiced in generative phonology aspires to model grammatical variation through simple formal manipulations of various components of the theory: reranking of constraints, different rules or rule orders, or the setting of parameters to different values.

Cenerative linguists often see thernselves as doing work grounded in a reliable typology of the structures found in natural languages. Our goal - cf. Odden (forthcoming) - is to identify the limits of the human linguistic capacity and to model that knowledge. What is a possible gramnar, and what is not? What
cognitive structures must be posited to restrict the outcome of the language acquisition process to possible grammars, thereby rendering unattainable the impossible ones? And regarding the case at hand, what does the fact of ternary rhythm force us to posit in our theory?

These questions are sometimes studied from "above." Researchers could take as their starting point a theory of cognitive capacity and build a model of linguistic knowledge within the context of that thenry. Demonstrated incompatibility of a conceivable linguistic structure with a known fact about our cognitive systen would be an argument for genuine universal ungrammaticality: of. Odden (2008) and Reiss (2008).

Alternatively, one could develop a thenry from "below." In this case, one wrould approach the matter through a deep study of one language or one family of languages, or through a carefully selected set of unrelated languages. Regardless of the starting point one adopts, any predictive model of linguistic knowledge will be held accountable to facts about natural languages.

We work to enhance the empiriad foundation for developing theories of grammars by studying individual languages. The very act of documenting, describing, and analyzing the multifarious properties and subsystems that are found in natural language entails engagement in a typological enterprise; of. Newnteyer (2005) and Hyman (2009). A model of linguistic knowledge that allows the construction of a particular grammar gains credibility vis à vis its competitors when a specific language is identified that requires precisely that grammar.

We might call this the positive typological enterprise: certain structures are attested in the set of well-studied natural languages, and any theory of grammar must sanction the generation of such structures.

But there is also a negrative typological enterprise. Work on this side of the program aspires to model the absence of unattested structures. If we imagine competing models of linguistic knowledge, all of which satisfy the positive side of the enterprise insofar as all of them generate those structures that are known to exist, then we need some criterion for choosing among them. Proposed models of linguistic knowledge are therefore routinely criticized from the negative side, i.e. for allowing the construction of a grammar that is not known to be instantiated by any natural language; this is the state of overgeneration, of which we saw an example above.

A model that overgenerates is in principle inferior to one that does not. A model that completely fails to overgenerate matches the systens that it cannot generate with those that are unattested.

While this seems at first glance to be an important goal, the danger we must guard against when attempting to eliminate aspects of a theory that overgenerates is the equation of unottested with impossible. How can we know whether a structure that is absent from the empirical database is merely unattested - as was the case with iterative ternary rhythm - or genuinely beyond the grasp of UC?
Finding an answer to this question seems insurmountably forbidding when we realize that distinguishing the merely unattested from the cognitively impossible would be no easier if all languages were thoroughly documented, studied, and analyzed. Those activities, of course, may fill gaps in our knowledge, and they will certainly generate a richer base for our research enterprise, thereby contributing to a deeper understanding of our cognitive capacity. But even if all languages were deeply understood, any linguist would still be able to posit conceivable albeit unattested structures, and all theories that overgenerate would nake this
challenge easy. Such conceivable but unattested structures can be assumed to be universally ungrammatical only if we assume that all possible structures in fact do appear somewhere in the set of human languages. This assumption, alas, is no more plausible than an assumption that all possible structures for eyes, for example, are attested somewhere in the animal kingdom.

This realization presents a significant confrontation to the bottom-up approach to linguistic theory construction. Building theories on the basis of what is attested and unattested tends to confuse does not exist with cannot exist. The work of linguists is not to explain linguistic structures that do exist, but rather to explain linguistic structures that can exist. While the starting point may be the empirical record, that cannot be the ending point. The empirical record does not and cannot show us the limits of human linguistic capacity. The empirical record cannot reveal what is necessarily beyond the realn of our granmatical competence; cf. Isac and Reiss (2008).

## 8 Conclusions

Although it is not the purpose of this chapter to go deeply into methodological issues, it is essential nonetheless to highlight the importance of doing so. The study of ternary rhythm and the history of analyses of this phenomenon in the generative literature raise issues of the kind presented here. The remaining challenge is to take these discussions further, not only in this context, but whenever we enter into discussions arguing for the selection of one theoretical model over another.

There is more work to be done in metrical theory and on ternary rhythm. This must address several issues, both in the context of a specific analysis and with respect to the theory with which that analysis is built. Naturally, any antalysis has to satisfy the positive typological enterprise by allowing the generation of those patterns that are attested. An analysis must take a position on the kind of constituents that are constructed. Are they binary or ternary?

If there are ternary feet, i.e. feet with three terminals, is there any internal structure to those constituents, or are they fat ternary structures? If there are not ternary feet, how are binary feet constructed with iterative non-exhaustivity, i.e. periodic non-parsing as with the earlier theory of weak local parsing? What is the fate of those syllables that are left unparsed? How are they incorporated into the prosodic structure of the word, and what implications does this have for a theory of layering in prosodic structure (Selkirk 1984)?

Beyond the basic matter of developing an analysis, future work on this topic should also address the role of typological evidence in the theory being offered, specifically the extent to which patterns absent from the empirical record are considered to be not merely unattested but unattestable. In this way, the typological enterprise will remain an important topic of discussion, and the languages showing ternary rhythm will play their significant role in future refinements of neetrical theory and the methodologies of research in generative linguistics. ${ }^{\text {. }}$

[^41]
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## 53 Syllable Contact

## Misun Seo

## 1 Introduction

Syllable contact is a notion introduced to describe the so nority relation between adjacent segments across a syllable bound ary, that is, between heterosyllabic coda and onset segments. According to Hooper (1976), Mur ray and Vennemann (1983), and Vennemann (1988), among others, there is a cross-linguistic preference to avoid rising sonority across a syllable boundary; this tendency is forınulated as the Syllable Contact Law (SCL). This law states, for example, that al.ta, with falling sonority, is preferred to at.ln, with rising sonority. This law has been adduced to account for both diachronic and synchronic sound alternations in coda-onset clusters.
In this chapter, I will review the notion of syllable contact by referring to sound alternations involving coda-onset clusters observed in different languages. The chapter is organized as follows. In §2, I offer an overview of sonority and sonority scales on which the SCL is crucially based. lnaddition, I review previous proposals on syllable contact and different types of diachronic and synchronic phonological changes analyzed as repair strateg tesfor bad syllable contact. In §3, I present the issues and debates on syllable contact such as the necessity of syllable contact, the categorical $u s$. gradient nature of syllable contact, language-specific variation, and problems of syllable contact (see also ctiapter a: sonority).

## 2 Syllable contact

The notion of syllable contact is essentially based on the relative sonority of segments. Thus, in §2.1, 1 first review sonority and then the SCL. In §2.2, 1 provide examples of different types of diachronic and synchronic phonological changes which have been analyzed using the notion of sy llable contact.

### 2.1 Sonority and the Syllable Contact Lazv

The SCL is based on the concept that speech sounds can be classified into different categories according to their relative sonority. There have been many proposals for the definition of sonority. For example, Ladefoged (1982) defines sonority as
the loudness of a sound relative to that of other sounds with the same length, stress, and pitch, and Clements (1990) defines it in terıns of a set of major class features. In Venneman (1988), sonority is described as an inverse restatement of strength, which is based on "degree of deviation from unimpeded (voiced) air flonv." In addition, Parker $(2002,2008)$ daims that sonority has a phonetic basis in intensity measured as "sound level differences in decibels between a target segment and a constant reference segment in the environınent."

There exist many competing sonority scales, obtained on the basis of different definitions of the sonority. Different sonority scales result from the controversial relative sonority of laterals and rhotics, voiced and voiceless obstruents, stops, fricatives, and affricates, and high, mid, and low vowels. However, it is generally agreed among inost researchers that the uncontroversial sonority hierarchy is as follows (Bell and Hooper 1978; Harris 1983; van der Hulst 1984; Clements 1987, 1990; Kenstowicz 1994; Smolensky 1995; Holt 1997; van Oostendorp 1999):
(1) Sonority hierarcly

| moresororous | vowels <br> glides <br> liquids <br> nasals <br> obstruents |
| :--- | :--- |
| less sonorous |  |

For extensive discussion of sonority and sonority scales, see Chapter 49 : sonority.

With reference te the relative sonority of segments, Hooper (1976) proposes a constraint on heterosyllabic coda-onset clusters. According to the principle, the sonority of a coda consonant must exceed that of a following onset consunant. Murray and Vennemann (1983) and Vennemann (1988) extend the principle as follows:
(2) Syllable Contact Latu (Vennemann 1988: 40)

A syllable contact A.B is the more preferred, the less the consonantal strength of the offset $A$ and the greater the consonantal strength of the onset B .

The SCL can be rephrased as in (3), using the concept of sonority, which is the reverse of strength and more commonly used in current phonology.
(3) Syllable Contact Laio (sonority version) (Davis and Shin 1999: 286)

A syllable contact A.B is the more preferred, the greater the sonority of the offset $A$ and the less the sonority of the onset $B$.

The SCL has also been invoked as a fami.y of related OT constraints (Bat-El 1996; Davis 1998; Ham 1998; Davis and Shin 1999; Rose 2000; Baertsch 2002; Gouskova 2004; Holt 2004; Zec 2007).

### 2.2 Phonological change as optimization of syllable contact

### 2.2.1 Diachronic change

The notion of syllable contact has been employed in motivating various diachronic changes attested in cuda-onset sequences (see also citaprer 93: sound ciiange). For example, Hooper (1976) claims that various phonological processes have applied to the /nr/ sequence diachron*icallyin different Spanish dialects to remedy the sequence violating the SCL, as illustrated below:
(4) venirá > venrá > vendrá (by stop insertion) '(it) will come'
verná (by metathesis) verrá (by assimilation)

In the example above, after the occurrence of syncope, the resulting form venrá is unacceptable since the onset /r/ in the /nr/ sequence is more sonorous than the coda / $n /$, thus violating the SCL. Therefore, phonological processes such as stop insertion, metathesis, and assimilation apply in different Spanish dialects to improve the less preferred heterosyllabic /rr/ sequence.

Stop insertion also appled to various heterosyllabic consonant-liquid clusters in Old Spanish and Old French, as shown below.
a. Stop insertion in Old Spanish (Martínez-Gil 2003)

| Latin | Old Spanish |  |
| :---: | :---: | :---: |
| feme(i)na | (f)embra | 'fernale' |
| lumme)ru | hombro | 'shoulder' |
| (u) lar | tremblar | 'to shake, shiver' |
| (e)ra | engentrar | 'to engender, beget' |
| melliolrare | me(l)drar | 'to grow' |

b. Stop insertion in Oht French (Walker 1978; Morin 1980; Wetzels 1985; Picard 1987; Martínez-Cil 2003)

| Latin |  |  | Old |  |
| :---: | :---: | :---: | :---: | :---: |
| came)ra | (> clamre) | $>$ | chambre | 'room' |
| simeth) lare | (> semter) | $>$ | sembler | 'to resemble' |
| e)ru | (> tenre) | $>$ | rendre | 'tende |
| molle)re | (> molre) | $>$ | moliter | 'to grind' |
| (a)ru | (> lnzere) | > | (z)dre | 'beggar' |
| ess(e)re | (> esre) | $>$ | stre | 'to be' |
| spintu)la | (> espinte) | > | espingle | 'pin' |

According to Martínez-Gil (2003), all the heterosyllabic consonant-liquid clusters in the examples above violate the SCL by showing more sonorous onsets than codas, and thus the stop is inserted within the clusiels as a strategy to inprove bad syllable contact.

Holt (2004) analyzes the metathesis observed in the heterosyllabic /dn/ and /dl/ sequences of Old Spanish as a repair strategy to optimize syllable contact. In Old Spanish, the heterosyllabic /dn/ and /dl/ sequences brought about by
syncope in Late Spoken Latin or by morpheme concatenation underwent many repair strategies, such as dissimilation, palatalization, stop insertion, deletion, and strengthening, e.g. antenatu (Latin) > adnado $\sim$ andado $\sim$ andrado $\sim$ alnado $\sim$ anado ~ annado (Old Spanish) 'stepchild'. The examples in (6) illustrate that metathesis is optional in Old Spanish forms, while only metathesized forms occur in Modern Spanish.
(6)

| a. /dn/ |  |  |  |
| :---: | :---: | :---: | :---: |
| Latin | Old Spanish | Modern Spanish |  |
| cat(e)natu | cadnado ~ cimado | candado | 'padlock' |
| antenatu | adnado ~ andado | andado | 'stepchild' |
| lecitimu | lidmo ~ lindo | lindo | 'prelty' |
| retina | riedna ~ rienda | rienda | 'rein' |
| b. /dI/ |  |  |  |
| Latin | Old Spanish | Modern Spanish |  |
| sparula | espadla ~ espalda | espalda | 'back' |
| caritulu | cabidlo ~ cabildo | cabildo | 'town council' |
| follatile | lojalde ~ hojaldre | hojoldre | 'puff pastry' |
| titulo | title $\sim$ tilde | tilde | 'written accent' |

According to Holt, metathesis applied to /dn/ and /dl/ in Old Spanish, since the sequences have rising sonority over a syllable boundary and thus show bad syllable contact. (See also chalder 59: merathesis for a discussion of synchronic metathesis processes in response to phonotactic requirements more generally.)

In addition, West Germanic w'ord-medial gemination after a short vowel and before *j, ${ }^{*}$ r, and *l has been analyzed by Murray and Vennemann (1983) as being driven by the need to avoid an onset which is more sonorous than the coda.
(7) Gemination in West Germanic
(Murray and Vennemann 1983; Braune and Eggers 1987; Ham 1998)

## East Germanic West Germanic

a. Go. skapjan OS skeppian, OE scieppan 'to create'
Co.bidjan OS biddian, OE biddan 'to ask for'

Co. hafian OHG heffan, OE kebban 'to lift'
ON framia OHG fremmen, OE fremman 'to carry out (a task)'
Go. italia OHG hella, OS hellia 'hell'
b. ON bitr OHG bittar (<*bittr) 'bitter'

Co. akrs OHG ackar, OS akkar (<*akr) 'field'
VLfacla OHC faccila (<*accla) 'torch'
ON epli $\quad$ OE apppel. OS appel (<*appl) 'apple'
According to Murray and Vennemann, Proto-Germanic had stem-initial accent, suggesting that the Proto-Germanic forms of the examples in (7) were syllabified as ${ }^{* V C . j V, * V C . r V, ~ a n d ~ * V C . I V ~ i n ~ o r d e r ~ t o ~ m a i n t a i n ~ a ~ h e a v y ~ s t r e s s e d ~ s y l l a b l e . ~ M u r r a y ~}$

[^42]and Vennemann argue that West Germanic gemination was triggered by the SCL; that is, by gemination, coda-onset sequences with rising sonority across a syllable boundary (i.e. VC.jV, VC.rV, and VC.IV) were improved to ones with a sonority plateau (i.e. VC.CjV, VC.CrV, and VC.ClV). Ham (1998) also motivates gemination before * $r$ and ${ }^{*} l$ in West Cermanic by appeal to the concept of syllable contact, arguing that gemination before *j resulted from the well-attested Germanic avoidance of ${ }^{j}$ in onset-initial position.

### 2.2.2 Synchronic change

Syllable contact has also been considered as a factor motivating different types of synchronic sound alternations, such as assimilation, meta thesis, glide formation, and epenthesis in heternsyllabic coda-onset clusters. For example, Rice and Avery (1991), Rice (1992), Iverson and Sohn (1994), and Davis and Shin (1999) view the assimilation observed in Korean nasal + liquid sequences as being due to the SCL. In Korean, two types of assimilation processes are attested when a $l^{\prime}$ iquid is preceded by a nasal. When $/ \mathrm{n} /$ is followed by a liquid, the nasal assimilates to the following liquid, resulting in [11], as the examples in (8a) illustrate. On the other hand, when a liquid is preceded by a non-coronal nasal /m/ or $/ \mathrm{p} /$, the liquid assimilates to the previous nasal segment in nasality and thus the $/ \mathrm{ml} /$ and $/ \mathrm{rr}] /$ sequences are realized as $[\mathrm{mn}]$ and $[\mathrm{nn}]$, respectively, as sheown in (8).
a. Assimilation in $/ \mathrm{nl} /$

| /non + li/ | [nolli] | 'logic' |
| :--- | :--- | :--- |
| /han+ljar/ | $[$ halljan $]$ | 'limit' |
| /c'on+li/ | $\left[c^{h}\right.$ blli] $]$ | 'natural law' |

b. Assimilation in $/ \mathrm{ml} /$ and $/ \mathrm{rll} /$ /sam+lju/ [samnju] 'third rate' /tam+ljzk/ [tanınjak] 'courage' /jart+li/ [jarni] 'profit' /san+lju/ [sannju] 'the upper stream'

According to Iverson and Soln (1994) and Davis and Shin (1999), the two types of sonorant assimilations occur in a nasal + liquid sequence in Korean because the sequence is unacceptable due to violating the SCL.

Bradley (2007) analyzes obstruent-nasal metathesis in Sidamo as occurring in order to avoid bad syllable contact.
(9) Obstruent-masal metathesis in Sidamo (Hudson 1975, 1995; Hume 1999)

| /hab+nemmo/ | [hambemmo] | 'we forget' |
| :--- | :--- | :--- |
| /gud+nonni/ | [gundonni] | 'they finished' |
| /it+noommo/ | [intoommo] | 'we have eaten' |
| /has+nemmo/ | [hansemnio] | 'we look for' |
| /duk+nanni/ | [dugkanni] | 'they carry' |
| /ag+no/ | [aggo] | 'let's drink' |

As can be seen from the examples in (9), a stem-final obstruent metathesizes with a following suffix-initial $/ \mathrm{n} /$ in Sidamo and then the nasal assimilates regressively
in place. According to Bradley, metathesis applies to obstruent-nasal clusters with rising sonority to produce nasal-obstruent clusters, which do not violate the SCL. ${ }^{2}$

In addition, Bradley (2007) accounts for the metathesis of /rir/ clusters in irregular future and conditional forms of Judeo-Spanish verbs by employing the concept of syllable contact.
(10) Metathesis of /nr/ in Judeo-Spanish (Lamouche 1907; Baruch 1930; Bradley 2007)
terné 'I will have' of.tener 'to have'
verné 'I will come' cf. venire 'to come'

Glide formation in German is also motivated by the SCL. According to Hall (2007), [ i ] and [ j ] are in complementary distribution in German and /i/ is realized as [j] when occurring to the left of a vowel as in Inbinl [la'bjail] 'labial'. In /VCCiV/ sequences, glide formation applies if the two consonants show a sonority fall, as in (11a), while it does not apply if the two consonants show a sonority rise, as in (11b).
(11) a. Glide formation

| liquid + obstruent | Skorpion | [sk]rpjo:r] | 'scorpion' |
| :---: | :---: | :---: | :---: |
|  | Celsius | [tselzjus] | 'celsius' |
| nasal + obstruent | Indien | [indjon] | 'India' |
| liguid + nasal | Knlifornien | [kalifornjan] | 'California |
|  | Fermiun | [fermjum] | 'fermium |

b. No glide foranation

| obstruent + liquid | Atrium <br> Bibliothek | [a:trium] | 'atrium' |
| :--- | :--- | :--- | :--- |
| [bibliote:k] | 'library' |  |  |
| obstruent + nasal | Hnfnium | $[$ hafnium] | 'hafniun' |

The notion of syllable contact has also been employed in explaining vowel epenthesis patterns in loanwords. When CVC languages borrow loanwords with complex onsets, a vowel is inserted and, according to Gouskova (2001), the position of the inserted vowel is deterımined in consideration of syllable contact.

Epenthesis patterns in lonmuords (Couskova 2001)
a. Falling or flat sonority: Edge epenthesis

| Hindi | iskul <br> sloss/source |
| :--- | :--- | :--- |
| 'school' |  |

[^43]b. Rising sonority: Internal epentlu:sis

|  |  | 'loss/source |
| :--- | :--- | :--- |
| Hindi | frrut | 'fruit' |
| Bengali | pafaizar | 'Pfizer' |
| gelas | 'glass' |  |
| Central Pahari | silet | 'slate' |
| Sinhalese | tijage | Sanskrit tjage 'gift' |
| Wolof | kalas | 'class' |
| Uyghur | kulub | Russian klub 'club' |

As shown in (12a), a vowel is inserted before the onset consonants with falling or fat sonority, since the resulting coda-onset clusters do not violate the SCL. However, as illustrated in (12b), a vowel is inserted between the two consonants of the onset with rising sonority to avoid the coda-onset clusters violating the SCL.

According to Rose (2000), syllable contact plays a role in determining the position of an epenthetic vowel in Chaha (see chapter 67: vowel epenthesis). For example, when [i] is epenthesized in /VCCCV/ for structural reasons, either [VCCiCV] or [VCiCCV] can surface with the aiun of achieving good syllable contact. Thus, $/ t-n-k^{\prime} r a t ' n 1-n a /$ 'while we are cutting' surfaces as [tink'irat'innnə], since the alternative form *[tinik'rat'imnə] has the coda-onset cluster [ $k^{\prime} . r$ ], with bad syllable contact. On the other hand, /t-n-msskr-ns/ 'while we are testifying' is realized as [tinimsakinna] rather than *[tinmisakinna], with a coda-onset cluster with flat sonority, which is avoided in the language.

In addition, epenthesis in Picard clitics (Auger 2003) is said to be influenced by the preference for achieving good sylla.ble contact, and Pons (2005) argues that regressive manner assimilation, rhotacism, gliding, onset strengthening, epenthesis, and deletion attested in Romance languages are strategies triggered to avoid bad syllable contact.

## 3 Issues and debates on syllable contact

### 3.1 Sonority Dispersion Principle and the Syllable Contact Law

As seen in §2.2, the notion of syllable contact has been employed in motivating different types of diachronic and synchronic sound changes. However, there have been debates regarding whether or not it is necessary to posit a separate law just for coda-onset sequences. Clements (1990) clains that the Sonority Dispersion Principle makes the SCI dispensable. According to the Sonority Dispersion Principle, sonority rise is required to be maximal from the onset to the nucleus and sonority drop is required to be minimal from the nucleus to the coda. Thus, for example, the principle says that [ta] is nore preferred than [la] as the onset and [al] is noore preferred than [at] as the coda. From the Sonority Dispersion Principle, it can be predicted that maximal somority drop is preferred acnoss syllable boundaries, as stated in the SCL. Thus, Clements proposes that the SCL follows from the more general Sonority Dispersion Principle.

However, based on the data from Kazakh in (13), Davis (1998) and Gouskova (2004) argue that the SCL cannot be reduced to the Sonority Dispersion Principle.

## Syllable contact in Kazakh (Davis 1998)

a. No onset desonorization

| /alma-lar/ | [al.ma.lar] | 'apples' |
| :--- | :--- | :--- |
| /mandaj-lar'/ | [man.daj.lar] | 'foreheads' |
| /kijar-lar/ | [kijar.lar] | 'cucumbers' |
| /kol-ma/ | [knl.ma] | 'hand-interroc' |
| /kijar-ma/ | [ki.jar.ma] | 'cucumber-intbrroc' |

b. Onset desonorization

| /kol-lar/ | [kol.dar] | ds' |
| :---: | :---: | :---: |
| /murin-lar/ | [mu.rin.dar] | noses' |
| /konumz-lar/ | [ko.rpuz.dar] | 'bugs' |
| /murin-na/ | [mu.rin.ba] | 'nose-interrog' |
| /korjuz-ma/ | [ko.puz.ba] | 'bug-interrog' |

In Kazakh, consonants of any soncority can be onsets if they are preceded by vowels or by consonants of higher sonority. Thus, no onset desonorization is attested in the examples of (13a). However, when the onset is preceded by a consonant with lower or the same sonority, it desonorizes, as shown in (13b). Therefore, to explain the sound alternations of onsets in the Kazakh examples, it is essential to refer to the sonority relation of the coda and the following onset. For this reason, both Davis and Couskova claim that the Sonority Dispersion Principle cannot completely replace the SCL.

### 3.2 Nature of syllable contact: Categorical vs. gradient

Since Hooper (1976), the SCL has been extended to account for more crosslinguistic data, and the nature of syllable contact is now viewed as gradient rather than categorical (see chapter y9: Gradience and catecoricality in phonological theury). Hooper (1976) originally proposed the SCL for Spanish, where the sonority of a syllable-final consonant must exceed that of a following syllable-initial consonant. According to this, the syllable contact is categorical in nature. Different types of coda-onset clusters are equally fine as long as the sonority of the coda exceeds that of the onset. Thus, although the sonority distance between the coda and the onset is greater in al.ta than in al.na, both are equally fine clusters with respect to syllable contact since the coda is more sonorous than the onset. Likewise, both at la and an.la are equally non-optimal since the coda is less sonorous than the onset.

Murray and Vennemann (1983) and Vennemann (1988) propose an extended version of the SCL whose nature is gradient: two adjacent heterosyllabic segments are noore preferred, the greater the sonority of the first segment and the less the sonority of the second segment. Clements (1990) paraphrases the extended SCL as follows:
(14) The extended Syllable Contact Luve (Clements 1990: 319)

The preference for a syllabic structure $A . B$, where $A$ and $B$ are segments and $n$ and $b$ are the sonority values of $A$ and $B$ respectively, increases with the value of $a$ minus $b$.

Davis and Shin's (1999) version of the SCL in (3) is also a gradient one. In the gradient view of the syllable contact phenomenon, coda-onset clusters with falling sonority are not considered to exhibit the saine degree of optimality. In addition, not all violations of the SCL by clusters with rising sonority are considered equally serious. Depending on the relative sonority distance between the coda and the onset, one cluster is more optimal or less non-optimal than the others. For example, al.to is inore optimal than al.na, since the sonority distance between the coda and onset is greater in al.to than in al.na. In addition, a sequence such as at.lo constitutes a more severe violation of the law than a sequence such as $a n$. $a$.

In line with this, Clements (1990) provides the following aggregate complexity score of each of the coda-onset sequences by summing the complexity values of each of the dernisyllables (nucleus-coda and onset-nucleus sequences) that constitute it.

|  | C2 | obstruent | nasal | liquid |
| :--- | :---: | :---: | :---: | :---: |
| C1 |  |  |  |  |
| obstruent | 5 | 6 | 7 | 8 |
| nasal | 4 | 5 | 6 | 7 |
| liquid | 3 | 4 | 5 | 6 |
| glide | 2 | 3 | 4 | 5 |

According to Clements (1990), obstruent-glide sequences such as at.zoa violate the SCL most seriously and glide-obstruent sequences such as aro to satisfy the law most faithfully.

A more fine-grained syllable contact scale is proposed by Couskova (2004), based on Jespersen's (1904) sonority scale.
a. Sonority scale (Jespersen 1904) glides > rhotics > laterals > nasals > voiced fricatives > voiced stops > voiceless fricatives $>$ voiceless stops (abbreviated as: $\mathrm{w}>\mathrm{r}>\mathrm{I}>\mathrm{n}>\mathrm{z}>\mathrm{d}>\mathrm{s}>\mathrm{t}$ )
b. Syllable contact scale (Gouskova 2004)


In Gousknva's syllable contact scale in (16b), glide + voiceless stop clusters (represented as $\tilde{w} .1$ ), for example, are characterized as sequences with a sonority drop of -7 , since the sonority of the voiceless stop is lower than that of the glide by
seven steps according to Jespersen's sonority scale in (16a). As can be seen in (16b), Gouskova proposes that the syllable contact scale has 15 strata, with glide + voiceless stop sequences (represented as iw.t) on stratum 1 the most harmonic, and voiceless stop + glide sequences (represented as tiv) on stratum 15 the least harmonic.

Clements and Gouskova employ different sonority hierarchies, and thus propose different gradient versions of the sonority contact scale. Gouskova's more fine-grained syllable contact scale can account for the different patterning of /ll/ and /rl/ in Kazakh, while this is not possible within Clements' syllable contact scale. According to Davis (1998), coda-onset sequences with flat or rising sonority undergo desonorization in Kazakh in order to improve syllable contact, as in $/$ murin-lar/ $\rightarrow$ [murindar] 'noses'. On the other hand, no desonorization applies to coda-onset sequences with falling sonority, as can be seen from /mandaj-ga/ $\rightarrow$ [nandajga] 'forehead + DIRECT'. In the case of /ll/ with flat sonority, desonorization applies, as in /kol-lar/ $\rightarrow$ [kol.dar] 'hands', while /rl/ surfaces as [rl], as in /kijar-lar/ $\rightarrow$ [kijarlar] 'cucumbers'. The different phonolog' $1 a l$ patterning of /II/ and /rl/ in Kazakh suggests that /r/ is more sonorous than /l/, and that /rl/ is the sequence with falling sonority, as in Gouskova's syllable contact scale. Note that Clements' syllable contact scale carmot account for the different patterning of /ll/ and /rl / in Kazakh, since /r/ is assunted to be as sonorous as /1/.

The gradient nature of syllable contact makes it possible to explain languagespecific patterns of the syllable contact phenomenon. According to Gouskova (2004), languages differ in the level of complexity they tolerate, and thus language-specific patterns of syllable contact are attested. For example, Kirghiz and Kazakh require sonority to drop from the coda to the onset but the two languages are different in the thresholds of acceptable sonority drop. In Kazakh, sonority is merely required to drop from the coda to the onset and need not be maximal. Thus, as can be seen in (13b), onset desonorization applies to coda-onset sequences with flat or rising sonority, but not to coda-onset sequences with falling sonority, as in (13a). On the other hand, as can be seen from the examples in (17), sonority drop alone is not sufficient in Kirghiz, which requires maximal sonority drop.
(17) Syllable contact in Kirgliz
(Hebert and Puppe 1964; Kasymova et al. 1991; Gouskova 2004)

| /konok-lar/ | +5 | konok.tar | 0 | 'guest (pl)' |
| :---: | :---: | :---: | :---: | :---: |
| /tas-lar/ | +4 | taf.tar | -1 | 'stone (rL)' |
| /konok-nu/ | +4 | konok.tu | 0 | 'guest (ubj)' |
| /bs-nu/ | +3 | taf.tur | -1 | 'stone ( B $^{\text {d }}$ ) ${ }^{\prime}$ |
| /atan-lar/ | +1 | atan.dar | -2 | 'gelded camel (pt.)' |
| /rol-lar/ | 0 | rol.dar | -3 | 'role (rl)' |
| /atan-nu/ | 0 | atan.dum | -2 | 'gelded camel (orj)' |
| /kar-lar/ | -1 | kar.dar | -4 | 'snow (1pl)' |
| /rol-nu/ | -1 | rol.du | -3 | 'role (08J)' |
| /aj-lar/ | -2 | aj.dar | -5 | 'moon (pl)' |
| /aj-nu/ | -3 | aj.dur | -5 | 'moon (Obj)' |
| /kar-du/ | -4 | kar.du | -4 | 'snow (OBJ)' |
| /too-lar/ | - | too.lar | - | 'mountain ( PL ) ${ }^{\text {c }}$ |
| /roo-nu/ | - | too.nu | - | 'mountain (Obj)' |

As can be seen from the examples above, desonorization in Kirghiz applies to suffix-initial sonorants after any consonant, in order for sonority to drop maxitnally from the coda to the onset. Note that the Kazakh and Kirghiz data above cannot be explained properly within the categorical version of the SCL, which predicts that all coda-onset clusters with falling sonority are equally acceptable.

### 3.3 Syllable contact as a language-speci fic constraint on minimal sonority distance

With respect to syllable contact phenomena, language-specific variations can be observed. First, some languages respecti.ng the SCL allow coda-onset clusters with flat sonority while other's disc-llow them. For example, as shown in (8), Korean prohibits coda-onset clusters with rising sonority. How'ever, a coda can be as sonorous as a following onset, as can be seen from /sallim / $\rightarrow$ [sallim] 'housekeeping', /simınun/ $\rightarrow$ [simmun] 'interrogation', etc. On the other hand, as shown in (13), coda-nset clusters with flat sonority as well as rising sonority are not sanctioned in Kazakh. Thus, /kol-lar/ is realized as [kol.dar] 'hands', to improve syllable contact.

Such syllable contact variation of coda-onset sequences with equal sonority has been accounted for by positing two versions of the SCL.
a. Syllable Contact Latw (strict) (Rose 2000: 401)

The first segment of the onset of a syllable must be lower in sonority thin the last segment in the immediately preceding syllable.
b. Syllable Contact Law (loose) (Bat-El 1996; Davis and Shin 1999) The first segment of the onset of a syllable inust not be of greater sonority than the last segment of the immed iately preceding syllable.

Coda-onset sequences of equal sonority are not allowed within the SCL in (18a), while they are permitted withln the loose version of the SCL in (18b).

Syllable contact variations that cannot be explained by the two versions of the SCL are also fosund. The SCL has generally been enteloyed to constrain coda-onset clusters with rising sonority. However, languages which allow only fall ing sonority from a coda to a following onset can vary with respect to minimal sonority distance. Accord'ung to Gouskova (2004), both Kirghiz and Sidamo allow coda-onset seguences with falling sonority, forbidding sequences with flat or rising sonority. However, the thresholds of acceptable sonority drop are different in the two languages. As can be seen from the examples in (17), minimal sonority drop required in Kirghiz is -4 , and coda-onset sequences with sonority drop of less than -4 undergo phonological change of desonorization to remedy bad syllable contact. Thus, desonorization applies to /aj-nu/ 'moon (obs)', which is realized as [aj.du], with a sonority drop of -3 . On the other hand, /kar-du/ 'snow (Obs)', with a sonority drop of -4 , is not targeted by any phonological process in order to remedy bad syllable contact, and surfaces as [kar.dıu]. In the case of Sidamo, unlike Kirghiz, the acceptable minimal sonority drop is $\mathbf{- 2}$.
(19) Syllable contact in Sidamo (Moreno 1940; Gouskova 2004)
a. Sonority rises: Metathesis

| /duk-nanni/ | +4 | durn.kanni | -4 | 'they carry' |
| :--- | :--- | :--- | :--- | :--- |
| /hut'-nanni/ | +4 | hun.t'anni | -4 | 'they pray/beg/requ.lest' |
| /has-nemmo/ | +3 | han.seemo | -3 | 'we look for' |
| /hab-nemmo/ | +2 | ham.bemmo | -2 | 'we forget' |

b. Sonority trops less than -2 or is flat: Cemination
/af-tinonni/ -1 affinonni - 'you (rL) have seen'
/lellif-toti/ -1 lelliffoti - 'don't showv!'
/ful-nemmo/ -1 fullemnor - 'we go out'
/um-nommal 0 ummommo - 'we have dug'
c. Sonority drops more than-2: Place assimilation only
/inar-toti/ -5 inar.toti -5 'don't go'
/ful-te/ $\quad-5$ ful.te $\quad-5$ 'your having gone out'
/qaram-tino/ -4 qaran.tino -4 'she worried'
In Sidamo, coda-onset clusters with rising sonority are repaired by metathesis, as in (19a), and the clusters with flat sonority or sonority drop of less than -2 are modified by gemination, as in (19b). On the other hand, when coda-onset sequences have a sonority drop of $\mathbf{- 2}$ or above, no modification applies to improve syllable contact, although the sequences undergo place assimilation, as in (19c).

In addition, different languages can permit different degrees of minimal sonarity rise, which cannot be explained within the SCL in (18). For example, Faroese and Icelandic set different acceptable sonority distances between a coda and a following onset. According to Gouskova (2004), Faroese permits a sonority rise of +4 or below, as illustrated in (20).
(20) Syllable contact in Faroese (Gouskova 2004)
a. Sonority rise of 5 points or more: Complex onsets
a:. 'kvamarın +7 'beryl'
vea: ${ }^{\prime} k$ fir +6 'beautiful (mASC PL)'
ais.' 'tranti +6 'poisonous'
dea:."prir +6 'sad'
inis. ${ }^{\prime}$ khr +5 'great (MASC rl)'
e:. ${ }^{\text {h }}$ plı +5 'potato'
b. Sonority rise of fewer than 5 points: Heterosyllabic codn-onset chusters
s.g.re $\quad+4$ 'further south'
b̧a ${ }^{\text {b }}$ t.na $\quad+4$ 'to improve'
id.la +3 'or'
ves.na +3 'to worsen'
jar.na +2 'gladly'
ro ${ }^{\text {h } k . t ı} \quad 0 \quad$ 'smioked (SG)'
ves.tur $\quad-1$ 'west'
hen.dur -2 'hands'
jer.dı -4 'did (sc)'
nod.dir - 'approached (sG)'

In Faroese, where initial syllables are always stressed and heavy, syllable contact plays a crucial role in syllabification. As can be seen in (20a), when two intervocalic consonants show a sonority rise of +5 or more, the two consonants are syllkibified into a complex onset and the preceding vowel is long. On the other hand, when two intervocalic consonants exhibit a sonority rise of +4 or less, the two consonants are syllabified as heterosyllabic and the preceding vowel is short, as in (20b). Thus, the examples in (20) show that the maxinal sonority rise from a coda to a following onset permitted in Faroese is +4 or less.

In Icelandic, unlike Faroese, the acceptable sonority distance between a coda and a following onset is +5 or less.
(21) Syllable contact in Icelandic (Gouskova 2004)
a. Sonority rise of 6 points or more: Complex onsets

b. Sonority rise of fewer than 6 points: Heterosyllabic codn-onset clusters

| $\varepsilon^{\text {h }}$ p. It | +5 | 'apple' | $t^{\text {n }}$ ¢m.ja | +3 | 'to domesticate' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon^{\text {h }}$. ${ }^{\text {a }}$ a | +5 | 'lack' | vel.ja | +2 | 'to choose' |
| afilta | +5 | 'to intend' | ver.ja | +1 | 'to defend' |
| bıð.ra | +4 | 'to ask' | $t^{\text {tex }} \mathrm{v} . j \mathrm{ja}$ | 0 | 'to delay' |
| stæð.va | +4 | 'to stop' | hes.tyr | -1 | horse' |
| hăǐy.rı | +3 | 'right' | EV.ri | -1 | 'upper' |
| bladra | +3 | 'balloon' | av.laya | -2 | 'to bend out of shape' |
| sıg.la | +3 | 'to sail' | dver.g̊yr | -4 | 'dwarf' |
| vis.na | +3 | 'to wither' |  |  |  |

As can be seen from the examples in (21a), two consonants with a sonority rise of +6 or more are syllabified as a complex onset and the preceding vowel is lengthened to make the first stressed syllable heavy. On the other hand, when two consonants show a sonority rise of +5 or less, as in (21b), they are syllabified as heterosyllabic, and the preceding vowel is realized as a short vowel since the first stressed syllable is heavy, due to the coda.

According to Gouskova (2004), the language-specific patterns of syllable contact discussed above suggest that languages differ in the thresholds of acceptable sonority distance between a coda and a following onset and that the SCL is not a single constraint forbidding rising sonority. To account for such language variations within Optimality Theory, Gouskova reformulates the SCI as a hierarchy of constraints derived from sonority scales, which target negative, flat, or positive sonority distance across a syllable boundary.

### 3.4 Problems with the Syllable Contact Law

Seo (2003) points out that the SCL has two problems. First of all, the SCL is problematic, since it cannot explain why a consonant + liquid cluster is targeted by a phonological process when a syllable boundary cannot be assumed between two segments in the cluster, for example, in word-initial position. Recall that the SCL
crucially refers to a syllable boundary in explaining phonological change of a consonant + liquid cluster by assuming that the change is motivated to avoid cases where the onset B has higher sonority than the coda $A$ in a heterosyllabic A.B sequence.

As illustrated below, in Leti an /nl/ sequence is realized as [ll], whether it occurs word-initially or intervocalically. Note that vowel deletion occurs in the exainples given.
(22) Leti (van Engelenhoven 1995; Huine et al. 1997)

```
/na+losir/ -> [llosir] '3sc-to followr'
/a:na+leti/ -> [a:lleti] 'Alety (clan)' (child + I.eti)
```

In line with the view that the change of a consonant + liquid cluster is motivated due to the SCL, the word-initial geminate [11] in [llosir] might be considered to be bisyllabic, as represented below (see also (Hapter 37: Geminates):
(23)


However, as discussed in Hume et al. (1997), there is a probletn with the representation in (23). Leti has a mininal vord requirement that lexical words must be minimally bimoraic. With the representation of the geminate in (23), the minimal word requirement is satisfied in words oonsisting of an initial geminate and a vowel, for example [p.pe]. Thus, it is expected that there will exist words with such a structure in Leti. However, none are attested. On the other hand, if word-initial geminates are assumed to be part of the onset of a single syllable, words containing initial geminates such as [ppu.na] 'nest' are bisyllabic, conforming to the dominant tendency that lexical words are made up of two syllables in Leti. Thus, Hume et al. (1997) propose that geminates in Leti have phonological structure with a root node inultiply linked to two timing slots, as in (24).
(24) Geminates and long voivels in Leti (Hume et al. 1997)


In view of the minimal word requirement, it cannot be assumed that an nitial gencinate is bisyllabic in Leti. Therefore, the modification of the word-initial
tautosyllabic /nI/ sequence in Leticannot be motivated by the SCL since a syllable boundary cannot be referred to. On the other hand, phonological change of the intervocalic /nl/ sequence in Leti could be accounted for by relying on the avoidance of rising sonority over a syllable butundary. Thus, even though buth heterosyllabic and tautosyllabic /nl/ sequences show the same pattern in Leti, the syllable contact account cannot provide a unified account of the modification.

The SCL is also argued to be problematic in Sen (2003), since it cannot provide a unified account of the same types of phonological changes found in nasal + liquid and liquid + nasal sequences in Korean.
(25) Modifications of nasal/liquid sequences in Korean (Davis and Shin 1999)

$$
\begin{aligned}
& \mathrm{nl} / \rightarrow \text { [II] /non-Ii/ } \rightarrow \text { [nolli] 'logic' } \\
& / \ln / \rightarrow \text { [ll] /sal+nal/ } \rightarrow \text { [sallal] 'New Year's Day' }
\end{aligned}
$$

As i.lustrated in (25), in Korean /nl/ surfaces as [11]. According to the SCL, this change is expected since the sequence violates the law. However, the same change applies to /In/, while /lin/ (with the saine sonority distance as /In/) does not undergo any change. Thus it must be assumed within the syllable contact account that the modification of a nasal + liquit sequence and that of a liquid + nasal sequence result from different factors, although the same types of phonological changes occur in both types of sequence. Korean is not the only language that has the same types of alternations in nasal/liquid sequences. As shown in (26), the same type of phonological change applies to both /nl/ and /ln/sequences in Leti, Toba Batak, and Buraana Oromo.

Modifications of masal/liquid sequences
a. Leti (van Engelenhoven 1995; Hume et al. 1997)

$$
\begin{array}{lll}
\text { /nl/ } \rightarrow \text { [II] /a:na+leti/ } & \rightarrow \text { [aslleti] 'Alety (clan)' } \\
\text { /ln/ } \rightarrow \text { [11] /vulan } / & \rightarrow \text { [vulla] 'moon' } \\
\text { b. Toba Batak (Nababan 1981) } & & \\
\text { /nl/ } \rightarrow \text { [II] /laכn+laכn/ } & \rightarrow \text { [laollaon] 'eventually' } \\
\text { /ln/ } \rightarrow \text { [II] /bal+na/ } & \rightarrow \text { [balla] 'his ball' }
\end{array}
$$

c. Boraana Oromo (Siroomer 1995)

$$
\begin{aligned}
& \text { /nl/ } \rightarrow \text { [II] /hin+lool+a/ } \rightarrow \text { [hilloola] 'I/he will fight' } \\
& / \ln / \rightarrow[\mathrm{Il}] / \text { kofl+na/ } \rightarrow \text { [kofalla] 'we smile' }
\end{aligned}
$$

Within the syllable contact account, the modification of /ln/ would have to be motivated by a factor other than syllable contact, although both /In/ and /nl/ undergo the same type of phonological change.

Sen (2003) proposes that the phonological processes found in phonological modifications of heterosyllabic coda-onset sequences could be viewed as resulting from a segment cuntact phenumenon which is clusely related to speech perception, rather than from the SCL (see cilapter ges speecit perception and pionology). According to Sen, contrasts of weak perceptibility triggered by phonetic similarity between two members of a cluster are a key factor in inotivating the alternations in the cluster. Thus it is expected that phonological modifications will apply when
two consonants are perceptually similar to each other, and when they occur in a sequence, regardless of the presence or absence of a syllable boundary and the order of the two consonants.

## 4 Conclusion

In this chapter, I have reviewed four major issues concerning the SCL. First, different opin*1ons regarding the necessity of the SCL were discussed - while Clements (1990) claims that the SCL is not required with the Sonority Dispersion Principle, Davis (1998) and Gouskova (2004) argue that the SCL camot be reduced to the Sonority Dispersion Principle based on the Kazakh data. Second, the change in viewpoint on the nature of syllable contact was reviewed, and it was shown that a gradient of syllable contact makes it possible to explain languagespecific syllable contact patterns while a categorical view does not. Third, after providing examples illustrating cross-linguistic variations of syllable contact, I introduced Gouskova's (2004) proposal of the SCL as a language-specific constraint on minimal sonority distance. Finally, based on Seo (2003), after pointing out problems associated with the SCL, I argued that phonological modifications of heterosyllabic coda-onset sequences could be vieved as a segment contact phenonienon, which is closely related to speech perception.
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## 54 The Skeleton

## Péter Szigetvári

Only theories of phonology that attach significance to representations of phonological objects and, in addition, subscribe to an autosegmental version of these representations face the question of what the phonological skeleton looks like. Therefore, this chapter presupposes an autosegmental view of phonological representations.

The motivation for the autosegmental model is the fact that the segmentat ${ }^{\text {a }} \mathrm{m}$ of the speech signal can never result in absolutely discrete segments. Here segmentation is taken to mean practically the conversion of the continuous speech signal into the alphabetical symbols of the IPA. Some of these symbols pertain to more than one segment: for example, the stress mark to the syllable after it, tones potent ally to even longer stretches. Take the question you live by the sea? Its last word, carrying the most prominent stress in the sentence, the tonic, might be transcribed as [ ${ }^{\dagger}$ si:]. In this transcription, the tone mark has a scope lasting all through the word (basically its only vowel): the pitch rises on steadily until the enil of the utterance. The same holds if the string after the tone mark is longer, for example, as in you live by the ${ }^{\dagger}$ seaside, Martin? It would take a very complicated mechanism to majntajn that pitch was a property of individual segments and in some cases this rising pitch was realized on a single vowel, while in others it was split into low, higher, even higher, and highest pitch and added to several other vowels following. Tone is clearly not an immanent property of a vowel; it is an ephemeral phenomenon (from the point of view of a vowel) controlled by syntactic and pragmatic factors. If so, it is useful to represent it separately from the rest of the properties of the sound string. Such autonomous sound properties came to be known as al.tosegments.

If the phonological shape of an utterance is represented as a string of discrete feature bundles, the only option of representing the rising pitch in sea includes a feature [rising tone] (here R) in the set of features corresponding to the vowel, as in (1a). In ${ }^{\dagger}$ seaside, Martin, on the other hand, a set of features [low tone], [higher tone], [even higher tome], etc. (here $0 \mathrm{H}, 1 \mathrm{H}$, etc.) has to be assigned to the vowels following the tonic, as in (1b).

[^44]One faw of such representations is obvious: there appears to be nothing in common between the two rising tones, i.e. nothing to indicate their relationship. It is clear that the same tone is spread over the available vowels, but this is not showrn in (1b).

Not only tone but many other sound properties turn out to be similarly promiscuous, with the potential of simultaneously belonging to several segments, and being manipulable independently of the segment(s) they belong to. (For further discussion, see c'hapter 45: the representation of tone and chai'ter 14: aUTOSEGIMENTS.)

The more sound properties extracted from their feature bundles, the fewer there remain. There are two widespread view's on how many: according to one - historically the earlier - one feature, [syllabic], remains in the "bundle" (e.g. McCarthy 1979; Halle and Vergnaud 1980; Clements and Keyser 1983); accord'ing to the other, no feature remains (e.g. Levin 1985; Lowenstamm and Kaye 1986). The string of segmental positions thus vacated is called the phonological skeleton (a name suggested by Halle and Vergnaud 1980: 83) - or, alternatively, the timing tier or skeletal tier. The former type, in which the skeletal posit ons hold the feature [syllabic], is the CV skeleton (discussed in §2); the latter one, which is completely ennpty, is the $X$ skeleton (discussed in §3). A non-segment-based framework involving only syllables and moras is introduced in $\S 4$. I will then argue that there is a way of incorporating moras in the old CV skeleton with clear advantages over the moraic framework ( $\$ 5$ ).

To begin with, let us examine the types of relation that may exist between skeletal positions and phonetic features associable to thent.

## 1 Melody-skeleton relations

Skeletal positions represent the presence of a segment, and serve as an anchoring site for the phonetic properties associated with thent portion of the speech signal. If the relationship of feature bundles - referred to as melody, again following Halle and Vergnaud (1980), among many others - and skeletal positions were always one to one, the latter would be superfluous. But, as we have already seen in the case of tone, this is not so. Let us take the non-trivial options one by one.

### 1.1 One-to-many relations

The standard textbook examples for this type of skeleton-anelody relationship are affricates and prenasalized plosives (see chapter 29: secondary and doubr.f. articulation). With respect to the former, there has been much debate among phonologists about the feature [ $\pm$ delayed release] (and the marginal oppositions it creates), which Chomsky and Halle (1968) introduced to dist inguish affricates from plosives. An alternative approach, that affricates are bisegmental (discussed by Gimson 1989: 172f. and Roca 1994: 3, among others), as suggested by the 1PA symbols used to represent them, is undermined by many facts. In most cases, the distribution of affricates shows that they are not clusters, but single segments. It is even possible that an affricate in a system does not contrast with a homorganic fricative (e.g. Castilian Spanish has [tf], but not [ $\int$ ]), rendering a cluster analysis improbable.

The separation of quantity (skeleton) and quality (melody) offers an opportunity for handling the quantitatively simplex, but qualitatively complex, affricates in an intuitive way, as so-called contour segınentsis (2) depicts the view of the affricate [ts] along these lines. (The skeletal slot is represented as "x", but this is not meant to indicate a standpoint in the CV Us. $X$ skeleton debate.)

## (2)

An affricate as a contur segment


The representation in (2), however, incorporates a misconception, namely, that the melody of segments, without the slot they attach to, forms some kind of unit, two of which are here associated with a single skeletal slot. In reality, the symbols " t " and " s " above have no theoretical status. What exist in an autosegmental framework (or for that matter any other phonological theory since the middle of the tweentieth century) are features, many of which occur in both parts of the affricate (e.g. place of articulation, laryngeal properties). Another difficulty with the contour model of affricates lies in the interpretation of autosegmental representations. Any melody linked to a slot of the skeleton - also known as the timing tier - is interpreted simultaneously. Temuporal sequencing is managed by the skeleton, i.e. what is linked to an earlier slot is interpreted earlier than what is linked to a later slot. Associating the stop part of the affricate to the left leg of the contour segment and the fricative part to the right is then no nore than a graphical trick, which cannot have any realizational consequences. The standard solution to this problem, involving root nodes, is discussed in $\S 4$. As Clements (1999) and Lin (CHAPTER 16: AFFRICATES) argue, affricates are best thought of as non-contour segments (strident stops), as Jakobson of al. (1952) have proposed.

It seems then that we are left without one-to-many relations betwreen the skeleton and melodic material. In fact, such relations are the most common occurrences in representations, since it is not segments but features that are associated with the slots of the skeleton. Thus most segments embody the one-to-many relation, as the partial representations of two very common segments, [d] and [a], show in (3).
(3) Partial autosegmental representations
a. [d]

b. [a]


### 1.2 Many-to-one relations

The long-short contrast of a vowel could be encoded in a feature [long], se that the long vowel is [tlong] and the short one [-long]. It is evident, however, that this is not an adequate way of modeling length contrasts. Vowel length (or consonant length for that matter, on which see ciafter 37: Geminates) is nut a property like vowel height (or the voicing of obstruents): it does not harmonize or trigger or undergo assimilation of any type (see chapter 20: the representation of vowel LENGTH). Furthermore, changes in segmental length are usually unlike common assimilatory changes. Take, for example, the Rhythmic Law of Slovak, which shortens a suffixal long vowel after a long vowel in the stem. The agentive $-m x$. (the acute accent marks length) inherently contains a long vowel (e.g. rol-nik [rol hiik] 'farmer'), which shortens when added to a long-vowelled stem (e.g. stráz-nik [stra:3nik] 'guard'; Kenstowicz and Rubach 1987). The rule could be categorized as a dissimilatory process. What is conspicuously missing in languages is any assimilation of this type: i.e. changes where a short vowel would lengthen in the vicinity of a long vowel, and, crucially, because of that long vowel, or a long vowel would shorten purely because of the shortness of a neighboring vowrel.

An even more telling phenomenon is compensatory lengthening (see also CHAPTER 64: COMPENSATORY LENGTHENING). ${ }^{1}$ A synchronic comparison of the forms of the 1 st singular copula in two varieties of Ancient Creek, Attic [e:mi] and Aenlic [em:i] 'I am', suggests a simple shift in the host of the alleged feature [+long]. In light of the reconstructed Proto-Greek etymon *[esmi], however, a different analysis is called for. The loss of the [s] triggers the lengthening of one of the neighboring segments, the preceding vowel in Attic and the following consonant in Aeolic. If length were encoded by a feature, the change could only be described by a pair of rules applying simultaneously, one deleting the coda consonant, the other lengthening the segment next to the deletion site. It is clear that the two rules are interrelated: spontaneously, open syllable lengthening is not attested in Attic, nor is intervocalic gemination in Aeolic - these changes only occur in tandern with the loss of the coda consonant. It is therefore diffiicult to understand why these two rules so commonly co-occur. If the quantity of segments is stored separately from their quality, this process, and any similar one, has a very neat explanation: it is only the quality (melody) of the coda [s] that is lost (more precisely, only its association with the skeleton); its place, that is, the time it occupied in the string of sounds, is retained (cf. e.g. Ingria 1980; Steriade 1982; Hock 1986; Hayes 1989). It is this empty place that one of the neighboring segments fills in, as shown in (4).
(4) Compensntory lengthening: The stability of the skeleton
a. Attic

b. Aeolic


[^45]While cases like the above could also be analyzed as the total assimilation of the [ s ] to the preceding vowel or the following consonant, there are more complicated types of compensatory lengthening, for which such an analysis is not at all viable. Cases in point include Middle English tale [talə] > [tail] (Minkova 1982), Old Church Slavonic bógŭ > pre-Serbo-Croatian bôg [boog] 'god', bobŭ > bób [boób] 'bean' (Hock 1986: 435), and Old Hungarian [hida] > hid [hi:d] 'bridge', [levele] $>$ [leve:l] (Modern Hungarian levél [leve:l] 'leaf', with subsequent closing of the second vowel; E. Abaffy 2003: 331). The English case is controversial (see Lahiri and Dresher 1999 for a different analysis), but for the others there is evidence that they are not cases of open syllable lengthening ensued by apocope. In Slavonic the original bisyllabic stress pattern is preserved on the long vowel of the monosyllabic forms. In Hungarian no lengthening takes place before suffixes that retain the stem-final vewrel: Modern Hungarian liddan [hidnm]'ıny bridge', levelek [levelek] 'leaves'. Lengthening due to a minimal word constraint is also excluded by the last example: the process takes place in monosyllabic and polysyllabic words alike.

The bipositional analyis of long vowels is also made likely by the fact that they beluave s:milarly to "vowel clusters," i.e. diphthongs. In English, for example, neither category occurs before non-coronal consonant clusters, and both occur word-finally, unlike short monophthongs (Fudge 1969: 272f.; Harris 1994: 37; Gussmann 2002: 20-23; see Prince 1984 for the same conclusion in Finnish for both vowels and consonants). Accordingly, there is a general consensus that long vowels ought to be represented as in (5a), and long (i.e. geminate) consonants as in (5c). The representation of diphthongs and other consonant clusters is given in (5b) and (5d), for comparison.

The autosegmental representation of voivel and consonant clusters
a.

b.

c.

d. $x \quad x$


It is not only complete segments that may be linked to more than one skeletal position. The standard situation in fact is that features (autosegments) are multiply linked. Take, for exanıple, the Hungarian word killönbség [ $k y l ø ั m p f e: g] ~ ' d i f f e r e n c e ', ~$ depicted in (6). (The features only serve illustrative purposes; their exact identity and location is irrelevant here.)
(6) Multiply linket fentures in the representation of [kylomple:g]


Chaotic as it seems, the diagram in (6) does not contain all the relevant features
 lation features, for exaınple, are lacking. Nevertheless, it can clearly be seen that it is inore common for a feature to be associated with several skeletal slots than
to be associated exclusively with one. In (6) this is because of voicing, place of articulation assimilations, vowel nasalization, and consonant fronting as well as vowel harnony. Even when feature sharing is not a result of such phonological processes, i.e. in niononorphemic items, the multiple association of a single feature is dictated by the Obligatory Contour Principle (Leben 1973; McCarthy 1986; Odden 1986).

### 1.3 One-to-zero and zero-to-one relations

As we have seen, many-to-one and one-to-many relations between the skeleton and melody are very common. Two further options are discussed in this section. It is possible that a skeletal position is not associtated with any melodic material. The opposite case may also occur: features molinked to any point on the skeleton.

French liaison exenuplifies both of these possibilities (see chapter 112: french liaison). In this phenomenon, a word-final consonant is pronounced when the next word begins with a vowel, but not when it begins with a consonant. (The syntactic conditions on liaison need not concern us here.) Thus in the phrase petit garçon 'little boy' the first element ends in a vowel ([pati garsõ]), in petit enfant 'little child' a [ $t$ ] is pronounced ([patit āfā]). According to one analysis (Prunet 1987: 226) petit comes with only four skeletal slots, but five segments; enfont, on the other hand, has an extra skeletal slot - it begins with an initial consonantal slot which is empty. The situation is shown in (7).
(7) Liaison


The [ $t$ ] at the end of petit is not associated to the skeleton; it is said to be floating. Floating melody fails to be pronounced unless it is able to associate to the skeleton. Vowel-initial words supply an empty skeletal position that the floating melody can associate to. The floating [t] at the end of petit must be lexically deternined: there are other liaison consonants besides [ r ], whose identity is unpredictable (e.g. gros enfant [groz ōfā] 'fat child', monenfant [mön ōfă] 'm.y child', gentil enfant [弓ätij âfō] 'nice child', long article [log artikl] 'long article', etc., where the consonant before the space appears only if the next word begins with a vowel). Therefore this consonant must be included in the lexical representation. It is also not unjustified to suppose that vowel-initial words carry an empty skeletal slot at their left side. It is true for all languages that at least some words (and syllables) begin with a consonant (Citarter 55: onsets). For some languages this is not optional, but obligatory; crucially, though, there are no languages where an onset is not possible. One may argue that a syllable-initial consonantal position is in fact obligatory in all languages, the optionality lying in whether this position may or may not be left enmpty (see e.g. Kaye 1989: 134). Thus consonant-initial words do not carry an empty skeletal slot to their left, while vowel-initial words do, and as a result, the latter can host the floating consonantal melody at the end of the preceding word. Apparently, even languages that allow syllable-initial consonantal positions to be empty prefer them to be filled.

Hypothesizing that there is an empty skeletal position between two vowels in hiatus and that languages make an effort to fill it also explains the common phenomenon of hiatus filling (chaljer 61: hiatus resolurion). Unless a language manages to get rid of this consonantal position (often together with one of the neighboring vowels), an intervocalic consonantal position is filled by some melody associating to it from one of the vowels. (8) illustrates this with English skier and Hungarian siel [ $[\mathrm{i}: \mathrm{EI}]$ 's/he skies'.
(8) Hiatus filling
a.

b.


The hiatus between [i:] and [a] or [ $\varepsilon$ ] is filled by the melody of the first vowel, resulting in the forms [ski:ja] (Gimson 1989: 215, 2001: 213) and [ $\left.\int i: j \varepsilon 1\right]$ (Siptár and Törkenczy 2000: 283).

The possibility of vocalic positions being empty is considerably more controversial; this issue will be taken up in $\$ 5$.

## 2 The CV skeleton

The notion of the CV tier was originatly developed for the analysis of the nonconcatenative morphology of Classical Arabic by McCarthy (1979, 1981). As in other Semitic languages, a large number of morphological categories are not expressed by linking morphemes after one another, but by fusing individually unpronounceable components into one. A similar, but much less elaborate case is the ablczut found in Germanic languages, e.g. English sing, sang, sung, and song, where the consonants carry the lexical entry and the vowel the grammatical category. (See also chapter 1u5: tier segrecation and chapter lus: semitic templates.)

Paradigns in Arabic are classified into groups traditionally called conjugations - or, as McCarthy refers to them, binyans. The prime phonological property of a binyan is the order in which consonants and vowels are arranged. Roots of three (sometimes two or four) consonants contribute a lexical field to the meaning; the vowels are often responsible for grammatical categories like tense and voice. A portion of McCarthy's (1979: 244) table depicting the forms for the root $/ \mathbf{k t b}$ / 'to write' is given in (9).
(9) Some forms of $/ \mathrm{ktb} /$

| binyan | perfact | perfpass |
| :--- | :--- | :--- |
| I | katab | kutib |
| II | kattab | kuttib |
| III | kaatab | kuutib |
| $\ldots$ |  |  |
| IX | ktabab | - |

The CV skeletons of the first three binyans are CVCVC, CVCCVC, and CVVCVC, respectively; that of bityan IX is CCVCVC. The root consonants and the vowels
supplied by the grammat ical category are mapped onto this skeleton more or less according to the association conventions elaborated by Goldsmith (1976). Three cases are shown in (10).
a. katab

b. kattab

c. ktabab


In (10a), the consonants are linked to the C slots of the skeleton, one by one. It is vital that the consonantal and vocalic skeletal slots be distinguished, since the linking of the root consonants and the vowel(s) can be done as required only thus. The case of (10c) shows that association takes place from left to right: with three consonants to four positions, the last consonant is linked to the surplus position ([ktabab]). (10b) poses a problem in this respect: either association is idiosyncratically edge-in in this case, or some extra mechanism is needed. McCarthy (1979: 256) uses brute force here: he assumes the expected *[katbab] in the first round, with a later rule delinking the first linkage of $[b]$ ( $[k a t \underline{C a b}]$, where $\underline{C}$ represents the slot from which the inelody of the [b] is delinked). This is automatically followed by the spreading of the [ t$]$ ([kattab]), much like an instance of compensatory lengthening (see §1.2).

A slightly less powerful solution is proposed by Lowenstamm and Kaye (1986: 117-118), who claim that association to the first position is inhibited from the start, thus each consonant of the root occupies its final position in the first round, as shown in (11a). The resulting configuration (empty C followed by filled C) is interpreted as a geminate, as in (11b). I have adapted the original to the previous diagrams of this chapter to aid comparison. We will see below (§3) that Lowenstamm and Kaye use a significantly different scheme.
(11) The mapping of a geminate ([kattab])


Note that McCarthy's second-round-spreading solution cannot apply after Lowenstanmı and Kaye's first-round blocking, since this would yield the unattested form *[kaktab]. ${ }^{2}$

[^46]In McCarthy's analysis, the CV skeleton of Arabic words is a morpheme (a prosodic template, in his words), identifying the binyan of the word form, contributing to the semantic elements of the specific binyan (as if the Attic-Aeolic difference between [e:mi] and [emii] represented a difference in morphological categories).

Clements and Keyser (1983: 11) apply the CV skeleton as a universal phonological device, the mediator between the syllable and autosegments, its two types of members, $C$ and $V$ representing "the useful but ill-defined notion of 'phonological segment'." The C for them is an anchor for anything [-syllabic] and the V for [+syllabic] segments. Prince (1984) shows that such impoverished representations adequately capture the templates of, for example, verbal person endings in Finnish, which are $-C$ in the singular and $-C C[e]$ in the plural, with the melody [ m ] in the 1st, and $[t]$ in the 2nd person. The surface forms are thus 1st singular [-n] (by an independently motivated rule turning [m] to [n] word-finally), 2nd singular [ -t$]$, 1 st plural [-mme] and 2nd plural [-tte].

## 3 The X skeleton

Simultaneously with the development of theories of the CV skeleton there evolved an alternative view that considered the distinction of C and V slots redundant, and argued that skeletal slots are uniformi, usually marked with dots or $x^{\prime}$ s (e.g. Lowenstamm and Kaye 1986; Levin 1985). Propoments of the $X$ skeleton have put forward a number of arguments against skeletal positions predestined for syllabicity.

### 3.1 Reduplication in Mokilese

Levin (1985: 35-41) shows some unusual cases of reduplication from Mokilese, which, she believes, are analyzable only with an $X$ skeleton. The point is that the reduplicant is a copy of the first three segments of the first syllable of the stem, irrespective of their being consonants or vowels. Levin argues that the template of the reduplicant must therefore also lack this information. The relevant data are given in (12).
(12) Mokilese reduplication

|  | stem | progressive |  |
| :--- | :--- | :--- | :--- |
| a. podok | padpadok | 'plant' |  |
| b. kasa | kaskass | 'throw' |  |
| c. | pa | pa:pa | 'weave' |
| d. wia | wirwizı | 'do' |  |
| e. ca:k | ca:ca:k | 'bend' |  |
| f. onop | onnonop | 'prepare' |  |
| g. andip | andandip | 'spit' |  |

Levin contends that the reduplicant must be a totally specificationless skeleton, ${ }_{0}\left[x_{x} \mathrm{x}\right]$, to which the copy of the melody of the stem is associated following universal conventions. The case of (12a), (12b), and (12g) is now straightforward. When the stem is too short, as in [pa]. (12c), the last melody is multiply linked. The fact that the reduplicant is a single syllable inhibits the second vowels of [wia] and [onop] from associating to the skeleton (12d) and (12f). As a result, the preceding
vowel or consonant is lengthened again. There is a problem with the stem [ca:k] though, (12e). The melody of the stem comprises three segments, " $|c|$ ", " $|a|$ ", and " $1 \mathbf{k} l^{\prime \prime}$, and the expected reduplicated form is therefore *[cakca;k] rather than the attested [ca:caik]. Levin has to stipulate that multiple nielodic associations like that of the long [ar] are transferred in reduplication. A further problem of this analysis lies in the interpretation of the reduplicant: it is specified as a syllable, but it is not one in [on.n-onop] or [an.d-andip] (where the hyphen indicates the boundary between the reduplicant and the stem), since a word-internal pre-vocalic consonant forms a syllable with the following vowel, as the universal onset maximalization principle requires. Yet the constraint on the retuplicant being a syllable cannot be relaxed, because if the first three segments were copied without reference to a syllable, undesirable results like *[wi.a-wia] or * 0 .no-onop] would emerge. In fact, Moravcsik says that in her survey of reduplication types she has never come across formulations like "reduplicate the first two [or, in our case, three - szp] segments (regardless of whether they are comsonants or vowels)" (1978: 307-308). If in a language reduplication copies the first CVC part of the stem for consonant-initial stems, it will copy VC (not VCV) of vowel-initial stems.

Actually, a simpler account is available for the data in (12). Theoretically it is no more plausible thron Levin's, but needs fewer stipulations, and thus invalidates her analys is as $a n$ argument for the $X$ skeleton. Suppose, as in $\$ 1.3$ above, that syllable onsets are always represented on the skeleton, either as a filled or as an empty C position. (This immediately explains Moravcsik's observation.) The red upl"iant then is a copy of the first CVC part of the steın, melody and skeleton included. The cases of ( $12 \mathrm{a}-\mathrm{c}$ ) are obvious. The third slot for (12c) is autonatically filled by the vowel of the reduplicant, just as for Levin. The objection (also put forward by Broselow 1995: 184) that vowels cannot spread onto a consonantal slot is mistaken: a C slot is not meant to host consonants exclusively, but non-syllab ic segments. If a syllable has one syllabic segment, then a long vowel is hosted by a VC sequence on the skeleton, as Cleınents and Keyser (1983: 12) argue.

In (12d), the empty intervocalic C position is involved in the copying, but, as it is preconsonantal in the reduplicant, it serves as an anchor for the preceding vowel, unlike in the stem, where it is pre-vocalic. This is shown in (13a). Pre-vocalic stems blindly copy the initial empty $C$ position, and so only the first two "real" segments form the reduplicant. (12g) seeins to cause a problent now: here the reduplicant appears to be [and-], i.e. VCC, instead of the expected VC. Raimy (1999) suggests an obvious solution: if [ nd ] is analysed as ["dd], a gerninate pre-nasalized stop, then the situation is identical to that in (12f). The stem-initial empty C must be filled to satisfy onset maximalization: it is impossible to have a coda consonant followed by an empty onset. This is illustrated in (13b). (The reduplicant and the stem are enclosed in brackets for easier identification.)

Reduplication and emply onsets


In fact, Levin herself suggests the empty-C-slot analysis as an escape hatch for the CV skeleton, but rejects the idea on the grounds that the vowel of the causative prefix [ka*] does not lengthen when prefixed to vowel-initial stems (e.g.
$[k a+a d a n k i]>[k a: d a n k i]$ 'to name', [ka+uru:r] > [kauru:r] 'to be funny'). Vowels do not usually lengthen by filling a pre-vocalic empty C position (cf. Hayes 1989: 281); what is inore, it is hard to expect a long vowel or a diphthong to further lengthen. The conclusive test, the prefix [ak-], which is expected to geniinste its consonant if prefixed to a vowel-initial stem if there was an empty consonantal slot, "was only found prefixed to C-initial sterns" (Levin 1985: 40). We can conclude that the hypothesis that vowel-initial stems carry an empty consonantal position at their left edge is not refuted by Levin's data.

### 3.2 Redundancy of $C$ and $V$

A better argument against CV skeletons is that specifying syllabicity on the skeleton is redundant if the same information can be read off higher prosodic structures, like syllabic constituents, especially the nucleus. Lowenstamm and Kaye (1986) argue that simple syllable trees, like those in (14), adequately define the slots of the skeleton.

## Syllable trees

a.

b.

c.


They suggest that labeling the trees is unnecessary since this infermation also follows from the configuration. Nevertheless, some minimal labeling (N, i.e. "nucleus") is necessary to distinguish CVC, (14b), and CVV, (14c), syllables - consider, for example, the Arabic templates of binyans II ([kattab]) and III ([kaatab]) (see (9)).

Lowenstamm and Kaye (1986) raise the issue of whether the skeleton is an independent level in phonological representations, or merely a projection of higher prosodic structure, in particular syllable structure. A consequence of this assumption is that the nodes representing syllabic constituents (like onset or nucleus) cannot be distinguished from the skeletal position(s) that they dominate. That is, it is impossible to conceive of skeletal positions not dominated by higher prosedic structure, or of a syllabic constituent that does not dominate a skeletal position.

Charette utilizes "pointless onsets" in an analysis of h-aspiré words in French (1991: 90f). She claims that "normal" vowel-initial words begin with an onset that does not dominate any skeletal position, while those which contain h-aspiré - words that phonetically begin with a vowel, but phonologically behave as consonantinitisll - begin with a regular "pointful" onset, dominating a skeletal position which is not associated with any mekidy. The vowel of the definite article is unpronounced before vowel-initial wrords, but it is pronounced before consonant- and h-nspiréinitial words. (15) illustrates the first part of the two cases using Charette's emmples: I'amie [lami] 'the girlfriend' and la hacke [la af] 'the axe'.
(15) Two types of empty onset


According to Charette's analysis, the vowel of the article is deleted before a pointless onset as a result of the Obligatory Contour Principle, since the two nuclei are "adjacent" if the onset between them lacks a skeletal slot, as in (15a). When such an onset is linked to a skeletal slot, it inhibits the deletion process, as in (I5b). This analysis faces difficulties on several counts. On the one hand, the Obligatory Contour Principle controls the appearance of identical melodic elements linked to adjacent skeletal positions. The nodes labeled "nucleus" do not qualify as such. On the other hand, liaison calls for the opposite representation of the two types of vowel-initial words. As mentioned in $\$ 1.3$, some morphemes that are vowelfinal preconsonantally exhibit a consonant when followed by a vowel-initial word. The plural of the definite article is an example: fes amies [lez ami] 'the girlfriends' vs. les haches [le af] 'the axes' (recall that h-aspiré-initial words behave as if they were consonant-initial). The final [ z ] of the cliticized article is pronounced when there is no skeletal position for it to anchor to, and it is not pronounced when there is one, i.e. without further stipulations. Charette's analysis predicts just the opposite of the attested liaison facts. The impoverished structures of (14) are also impossible if labels like "onset" and "nucleus" are treated separately from what they label: the skeletal slots.

To summarize, there is no compelling reason to distinguish skeletal points and the syllabic constituents containing thent. Allowing pointless constituents or constituentless skeletal points makes unnecessary contrasts possible. But then, if prosodic nodes like onset and nucleus are not distinct from skeletal slots, then skeletal slots do carry the basic information of syllabic status: such a skeleton does contain Cs and Vs, irrespective of whether this is penciled on paper as Cs and Vs, Os and Ns, or something else. The two levels must, nevertheless, be kept distinct if more thin one skeletal slot can be associated with a single syllabic constituent, i.e. if branching onsets and nuclei are posited. $\S 5$ discusses a model where even these are clained not to exist.

## 4 Moras

As we have seen in the case of Mokilese reduplication (\$3.1), preconsonantal empty C positions are available as targets for the spreading of a preceding vowel; intervocalic ones are not. In many languages, a similar asymmetry characterizes these two consonantal positions. Stress processes, for example, may treat a preconsonantal consonant as being on a par with vowels, but not pre-vocalic consonants. ${ }^{3}$

Hock (1986) argues that the notion of nora must be (re)introduced into phonological theory. The mora has been around in linguistic discussions for at least two centuries (see Allen 1974: 100); it is its theoretical status that is at issue here (see also citapter 33: syllable-internal structure). Hock's proposal is to introduce

[^47]the mora as an autosegment, rather similar to tones: in his proposal tones are indeed linked to moras. If compensatory lengthening could only lengthen a vowel in compensation for the loss of a tautosyllabic consonant, the "standard" CV or X skeleton would be fully capable of dealing with the process. We have seen, however, that compensatory lengthening also occurs at a distance: the loss of a vowel in the following syllable may lead to lengthening across an intervening onset consonant. Relevant cases are Greek glide loss (e.g. Proto-Greek [odwos] > Ionic [o:dos] 'threshold'; Steriade 1982: 118) and Middle English schwa apocope (e.g. [tala] > [taal] 'tale'; Minkova 1982). In both cases the melody delinks and the vowel spreading is separated by a consonant that apparently remains linked to the skeleton.

Problematic cases of compensatory lengthening


Actually, as (16a,b) show, the consonant standing in the way of connpensatory lengthening is shifted to the right by one slot in both cases. This process, proposed by Steriade (1982: 126-128), is referred to as "double flop" by Hayes (1989: 265-267). The Greek case in (16a) can be explained by universal principles: the loss of [ $w$ ] leaves us with an empty onset (provided that the syllabification is [od.wos]). The resulting [od.os] violates the onset maximalization principle, thus resyllabification ensues. But the skeletal position does not resyllabify, since there is an emply onsel slot, recently vacated by [w]. It is to this slot that the [d] associates, leaving its original slot empty, triggering the lengthening of the preceding vowel.
The lengthening triggered by apocope, exemplified by Middle English [tala] > [tail] in (16b), is more problentatic for a theory which lacks moras. The ntechanism appears to be the salme as in (1.6a), but now the consonant before the disappearing word-final vowel is supposed to flop to a vocalic position, to the nuclear slot of the last syllable. In addition, the position it leaves is not one that should cause lengthening of the preceding vowel. The alternative, whereby the vowel spreads out immediately to the vacared vocalic slot, as in (16c), is even worse, as it violates the axiomatic constraint inhibiting the crossing of association lines. ${ }^{4}$

In fact, with both CV and $X$ skeletons it is hard to explain why the spreading of a vowel to some consonantal slots should cause lengthening, while in other cases an apparently similar vowel spreading does not. For example, the empty onset in Hungarian pia [pijn] 'drink' is filled by the spreading of the melody of the preceding vowel, as in (8). ${ }^{5}$ Yet the result is not a long vowel, which it is in film 'film', for which the pronunciation [fi:m] is possible (Siptár and Törkenczy 2000: 281) (cf. Hayes 1989: 281-283).

[^48]Hock's (1986) proposal is to attach a mora ( $\mu$ ) to each weight-bearing position, that is, to each vocalic position, as well as to some consonantal positions, notably codas. The two cases are shown in (17).

Double flop iwith noras


The moraic analy sis of [odwos] $>$ [o:dos] in (17a) is rent significantly different from the moraless one, shown in (16a). It nevertheless suggests a reason for the asymmetry between onset and coda consmants: the former do not possess a mora, while the latter do. The advantage of the nuora analysis becones clear in the lengthening of a vowel caused by apocope: [tale] > [ta:l], (17b). The intervening onset consonant is not affected by the process at all, since it is not associated with a mora. Thus, the mora left foating after the final vowel is lost can associate to the stem internal vowel "above the head" (or rather "below the foot") of the intervening moraless consonant, much like in a vowel harmony process, where intervening consonants not possessing the relevant vocalic feature are transparent.

Hayes (1989) rearranges the relationship of the syllable and the mora by making the latter an integral part of prosodic structure, dominated by the syllable node. In a more radical innovation he also gets rid of the skeleton as previously conceived. In his view, the function of the skeleton is taken over by moras, and moraless consonants are either associated directly with the syllable node or share a mora with the moraic segment. Accord ingly, the two processes displayed in (16) and (17) would be represented as in (18).

## Moras as the skeleton

a.

b.


The simple double-f.op case of Greek glide deletion in (18a) does not require much conument, as the mechanisnt is the same as before. For Middle English apocope, however, Hayes needs an extra stipulation, called parasitic delinking: the loss of an overt nucleus in a syllable entails the dissolution of the whole syllable. What is now left of the last syllable, a mora and an [1], is joined to the first one, yielding the correct result. In Hock's analysis, on the other hand, the [1] remains in place, and does not have to be delinked and relinked, as can be seen in (17b).

Despite this complication, Hayes's model has definite advantages over Hock's use of moras. On the theoretical count, it is simpler in that it lacks the CV or X skeleton. On the empirical count, it predicts that compensatory lengthening of a vowel is only caused by the loss of a moraic segment that follows the vowel, never by the loss of one that precedes it. As (19a) shows, Hock's representations easily allow the latter case, which is not attested according to Hayes. His hypothetical example is [ala] > [la:].
(19) Compensatory lengthening triggered by loss of preceding aovel
a.

b.


In Hayes's nodel, (19b), the freed mora of the first syllable cannot be captured by the second inora, because the onset consonant inhibits this. The price to pay for this solution is the stipulative parasitic delinking mentioned above: if the noraic segment of a syllable is delinked, the onset consonant is also delinked, as in (18b). Without this an onset will always block the linking of a heterosyllabic mora. Note that in Hock's model not only the loss of a vowel, but also the loss of a moraic consonant, could lead to the lengthening of a following vowel (e.g. Proto-Greek [esmi] > hypotletical *[emi:]). Such changes also seem to be unattested, as predicted by Hayes.

While theoretically attractive, dispensing with the skeleton has serinus repercussions. Recall that linking IPA symbols to elements of higher prosodic structure (slots of the skeleton, moras, syllables) is misleading, since segınents are not atomic. In partial trees like those in (20), where the Greek letters $\alpha-\varepsilon$ stand for (auto)segments, the temporal order of these autosegments is not specified. The string $\beta \gamma$ is usually referred to as a branching onset; 0 is a moraless coda, which may occur word finally even in languages with moraic codas, like English.

Autosegmental representations without a timing tier


Accordingly, the order of two adjacent tautosyllabic or tautomoraic segments must be given by some stipulation. Kaye, for example, provides such a stipulation: "By universal convention the less sonorous of the two elements associated to the same point is produced first in the speech chain" (1985: 289). It remains to be seen if this can be maintained. For syllable-initial consonants, (20a), this is exactly what the sonority sequencing principle dictates. In the domain of single segments, affricates follow this convention, but the existence of prenasalized stops casts some
doubt on its validity. Apart from light diphthongs (like French [wa] in trois [trwa] 'three'), monomoraic rhymal sequences, as in (20b), obvjously cannot be subject to this generalization, since they are invariably ordered in the opposite way, with the more sonorous (vowel) first and the less sonorous (consonant) second. Be that as it may, without some similar (set of) principle(s) an autosegmental representation without a timing tier is uninterpretable.

To overcome this difficulty, one might wish to introduce root nodes, a notion familiar from framervorks organizing features :nto hierarchical structures, "feature geometries" (Clements 1985; Sagey 1986; McCarthy 1988; CHAPTER 27: THE ORGANization of features). The root node is the topmost rode of such a hierarchy, containing all of the features making up the given segment, that is, the entirety of the segment. If the graphical order of root nodes specified their temporal order as well - as assumed in the contour-segment model of affricates - then "root node" would bejust another name for "skeletal slot," i.e. one would simply reintroduce the skeleton into the representation. The skeleton is apparently indispensable.

## 5 A return to the CV skeleton

The modern career of the mora was launched by the need to distinguish onset consonants from coda consonants. Only the latter are capable of contributing to the weight of a syllable, that is, of behaving like a vowel; onsets are not (chapter $5_{5}$ : onsets and charter 37 ; Quantity-sensitivity). A mora is therefore assigned to consonants in the rhyme, but not to those in the onset. Note, however, that the reasoning is circular: codas are equipped with a mora because we observe that they behave differently, and then refer to these moras to explain their difference. But we could just as well imagine an alternative world in which onsets were moraic and codas were not. There is no inherent property of coda consonants that means they are fated to be moraic, as opposed to onset consonants. To make things worse, we will see that it is not exactly true thent onset conssunants are never moraic, or at least that their loss never entails compensatory leng thening. It turns out to be an oversimplification to tie diverse phenomena like compensatory lengthening, stress assignment algorithnns, the assignment of tone-bearing units, etc. to a single property of the representation, i.e. moras (Hayes 1995: 299; Gordon 2009).

It is a version of the once rejected CV skeleton that might bring us closer to understanding this asymmetry in the behavior of consonants at the two edges of the syllable. To distinguish it from the McCarthy and Clements and Keyser type of CV skeleton, I will refer to it as the "strict CV skeleton." In $\S 1.3$ and §3.1, we saw why it is useful to suppose that some skeletal positions are emtpty. So far, we have only seen empty consonantal positions, but there is no particular reason why emptiness, i.e. the state of not being associated to any melodic material, should be limited to consonantal positions. The claim that the host of the vowel (the nucleus) is the head of the syllable, and therefore cannot be missing, is not a very strong one. Syntactic heads, for example the complementizer of a complenentizer phrase, may remain empty (e.g. I know [cp [c $\varnothing$ ] she'll come]). ${ }^{6}$ But other prosodic units like the foot may also exist without an overt head: in the previous sentence

[^49]the first headed foot begins with know, and the pronum $l$ before it forms a headless, degenerate foot. Feet and syllables are similar types of prosodic units, and headless syllables are therefore not inconceivable entities.

If nuclei may remain unpronounced, a very restricted syllable structure becomes available. ${ }^{7}$ Lowenstamm (1996) proposes that underlyingly all languages have the same skeleton, the simplest one available, comprising non-branching onsets and non-branching nuclei in strict alternation. Accordingly, no two consonants and no two vowels are adjacent on the skeleton, as they are always separated by a position of the opposite type. (21) gives the four cluster types of (5) in a strict CV model.
(21) The strict CV representation of vorvel and consomant clusters
a.

a
b. $\begin{array}{llll}\text { V } & \text { C } & \text { V } \\ & 1 & & 1\end{array}$
al

$t$
d.


Recall the discussion in §3.2: the CV skeleton contains redundant information that can be read off higher prosodic structures. But this only holds if there is any higher prosodic structure. In fact, strict CV analyses generally do not call for the recognition of such structure, and certainly not of any further syllabic constituency.

The two cases of compensatory lengthening in Greek - Proto Greek [esmi] > Attic [e:mi] and Aeolic [ein:i] - are illustrated in (22).

## Compensatory lengthening in a strict CV skeleton



With the delinking of the [s], two skeletal slots are opened up for association: both the consontantal slot of the delinked coda and the vocalic slot enclosed within the original [sm] cluster. The choice is apparently controlled by a dialect-specific paraineter, just as in any other theory of the skeleton.

The mora of moraic theories is an independent entiry, which can be assigned to segments as the analyst needs it - it is only empirical considerations that stop them from assigning a mora to onsets. In the strict CV approach, moras are an inevitable consequence of the way the skeleton is built up (Scheer and Szigetvári 2005). A coda consonant is moraic because it is followed by an unpronounced vocalic slot. That is, the moraicness of the coda is only apparent: it is the following vocalic slot that carries weight. In this view, only vocalic slots are moraic. The loss of an intervocalic consonant does not free any "bur"ed" empty vocalic slot, as (23a) shows. The loss of a preconsonantal consonant, on the other hand, makes an otherwise unreachable vocalic slot available as a target for spreading, as in (23b).

[^50](23) The loss of an intervocalic and a preconsonantal consonant
a.

b.



The weight of closed syllables containing a short vowel is language-specific. For example, in English and Cairene Arabic such syllables count as heavy, while in Khalkha Mongolian and Yidin" they count as light (Zec 1995: 89). This parametric variation is trivially encoded in moraic frameworks: coda consonants are sometimes assigned a mora, and sometimes not. In the strict CV model, the same fact is encoded by parameterizing whether or not an unpronounced vocalic slot is counted by the relevant process. Crucially, however, since the shape of the skeleton is constant - it is always a strict alternation of vocalic and consonantal positions - the uncounted vocalic slot is there even when it is not counted by a certain process (say, stress assignment). One prediction running counter to those of Moraic Therry follows from this fact: compensatory lengthening of a vowel should be possible even if coda consonants are not moraic in a language. Kavitskaya (2002) claims that at least two languages, Piro and Ngajan, are exactly like this. One could claims that the mora associated with the coda in such Languages is one which does not contribute to weight but does allow' compensatory lengthening (as an anonymous reviewer points out). This then means that there are two types of mora, a "weight mora" and a "compensatory lengthening mora." The strict CV model predicts exactly this: there are two types of Vs. Pronounced Vs obligatorily contribute to weight, unpronounced ones are parameterizable.

In the strict CV framework, when an empty vocalic position enclosed between two consonants is "unearthed," compensatory lengthening may ensue, irrespective of whether this target of spreading is to the left or to the right of the vowel to lengthen. That is, the loss of an onset consonant may result in the lengthening of the vowel that follows it, as (24) shows.

Onset loss yielding compensalory lengthening


The theory dictates that this option is available only for postconsonantal onsets, not for intervocalic ones (see (23a)). Confirmation of this prediction comes from southwestern dialects of Finnish where gradated [k] is lost, with compensatory lengthening. The data in (25) cone from Kiparsky (2008); doubled vowels are long, as in standard Finnish orthography.

Compensatory lengthening in southwestern Finnish dinlects

| input | SW dialect | standard |  |
| :--- | :--- | :--- | :--- |
| /jalka-t/ | jalaat | jalat | 'legs' |
| /nælæ-n/ | nælææn | næljæn | 'hunger-GEN' |
| /halko-t/ | haloot | halvot | 'logs' |

In the Finnish data, the lost consonant is always preceded by another consonant, and is never intervocalic. This is important, because the empty vocalic slot is available betzueen two consonants, but not after a vowel, as (23a) shows.
Sannothraki Greek exlibits a similar type of compensatory lengthening. In this dialect, pre-vocalic [r] is lost, and is only retained in preconsonantal position a mirror image of the distribution in non-rhotic dialects of English. The loss of postconsonantal [r] is illustrated in (26a). Intervocalic [r] is lost without trace, as in (26b), as expected. (The data are from Topintzi 2006, who attril)utes them to Katsanis 1996.)

Loss of /r/ in Samothraki Greek

|  | input | output |  |
| :---: | :---: | :---: | :---: |
| a. | /'protos/ | ['po:tus] | 'first' |
|  | /'frena / | ['fe:na] | 'brakes' |
|  | /'xroma / | ['xo:ma] | 'color' |
|  | /'yrafo/ | ['ya:su] | 'I write' |
| b. | /'leftirus/ | ['leftius] | 'free' |
|  | /va're.s/ | [va'e, 'S] | 'barrel' |
|  | /'mera/ | ['mia] | 'day' |
|  | /'skara/ | ['skaa] | 'grill' |

To provide the missing mora, Hayes (1989: 283) has to hypothesize an epenthesis stage before the loss of the [r]: ['frena] > [fe'rena] > [fe'ena] > ['fe:na]. The strict CV analysis is rather similar, though the only difference is a very important one: the slot of the "epenthetic" vorvel is lexically available, since any two consonents are always separated by such an empty slot. The relevance of this difference between the two analyses is that there is no empirical evidence for epenthesis in this case. Furthermore, this assumption creates a paradox in the ordering of the historical events (Kavitskaya 2002: 98), and Hayes's hypothesis is therefore not plausible. The strict CV skeleton, however, has a vocalic position to which the vowel can spread without any extra process.

But even the strict CV model seems to be taken by surprise when it comes to the loss of word-initial [r]: this loss also triggers connpensatory lengthening, as the words in (27) show.

Loss of /r/ in Samothraki Greek

| input | output |
| :--- | :--- | :--- |
| /'ruxa/ | ['u:xa] |
| /'rema/ | ['eima] |

Scheer and Ségéral (2001) introduce the notion of "coda mirror." The coda is a typical lenition environnent, being the position in the word that is not followed by a vowel, i.e, a preconsonantal or word-final position. The coda inirror is the opposite case: it is the position not preceded by a vowrel, i.e. a postconsonantal or word-initial position, which is claimed to be the strong position, where lenition is unlikely. Scheer and Ségéral's theory is built on the strict CV skeleton: for them, "not followed by a vowel" neans followed by an unpronounced vowel, and "not preceded by a vowel" means preceded by an unpronounced vowel. It
is this empty vocalic position that causes the lengthening of the vowel in the Finnish and the Greek data discussed here. Not only postconsonantal, but also word-initial consonants are assumed to be preceded by an empty vowel, a proposal first argued for by Lowenstamm (1999). Accordingly, the loss of a word-initial consonant may also cause compensatory lengthening, as shown in (28).
(28) Word-initial consonant loss yielding compensatory lengthening


Since consonant loss is not common in the coda mirror position, comtpensatory lengthening is also rare in this environment. The peculiarity of Samothraki Greek, then, is that it unexpectedly exhibits [ r ] loss in the corda mirror position and not in the expected coda position. The ensuing compensatory lengthening is a consequence predicted by the strict CV skeleton.

## 6 Conclusion

The phonological skeleton evolved as a result of the autosegmental idea raken to its logical conclusion: segments, after autosegmentalizion of all their melodic content, leave behind "traes" that en ode their relative temporal order. The debates concerning the phonological skeleton are (i) whether skeletal slots specify any phonetic property (consonantalness vs. vocalicness) or none, i.e. whether the skeleton contains Cs and Vs or uniform Xs; and (ii) whether the mora can replace skeletal slots, with moraless consonants linked directly to the syllable node. This chapter has argued that skeletal slots are Cs and Vs, not merely Xs, but there is no further prosodic constituency (e.g. onsets, nuclei, or syllables). Furthermore, it has been claimed that the mora is not an independent element of the representation, but a consequence of parametrical settings on vocalic skeletal slots: pronounced $V$ slots are universally moraic; unpronounced ones are moraic in some, but not in other langunges. Consonants, on the other hand, are never moraic.
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## 55 Onsets

## Nina Topintzi

Onsets are obligatory in the most typical syllable found cross-linguistically, the consonant-vowel (CV) syllable, and as such, are found ubiquitously across languages. This chapter explores various aspects of onsets, covering much of their structural, segmental, and suprasegmental behavior. Using empirical data as a point of departure, various stances and theoretical views will be addressed on a number of issues. These include the presence of the onset in unmarked CV syllables ( $\$ 1$ ), onset clusters and the role of sonority in their formation (\$2), and the structure and representation of the onset within the syllable (§3). The focus will then shift to the onset's often disregarded role in suprasegmental phonology with reference to several weight-based phenomena (§4). The claapter closes by briefly reviewing approaches that tackle the onset-coda asymmetry (\$5).

## 1 Onsets in unmarked syllables

Most phonologists agree that the most unmarked syllable universally is a CV syllable (Takobson 1962: 526; Chapter 33: syllable-internal structure), i.e. a syllable that consists of a nucleus and a preceding consonant, the onset. When the onset consists of a single segment then it is simplex; when it contains a consonant cluster then it is complex. The present section deals with the former.
Evidence for the unmarkedness of CV syllables comes from a variety of sources. First, CV syllables exist in all languages (unlike other syllable types, which only occur in some) and indeed there may be languages whose sole syllable type is CV, e.g. Hua (Blevins 1995) or Senoufo (Zec 2007). While it is the case ihat every language will have $C V$ syllables, it is not equally true that every syllable in a language will have an onset. Unlike Totonak and Dakota (and of course Hua and Senoufo), where onsets are obligatory, in many other languages they are optional, e.g. Greek, English, and Fijian (Zec 2007).

The naturalness of CV syllables is also indicated by the fact that they are the first syllables produced by children during the initial stages of language acquisition (CHAPTER 101: THEINTERPRETATION OF PHONOLOGICAL PATTERNS IN FIRST LANGUAGE ACQUISITION).
(1) CV outputs by a Dutch child at age 1;5,2 (Levelt et al. 2000)

| /pus/ | [pu] 'cat' |  |
| :--- | :--- | :--- |
| /klar/ | [ka] | 'finished' |
| /oto/ | [toto] | 'car' |
| /api/ | [tapi] | 'monkey' |

As Buckley (2003) shows, however, children's initial productions may also involve VC syllables. Importantly though, these never seem to arise independently, i.e. without CV syllables also being present in the language.

The dominance of CV syllables is seemingly contradicted by Arrernte (also known as Aranda; Breen and Pensalfini 1999), Barra Gaelic, and Kunjen - especially its dialect Oykangand - whose syllables are claimed to be of the VC type (with extra codas if need be) and not of the CV type (Blevins 1995 and references therein). These cases are rather weak, however, since for the most part alternative explanations that actually make use of the CV syllable type have been proposed.

For instance, Blevins (1995: 230-231) observes that in Kunjen, aspiration only appears prevocalically. In principle, this could be understood as occurring either syllable-initially or syllable-finally, but ennpirical facts suggest that only the former analysis is viable. If aspiration were to apply syllable-finally, then it should also emerge word-finally, something that never occurs. The facts are thus only compatible with syllabification in the onset. Perhaps the strongest argument in favor of the existence of CV syllables, though, comes from a rule of utterance-initial reduction that deletes initial onsetless syllables, presumably as a means to achieve more well-formed onsetful syllables, as in (2).
(2) Oykangand reduction in utterance-initial position (Sommer 1981: 240)

| uced | reduced |  | deleted materinal |
| :---: | :---: | :---: | :---: |
| gun | gigun | 'keeps going' | [i] |
| antantar | пาamar | 'mother (vec)' | [a] |
| urjgul | gul | 'there' | [(1)] |

## 2 Complex onsets

As well as simplex onsets, onsets can also be complex, usually composed of two segments and hence considered maximally binary (Blevins 1995; Morelli 1999; Baertsch 2002; among many others), as in Greek ['tre.xo] 'I run', ['pe.tra] 'stone', ['vli.nna] 'missile', or ['tu.vlo] 'brick'. Longer sequences such as [str] or [spl] are also commonly allowed, as in English [strei] stray or [sphit] split, but usually these are not considered to exceed the binarity maximum, as there is evidence that the [s] here is not part of the onset (see chapter 3*: the refresentation or sc clusters).

Yet in some work, the existence of complex clusters is denied altogether. For example, Lowenstamm (1996) and Scheer (2004) claitn that all surface syllable types are subsumed under the CV matrix with the addition of empty positions, e.g. English [d $\emptyset][\mathrm{ri}][\mathrm{m} \varnothing$ ] dream. Duanmu (2008) interprets complex onsets such as $\mu l, f r, k l, k r$ as complex sounds under a single timing slot, on the assumption that such sounds are possible if the articulatory gestures of two sounds can overlap (C'HAl'TER 54: THE SKELETON).

Most phonological models, however, allowr complex onsets and provide relevant analyses to account for thein. In government phonology (van der Hulst and Ritter 1999; Kaye 2000), for exanple, binarity is explicitly integrated within the inodel through the Binarity Theorem (Kaye 1990, 2000), which states that constituents cannot dominate mure than two positions, so that onsets may either exhibit single association to a skeletal point (3a) or be maximally binary branching (3b).
(3) Onsets iwithin government phonolog! (van der Hulst and Ritter 1999)
a. O
b. O

$x \quad x$

More comntonly, the binarity of the onset and the combinatorial possibilities among segments within it are atributed to co-occurrence restrictions between adjacent segments (Clements 1990; Zec 2007: 164). In fact, a number of proposals subscribe to the idea that onset syllabification - like the other components of the syllable - is governed by sonority considerations (e.g. Hooper 1976; Steriade 1982; Selkirk 1984; Clements 1990; among others). Briefly, in this approach, nore sonorous segments are preferred toward the center of the syllable, whereas less sonorous ones make better syllable margins, i.e. onsets and codas (Clements 1990).' Despite certain objections to sonority (see below; and also Parker 2002; charter 49: sonoriry), its importance for phonological theory is generally acknowledged (Steriade 1982; Selkirk 1984; Clements 1990; Rice 1992; Kenstowicz 1994; Zec 1995). One fairly standard version of the sonority hierarclyy is shown below (after Clements 1990).

## (4) Sonority scale ( $>=$ inore sonorous than)

$$
\text { vowels }>\text { glides }>\text { liquids }>\text { nasals }>\text { obstruents }{ }^{2}
$$

One principle that makes use of this scale is the Sonority Sequencing Principle (SSP; Clements 1990), which states that the sonority profile of a syllable must be such that sonority rises sharply toward the peak and gradually lowers after it.

Evidence for the SSP contes from various sources. One example is Imdlawn Tashlhiyt Berber (e.g. Dell and Elmedlaoui 1985), known for its long sequences of consonants. Indeed, there may be words that consist of no vowel at all, e.g. [ fftkt ] you suffered a sprain'. These seemingly highly complicated strings can, however, be easily analyzed if one utilizes the SSP, plus a few other assumptions. Bearing in mind that in Imdlawn Tashlhiyt Berber: (i) any segment can be a syllable nucleus, (ii) onsetless syllables are only allowed word-initially, (iii) ardas may appear word-finally, and (iv) complex onsets are banned, the following examples are syllabified in such a way that the nucleus of each syllable comprises a sonority peak.

[^51](5) Imdlaton Tashlliyit Berber syllabification

| /ut-x-k/ | [u.trk] | 'I struck you' |
| :--- | :--- | :--- |
| /rks-x/ | [f.kșx] | 'I hid' |
| /t-msx-t/ | [trin.sx.t] |  | 'you have transformed'

Additional evidence for the SSP comes from onset cluster simplification processes, as in Sanskrit (see Steriade 1988 and chapter 119: reduplication in sanskrit for relevant data) or Attic Greek (Steriade 1982), whereby $\mathrm{C}_{1} \mathrm{C}_{2}$ onset strings are reduced to simplex unsets in reduplication. Notably, the surviving $C$ is the least sonorous one, resulting in a more abruptly rising slope toward the nucleus. Similar facts arise in child speech (charter 20I: the interpretation or phonological l'atterns in first language acquisition), as is evident in the outputs of an English-learning girl aged 2;9 reported on by Gnanadesikan (1995).
(6) Cluster simplification to the least sonorous consonant

| clean | $[\mathrm{kin}]$ |
| :--- | :--- |
| snow | $[\mathrm{so}]$ |
| friend | $[\mathrm{f} \mathrm{m}]$ |
| sky | $[\mathrm{kaj}]^{3}$ |

Not all languages admit the same inventory of complex onsets. It is generally held to be true that the larger the distance in sonority between $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$, the more well-formed the onset cluster. Thus, obstruent ( $O$ ) + glide ( $G$ ) clusters are highly favored, followed by $O+$ liquid (L), $O+$ nasal ( $N$ ), and so on. Onset clusters preferably satisfy a Minimal Sonority Distance restriction in order to be allowred in a language (Vennemann 1972; Hooper 1976; Ster Lade 1982; Selkirk 1984; Baertsch 2002). In Bulgarian, no distance at all is necessary, thus all of OL, NL, ON, LL, NN, and OO clusters are admitted (Zec 2007); in other languages, different degrees of Minimal Sonority Distance are applicable: in Chuckchee, only OL, NL, and ON clusters are well-formed (Levin 1985); in Spanish, only OL onset clusters (Baertsch 2002); and in Huariapano (Parker 1994), only OG clusters.

In a sense, Minimal Sonority Distance generates the expectation that if a language allows $C_{1} C_{2}$ onset clusters where $C_{2}$ is of sonority $X$, then it should also admit onset clusters with a $\mathrm{C}_{2}$ whose sonority is higher than $X$. But as we have just seen, this is not always the case: e.g. Spanish, which bans *OC clusters. To make things worse, many languages also allowr sonority plateaus and even reversals. For example, Greek plateaus like [ kt ], [ $\mathrm{f} \boldsymbol{\theta}$ ], and [ vy ] are tolerated, as in [ktirio] 'building', [akti] 'coast', [f0iro] 'impair', [afӨonos] 'abundant', [vyazo] 'remove', [avyo] 'egg'. Russian also permits reversals, e.g. [rtut] 'neercury' and [lvov] (city name) (Gouskova 2001), which, however, are often consistered not to be complex

[^52]onsets; rather, the segment(s) violating the SSP can be realized as syllabic, e.g. [r.tut], or even extrasyllabic, attaching to some higher level of prosodic structure, e.g. The foot or prosodic word (see chapler 40: The foot and chapter is the representation of sc clusters for more discussion). Such data partly explain why the validity of sonurity is sometimes contested.

Other objections to sonority include the lack of a clear way to phonetically define and measure it, and its inability to explain the frequent ban on sequences of the type $j i, \quad \tau u l, b w$, or $d l$ (quite likely an Obligatory Contour Principle effect). Some researchers have therefore gone as far as to discard sonority. For exanıple, Ohala (1990) and Harris (2006) claim that attested sequences in languages can be best captured through the perceptual distance between neighboring sounds in terms of a number of different acoustic properties, including amplitude, periodicity, spectral shape, and fundaınental frequency (F0) (Ohala 1990: 334). As Ohala (1990: 334-335) admits, however, this view explains which sequences should be found in languages, but does not explain how and why they are grouped into syllables.

This is perhaps why - despite criticisın - sonority still remains highly influential in current work on syllabification (cf. Baertsch 2002; Gouskova 2004; Zec 2007; among many others). But there is yet another possibility. Rather than completely endorsing or abandoning sonority, we can accept it, but loosen somewhat the predictions and generalizations it makes. Berent et ol. (20)7) put forward a proposal along these lines. In particular, they suggest a more flexible version of sonority-based generalizations regarding the profile of onset clusters. They state that:

In any given language:
(a) The presence of a small sonority rise in the onset implies that of a large one.
(b) The presence of a sonority plateau in the onset implies that of some sonority rise.
(c) The presence of a somority fall in the onset implies that of a plateau. (Berent ct al. 2007: 594) ${ }^{1}$

On this view, Spanish is no longer problematic (since OL clusters involve high sonority, there is no reason that there should be OG clusters too), and the plateaus of Greek are expected, given that it also has sonority rises, while Russian has falls only because it also has plateaus. More generally, Berent et al. (2007) test the statements above against the sample of Greenberg (1978) and find that they overwhelmingly hold true typologically.

Other typological surveys on onset clusters also tend to employ sonority, usually with some modification or enrichment of the theory. For instance, Morelli (2003) investigates the patterns of obstruent onset clusters and proposes implicational relationships between them, as schematized in (7), where fricative + stop (FT) clusters are the least marked, TT the most marked, and TF somewhere in between. FF clusters merely imply the existence of FT, without further implicational relationship with other clusters.

[^53]
## (7)

Implicational relationships between obstruent onset chusters (Morelli 2003) ${ }^{5}$


TT

.
$\mathrm{FF} \Rightarrow \mathrm{FT}$
Kreitman (2006) focuses on sonorant (S) and obstruent (O) clusters and proposes the implicational hierarchy $\mathrm{SO} \Rightarrow \mathrm{SS} \Rightarrow \mathrm{OO} \Rightarrow \mathrm{OS}$, with OS clusters being the most unmarked, and SO ones the most marked. These are respectively the most and least favored clusters as far as sonority is concerned. SS and OO clusters involve sonority plateaus, but do not randonlly appear in languages as one would expect; instead, the presence of SS systematically implies OO. To account for this fact, Kreitman points to the increased salience of obstruents as opposed to sonvrants (cf. Ohala 1983: 193). Since obstruents are considered to carry more information, due to their acoustic form, they are easier to dist inguish from non-obstruents. Thus, combinations between obstruents should be perceptually favored over those between sonurants.

What all these studies highlight is that removing sonority from the equation is not useful; rather it seems that consideration of other factors, e.g. the role of perceptual salience, may enhance the role of sonority conceptually and improve its empirical coverage.

## 3 The status of the onset within the syllable

Moving away from the principles that regulate onset syllabification, let us consider the representation of the onset within the syllable. Various models of the syllable have been proposed throughout the years (see Blevins 1995; van der Hulst and Ritter 1999 for overviews; see also charter 33: syllable-internal structure), which due to lack of space will not be discussed here in detail. Nonetheless, reference will be made to those that are especially relevant to onsets. Broadly speaking, we can identify two major theories: (i) those that distinguish between onsets and rimes (Pike and Pike 1947; Kuryłowicz 1948; Fudge 1969; Selkirk 1982; Levin 1985; Kaye et al. 1990; Blevins 1995), and (ii) moraic models that do away with the rime, i.e. the nucleus + coda string, as a separate constituent (Hyman 1985; Haves 1989; Morén 2001).

### 3.1 Onset-rime models

No single version of the onset-rime model is available, and there are significant divergences between models. For instance, Fudge (1969) accepts the syllable as a constituent, whereas Kaye et al. (1990) explicitly do away with it, but nonetheless treat the unset and rime as "an inseparable package" (van der Hulst and Ritter 1999: 23).

[^54]A typical representation of the onset-rime model (Blevins 1995)


Specific syllable models make different claims about constituenthond. For instance, Blevins (1995) essentially only recognizes the rimal constituent and sees no strong argument for an onset constituent - and for that matter, a coda constituent. For government phonology (van der Hulst and Ritter 1999; Kaye 2000), on the other hand, onsets, nuclei, and rimes are constituents.

The basic argument for the rime hinges on the idea that co-occurrence restrictions are always more likely to occur between nuclei and codas, rather than between either onsets and nuclei or onsets and codas. The strongest argument for the rime though comes from weight facts (Blevins 1995; van der Hulst and Ritter 1999: 23). Consider stress, for example. As is well known, in many languages heavy syllables attract stress in contrast to light syllables (e.g. Hopi; Jeanne 1982). Importantly, heaviness implies a binary rinne, $[\mathbf{V V}]_{\mathbb{R}}$ or $[\mathbf{V C}]_{\mathbb{R}}$, or both, depending on the language. Since the presence of onsets is disregarded in such an evaluation, it must nean that rimes form a constituent that clearly excludes the onset.

Nonetheless, each of the arguments in support of the rime has been challenged. Davis (1985) attacks the reliability of co-occurrence and phonotactic restrictions, given that those are not exclusive to nuclei and codas, but are also found between onsets and nuclei or onsets and codas. For instance, in Korean (Cho 1967), fronted vowels do not appear after labial onsets, while in Yindjibarndi (Wordick 1982), the presence of /r/ in both the onset and a coda of a syllable is banned. Another objection to the onset-rime distinction is found in Yip (2003), who claims that if it were valid, then the boundary between the two constituents should be clear and consistent, and thus segments should uniformly belong to either the onset or the rime, but not to both. English and Mandarin pre-nuclear glides, however, behave sometimes like onsets and sometimes as rimes. As for the weight effects induced by the rime, it is possible to capture them in a different manner without reference to the rime per se. This is what moraic theory does, as we will see in a morinent.

Before moving on, though, it is notable that the onset-rime debate is also predominant in psycholinguistic studies that explore the onset-rime boundary in terms of implicit and explicit, i.e. non-conscious iss. conscious, phonological awareness. Work by Treinan (1986 and references therein) on various segmentation and substitution tasks in both adults and children suggests thent there is a closer connection between VC than CV, thus offering support for the onset-rime boundary. In the same veit, Uhry and Ehri (1999) show that English-speaking kindergarten children preferred to keep VC, rather than CV, intact during segmentation. The opposite result, however, was found by Lewkowicz and Low (1979).

More recently, Geudens and Sandra (2003), in a series of four experiments on Dutch-speaking pre-readers and beginning readers, found no support for the onset-rime boundary. Importantly, they applied strict criteria regarding the selection of items under investigation, such that they could control for distributional and sonority effects. In particular, they used items of different sonority equally often and found that syllables with obstruents were easier to perceive and segment than syllables with sonorants (2003; 172); see also chapter 8: sonorants. The influence of sonority inay in fact explain some of the findings of previous studies, such as Schreuder and van Bon's (1989) finding that Dutch first-graders break up a CV string more easily than a VC one. In their study, sonorants were mainly used, but sonorants undergo more vocalization in coda rather than onset position, possibly explaining why children find it harder to break them up in a VC environntent rather than a CV one.

All in all, psycholinguistic experimentation also reflects contradictory evidence with regard to the onset-rime boundary debate. What this absence of consensus at the very least suggests is that the boundary dispute is well grounded.

### 3.2 Moraic model

A common response to criticism against the rime has been to dispense with it as a constituent altogether and to replace it with the concept of mora. In moraic theory (Hyman 1985; Hayes 1989), only segmenis under - what used to be - the rime node may bear moras. Since the latter are needed independently to account for a number of phenomena related to syllable weight, the natural conclusion has been to structurally eliminate the rime from representations. The representation of a CVC syllable in this nodel is presented next (compare with (8)). Note that the bracket around the mora of the coda indicates that this may be moraic or not on a language-specific basis (cf. Weight-by-Position; Hayes 1989).
(9) Mornic model (Hayes 1989)


Within moraic theory, there is no definite agreement as to where exactly the onset associates to. According to Hayes, it directly adjoins to the syllable as in (9). For Hyınan (1985), Itô (1989), and Buckley (1992), though, it attaches to the following novra, as in (10).

Onset associntion (Hyman 1985)


In both these versions of moraic theory, the onset is not recognized as a constituent. This is much more clearly shown in (9), where it directly links to the syllable node, but it is visible even in (10), since the inora is slared between the onset and the nucleus.

While Hayes's representation is the most widely employed, there is nevertheless some evidence for (10). Katada (1990) describes the Japanese chain language game stiritori, in which players say a word that must begin with the final mora of the previous player's word. If the word ends in a CV syllable, as in [tu.ba.me] 'swallow', then the next word can be something like [me.da.ka] 'killfish'. If the word ends in a long vowel, then the last mora is the second half of the vowel, to the exclusion of the first half, as well as the onset. Thus [budood 'grapes' can be followed by [o.ri.ga.mi] 'folding paper' but not by *[doo.bu.tu] 'animal'. Importantly, a word like [riN.go] 'apple' (where N is a moraic nasal) cannot be followed by * [o.ri.ga.mi], but nust begin with [go]. This is easily explained if the final mora in [go] also associates to the onset, as clained by (10), rather than linking directly to the syllable (9). The game ends if the final mora cannot form a proper onset, as happens when it is a moraic nasal, e.g. [ki.riN] 'giraffe'.
Since the noraic model identifies no r:me constituent, it bypasses the probleıns faced by the onset-rinue inodel with regard to the extension of co-occurrence restrictions beyond the rimal node, as well as the absence of a clear boundary between the onset and the rime. Superficially, horvever, it does equally well as the onset-rime model in accounting for syllable weight, simply by stating or more accurately, stipulating - that moras are strictly limited to nuclei and codas. But even this assertion has been contested. Work by Hajek and Goedemans (2003), Gordon (2005), and Topintzi $(2006,2010)$ has shown that there is good evidence for the existence of onset weight. We explore this issue next.

## 4 The suprasegmental phonology of onsets

Contrary to popular belief, onsets do seem to be prosodically active, albeit in a limited number of langtages. Their effects become ev ident in a range of phenomena, including stress, convpensatory lengthening, gemination, word minimality, and tone. This section examines the relevant data and theoretical issues that stem from them.

### 4.1 Stress

Of all these phenomena, onset-sensitive stress lhas received the most extensive attention. In brief, three patterns are attested: (i) onset effects due to the presence of an onset, (ii) onset effects due to the quality of an onset, and (iii) patterns (i) and (ii) combined.

Starting from (i), we find that in a number of languages onsetful syllables attract stress more than onsetless ones. Languages of this type include Arrernte (Strehlow 1944), Alyawatra (Yallop 1977), and other Australian languages, such as Lamalama, Mbabaram, Umbuygamu, Umbindhamu, Linngithig, Uradhi, KukuThaypan, Kaytetj, and Agwamin (most of them are Cape York and Arandic languages; see Davis 1985, Goedemans 1998, and Blevins 2001 for more detai.s). Beyond Australia, this pattern is attested in unrelated languages of North and

South America, Iowa-Oto (Robinson 1975), Banawà (Buller et al. 1993), and Tuma (Abrahannson and Abrahamson 1984). ${ }^{\text {© }}$

In Arrernte, C-initial words receive stress on the first syllable (11a), but V-initial ones have stress on the second syllable (11b). One exception is disyllabic words, where stress is word-initial regardless of whether the word begins with a vowel or a consonant (11c). This is probably attributed to Arrernte's avoidance of final stress or preference for creating binary feet, as the lack of final secondary stress in words like *[a('ralka)(,ma)] reveals.
(11) Arrernte stress (Strehlow 1944)
a. consonmt-initial twords of three or more syllables

| 'ra:tama | 'to emerge' |
| :--- | :--- |
| 'kutun,gula | 'cerenonial assistant' |
| 'lelan,tinama | 'to walk along' |

b. vowel-initial words of three or more syllables
er'guma 'to seize'
a'ralkama 'to yawn'
u'lambu,lamba 'water-fowl'
c. words of two syllables (C- or V-initinl)

| 'ilba | 'ear' |
| :--- | :--- |
| 'a:twa | 'man' |
| 'kala | 'already' |
| 'gura | 'bandicoot |

A conumon denominator is that stress may shift - albeit very locally - to dock on a syllable with an onset. This is not the only possibility, however. In other languages, the stress location remains constant, but if it falls on an onsetless sylleable, this acquires an onset. Consider Dutch (Booij 1995: 65). In instances of hiatus where the first vowel is /a/, a glottal stop is inserted before the second vowel, but only
 /aorta/ $\rightarrow$ [a.' ${ }^{\prime}$ or.ta] 'aorta'. Otherwise, no insertion is applicable: /xass/ $\rightarrow$ ['xat.os] 'chaos', /farao/ $\rightarrow$ ['fatra.o:]'Pharaoh'. Most analyses view this as a prominence (Smith 2005) or alignment (Goedemans 1948; Topintzi 2010) effect.

In yet other languages, the mere presence of an onset is not the issue (see Topintzi 2010: 48 for details on Karo); it is the quality of the onset that matters. This is the case in Karo (Gabas 1999) and possibly Arabela (Payne and Rich 1988). In the former, stress falls on the final syllable, except when the penultimate syllable is a better stress bearer. Better stress bearers are, in order of priority, a syllable with (i) a high tone, (ii) a nasal vowel, or (iii) a voiceless or sonorant onset. When (i) and (ii) are irrelevant, (iii) is taken into consideration and stress falls on the final syllable if the onset is a sonorant (12a) or voiceless (12b) or a voiced obstruent preceded by another voiced obstruent onset (12c).

[^55](12) Karo final stress and onset voicing (Gabas 1999: 14, 39-41) ${ }^{7}$
a. final syllable with sonorant onset
kد'jد 'crab'
ja?'mbs 'yam (sp.)'
kiri'wep" 'butterfly'
b. final syllable with roiceless onset
pa'k: 'fontanel'
ma'pe 'gourd'
kuru?'cu 'saliva'
c. final and prefinal syllables with voiced obstruent onsets
kiri'bop' 'frog (sp.)'
miri'rij 'toad (sp.)'
Stress, however, falls on the penult if the final syllable has a voiced obstruent onset and the previous one does not, indicating the stress-attracting nature of the voiceless obstruents and the sonorants in this language.
(13) Karo pemth stress and onset voicing (Gabas 1999: 14, 39-41)

| 'jaba | 'rodent (sp.)' | 'pibe? | 'foot' |
| :--- | :--- | :--- | :--- |
| 'wese ${ }^{\text {'frog' }}$ | 'karo | 'macaw' |  |
| 'maga 'mouse' | i'çgr | 'quati (sp.)' |  |

Nonetheless, other cases where stress is seemingly sensitive to the onset quality have been shown to be much less robust or even wrong. One example of the latter arises in Mathimathi, where stress is normally word-initial unless attracted by the second syllable when it begins with a coronal onset. Davis (1988) attributes this to genuine onset-sensitivity. Gahl (1996), on the other hand, shou's that another account is more plausible, namely one that considers Mathimathi stress to be morphologically based. She clains that stress is located on the last stem syllable of the word (or better, last stem vowel). Stems are generally monosyllabic or bisyllabic. It so happens that apparent stress shift appears on stems of the type $\mathrm{C}_{1} \mathrm{VC}_{2} \mathrm{VC}_{3}$, w'here the medial consonant is invariably coronal (Gahd 1996: 329). Evidence for Cahl's analysis comes from monosyllabic $C_{1} V C_{2}$ stems, w'here $C_{2}$ is again coronal. Addition of a suffix to such stems renders $C_{2}$ an onset of the second syllable. If Davis were right, then stress here should also be peninitial. However, it is initial, as predicted by Call's morphwlogical account; cf. peninitial stress in bisyllabic stems such as [,gu.'ra.g+i] 'sand' vs. initial stress in monosyllabic stems such as ['u'a.d. + a.d.a] to come'. In both cases, $C_{2}$ is coronal. Thus, re-examination of the facts in light of morphological considerations nay reveal the lack of true onset-sensitive effects (see also Nanni 1977 on the English suffix -ative or Davis et al. 1987 on Italian infinitives).

A final pattern that emerges involves the combination of true onset-presence and onset-quality effects. A well-known example is Pirahă (Everett and Everett 1984; Evereit 1988), an Anmazonian language where codas are banned. Onsetless light syllables (V) do not occur, and stress may only dock on one of the three final

[^56]syllables of the word. The weight and stress $h$ " $w$ rarchy the language motivates is: PVV $>\mathrm{BVV}>\mathrm{VV}>\mathrm{PV}>\mathrm{BV}$ ( $\mathrm{P}=$ voiceless; $\mathrm{B}=$ voiced). In particular, VV nuclei attract stress inore than $V$ ones (14c), and voiceless onsets have the same effect as opposed to voiced ones (14a) and (14d). Crucially, and unlike Karo, Pirahã 'voiced' consonants also include sonorants, which appear as allophones of voiced stops, e.g. /b/ may surface as [b], [m], or the bilabial trill [в]. Consequently, in this language, only voiceless obstruents attract stress. Between equally heavy syllables in terns of nucleic weight, onsetful ones attract stress over onsetless (14b). Finally, if there is more than one equal contender for stress, the rightnost one receives it (14e).
(14) Pirahat examples (Everelt and Everett 1984; Everett 1988)
a. $P V V>B V V$
\[

$$
\begin{array}{ll}
\text { 'káo.bá.bai } & \text { 'alınost fell' } \\
\text { pa.'hai.bií } & \text { 'proper name' }
\end{array}
$$
\]

(1988: 239)
(1984: 708)
b. $\quad$ BVV $>$ VV
'bii.oá.ii
'tired (lit.: being without blood)'
(Everett, p.c.)
poo.'gáí.hi.aí 'banana'
c. $\quad \mathrm{VV}>\mathrm{PV}$
pia.hav.gi.so.'ai.pi 'cooking banana'
(1984: 709)
d. $P V>B V$
ii.'po.gi 'species of bird'
'í.bo.gi
'milk'
(1984: 710)
e. rightmost heauiest stress

| ho.áo.'́i | 'shotgun' | *ho.'áo.íi | (1984: 710) |
| :--- | :--- | :--- | :--- |
| ti.'po.gi | 'species of bird' | *'ti.pu.gi | (1984: 710) |
| paô.hoa.'hai | 'anaconda' | "paó.'hoa.hai | (1984: 707) |
|  |  | *'paó.hoa.hai |  |

What is common to all these examples is that the voiceless obstruent onsets systematically attract stress, contrary to the voiced obstruent ones. Various analyses have been offered to account for the Pirahā facts (and many fewer for Karo). These are examined in Topintzi (2010). Some ınake use of the increased prominence of onsetful syllables and voiceless onsets over unsetless syllables and voiced onsets respectively (Everett and Everett 1984; Hayes 1995; Goedemans 1998; Smith 2005). Some treat certain unsets as weightful and sume as weightless (Tupintzi 2006, 2010), and others offer a mixed system that utilizes weight but sees it as a function of prominence (Gordon 2005). Due to space limitations, these proposals will not be reviewed here. However, there is one important empirical argument that favors the onset weight approach, namely the existence of other phenomena beyond stress that are weight-related and influenced by unsets.

### 4.2 Compensatory lengthening, geminates, and zoord minimality

An explicit prediction of the onset-rime and the moraic models is that onsets will never participate in weight-related processes. For the former, this is because onsets are excluded from the prosodic hierarchy (van der Hulst and Ritter 1999: 31). For the latter, it is because onsets never bear moras (Hayes 1989). However,
both assertions are entirely stipulative and subject to modifications given the existence of counterevidence.

First, consider compensatory lengthening (chaliter 64: COMTPENSATORy lengthening), a phenomenon widely utilized in support of standard noraic theory. In standard moraic theory (Hayes 1989), it is predicted that onsets will neither induce compensatory lengthening (through deletion) nor undergo it (through lengthening). Yet several cases of both types have been reported.

In Samtothraki Greek, the onset /r/deletes and generally leads to lengthening of the following vowel, e.g. /'rema/ > ['e:ma] 'streani', /'ruxa/ > ['u:xa] 'clothes', /'óedru/ > ['öedu:] 'tree', /kra'to/ > [ka:'to] 'l hold' (Katsanis 1996: 50-51). Onondaga (Michelson 1988) is somewhat similar, although /r/-deletion leads to lengthening, whether it is in an onset or a coda originally. Numerous other examples have been reported (Rialland 1993; Beltzung 2007), all of which, however, are highly morphologized. For instance, in Romanesco Italian, the initial /l/ of the definite article and of the object clitic /lo la li le/ optionally deletes (Loporcaro 1991: 280), causing lengthening of the unstressed vowel that follows, e.g. [lo 'stupido] > [o: 'stupido] 'the stupid (masc)' or [la 'bru: fo] > [a: 'bru:fo] 'I burn her'. Beyond this environment, such compensatory lengthening does not appear. Analogous effects are observed in Anuak/Anywa, Lango, Gyore, Turkana, and Ntcham (see Beltzung 2007; Topintzi 2010 and references therein).

Nonetheless, one could question the validity of this approach in terms of onset weight structure and instead provide a more phonetic explanation, as done by Kavitskaya (2002). She observes that vowels in CVC syllables are phonetically longer when followed by certain consonants whose transitions can be misheard as part of the vowel (i.e. sonurants, approximants). On deletion of such consonants, the 'excess' length of the preceding vowels can be phonologized, so that listeners reinterpret them as phonemically longer. Thus vowrels are reinterpreted by listeners as phonemically longer. This approach also extends to conpensatory lengthening induced by onsets, but only works when highly sonorous consonants are deleted. In principle, this is appropriate for some of the cases, e.g. Samothraki Greek or Romanesco Italian, but is nevertheless problematic. For instance, it cannot explain why the same phonologization of length has not occurred with regard to the Samothraki coda $r$, especially since this is the prototypical position for compensatory lengthening. More troublesone, though, is the inability to account for cases like Ntcham, where the onset that is lost is the highly nor-sonorous $/ \mathrm{k} /$.

More strikingly, onsets also can serve as the target of compensatory lengthening. This means that a segment deletes and the preceding onset lengthens, i.e. geminates in order to compensate for its loss." For instance, Pattani Malay (Yupho 1989; Topintzi 2008) contrasts singletons and geminates in onsets, but only word-initially (on initial geminates see chapter 47: initiad. Geminates), e.g. [,bu'wroh] 'fruit' vs. ['b:u,woh] 'to bear fruit', [,fa'Ic] 'road' ws. ['y:a, $1 \varepsilon]$ 'to wralk' (Yupho 1989: 135). Moreover, it exemplifies a case of compensatory lengthening (Michael Kenstowicz, personal communication). In instances of free variation, one variant involves loss of the word-initial syllable and gemination of the second

[^57]onset, as in e.g. [buwi] ~ [w:i] 'give', [sidadu] ~ [d:adu] 'police', [pìmats] ~ [m:ato] 'jewelry' (Yupho 1989: 130).

That these gemninates are moraic is supported by another fact of the language, namely stress. Primary stress is word-final, unless the word begins with a geminate, in which case it shifts to the initial syllable (the other syllables receive secondary stress). We can easily understand this effect by claiming that the syllable hosting a geminate is bimoraic and therefore heavy, and as such, attracts stress in preference to monomoraic syllables.
(15) Stress in Pattani Malay (Yupho 1989: 133-135)
a. words lacking geminates

| a'le | 'road path' |
| :--- | :--- |
| 'da'le | 'in, deep' |
| ,má, $k \varepsilon$ 'ne | 'food' |

b. words with initial geminates
'm:a,ts 'jewelry'
'j:a,le 'to walk'
As well as Pattani Malay, Trukese provides evidence that onset geninates are moraic (see also citapter 37: geminates for discussion). First, Trukese words are minimally (C)VV, e.g. [maa] 'behavior', [oo] 'omen', or $\mathrm{C}_{\mathrm{i}} \mathrm{C}_{\mathrm{j}} \mathrm{V}$, i.e. a geminate plus a short vowel, e.g. [tto] 'clam (sp.)', [tova] 'blood' (Davis and Torretta 1998; Muller 1999). ${ }^{9}$ CVC and CV words are not allowed (Davis 1999), thus singleton codas contribute no mora (Nluller 1999). Presumably, minimality is satisfied by bimoraic words, provided of course that geminates add a mora to their syllable. An additional process of compensatory lengthening following the deletion of the final mora in a word corroborates the moraicity of onset geminates (charter 37: geminates).

Various proposals within the standard moraic theory tradition have been put forward to account for initial moraic geminates (Davis 1999; Curtis 2003), common to which has been the lack of any association between the geminate's mora and the onset, in line with a major tenet of the theory, namely the ban on onset moraicity. Crucially, to achieve this effect, these approaches link the geininate's mora to some position other than the onset, which is made possible by the double linking commonly assigned to geminates (see cuapter 37: geminates). But this solution is not available in cases of moraic initial consonants that are singletons rather than geıninates. Such cases exist.

In Bella Coola (Bagemilal 1998) the ininimality criterion is fulfilled by VV, VC, and CV words, but crucially not by $V$ words. ${ }^{10}$ Topintzi $(2006,2010)$ argues that the easiest way to uniformly understand these data and place them alongside the root-maximality facts of the language - that make reference to mora structure is by stating a bimoraic word minimum and by allowing onsets to bear moras.

[^58]To capture these facts, Topintzi $(2006,2010)$ puts forward a fatter syllable structure (reminiscent of Davis 1985), whereby all syllable constituents come in either moraic or non-moraic versions. This is hardly surprising for codas; cf. moraic codas in Latin, Delaware, English, Kiowa, and Turkish ws. non-moraic ones in Wargamay, Lenakel, Eastern Ojibwa, and Kha!kha Mongolian (e.g. Hayes 1995: Zec 1995, 2007; Morén 2001). The claim extends to onsets too, e.g. moraic for onset geminates in Trukese or voiceless obstruents in Pirahà vs, non-moraic in a host of other languages. Applying the same distinction to nuclei is also not too far-fetched, as it has been suggested that they can occasionally be weightless, for example in Malagasy (Erwin 1996), Kabardian (Peterson 2007), Alamblak (Mellander 2003), and Chuvash and Mari (Hymcon 1985). The following representation illustrates the proposal outlined by Topintzi $(2006,2010) .{ }^{11}$


Even with this modification, though, moraic theory faces problenns when it encounters data such as those in Seri and Kikamba (ínberts-Kohno 1995) and Onondaga and Alabama (Broselow 1995 and references therein), and French h aspiré (Boersma 2007 and references therein). In Seri (Marlett and Stemberger 1983; Crowhurst 1988; Broselow 1995), the distal prefix [jo-J attaches to either C- or Vinitial stenns. In the former, noth ing rentarkable occurs (17a), but in $\mathbf{V}$-initial stenาs, things become more complex. In general, when the first vowel of the stem is low back /a/ or low front / $x$ / the prefix vowel deletes and compensatory lengthening results (17b). But in some specific stems, no deletion (and consequently no compensatory lengthening) occurs. Instead, a hiatus context is created (17c).
(17) Seri distal forms
stem distal
a. C-initial stems
-mækæ 'be lukewrarm' jo-meke
-pokt 'be full' jo-pokt
b. general pattern of /a, e/-initial stems

| -atax 'go' | jo:-tax |
| :--- | :--- |
| -æmæ 'be used up' |  |
| jo:-me |  |

c. exceptional pattern of $/ \mathrm{a}$, e/-initial stems

| -anlwx | 'be brilliant' | jo-amwx |
| :--- | :--- | :--- |
| əenx | 'play stringed instrument' | *joi-nuwx <br> i-jo-enx |

According to Crowh urst (1988), these data support a mixed representation that includes both $X$ slots and moras (charter sa: the skeleton). The idea is that the stems in (17c) are underlyingly specified with an empty slot in the onset, whose

[^59]net effect is to block deletion (and compensatory lengthening), because of its intervening position between the two vowels. Effectively, then, ( 17 c ) acts as if it were a C-initial stem (17a). Data of this type can also be easi.y accommodated in govermment phonology (Kaye et al. 1990), which by its nature allows reference to empty positions.

It is, however, not entirely clear that Seri cannot be accommodated by moraic theory alone (espec lally if onsets may bear moras). Unlinked moras appear in numerous vvorks (cf. van Oostendorp 2005; Topintzi 2007) and are in fact suggested by Crowhurst herself. We could assume then that the input for [jo-amwx] is /jo ${ }^{M}$ amwx/, where ${ }^{M}$ indicates a floating mora. If on the surface this mora remains unassociated but anchored at the left edge of the stem, then it can produce the same blocking effect of deletion that Crowhurst achieves by means of an unassociated $x$-slot.

Even if this is feasible, it is unlikely that all similar kinds of facts will be subject to reanalysis. One solution would be to reconsider representations that simultaneously use $x$-slots and moras, as Crowhurst does. This idea has reappeared in Muller's (2001) Composite Model with respect to geminates, and in Vaux (2009) as a more complete model of timing. Whether such enrichnent of the theory is justified remains to be seen. Alternatively, one could entertain Itô's suggestion (1989: 255 and references therein) that "the role previously played by lexically empty skeletal slots can be taken over, wholly or in part, by bare melodic root nodes."

### 4.3 Tone

Another phenomenon where onsets seen to be involved, albeit rarely, is tone (chapter 45: the representation of tone). Relevant cases reported include Musey (Shryock 1995) and Kpelle (Welmers 1962; Hyman 1985).

In IVlusey, consonants are divided into Type A (or High consonants) and Type B (or Low consonanis). Type A consonants include the sonorants and the historically voiceless obstruents. Type $\operatorname{B}$ ones correspond to the historically voiced consonants. Both Type A and B obstruents are basically voiceless (Shryock 1995: 68-69), with Type A stops presenting longer positive voice onset time (VOT), less closure voicing, and higher FO at the onset of the following vowel than the Type B ones.

The rightward displacement of lexical $L$ tome when a suffix is added in (18) shows the genuine contrast between the two types of consonants as well as their tonal effects. When the lexical L tone shifts, the vowel that hosted the tone is interpreted as mid or high if the onset is Type $A$, but as low if the onset is Type B.
(18) Rightoard displacement of lexical L tone in Musey
a. cliticization of /-na/

Type A sà $\rightarrow$ sanà $\rightarrow$ sănà 'person'
Type B fù̀ $\rightarrow$ fiunà 'goat'
b. subjunctive subjunctive with affixation

Type A tò 'sweep' tōrm 'sweep it'
Type B dò 'pick' dòm 'pick it'

Thus, at some level of representation, the onset consonants above seem to bear tone - be it by conditioning it or by having it floating in the input - which subsequently surfaces on the neighboring vowel to the right. What is more interesting is that the tone induced depends on the quality of the consonant involved: voiceless obstruents (and sonorants, which 1 will come back to in a moment) cause MI tone, voiced obstruents cause L tone. This fact correlates precisely with data we find in tonogenesis (cf. Vietnamese (Haudricourt 1954) or synchronically in Kammu dialects (Svantesson 1983); see alse ('Hal'ter 97: tonocenesis), where the historical contrast between voiceless and voiced obstruents is neutralized in favor of voiceless obstruents and is reinterpreted by means of tone, as shown below.
(19) Common pattern in tonogenesis

| voicing contrast; no tone |  | no voicing contrast; presence of tone |
| :---: | :---: | :---: |
| pa | $>$ | pá |
| ba | $>$ | pà |

This pattern is phonetically grounded: in voiceless obstruents, the cricothyroid muscle stretches the vocal folds to obstruct vocal fold vibration resulting in vocal fold tensing, which in turn leads to a higher F0. In voiced obstruents the larynx and hyoid bone are lower and a lowered larynx results in a lower F0 (Yip 2002: 6-7; Honda 2004). In fact, depression of F0 after voiced stops is very likely universal, as Kingston and Solnit (1988b) state (Citamper 7.14: bantu tone). Soroirants, on the other hand, do not automatically perturb the F0 of adjacent vowels, and thus may cause either elevation or depression of the FO (Kingston and Solnit 1988a: 276). This finding is also in line with the behavior of sonorants in onset-sensitive stress discussed above. Recall that in Karo sonorants act like voiceless obstruents in attracting stress, but in Pirahả like voiced obstruents in avoiding it.

Reviewing the vast literature on the phonological effects of the onset/tone interaction phenomenon is well beyond the goals of the present chapter (see Yip 2002; Gordon 2006; van Oostendorp 2006; Tang 2008 for relevant overviews). For our purposes and in light of the data above, it suffices to say that Musey exhibits mixed behavior. On the one hand, it has not entirely lost the voicing contrast between stops (see the discussion on Type $A$ and $B$ consonants) - since it retains phonetic voicing by means of short is. long VOT - but is moving in that direction, as the facts above reveal; on the other hand, it has introduced tone, which is commonly associated to specific onset quality, but has not (yet?) extended this pattern throughout the system. One thing seems quite clear: onsets in Musey may act as phonological tone bearers. And as expected, voiceless obstruents produce tone raising and voiced ones tone lowering. The more neutral sonorants here pattern with the voiceless obstruents.

Along similar lines, we can understand the data in Kpelle. However, unlike Musey, Kpelle onsets act as surface tone-bearing units (TBUs). First, consider minimal pairs such as (20), where a sonorant onset can appear toneless, L-toned, or H-toned. This is hardly surprising, given the capacity of sonorants to bear any type of tone.

[^60]Moreover, the possessive form involves an underlyingly H-toned nasal prefix for the 1 st singular or a floating $L$ tone for the 3rd singular (plus the independent processes of voicing assimilation in obstruent-initial stems and total assinvilation and nas.al simplification in sonorant-initial stems), ${ }^{12}$ both of which surface on onset positions.
(21) Kpelte onsets as TBUIs (Hyman 1985: 44)

|  | stem | 'my' | 'his/her' |  |
| :---: | :---: | :---: | :---: | :---: |
| a. | initioll o | bstruent |  |  |
|  | pólù | ńbólìı | bólù | 'back' |
|  | tíc | ńdúté | dú $\underbrace{\text { c }}$ | 'front' |
|  | kós | ¢)gjo | gós | 'foot, leg' |
|  | fií | mvií | viíl | 'hard breathing' |
| b. initial sonorant |  |  |  |  |
|  | lēe | ńēē | ǹēe | 'mother' |
|  | jéé | ภ̌éé | riéé | 'hand, arm' |
|  | mālór) | maălơy | moālón | 'misery' |
|  | תing | frín | j̀ịn | 'tooth' |

These examples show that sonorants and voiced obstruents may appear as surface TBUs, but the same does not hold for voiceless obstruents. This is entirely expected, given that the physical correlate of tone is $\mathrm{F}(3$, thus only voiced segments should be able to present it, i.e. vowels, sonorants, and voiced obstruents (Gordon 2006). The Musey data nonetheless have suggested that voiceless onsets should be allowed to be input phonological TBUs (a similar clain for Kpelle appears in Topintzi 2010); if this view is along the right lines, future investigation should focus on how the pho rology-phonetics mapping of onset-tone association is accomplished.

## 5 Onset-coda weight asymmetry

Finishing this chapter, it should by now be obvious that while there is evidence that onsets participate in at least some of the phenomena that codas do, the frequency with which they do 50 is indisputably much lower and in sone cases exceedingly rare. This issue has been mentioned but barely dealt with in the literature; nevertheless, it deserves some brief discussion. Of course, for those who deny any role for onsets in prosody (cf. the standard moraic theory of Hayes 1989), there is not much to explain in the first place. The asyınmetry in behavior is the outcome of the more restricted - moraically speaking - structural representation of onsets, compared to that of codas. Hourever, as we have just seen, this approach is too restrictive when it encounters many of the empirical data presented previously.

[^61]To my knowledge, the first explicit attempt to account for the rarity of onset weight and hence of the onset-coda prosodic asymmetry was offered by Goedenans (1998). Tlurough a set of perception experiments using synthetic stimuli, Goedemans found that Dutch listeners are more attuned to perceive fluctuations in vowel or coda duration rather than onset duration. He next devised an additional experiment to check for the possibility that there is inherently a human blas against perceiving onset duration, but found no evidence in support of this. He therefore concluded that the effect described above must genuinely be due to the weightlessness of onsets. One problem posed by this account is that Goedemans found that listeners recognize duration shifts in onset sonorants better than obstruents. This implies that the former should be preferred as weight bearers to the latter, contra the empirical data, which suggest that in onsets the real difference is between voiced and voiceless obstruents (and that sonorants may pattern with either; cf. Karo us. Pirahã). More troublesome for this proposal is how to accommodate later work by the same author (cf. Hajek and Goedemans 2003), where onset weight is emphatically argued for, albeit for geminates only (Rob Goedemans, personal communication).

Other, more functional accounts of the onset-coda weight asymmetry include Snuith (2005) and Gordon (2005), both of which accept onset-sensitivity, but only with regard to stress. To explain why onsets may have a stress-attracting effect, they offer variants of the same idea relating phonological considerations to more general cognitive abilities, such as the sensitivity to auditory stimuli (Viemeister 1980; Delgutte 1982). More specifically, they allude to the evidence of "neural response patterns that the presence of an onset, and specifically a low-sonority onset, does in fact enhance the perceptual response to a syllable" (Smith 2005: 50). Empirically, though, as we know, sonorant onsets may also contribute to weight (or prominence), a fact that both functional accounts fail to capture. Despite this problent, Gordon (2005) claims that in most cases, i.e. most languages, the onset effect is subordinated to the perceptual energy of the rime itself, which is why rimal weight is prioritized over onset weight.

Finally, Topintzi $(2006,2010)$ does not confront this issue in much detail, but nonetheless claims that instead of a single property, it is a constellation of phonological factors, perhaps complemented by the functional accounts above, which may prove enlightening (for details, see Topintzi 2010: §3.3.3, §5.4.1, §6.2.3). For example, the rarity of onset-sensitive tone is attributed to the fact that tone and onset-weight requirements are incompatible with one another. Tone requires the presence of F0, whereas moras that can bear tone in the onset are best assigned to voiceless onsets, which by nature lack F0.

In spite of the virtues of each approach, none simultaneously manages to connbine accurate empirical coverage with a convincing account that acknowledges the onset-coda asymmetry in its correct perspective and offers a plausible explanation. Future research may fill in the nissing pieces of the puzzle.
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## 56 Sign Syllables

Ronnie Wilbur

## 1 Introduction

This chapter focuses on the notion of syllable in sign languages. Although there is now a consensus on the defining feature of a syllable in sign languages, i.e. that there must be a movement, the initial ictea of having "syllables" in sign languages met with considerable resistance on its introduction in the early 1980s, in large part because sign languages are fundamentally monosyllabic languages (see Coulter 1982 on American Sign Language (ASL); similar evidence has been provided for Finnish Sign Language by Janitunen 2007). There was also a strong untercurrent that using concepts borrowed from spoken language linguistics for sign language phenomena would be problematic, if not inappropriate. However, I had an opportunity to ask ny colleague Ray Kent, a speech researcher who was then editor of the Journal of Speech and Hearing Research, what he would require if I were to send his journal a paper on syllables in sign languages. He said he would look for evidence that the concept was linguistically meaningful and could be reliably measured, and his response will begin our tour on this topic. Actually, proving to spoken language researchers that there are syllables in sign languages on those two criteria was remarkably easy (Wilbur and Nolen 1986; Wilbur and Allen 1991). In contrast, the phonological representation of sub-syltabic structure has been under constant and lively debate. Accordingly, the presentation of evidence for the existence of syllables will be brief, and the bulk of the chapter will focus on describing the issues of disagreement and providing evidence for an answer to the question of the representation of syllables in sign languages.

## 2 Historical background

Early sign language research treated the sign as the unit of analysis. This is best observed in Stokoe (1960), where each sign was treated as a uluit. Theen, when this unit was analyzed further, it was observed that a sign was composed of a "simultaneous" bundle of aspects/primes/parameters, including the "big four": handshape, location, movement, and orientation (Stokoe 1960; Friedman 1974, 1977; Battison 1978; Siple 1978; Klima and Bellugi 1979; Wilbur 1979; see also


Figure 56.1 ASI. ARRJVF is a monosyllabic form (arrow shows direction of movement)


Figure 56.2 ASL BABY has two syllables, i.e. two movements (arrows show direction of movement)

CHAPTER 9: HANDSHAPE IN SIGN LANGUAGE PHONOLOGY; CHAPTER 10: THE OTHER HAND IN SIGN LANGUAGE PHONOLOGY; CHATTER 24: THE PHONOLOGY OF MOVEMENT in sign language). Several studies suggested that there are syllables in ASL and that these syllables have internal "sequential" organizarion (Kegl and Wilbur 1976; Chinchor 1978, 1981; Newkirk 1979, 1980, 1981; Liddell 1984). Before addressing the question of internal organization of sign syllables, some clarification of the notion "syllable" in sign languages is necessary.

To better apprecinate the status of a syllable in sign languages, we must consider the difference between a syllable and a sign. In nany cases, the sign is a single sy llable and the boundaries of the two, i.e. a syllable or a sign, coincide (Coulter 1982, 1990). Figure 56.1 is an example of a single-syllable sign.

In other signs, such as BABY' in Figure 56.2, there are two syllables in a single sign. The sign BABY' is a larger unit than ARRIVE (Figure 56.1). In sti.l other signs, such as MOTHER (Figure 56.3), there are specifications for handshapes, locations, and hand oriestations, but, critically, these signs do not have their own movement specifications.

Since every syllable must have a novement, the phonological specification for these lexical items is smaller than a syllable; it has been proposed that the epenthetic/transition movement to, or away from, the target location provides the prosodic feature needed to produce a full syllable (Wilbur 1985; Brentari 1990b, 1998; Ceraci 2009).

We have so far sketched sign syllables by providing three groups of signs with different movement specifications, i.e. with single movement, with two anovements,


Figure 56.3 ASI. MOTHER is a sign without a movement specifjeation. By permission of Dr. Bill Vicars
and without lexical movement. We now consider the difference between a syllable and a morpheme in order to distinguish their functions. A morpheme is def ined as the smallest possible unit of meaning. In Figures 56.1-3, each sign is also a single anorpheme. In Figure 56.1, the morpheme and the syllable are the same size. In Figure 56.2, the morphene is larger than the syllable (it has two syllables), and in Figure 56.3 , the morp heme is smaller the in the syllable (it is missing movement). A morpheme may also be as small as the feature specification for a single handshape, as in classifier constructions (see chal'ter 9: HANDSHAl'E IN SIGN LANGUAGE PH@N@L©GY, or location, as in verb agreement.

It should be noted that two-syllable lexical items are highly constrained with respect to their movement specifications: the movement in the second syllable is either the exact opposite ( $180^{\circ}$ rotation) of the movement in the first syllable (as in BABY, Figure 56.2) or it is $90^{\circ}$ rotated (Figure 56.4; note transitional movement inserted when the end of the first novement is not the starting position of the second movement) (Wilbur and Petersen 1997).

Clearly movement is central to syllable structure (see citapter 24: tite phonology or movement insign language). The first attempt to break sign moveınent into smaller sequential pieces was Newkirk (1979, 1980, 1981). Consider ıng rhythmic features of ntovement, he analyzed them into [onsei] [inovement] [offset]. Subsequently, a number of sequential and simultaneous proposals were offered. This brings us to the ongoing debate - what is the internal structure of a syllable with respect to sequentiality and simultaneity? In the following section, I provide an overview of what everyone does agree upon, i.e. that syllables in sign languages exist. In the subsequent section, I provide evidence of the behavior of syllables with respect to higher phonological organization. Finally, we dive inside the sign syllable and consider the evidence for the two theoretical options - sequential and simultaneous organization of syllable structure.


Figure 56.4 ASL CANCEL/CORRECT/CRITICIZE and schematic of movement showing second syllable (3 to 4) perpendicular to first ( 1 to 2 )

## 3 Sign syllables exist

Syllables have been reliably measured, and in conversational contexts they have roughly the same duration as spoken language syllables (Wilbur and Nolen 1986). As wi.l become clear below, there has been no shortage of linguistic uses for the syllable in sign language (morpho-)phonology, hence it is linguistically ıneaningful. It is fair to say that sign language phonologists now take the notion of sign syllable as a given, and that movement is its nucleus (the carrier of its perceptual salience; Jantunen and Takkinen 2010).

### 3.1 Syllable measurements

Investigators have ineasured sign duration, including signs that are clearly single syllables (Bellugi and Fischer 1972; Friedman 1976; Liddell 1978, 1984). For those signs which are monosyllabic, the measured duration means range from 233 to 835 msecs as a function of context. Liddell (1978) reported the effects of sentence position and syntactic function on duration of the monosyllabic signs DOG and CAT. His measurentents show phrase-final lengthening, as the durations were longest in sentence-final position. Duration in sentence-initial position was next longest, and medial position in relative clauses had the shortest duration. His measureınents also show a syntactic effect: objects were shorter than subjects or heads of relative clauses.

My investigation of syllable duration began in 1984, when videotape was "reel to reel," which meant that the tapes could be moved by hand, forward and backward, and measurement was in "fields" -60 per second. To measure syllables, movements, and holds, we had to provide our own mechanical guidelines and demonstrate that they could be reliably used (Wilbur and Nolen 1986; Wi.bur and

Schick 1987). We started with the cues identified by Green (1984) for beginnings and ends of signs, which worked well for signs that were perceptually monosyllabic. These cues included points of contact and changes in facial expressions and eye gaze. However, Green's procedures were not sufficient for determining syllable boundaries when the sign and the syllable are not coterminesus, i.e. when we have more than one syllable in a sign. To capture the behavior of multisyllabic signs such as bidirectional signs (Figure 56.2 above), reduplicated forms, and compounds, additional cues were needed. With the aid of native signers, we determined that a change in the direction of movement marked a boundary between two adjacent syllables. For elliptical movements, we accepted Nevvkirk's (1979, 1980, 1981) argument that they were segmentable into two parts, and then we used the change in direction of movement as the boundary between the two parts. By contrast, circular novements, which show no internal structure, were treated as one syllable per circle. For holds, we established a procedure in which the end of a hold would be marked by one or more of the following cues: start of the next movement, loss of tension in the signing hand(s), change of eye gaze, initiation of signing by the other signer, or change of eye gaze by the other signer (Wilbur and Nolen 1986). Syllables were measured by two people at a time; if they could not agree, a third person was consulted. Over three thousand syllables were measured in four situations - natural conversation, elicited paragraphs, lists of signs, and phrases anil compounds.

In conversations, 889 syllables from three signers had a mean of 248 msecs, comparable to the estimated 250 insecs for spoken English (Adams 1979; Hoequist 1983). This similarity may be a reflection of an underlying timing nuechanisnu for motion that may surface not only in speech and signing, but also in non-linguistic motor behaviors. For example, in baseball, a bat swing takes about 200 msecs (Schmidt and Lee 2005).

For the lists, mean syllable duration was 299 msecs for the first production, and 417 nusecs for the second. Thus, signers can have different durations at different times. For paragraphs, 14 signers produced paragraphs with either a stressed or unstressed target sign. The stressed target mean was 317 msecs, and the unstressed target mean 299 insecs. There were more syllables in the stressed condition, i.e. repeated syllables and/or resyllabification (similar to English please pronounced as puh-lecze).

In the last condition, compounds may have two syllables or can be reduced to one (Coulter 1982; Liddell 1984). Eighteen sets of compounds and their two component signs were provided by Ursula Bellugi. In each set, the two signs appeared in a phrase in isolation (e.g. FACE CLEAN) and in context (HE HAS FACE CLEAN 'He has a clean face'). The same norphemes also appeared in a compound (FACF-CI.FAN 'handsome') in isolation and in context (HE FACE-CI.EAN 'He is handsome'). The compounds had significantly more syllables per sign than simple lexical items (Wilbur and Nolen 1986). Also, the signs in isolation (whether simple lexical items or compounds) had sign:flcantly more syllables than in context, ref.ecting prosodic effects. Thus signers inanipulate both syllable duration and number of syllables in their sign productions.

The evidence so far lends support to one of the two criteria that started our discussion, i.e. "Can syllables be reliably measured in sign languages?" We turn now to the other criterion, i.e. "Are syllables linguist ically useful?"

## 4 Phonological applications identified for "syllable"

In this section, I briefly review the arguments that have been offered to show that syllables contribute to the statement of phonological processes and to our understanding of why some processes behave the way they do. The notion of syllables has proven to be useful in the statement of a variety of historical changes (Battison 1978; Frishberg 1978), synchronic morphological processes (Chinchor 1981), and phonological processes (Coulter 1982; Wilbur 1990b, 1993). Blevins (1993), Padden (1993) and the work of Brentari (1990a, 1990b, 1993, 1996, 1998) prov ide further arguments in favor of the role of syllable structure in ASL phonology. I review only a few, and refer the reader to the original authors for further evidence and discusstions.

### 4.1 Fingerspelling and fingerspelled loan signs

Battison's (1978) discussion of the creation of new signs from fingerspelled words provides data to support the notion of syllables. Theoretically, each fingerspelled letter consists of a handshape and, when produced in slow sequences, a transition movement (handshape change) to reach each handshape. Thus, there could potentially be as inany syllables as there are letters in the word being fingerspelled, because there could be one movement to make each handshape and each could therefore be a syllable. In actuality, fluent fingerspelling is performed with a phrasal rhythm that smoothes the transition handshape changes and reduces the prominence of certain handshapes while increasing the prominence of others (Akamatsu 1982, 1985; Wilcox 1992). In the process of becoming a lexicalized fingerspelled loan sign, some letters in a word are dropped, and remaining handshapes are associated to syllabic nodes, reducing the number of syllables produced. Fingerspelling the word "sick" (Figure 56.5) involves handshape changes from each letter to the following letter. Since fingerspelling is based on English spelling, each English word will have a different set of handshapes and a corresponding different set of transitional handshape changes. In contrast, in the fingerspelled loan sign \#SICK (where \# denotes a fingerspelled loan sign (Figure 56.6), the middle letters have been dropped, and the handshape change from $S$ to K has created the movement nucleus of the syllable, to which a slight directional path movement has been added (the arrow does not do justice to this - the middle finger can appear to flick forward from the fist while the index finger straightens up). At the syllable-internal level, the features for


Figure 56.5 Handshapes S, I, C, K, with three transition movements between them


Figure 56.6 Fingerspelled loan sign \#SICK, with one lexical movement
the handshapes $S$ and $K$ are associated with the same syllabic node, i.e. the only syllabic node. The handshape change from $S$ to $K$ is not permitted in core lexical iterns as reflected in Brentari's model, thus this form is clearly identified as of foreign origin from English. Brentari (1994) used the fingerspelled loan signs from published ASL lectures (Valli and Lucas 1992) to deternnine the processes involved in lexicalization. She found that long fingerspelled words with as many as eight or more letters reduced to fewer handshapes and just two movements. The result is that the newly lexicalized forms fit the phonotactics of ASL, having a inaximum of two syllables.

### 4.2 Evidence for a sonority hierarchy

Several researchers have suggested a relationship between visibility and syllable sonority (Corina 1990; Perlmutter 1992; Sandler 1993; Brentari 1998). The sonority hierarchy treats movements made with joints closer/proximal to the body/trunk, such as elbows and shoulders, as more sonorous, because of their visibility in motion when compared to those lower down and more distal, such as hands and fingers, which are considered less visible and hence less sonorous (1) (see charter 49: sonority for an overview of issues surrounding the sonority hierarchy in spoken language):
(1) Sonority lierarchy with respect to the relevant joints (from Brentari 1998)


Movements made with the wrist joint have a higher sonority value, i.e are more visible due to larger movements, thion movements made with the use of finger joints. With respect to the development of fingerspelled loan signs above, the addition of the slight path movement in the loan sign \#SICK may be viewed as adding a higher sonority value to the less sonorous handshape change from S to K , thereby producing a more sonorous syllable and hence inore acceptable lexical item. Thus what we observe is that the proposed prosodic hierarchy provides a rationale for why finger positions are dropped and wrist or elbow movements (depending on how the small path is made) are retained in fingerspelled loan words (CHAPTER 95: LOANWOR PH@NOLOGY).



Figure 56.7 Metathesis for the ASL sign DEAF, (a) A-to-B. (b) B-te-A

### 4.3 Contact metathesis

Another situation where the notion of syllable is phonologically relevant is found with two-location contacting signs, which in certain circumstances can undergo a change that causes the two locations to switch their order (i.e. metathesis; Kegl and Wilbur 1976; Johnson 1986; Sandler 1986; Wilbur 1987; chapter 59: metathesis). For exaınple, the location points in signs such as DEAF, PARENTS, and FLOWER may switch from $A-$ to-B to B-to-A (Figure 56.7), depending on preceding phonological context:

The process of metathesis is limited to signs that are both single morphemes and single syllables. Some were originally compounds and may be articulated in a way which reflects their origins. For example, the sign PARENTS might be deliberately made to emphasize its urigin from FATHER + MOTHER: novement to contact at the forehead (FATHER) and then movement to contact at the chin (MOTHER). This form wrould be two syllables, and not subject to metathes.is. In the inonosyllabic version of PARENTS, the forehead contact is preceded by a transition inovement, and the lexical syllable consists of the change in location from the forehead contact to the chin contact. This latter form can undergo metathesis, i.e. the hand can touch the chin first and the forehead second.

The statement of ınetathesis in terıns of syllables greatly simplifies the formalization of the rule. We can see that the statentent in terins of syllables is the correct une, as opposed to morphemes or signs. PARENTS can undergo metathesis in one form of production but not in another, so the rule about which signs can undergo metathesis could not refer to "contacts in the same sign" or "contacts in the same morpheme," but only to "contacts in the same syllable."

### 4.4 Handshape change (change in aperture)

Brentari and Poizner (1994) show that handshape change timing is different within syllables than it is between syllables (Charter 9: handshale in sign language phonology). Within syllables, if there is path inovement and handshape change, the handshape change coordinsates with the beginning and end of the path. However, when two signs in sequence have different handshapes, there must be a transitional handshape between the end of the first sign and the beginning of the second (as discussed for fingerspelling, above). In such conditions, the
change in handshape is not coordinated with the path movement in the same way as within signs, that is, the timing of the change does not distribute evenly over the transitional path movement.

### 4.5 Consistency in movement

Likewise, Tyrone et al. (2007) compare monosyllabic sign movements toward the body to the same location (e.g. forehead) in two conditions: (i) the movement is part of the sign (THINK), and (ii) the movement is transitional prior to the sign (SMART). They report that vithin-syllable within-sign movements show typical bell-shaped velocity curves for targeted moventent, whereas transitional movement between signs is less regular. These findings, along with the hand shape change findings above, converge on the necessity of separating phonological syllable inovement from phonetic epenthetic/transitional movement.

### 4.6 Minimal zuord

Simply put, the syllable is the smallest possible well-formed sign/word. Furthermore, two syllables is the maximum for well-formed core lexical signs (Perlmutter 1992; Sandler 1993; Brentari 1998; Jantunen 2007). Alternative formulations without mention of syllables would necessarily be nore complex.

### 4.7 Prosodic constraints

Miller (1997) argued, on the basis of Quebec Sign Language (LSQ), that Phonological Phrases require a disyllabicfoot. Similarly, van der Konij and Crasborn (2008) suggest that in Sign Language of the Netherlands (NGT) the phonological constraint on the addition of sentence-final pointing nust be stated in syllabic terms: sentence-final pointing is permitted only if the outcome is a disyllabic foot. Wilbur (1999a) observes that ASL pronouns in sentence-final position tend to be extrametrical with respect to stress assignment at the phrase level, supporting prosod'icconstraints proposed in Halle and Vergnaud (1987) for spoken languages.

## 5 Syllables and prosody

The last two arguments in favor of syllables also provide evidence for the prosodic hierarchy in sign languages. That is, netrical structure (lexical, phrasal, and clausal stress assignment), rhy thmic structure, and intonational phrasing are dependent to some degree on the syllable level. (2) shows the prosodic hierarchy we adopt for further discussions (see chapter 33: syllable-internal structure; chapter 40 : the foot; Charter 51: the phonological word; Chal'ter 57: quantity-sensitivity; CHAPTER 84: CLITICS for more discussion of the prosodic hierarchy). Prosodic words will be discussed in this chapter; for discussion of Intonational Phrases see Wilbur (1994), Sandler and Lillo-Martin (2006), and Weast (2008).
(2) Prosodic hierarchy
syllable < prosodic word < prosodic phrase < intonational phrase


Figure 56.8 One prosedic word, compe sed of GIVE + distributive aspect, repeated five times, accompanjed by one Posture-NM, followed by the next prosodic word, containing WORK

### 5.1 Prosodic zuords

As indicated, the minimal prosodic word is at least one syllable, and the prosodic constraint on well-formed lexical itexns is a maximum of two syllables. Brentari and Crossley (2002) demonstrated that changes in lower face tension (mouth and cheeks) mark the end of a prosodic word (PW), which is above the syllable in the prosodic hierarchy. Figure 56.8 shows a single lower face position, i.e. closed nnouth with lip corners slightly down, referred to as posture non-manuals (P-NM), which stretches over one long PW, followed by the sign WORK, which has a round mouth and is in a different prosodic word. The context was "every year at Christmas time, the boss gives each of the employees a gift." Note that the single PW contains five syllables (five repetitions of the lexical itenn GIVE-A-GIFT).
(3) represents the marking of the relevant prosodic words through sign language glossing conventions. The tier above the glosses represents non-manual marking, and the line indicates the spread of the non-manual marker:
(3) Prosedic grouping for Eigure 56.8

$$
\frac{P-N M}{\left\{\begin{array}{l}
\text { CIVE-A-CIFT [Repeat } \times 5] \\
\text { PW }
\end{array}\right.} \frac{P-N M}{\left\{\begin{array}{l}
\text { WORK(F.RS }) \\
\mathrm{NW}
\end{array}\right.}
$$

In contrast, Figure 56.9 shows "one car hits another car three times." The signer produces three mouth changes (Transition-NMs), once for each repetition. These changes result in three PWs, as represented in (4):
(4) Prosedic grouping for Eigure 56.9

$$
\frac{\text { T-NM }}{\left\{\begin{array}{l}
\text { HIT-CAR } \\
p W
\end{array}\right\}} \frac{\text { T-NM }}{\left\{\begin{array}{l}
H I T \cdot C \cdot A R \\
p W
\end{array}\right\}} \frac{\text { T-NM }}{\left\{\begin{array}{l}
\text { HIT } \cdot C A R \\
p W
\end{array}\right\}}
$$



Figure 56.9 Sequence of three CAR-HITs, invelving three syllables, three mouth changes, and three PWs

### 5.2 Stress assignment

Stress assignment is a prosodic process, and may occur on lexical items, compounds, and phrases. Early research on ASL stress focused on marking stress on lexical items (Covington 1973; Fri iedman 1976; Wilbur and Schick 1987; Coulter 1990). Stressed signs can be set off froin unstressed signs by several cues: (i) faster/shorter transition noveinent than between unstressed signs, breaking the rhytlu nic pattern; (ii) higher in the signing space compared to their unstressed counterparts; (iii) increased repetitions compared to their unstressed counterparts, changing the duration; (iv) increased speed (higher peak instantaneous velocity) compared to their unstressed counterparts; (v) increased muscle tension compared to their unstressed counterparts; and (vi) stressed signs have a following pause (Wilbur and Schick 1987; Wilbur 1990a, 1990b, 1999b, 2009; Allen et al. 1991).

### 5.2.1 Lexical items

Sn far, no sign language has been shown to have distinctive lexical stress, comparable to English 'permit and per'mit (Jantunen and Takkinen 2010). The predontitance of monosy llabic lexical itenns is partly responsible for this absence. Another reason is that polysyllabic signs are restricted to three pussibilit 16 :

Lexicalization of repetition: A sign may have more than one syllable if it is formed as a result of lexicalization of a repeated form (e.g. ASL FINGERSPELL; Brentari 1998: 169). The result is a twn-moventent sign with a Return transition in the middle: A-Return-A. In these forms, only the first syllable is prominent/ stressed (Supalla and Newport 1978; Coulter 1990).
Lexical disyllables: A sign may have two syllables if it is a lexical disyllable, i.e. if the inorpheme itself requires two syllables. There are two types of disyllables, both of which are subject to constraints on the nature of the movements in each syllable (Wilbur 1990b). In the first type, the movement of the second syllable must be rotated in direction $180^{\circ}$ from that of the first, returning the hands to their original location (BABY; Figure 56.2). In the second type, the movernent of the second syllable is rotated $90^{\circ}$ from the first (creating a crossing inovement) (CANCEL; Figure 56.4). Supalla and Newport (1978) discuss the first type, and note that prominence is equal on both syllables. It is also the case that proninence is equal on both syllables in the second type. Thus all lexical disyllables have equal stress on both syllables. Similarly, van der Kooij and Crasborn (2008) show that NGT has both trochaic and iambic stress patterns for disyllabic signs, the
type being predictable on the basis of the phonotactics of the rest of the sign. Thus, as for ASL, stress is not distinctive in NGT.

Lexical items have stress on the first, and perhaps only, syllable. Lexical disyllables are exceptional in being specified at the morphemic level for two syllables and in requiring equal prominence on both syllables.

Comporads and plirases: A sign may have two syllables if it is a compound, with the first weaker than the second. Unlike lexical items, the assignment of stress to ASL conppounds and syntactic phrases follows a very general pattern. In a compound or phrase, a single stress is assigned to the most prominemt syllable of the rightmost lexical item.

## 6 The internal structure of syllables

### 6.1 The debate

Historically, models of the internal structure of syllables (chapter 33: syllableinternal structurb) have taken one of two views. The first view is that sign syllables, like spoken syllables, are composed of sequences of segments (CHAFter 54: tife skeleton). These segments are of two types (like consonant and vowel in spoken language), namely Movement (M) (the hands are in motion) and a contrasting type with the hands not in motion. Distinctive features are distributed annong these phonological segments parallel to spoken language C and V .

Liddell (1984) argued for two types of segnients, novements (M) and holds (H). The remaining information - handshape, contact, orientation, location, and facial expression - is represented as features occurring simultaneously with each segment, thus there is a sequence of feature matrices within each sign. Signed syllables could then be of several types, e.g. M, MH, HM, HMH. Sandler (1986, 1989, 2008) proposed a different model, in which the segnent opposition is between movement (M) and location (L), with handshape configuration on a separate autosegmental tier. The presence or absence of holds would be characterized by a binary feature in the location feature matrix; rather than having holds underlyingly, there will be some phonetic holds (list rhythm), some phonological holds (at utterance boundary), some morphological holds (ASL aspectual inflections may include final hold as part of their pattern), and some pragmatic holds (end of conversational turn, waiting for back-channel nod). For these models (e.g. Liddell and Tohnson 1989; Sandler 1989, 2008; Sandler and Lillo-Martin 2006), the segments are at the top of the phonological trees containing the distinctive features, i.e. the mother nodes in a feature geometry model. That is, the syllable is composed of segments, which are characterized by relevant phonological features.

In the other view, supported in Brentari (1998) for ASL and van der Kooij (2002) for NGT, movements are dynamic prosodic units with similar autosegmental status as tones in contrastive tonal languages (e.g. Mandarin, Cantonese; CHAPTER 45: the rf.presentation of tone; chapter 107: Chinese tone sandet). An important step leading to this alterne tive view was van der Hulst's (1993) Head-Dependency Model, in which features that did not change during the sign were considered to be heads, with changing features treated as dependents (for detailed discussion see chafter 24: the phonology of movementi in sign language). Head features
could be location, orientation, the active (selected) fingers, or their configuration. Movement itself was dependent on change of location (path movement) or hand configuration or orientation (local movernent) (see similar argunnents in Wilbur 1987). Brentari (1998) provides arguments against the notion of dependent/emerging movement, and instead identifies those features that do not change within the syllable as Inherent Features (IF) and those that do change as Prosodic Features (PF). From this perspective, ASL syllables contain distinctive features which may be accessed by phonological rules only in terms of their tiers and syllabic positions (e.g. syllable-initial, syllable-fintcl), without further subdivision or organization. The segments are abstract timing sluts at the bottom of the tree, onto which the phonological features are mapped, i.e. the terminal nodes in a feature geometry approach. Thus the question arises of how these two models should be distinguished.

### 6.2 Evidence related to syllable structure

Jantunen and Takkinen (2010) observe that there is no "direct phonetic evidence" to support the sequential segmental models. In fact, evidence against the segmental arrangentent of internal syllable structure comes from a variety of experinental sources: tapping, slips of the hand, and backwards signing.

### 6.2.1 Tapping

Spoken syllables have a rhythmic focus at the onset of the nuclear vowel (Allen 1972). That is, native English speakers who tap in time to speech cluster their taps at the stressed vowel onset. In a comparable study of ASL, native Deaf signers, native hearing signers and sign-naive hearing subjects were asked to "tap the rhythm" of five different three-sentence signed stories. Each story was presented 30 times. One story was repeated as the sixth condition (30 repetitions) for reliability; these conditions represent "tap the rhythm" (Allen et al. 1991). Finally, another one of the stories was repeated ( 30 repetitions) with new instructions to "tap the syllables." Analysis of the tap responses in this condition showed that for all groups, taps are evenly distributed within syllables and do not differ from chance distribution. That is, no syllable-internal rhythmic focus is apparent (Wilbur and Allen 1991). This result is very crucial, and can only be predicted if the sign syllable is composed of constantly changing moventent (smoothly changing muscular activity), meaning that there is no single point in time which attracts perceptual attention in the way that the onset of a spoken stressed vowel does, with large changes in muscular and acoustic energy (Allen 1972). The absence of such peaks is consistent with the proposal in the Prosodic Model that there is no further seginentation inside the sign syllable.

### 6.2.2 Slips of the hand

Additional arguments against segmental models conte from sign errors (Meier 1993; Wilbur 1993). English slips of the tongue tend to involve all the features of the segments involved (Fromkin 1971, 1973). If sign phonological features are distributed across segments, as suggested in segmental models, all features assorciated to each segment should be able to behave as a group. Therefore, parallel to speech, we might expect that the initial segments of two signs could switch with everything else remaining the same. In the corpus of 131 slips of the hand (Klina and Bellugi 1979), the predicted segmental switch did not occur. Instead,
observed slips involved handshape, location, orientation, or handedness (one vs. two hands) features, with handshape involvement being the most common.

In one slip involving BLACK and WHITE, the handshape sequence in WHITE (open fingers and thumb changing to closed fingers and thumb touching at tips) is anticipated in BLACK, with its regular handshape completely replaced by the handshape change from WHITE, whereas its location (at the forehead) and movement direction (brushing across) remained unaffected (Klima and Bellugi 1979: 139). What did not happen was a complete replacement of the initial handshape, location, and orientation of BLACK with those of WHITE, which would have created a form thent started at the chest, not at the forehead. In none of their examples did the features act together as a group, as would be predicted from segmental models.

### 6.2.3 Backwards signing

Backwards signing demonstrates that signers have access both to syllable sequences and to individual features within syllables which can be exchanged in temporal sequence, but not to units corresponding to segments as defined by the segmental models. This contrasts with the evidence from spoken language games and backwards speaking (Sherzer 1970; Cowan and Leavitt 1981, 1990; Cowan et al. 1982; Treiman 1983; Cowan et al. 1985; Cowan et al. 1987; Cowan 1989). Cowan et al. (1985: 680) report that fluent backwards talkers segment speech into "phonemic or syllabic" units, and then reverse their order. Their subjects fall into two groups, using either orthography or phonology as the basis for reversal. For example, for 'terrace', orthographic reversers would say /ekaret/, including the final "silent $e$ " and adjusting the pronunciation of the letter " $c$ " followed by back vowels to /k/. Phonological reversers would say /siret/, simply reversing phonological segment order.

Datta from backwards signing (Wilbur and Petersen 1997) provideevidence that signers treat monosyllabic signs in ways that are not compatible with segmental models. For example, Liddell's (1984) representation for THINK in (5) cons ists of two segments MH, i.e. M-[approach](AP) followed by H with contact. The exchange of these segments should yield HM, i.e. H with contact followed by M-[approach]. Signers actually produce "contact" followed by "move azony," a resul.t. which would be predicted if the starting and ending lncations of the movement are exchanged. That is, if movement is represented as a sequence of features, say [-contact] [+contact] (5b) (or [neutral] [forehead] rather than [approach]), then exchanging those features within-syllable to [+contact] [-contact] will result in the correct prediction of novement away from the forehead. Note that in Liddell's model in (5a), there is a sequence of [-contact] [+contact], but these features cannot switch independently of the segments AP and $H$ to which they are assigned. This is what we mean by having the segments at the top of the model.

## (5) a. Liddell's model of THINK

|  | THINK |  |
| :--- | :---: | :---: |
| Segment | AP | H |
| Handshape | 1 | 1 |
| Orientation | TI | TI |
| Location | FH | FH |
| Contact | - | + |
| Non-mianual markings | - | - |

b. Feature representation of change seen in backwards signing of THINK


Incorrect predictions from segmental models are more obvious with the sign FLY, represented as a single $M$ segment. The predicted backwards version should be the same as the original, because there is nothing available to exchange. Backwards signing shows that the direction of movement of FLY is reversed (Figure 56.10), comparable to the movement reversal in THINK. This remains an inexplicable fact in segmental models which treat movement as a single M segment with its own feature matrix. The only recourse is to change the representation to $\mathrm{H}_{3} \mathrm{MH}_{2}$ and then reverse the two Hs , but evidence for the presence of those H segments would need to be provided. In any case, the lack of analogy with spoken segment sequences can be seen: the backwards form of cat /kæt/ is /trek/, with the vowel unchanged. But, clearly, in the backwards form of FLY the movement has changed.

Any segmental model containing $M$ segments will have the same problem, because it is the phonological features associated with the movement that must be available to signers to be exchanged. In backwards signing, movements are consistently reversed by exchanging end specification with start specification, as though initial and final features are exchanged on their own tiers: end location with beginning location; end handshape with beginning handshape; end orientation with begiming orientation. Wilbur and Petersen (1997) argue that novement is not inside the syllable, but rather that movement is the syllable, a conception of "syllable" that takes movement as a dynamic gesture with only starting and ending specifications for the movement trajectory and no further linguistically meaningful internal specificat'ions (see current arguments from gestural phonology approaches, e.g. Mauk and Tyrone 2008; Tyrone and Miauk 2008). For speech, Bagenih (1989) and Pierrehumbert and Nair (1995) argue that su b-syllabic constituents, such as onset and rime or coda, do not participate in language game behavior, with Pierrehumbert and Nair extending this observation to phonological theory in general, claiming that these sub-syllabic constituents do not exist and that a f at syllable model, such as that proposed by Clements and Keyser (1983), is adequate to account for the facts. Bagernihl (1989: 485f.) notes that language

(a) nornal

(b) backwards

Figure 56.10 The sign FLY, made (a) with normal movement and (b) in backivards signing
games in cultures lacking phonemic alphabet writing systems do not use segments, only syllables. Furtherınore, children do not use segmental language games until they are exposed to those writing systems. He suggests that alphabetic writing systems may be necessary for the development of metalinguistic awareness of segments as opposed to syllables.

Brentari (1998) capitalizes on these and other observations by separating the specifications that do not change during a syllable (Inherent Features) from those that do (Prosodic Features). Each syllable has two timing slots, one after the other, representing sequentiality, and the Prosodic Features are associated accordingly. The Inherent Features spread across both slots. Thus, her timing slots (sequentiality) are at the bottom of the tree, whereas for Sandler and Liddell, the sequentiality is at the top of their models. Jantunen and Takkinen (2010) review the sign language studies, and note that there is no evidence for internally structured sequential segmental syllables of the kind found in spoken languages (such as an onset-nucleus-coda distinction). Hence there is no justification for positing an intermediate level between segment (referring here to the timing slots in Brentari's model) and syllable, or more than two seginents/slots per syllable. Finally, another benefit of the Prosodic Model for sign languages is that it provides seamless access to the prosodic hierarchy above the syllable.

## 7 What does simultaneity in syllable structure buy us?

It is time to turn our attention to the benefits of the notion of simultaneity in sign syllables, that is, what it accounts for that the other approaches do not. There are two important concepts that come from this model of syllable representation, namely the notion of syllable reright and the analogue to spoken language sonority. In addition, aspectual reduplication can be seen to operate prosodically on verb roots, whether one or two syllables.

### 7.1 Syllable zeeight

Consider the difference in speech between syllables of different structures CV, CVC, CVCC, CCVC, CCVCC. It is easy to identify an increase in syllable weight as more consonants are added to these syllables, even without knowing what thoose consonants are or the type of vowel in the nucleus or whether there is a distinction between short and long vowels or open syllable vowel lengthening (CHAPTER 57: QUANTITY-sENSItivity).

If sign syllables do not have the same internal structure as spoken language syllables, then is there a syllable weight distinction in sign languages, and, if so, how does it manifest itself? Brentari (1998) argues that there is a weight distinction in ASL, based on the number of simultaneous movements specified for the syllable. Syllables with one movenent are light and those with two are heavy; more technically, a weight unit is constructed for every prosodic foot. With this analysis, she can explain the pattern of verbs that can and cannot take reduplication to form nouns, i.e. respectively light and heavy verbs. For example, the sign FLY in Figure 56.1()a above is able to form a repeated nominalization for AIRPLANE because it is a light (one-movenent) syllable. In contrast, syllables
with complex movements (for example, a path movement combined with a handshape change) cannot undergo reduplicated nominalization, even if the verb qualifies semantically. Similarly, activity verbs that form activity nouns with the addition of the feature [trilled novement] must have light syllable structure to start with (Brentari 1998: 242-243). Brentari also shows the correlation between verb heaviness and preference for sentence-final position, that is, the word order is sensitive to the weight of the verb, which is determined by the number of movements in the syllable (and if reduplicated, the number of syllables).
ln Brentari's analysis, the maximum number of weight units per syllable is two. Using data from Finnish Sign Language (FinSL), Jantunen (2005; see also Jantunen and Takkinen 2010) argues that an extended system is necessary for FinSL because more than two weight units per syllable are possible if one takes the non-manual movements into account - in fact, three or four niay be possible. For lantunen, a movement is complex (not simple) if more than one articulator is involved. He is then able to make a weight distinction between twe monosyllabic signs, MUSTA 'black' which has only path movement, hence one weight unit, and UIO 'shy', which has local novement accoinpanied by a head inovement, and hence has two weight units. Thus, even though both are nonosyllabic, the difference in weight results from the non-manual head specifica tion. Another benefit of this line of reasoning is that in FinSL there are lexical items which are made entirely with non-manual articulation (there are a few in ASL also) - these would be assigned a single weight unit, and that is the desired result. One additional generalization can be stated: both FinSL and ASL prefer syllables with simple movements over complex movements (Brentari 1998; Jantunen and Takkinen 2010). This generalization would be lost from a segmental perspective on syllable structure.

### 7.2 Sonority

Sonority is not built on syllable u'eight, as a mora-based generalization might suggest (Perlmutter 1992). Brentari suggests that sonority be approached as multidimensional sal'ence. She suggests that sonority is correlated articulatorily with closeness of the articulator to the body's midline, and that articulation closer to the midline has greater visual salience than articulation further away. Thus, streng thening of visual salience (Enhancement Theory; Stevens and Keyser 1989) by choice of articulator higher up on the hierarchy (and likewise, reduction by choice Inwer down) is captured directly by the Prosodic Model in a way that segmental models cannot (Brentari 1998: 135). She suggests the following hierarchy, repeated here fron (1) above:
(6) Brentari hierarchy

$$
\begin{gathered}
\text { shoulder } \\
\text { joint }
\end{gathered}>\underset{\text { joint }}{\text { elbow }}>\underset{\text { joint }}{\text { wrist }}>\underset{\text { joints }}{\text { base finger }}>\underset{\text { joints }}{\text { jon-base finger }}
$$

This distinction can be observed in cases where a movement can be articulated by different articulators, that is, if a wrist movement and an elbow movement
can convey the same phonology. In such cases, if the movement is made by an articulator that is up the hierarchy, say an elbow joint replacing a wrist movement, then "proximalization" is said to occur, whereas if the articulator used is down the hierarchy, from elbow to wrist, then "distalization" is said to happen (see Mirus et al. 2001 for an empirical test of the factors involved). Crasborn (2001) likewise provided evidence in NGT for some of the factors relating to proximalization/ distalization. An important methodological aspect of Crasborn's study is that it looked at fluent L1 signers, whereas Mirus et al. looked at L2 acquisition, for which the presence of sonority effects might be obscured by developmental performance factors.

Looking at data from British Sign Language and the echooing of manual movements by the signer's mouth, Woll (2001) suggests than non-manual articulations can also provide insight into the sonority hierarchy. Based on detailed investigation of these aspects of Finnish Sign Language, Jantunen (2005, 2006, 2007) suggests that non-manual movement should be included in the hierarchy, as in (7), from Jantunen (2005: 56):
(7) upper body and head $>$ hands (including Brentari's hierarchy) > mouth

### 7.3 Another perspective on reduplication: Templatic vs. prosodic

Klima and Bellugi (1979) treat reduplication as part of a ten platic approach to aspectual modification (ciapter 100: reduplication). ${ }^{1}$ They refer to formational terms such as Planar locus (horizontal, vertical), Cyclicity (repetition), Direction (e.g. upward, downward), Geometric array (line, arc, circle, other arrangement), Quality (small, large), and Manner (continuous, hold, restrained). Thus, each morphological function (e.g. iterative, durative) involves a template composed of some of these formational fea tures. But the choices of feature combinations in each template are not explained. Similarly, Sandler (chapter 24: the phonology of movement in sicn lancuace) argues for a templatic approach to reduplication, using additional M (nvovement) or L (location) segnents to account for differences in movernent type or final holding (wluat Klinaa and Bellugi refer to as "end marking").

Further discussion of reduplication with Klima and Bellugi led us to an interesting separation of function for spatial and temporal formational properties, with the spatial properties providing information about the arguments of the verb and the teniporal/rhythnnic properties providing infornation about aspect on the verb (Wilbur et ol. 1983). We speculated that reduplication could be analyzed the same way as in spoken languages. It took over 20 years to work it out, but a standard Base-Copy reduplication approach can be applied to sign languages using the Prosodic Model (Wilbur 2005, 2009). In Brentari's model (8), the node dominating syllables and associated features is the root (CHAPTER 24: THE pionology of movement in sign lancuage).

[^62](8) Brenteri's Prosodic Model of syllable structure


Whether one syllable or two in a root, the Base for reduplication is the root, and the entire Base is copied. A simple example with Base and Copies is illustrated in Figure 56.11; planar difference indicates argument differences.

There are, however, two modality differences between standard Base-Copy and what occurs in sign languages. First, multiple copies are common (Figure 56.11); indeed, a single copy inplies "dual," so aspectual reduplication typically has two or more copies of the Base. A second difference is that for many aspectual reduplications the hand must return to its initial position in the Base before it can articulate the Copy, thus the sequence is Base-Return-Copy. Aspectual reduplication is a combinatorial system of Base event (verb root), followed by Return to initial position, which refects the time between the end of the Base event and the onset of the repeated event in aspects involving iteration (Wilbur 2005, 2009). Different aspects determine the size of the Return (smaller than, equal to or greater than the Base) (Table 56.1). Whether the shape includes a stopping point or is smooth (circular, elliptical) is dependent entirely on whether the verb is telic (contains a stop) or atelic (cannot stop) (Wilbur 2008).


Figure 56.11 Base-Copy reduplication schemata for apportionative external and internal. By permission of Ursula Bellugi', The Salk Institute for Biological Studies

Table 56.1 Combinations of Return options and Base event type yield aspectual inflections

| thre between events | felic event root | atelic cevent root |
| :--- | :---: | :---: |
| [return $=$ root] | habitual | durative |
| [return < root] | incessant | nith |
| [return > root] | iterative | continuative |

For telic events (Figure 56.12), when Return and Base are equal in size, there is the appearance of equal prominence on both (habitual); when the Return is sinaller, there is a tendency for the Base to reduce as well (incessant). When the Return is larger than the Base, an arc is added (the morpheme EXTRA; Wilbur 2008). Thus, featurally, 'roessant aspect has [repeat] [return] [less than], habitual [repeat] [return] [equal] and iterative [repeat] [return] [greater than].

For atelic events (Figure 56.13), only two of the three options are possible, and the Base must be curved. Both of these requirements result from the absence of stops in the formation of atelic roots. Durative has [repeat] [return] [equal] and continuative has [repeat] [return] [greater than]. The atelic equivalent of the incessant, [repeat] [return] [less than], is not possible, because shortened movements would be perceptually equivalent either to stops, creating confusion with telics, or to trilled movement, which has a different interpretation (stative, not repeated). The difference between the modifications shown in Figures 56.12 and 56.13 is the Base root, which reflects the event structure in the semantics of the verb.


LOOK-AT


LOOK-ATincessant


LOOK-AThabitual


LOOK-ATiterative

Figure 56.12 LOOK-AT and three inflections. By permissiton of Ursula Bellugi, The Salk Institute for Biological Studies


Figure 56.13 LOOK-stative and durative and continuative aspects. By permission of Ursula Bellugi, The Salk Institute for Biological Studies

These observations are not captured by a templatic approach to reduplication. Sandler's (1989, 2008) evidence for templatic analysis (for signs like BLOW-TOP, FAINT, and SNOOP) are all compatible with the generalization that aspectual reduplication copies the verb root. She argues that for the sign BLOW-TOP, which is a two-syllable compound created from HEAD and EXPLODE-OFF, EXPLODEOFF is copied but not HEAD. Her explanation is that the rightmost $M$ is copied in reduplication, whereas in lexicalized monosyllabic (single M) signs like FAINT (originally from MIND+DROP), the whole form is repeated. But in the alternative analysis presented here it is expected that EXPLODE-OFF will be copied. Sinilarly, Sandle cites SNOOP (from NOSE+STICK-IN) as an exception, with the syllable associated with STICK-IN reduplicating, even though the entire form is monosyllabic (single M). An explanation for this is that the initial movement to the nose for NOSE is purely epenthetic (as for MOTHER (Figure 56.3), and one of the two versions of PARENTS in §4.3). That is, SNOOP starts its STICK-IN movement at the nose but does not return there for subsequent repetitions. If so, it might be appropriate to consider the initial location at the nose to be something akin to a prefixal location adjoined/cliticized onto the begimning location of STICK-IN, resulting from the compound-to-lexical-item reduction process, leaving STICK-IN to be copied by reduplication with its original location, as shows up in subsequent repetitions.

This discussion highlights the kind of phonological level analysis that can be conducted $w^{\prime}$ ith respect to syllables and their contents. Thus, factors other than phonology, such as verbal telicity and type of aspectual morphology, affect the final form of reduplicated signs (Wilbur 2005, 2009).

## 8 Conclusion

In this chapter, we started with two basic criteria for discussion of syllables in sign languages: linguistic mean ingfulness and reliable measurement. To address the requirements of these criteria, we introduced the reader to relevant historical discussions of the status of syllables in sign languages. The key is that movement is the defining feature of a phonological syllable in sign languages. Then, we provided evidence that syllables in sign languages can be reliably measured. As for the criteria of linguistic meaningfulness, we reviewed several phenomena for which one has to make referenoe to the syllable for a reasonable account. Among those discussed were the phonologization of fingerspelled loan words, contact metathesis, handshape changes within and between signs, and some prosodic constraints.

We then turned to the debate concerning the fornial representation of sign syllables. We reviewed the sequential and simultaneous models of syllable representation. Data presented - tapping, slips of the hand, and backswards signing - strongly favor the Prosodic Model proposed by Brentari (1998), resulting in a syllable nodel that is internally different from those that exist in speech. We then considered the implications of this conclusion, especially since it goes against expectations of similarity between signed and spoken languages. Issues of sonority, syllable weight, and Base-Copy reduplication indicate that the syllable performs simiarly in sign language and spoken language phonologies despite the internal differences in organization.

To get to the point where we can use syllables for explaining other phenomena, we have needed a consistent and well-developed syllable model that makes empirically testable claims. This model has been tested in a variety of ways reviewed in this chapter, and there is more that has been onnitted for reasons of space (variability of non-manual marking; judgments of well-formed syllables; Brentari and Wilbur 2008). The critical feature of the model is that it is a prosodic model, and the lowest level of the prosodic hierarchy is the syllable, for sign languages as well as spoken languages.
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# 57 Quantity-sensitivity 

Draga Zec

## 1 Introduction

Quantity-sensitivity is an important property of prosodic constituents, which are subclassified along this dimension as either light or heavy. In a typical hierarchical organization of prosodic units, as in (1) (Selkirk 1978, 1980; Nespor and Vogel 1986), each of the prosodic levels may be instantiated by constituents that vary in length, segment quality, or structural complexity (see charter 33: SYLLABLE-INTERNAL STRUCTURE; CHAPTER 40: THE EOOT; CHAPTER 51: THE PHONOLOGICAL WORD; CIIAPTER 84: CLITICS; CIIAPTER 50: TONAL ALJGNMENT).
(1) Prosodic hierarchy

Prosodic phrase
Prosodic word
Foot
Syllable

This variation, in at least some of its aspects, introduces distinctions in quantity antong constituents at the same level of the hierarchy, evidenced by distinctions in phonological behavior. While quantity-sensitivity is must clearly manifested at the level of the syllable, other prosodic levels exhibit this property as well. Quantity-sensitivity characterizes a wide range of phonological phenonenta, including stress, tone, poetic meter, and various prosodic effects on morphosyntax. Moreover, quantity-sensitivity can be manifested either as a binary or as a scalar property. For these and other reasons to be addressed in this chapter, prosodic quantity needs to have its place in the formal representation of prosody, and is a central issue in any discussion of phonological representations.

The chapter is organized as follows: $\S 2$ addresses crucial aspects of weightsensitivity in the syllable, providing a typology of weight patterns supported by a wide range of attested cases. $\S 3$ focuses on formal representations of the syllable and its weight, while $\S 4$ addresses the relevance of vowel length for quantity-sensitivity. $\S 5$ shows that weight distinctions could be binary in some languages, and nultivalued in others. $\S_{6}$ documents inconsistencies in weight
patterns, both with respect to phonological processes and phonological contexts. §7 addresses quantity-sensitivity in feet, focusing on binary patterns, and §8 focuses on scalar patterns of quantity. $\S 9$ touches upon quantity-sensitivity at the higher levels of the prosodic hierarchy, in prosodic words and prosodic phrases. $\S 10$ offers some remarks on markedness, and $\S 11$ concludes.

## 2 The syllable and quantity-sensitivity

Phonological quantity is primarily assoc tated with the syllable. One of the traditional classifications of syllables is into those that are light and those that are heavy. This distinction is motivated on empirical grounds and is brought to relief by a number of quantity-sensitive phorological pheromena, including stress, tone, and poetic meter. We focus here only on those languages that do exhibit quantitysensitivity at the syllable level, as this is not a universal prosodic property. In $\S 2.1$ we present a paradign case of syllable weight, and then, in $\S 2.2$, turn to the typology of syllable-based quantity-sensitivity, supported by a wide range of phonological phenomena.

### 2.1 A paradigm case of quantity-sensitivity

Quantity-sensitivity has figured prominently in studies of class ical languages and their prosody (Allen 1973). Latin provides a paradigm case of quantity-sensitivity, already known to the early grammarians such as Quintilian.

Latin stress (Chapter 39: stress; phonotactic and phonetic evidence) is quantity-sensitive, as illustrated in (2). If the penultimate syllable is heavy it is stressed, as in (2a), but if it is light the antepenultimate syllable is stressed, as in (2b).

## Latin stress

a. If the penultinate syllable is heavy, it is stressed.
for'tinn 'fortune (NOM SC)'
'gaudēns 'rejoicing (NOMLSG)'
gau'dentem 'rejoicing (ACC SG)'
b. If the penultimate syllable is light, the antepenultimate is stressed.
'anima 'soul (Nom sc)'
Syllables that function as light are of the CV type, containing a short vowel, as the penultimate syllable in (2b). Syllables that function as heavy are noore diverse, as shown in (2a). They are either of the CVV type, containing a long vorwel or a diphthong, or of the CVC type, with a short vowel followed by a consonant. Significantly, syllables that are functionally equivalent may differ in their segmental content (chapter 54: the skeleton). Within the set of heavy syllables, differences in segmental content are found not only across CVV and CVC syllables but also within the class of CVV syllables, which may contain either a long vorvel or a diphthong. In this case, as in many others, onset consonants are excluded from the computation of weight (charter 53 : onsers).

This same pattern of syllable weight also figures in Latin poetic meter. In one of the ineters of Horace's Odes, known as the First Asclepiad (borrowed from

Greek), a line of verse contains a sequence of metrical positions that admit either heavy or light syllables (marked as - and $\cup$, respectively, writh || marking the caesura), as in (3). In (3a), the first three netrical positions, all heavy, are filled with CVV syllables that contain either a diphthong or a long vowel, while in (3b) these same metrical pusitions are filled with CVC syllables. The light metrical positions, such as the next twro, are filled in both lines with CV syllables. (The remaining metrical positions are filled in the same fashion, with the exception of the last voivel of tollere in (3b) which is elided, and therefore not scanned.)
(3) Latin poetic meter: Horace, First Asclepiad
a. - - - UU- \| - UU -

Maecēnās atavīs ēdite rēgibus
'O Maecenas, born from kingly ancestors!' (Odes 1.1.1)
b. - - $\quad \cup \cup-\|-\cup \quad \cup-\cup x$

Certat tergeminis tollere honoribus
'vies to lift [him] with triple magistracies.' (Odes 1.1.8)
Thus, in Latin, both stress and poetic meter are sensitive to distinctions in quantity, with weight characterized identically in the two phonological subsystems.

### 2.2 Patterns of quantity-sensitivity

The system of guantity in Latin exemplified in (2) and (3) was taken in much relevant work to be the standard mode of computing quantity, with broad empirical support. This is howv syllable weight was characterized in Kuryłowvicz (1948) and later in Newman (1972), among others. Newman (1972), in particular, identifies quantity-sensitivity in a number of languages, all exemplifying the pattern of quantity with light CV and heavy CVV and CVC syllables. In addition to Latin, the list includes Classical Greek, Finnish, Estonian, Classical Arabic, and Gothic, as well as three Chadic languages, Bolanci, Kanakuru, and Hausa. In fact, a number of researchers stated important generalizations about quantitysensitivity solely in terms of the Latin pattern of weight (e.g. Kiparsky 1979, 1981; Halle and Vergnaud 1980; Cleınents and Keyser 1983).

The J,atin pattern, however, is not the only empirically attested mode of computing quantity, as shown in Hyman's (1977) broad survey of stress systems and in much later work. In what follow's we present the range of quantity patterns that have been empirically attested, and a typology of weight distinctions.

### 2.2.1 Weight patterns: A typology

McCarthy (1979) made the crucial theoret ical statement that quantity-sensitivity can be instantiated in more than one wray. In addition to the Latin weight pattern, with light CV and heavy CVV and CVC syllables as in (4a), henceforth type 1, there is a further weight pattern, one in which only CVV syllables are heavy and both CV and CVC syllables are light, as in (4b), henceforth type 2. A number of languages were identified to belong to this weight type: for example, Huasteco Mayan in Hyman (1977) and Yidiny and Tiberian Hebrew in McCarthy (1979). Mlany more such cases figure in Hayes $(1980,1995)$ and Gordon (2006).
(4) Possible weight patterns (first approximation)
a. Type 1: heavy CVV, CVC vs. light CV
b. Type 2: heavy CVV us. light CV, CVC

Thus the weight of CVC syllable is "parameterized": while in (4a) such syllables form a natural class with CVV, in (4b) they form a natural class with CV. This is crucially due to the status of the final consonant in a CVC syllable, which contributes to weight in (4a), but not in (4b) types of languages. McCarthy (1979) further identifies an important implicational relation: a language with heavy CVC syllables also has heavy CVV syllables. This supports the prediction about the following impossible weight pattern: no language can have heavy CVC but light CVV syllables.

But computation of quantity can be even more fine-grained than in (4), and in order to show this we invoke the sonority of segments. In particular, vowels are more sonorous than consonants, and within the class of consonants, sonorants (charter 8: sonorants) are more sonorous than obstruents. (For a general discussion of sonority, see chapter 49: sonority.) In addition to the two weight systems in (4), one in which all consonants contribute to weight, and one in which no consonants contribute to weight, there is also a type 3 systen, in which only some consonants contribute to weight (see Prince 1983; Zec 1988, 1995). In such split systems, the subset of consonants contributing to weight is generally sonorants. Such a case is exemplified by Kwakw'ala, to be discussed in §2.2.2, in which heavy syllables are CVV and CVR (sonorant), while light syllables are CV and CVO (obstruent). This yields the implicational relation that if CVO syllables are heavy, so are CVR syllables; and excludes the impossible system, with CVV and CVO syllables being heavy, and CV and CVR syllables being light (Zec 1995). Furthermore, while other splits in the hierarchy should in principle be possible, say, with liquids being weight-bearing to the exclusion of obstruents and nasals, such systems have not been attested. Only major splits within the sonority hierarchy appear to be exploited for distinctions in quantity, those in particular that correspond to splits imposed by the major class features (Chomsky and Halle 1968).

To sunmarize, a basic typology of weight patterns is given in (5). In type 1 languages, all segments contribute to weight, so that both CVV and CVC syllables are heavy; in type 2 languages only vowels are weight-bearing, which makes CVC syllables light; and in type 3 languages vowels and sonorant consonants are weight-bearing, to the exclusion of obstruents. The set of weight-bearing segments follows the sonority hierarchy: if a less sonorous segment contributes to weight, so does a more sonorous segnent.
(5) Typology of weight patterns

|  | Heqry | Light |
| :--- | :--- | :--- |
| Type 1 | CVV,CVC | CV |
| Type 2 | CVV | CV, CVC |
| Type 3 | CVV,CVR | CV, CVO |

A special case of type 2 languages is those that lack CVC syllables. In a syllable inventory including only CV and CVV syllables, the forıner are light
and the latter are heavy, as in Fijilian (Hayes 1995; among others). Likewise, a special case of type 3 languages consists of those that lack CVO syllables, with an inventory that includes light CV and heavy CVV and CVR syllables, as in Tiv (Zec 1995); or Manant, in which the set of heavy syllables includes CVV and CVN (nasal), but excludes syllables closed with liquids (Lichtenberk 1983; Buckley 1998).

Crucially, the onset is excluded from the computation of weight: the number of segnents in the onset does not affect the weight status of a syllable. This empirically grounded property of onsets will need to be captured in the representation of the syllable, an issue to be addressed in §3. But although broadly attested, this is not a universal property of onsets; see chapter 5 5: ONSETS for cases of weight-sensitive onsets, which constitute counterexamples to this claim.
To conclude, it has been shown that there is a measure of language-specificity, with different modes of quantity computation employed in different languages. It has also been shown the it there is an implicational relation across occurring weight patterns, or, more specifically, across the sets of heavy syllables in different languages, as in (6):

## (6) lmplicational relations among leavy syllables

a. If a language has heavy CVC syllables, it also has heavy CVV syllables.
b. If a language has heavy CVO syllables, it also has heavy CVR syllables.

### 2.2.2 Weight patterns: Case studies

The three patterns of quantity in (5) are documented below with two types of quantity-sensitive phonological phenomena: stress and tone. We begin with stress, which provides the most striking cases of quantity-sensitivity. It should be noted though that only some stress systenns are quantity-sensitive. According to Gordon's (2006: 20-21) extensive survey, based on 408 languages, 310 languages have culminative accent systems. Out of those, 136 ( 43.9 percent) exhibit quantitysensitivity, and 86 belong to one of the three weight systems we exemplify here.
Languages with quantity-sensitive stress show a clear preference for placing stress on heavy syllables (cf. Hyman 1977; Hayes 1980, 1995; Halle and Vergnaud 1987; Halle and Idsardi 1995). Simply stated, heavy syllables attract stress (Prince 1990). Moreover, languages with quantity-sensitive stress systems are of either type 1 or type 2, and rarely of type 3 . The Latin stress pattern illustrated in §2.1, which belongs to type 1, is found in a number of languages. Out of 86 languages with quantity-sensitive stress in Gordon's survey, 42 languages are of type 1. It is found, for examıple, in Modern Classical Arabic (as described in Ryding 2005), where stress falls on the penultimate heavy syllable, CVV or CVC, otherwise on the antepenultimate syllable. Note, however, the pattern in Classical Arabic, where stress falls on the rightmost (non-final) heavy syllable, as in (7a), otherwise on the first syllable, as in (7b) (McCarthy 1979, and the references therein).'

[^63]
## (7) Type 1: Classical Arabic

$\begin{array}{ll}\text { a. } \begin{array}{ll}\text { ki'taabun } & \text { 'book (NOM SC)' } \\ \text { manaa'diilu } & \text { 'kerchiefs (NOM)' } \\ \text { ju'faarikıl } & \text { 'he participates' }\end{array} \\ \begin{array}{ll}\text { 'mamlakatun }\end{array} & \begin{array}{l}\text { 'kingdom (NOM SG)' }\end{array} \\ \text { b. 'kataba } & \text { 'he wrote' } \\ & \text { 'balałtatun } \\ & \text { 'date (NOM SG)' }\end{array}$
The type 1 weight pattern is also noted in English, although the overall stress system is rife with idiosyncrasies. A small portion of the English lexicon, the set of underived nouns, has a relatively regular stress pattern: stress falls on the heavy penult, either CVV as in e'litist, marina, and Ari'zona, or CVC as in a gendn, a'malgam, and co'mondrum; otherwise on the antepenult, as in 'discipline, 'Inbyrinth, and $A^{\prime}$ merica (Hayes 1982). This stress pattern is again reminiscent of Jatin. Many more type 1 stress systems are documented in Hayes (1995) and Cordon (2006).

Quantity-sensitive stress systems of type 2 are evidenced in a wide range of languages, just like type 1 (Hayes 1995; Gordon 2006; among others): 4 out of 86 guantity-sensitive stress systems in Gordon's survey. It is found, for example, in the Mongolian language Buriat (Poppe 1960; Walker 1996), illustrated in (8): stress falls on the initial syllable in words with no long vowels, as in (8a), and on the rightmost non-final heavy syllable in words with more than one long vowel or diphthong, as in (8b). If a word has only one CVV syllable, stress falls on that syllable even if it is final, as in (\&). Note that CVC syllables figure in the language, yet do not attract stress, for example, the third syllable in /ta'ruulagdaxa/, in (8b).
(8) Type 2: Buriat
a. 'xada
b. mo'rjooroo
b. mo'rjooroo 'mountain' 'by means of his own horse'
ta'ruulagdaxa
c. xa'daar
'by une's own sea'
'to be adapted to'
'through the mountain'

Another type 2 system is Huasteco Mlayan (Larsen and Pike 1949; Hyman 1977; Hayes 1995: 296): stress falls on the rightmost CVV syllable, otherwise on the initial CV syllable. Again, CVC syllables pattern with CV rather than CVV syllables. And, in Aguacatec Mayan (McArthur and McArthur 1956; Hayes 1980, 1995), stress falls on a CVV syllable regardless of its position within a word, as in (9a); stress is final in words with no long vowels, as in (9b). ${ }^{2}$
(9) Type 2: Aguncatec Mnyan stress
a. Forms with CVV syllables
?in'ta: 'my father'
'tyi:bah 'meat'
'?e:q'um 'carrier'

[^64]b. Forms with no CVV syllables
wu'qan 'iny font'
?al'k'om 'thief'
tpil'ta? 'courthouse'
Quantity-sensitive stress systems are very rarely of type 3. In Gordon's (2006) survey, only four out of 86 languages are of type 3 . Here we illustrate the distribution of stress in Kwakw'ala, in which CVV and CVR syllables pattern as heavy, while CV and CVO pattern as light (Boas 1947; also Zec 1988 and references therein). Stress falls on the leftmost heavy syllable, either CVV, in (10a), or CVR, in (10b). In words that contain only light syllables, CV or CVO, stress is final, as in ( 10 c ) and (d).
(10) Type 3 language: Kiuakw'ala

| a. | 'qa:sa | 'to walk' |
| :---: | :---: | :---: |
|  | 'n'a:la | 'day' |
|  | 'ts'e:kiva | 'bird' |
|  | t'a'li:d ${ }^{2}$ u | 'large board on which fish are cut' |
| b. | 'm'ənsa | 'to measure' |
|  | 'diolvat | 'damp' |
|  | 'dzambatals | 'to bury in hole in ground' |
|  | ma'xanxand | 'to strike edge' |
|  | na'pa | 'to throw a round thing' |
|  | ba'ha | 'to cut' |
|  | m'ok"jola | 'moon' |
|  | ts'axa'laa | 'to be sick' |
| d. | ts'at'xa | 'to squirt' |
|  | taS'ts'a | 'to warm oneself' |
|  | $k^{\prime \prime \prime}$ วs'xa | 'to splash' |

The three weight patterns in (5) can be further exemplified with tonal phenomena, those provided by languages with lexical, i.e. contrastive tone, in simpler systems comnonly High, or High and Low (chaiter 4f: the relpresentation of tone). Quantity-sensitive tonal phenomena differ substantially from quantity-sensitive stress. ${ }^{3} \mathrm{Crucial}$ evidence for quantity-sensitivity comes from the so-called contour tones. If no more than one tone is sponsored by a light syllable and no more than two by a heavy one, we can say that multiple tones, standardly referred to as contour tones, may occur on heavy, but not on light, syllables. In other words, we focus on those languages in which a light syllable has one tone-bearing unit and a heavy syllable has two (see Zhang 2002 for different characterizations of

[^65]contour tones). ${ }^{4}$ We further focus on those languages in which the mapping betwreen tones and tone-bearing units is fairly straightforward: a tone-bearing unit inay be associated with at most one tone. With this background, we turn to the evidence for the three weight patterns conting from the tonal domain.

We again rely on Cordon's (2006: 32-33) survey: out of 408 languages in his survey, 111 use contrastive tone and, of those, 61 use tone in a quantity-sensitive mode. Type 2 and type 3 weight patterns are widely exploited by weight-sensitive tonal phenomena, while type 1 is rarely associated with quantity-sensitive tone. Type 2 pattern is found in 28 languages (four without CVC syllables), and type 3 is formed in 30 bnguages. In type 2 languages, contour tones occur on C.VV syllables, but are absent from both CV and CVC syllables. In Navajo, contour tones occur only on CVV syllables as in (11a), while simple tones occur on all syllable types; (11b) exemplifies the absence of contour tones on CV and CVC syllables (Zhang 2002, based on Young and Morgan 1987).
(11) Type 2: Navnjo contour tone


Another type 2 language is Tul'hoansi, in which, as reported in Miller-Ockhuizen (1998; also Zhang 2002), contour tones are found only on long vowels and diphthongs, but not on CV syllables or syllables closed with nasals (the only type of closed syllable in the language).

Type 3 weight pattern is exemplified by a number of languages, including Nama (Khoisan), Lithuanian (Inde-European), and Tiv (Niger-Congo). Lithuanian has a pitch accent system, in which contour tones appear on heavy, but not on light, syllables. In particular, a Low High tonal contour, the so called circumflex accent, occurs on heavy syllables: CVV, as in /viinas/ 'wine', /zúikas/ 'rabbit', and CVR, as in /gársas/ 'sound', /bálsas/ 'voice', and /lánkas/ 'rainbow'. Syllables that pattern as light are CV and CVC, and those that pattern as heavy are CVV and CVR (Zec 1995 and references therein).

We now turn to the tonal evidence for the type 1 weight pattern. Contour tones are rare, and phonetically difficult to realize, on syllables closed with an obstruent. In his broad survey of quantity-sensitive tone, Gordon (2006) documents only three such cases: Hausa, Luganda, and Musey. Zhang (2002: 51) also lists Ngizim, and Yip (2002: 141-142) nentions the Nilo-Saharan language Kunama (Eritrea). Here we present evidence from Hausa, based on Gordon's (2006) experimental data. Hausa has three tones, two level tones, High and Low, and a contour High Low tone. As shown in (12), on the targeted initial syllables, the two level tones occur on all syllable types, while the contour tone occurs on CVV,

[^66]CVR and CVO, but not on CV syllables. That is, the contour tone occurs on heavy, but not on light syllables.

Type 1: Hausa contour tone

|  | L | H | HL |
| :--- | :--- | :--- | :--- |
| CV | fàsá: | sấfú: | - |
| CVV | mà:má: | rá:ná: | lâ:lá: |
| CVR | ràndá: | mándá: | nlântá: |
| CVO | fàski: | máskór | râssá: |

Of interest here is the fact that while sonorants, both vowels and consonants, are capable of phonetically realizing pitch, obstruents are not. As shown by Gordon (2006: 92), although the phonological weight of the CVO syllable provides the two tone-bearing units required for the realization of contour tone, the contour is phonetically realized on the vowel, which in this case has greater duration. No comparable increase in duration is evidenced in CVV and CVR syllables with contour tones. Thus, Hausa presents an interesting case of a mismatch between phonology and phonetics.

Other phonological phenomena that provide evidence for quantity-sensitivity include vowel shortening in closed syllables, to be addressed in $\S 6$, as well as compensatory lengthening (see chapter 64: compensatory lengthening) and poetic meter, which in $\$ 2.1$ served as evidence for Latin. Onsets may on occasion exhibit quantity-sensitivity; for such cases, see CHAl'TER 55: ONSETS and CHAl'TER 47: initial geluinates.

## 3 Representation of syllable quantity

The relevance of guantity-sensitivity, as well as its representation, was clearly recognized in early theoretical approaches to phonokugy. Both Jakobson (1931) and Trubetzkoy (1939) document weight distinctions among syllables, and cast them in terms of the unit of weight traditionally referred to as the mora: a light syllable contains one mora, and a heavy syllable contains two moras. Quantity-sensitivity was also recognized by Kurylowicz (1948), who pursued the characterization of quantity in configurational terms, that is, in terms of a subconstituent of the syllable, the rhyme, whose structure is branching for heavy, and non-branching for light syllables. These two theoretical approaches to quantity-sensitivity, one in terms of constituency and the other in terms of arboreal configuration, emerged again in the 1970s and 80s, as competing tepresentations of syllable weight, as well as the weight of other constituents in the prosodic hierarchy.

These two approaches both express an important intuition: that quantity formally corresponds to a binary structure. This will emerge as highly relevant in the representation of the syllable and its internal structure. This is also relevant for the representation of feet, as will be shown in $\S 7$.

The questions to be addressed in this section are: (i) how is weight computed from the representation of the syllable?; and (ii) how are different weight patterns represented? (For a general discussion of syllable structure and its representation, See CHAl'TER 33: SYLLABLE-INTERNAL STRUCTURE.)

### 3.1 Quantity represented in configurational terms

We begin with the configurational approach to syllable weight. In the representation in (13), the syllable branches into an onset and a rhyme, with the latter obligatorily dominating the nucleus and, optionally, the coda. The sub-syllabic constituent which is taken to be the domain of weight is the rhyme: if the rhyme branches, the syllable is heavy (13b); otherwise it is light (13a). An alternative assumption has been that a branching nucleus, as in (13c), has its role in the computation of guantity.
a. Right

b. Heary: Branching rhyme

c. Heauy: Branching nucleus


While this constituency was motivated on other grounds as well, capturing syllable quantity has been one of its important rationales. It was generally assunned that encoding weight distinctions is a crucial role of syllable structure. This representation was advocated, in this or somewhat modified form, by Kiparsky (1979, 1981), McCarthy (1979), Halle and Vergnaud (1980), Hayes (1980), Steriade (1982, 1988), and Levin (1985), among others. In all these approaches, the weight domain, provided by the rhyme subconstituent, crucially excludes the onset consonants, which do not participate in any of the weight patterns characterized in §2.2.

How does this representation capture the three weight patterns presented in (5)? In some proposals that primarily focus on type 2 languages (e.g. Halle and Vergnaud 1980), both CVV and CVC syllables are represented in terms of a branching rhyme, that is, as (13b). Capturing both type 1 and type 2 languages called for modifications. In one modification, CVV syllables are represented in terms of a branching nucleus, as in (13c), and CVC syllables in terms of a branching rhyme, as in (13b) (e.g. Hayes 198(0). In another modification, different configurations are posited for type 1 and type 2 languages (e.g. McCarthy 1979). Type 3 language posed a special challenge: heavy CVR syllables in this language type were represented in ternis of a branching nucleus (13c), with the weight-bearing sonorants residing in the nucleus together with vowels (Steriade 1990).

### 3.2 Quantity represented by constituency

Another way of capturing syllable weight is in terms of constituency. By positing the mora as a sub-syllabic constituent, syllable weight is represented in terms of the number of noras that the syllable dominates. A syllable with one mora is light, and a syllable with more than one mora is heavy.
a. Light
b. Heary
$\sigma$


While the mora as a unit of syllable weight goes back at least as far as the study of classical languages, it was introduced to theoretical phonology by Jakobson (1931) and Trubetzkoy (1939). Arguments for representing the mora as a sub-syllabic entity are primarily due to Hyman (1985), McCarthy and Prince (1986), Hayes (1989), and Zec (1988). Crucicilly, moras do not uniquely map to the level of segments. Moraic representations in (14) are thus sufficiently flexible to capture all three systems of syllable quantity. What needs to be stated is the set of segments that can be dominated by the second mora of the syllable: all segments, as in the type 1 weight pattern, only vowrels, as in type 2, and vowels and sonorant consonants, as in type 3. How this is to be implemented varies with specific phonological models, which may rely either on rules or on constraints. Thus Hayes (1989) posits a weight-by-position rule, Zec $(1988,1995)$ posits language-specific sets of noraic segments that act as constraints on the second ınora of a syllable, and Morén (1999) proposes optimality-theoretic constraints on moraic segments that parallel Prince and Smolensky's (1993) constraints on syllable nuclei.

## 4 Quantity-sensitivity and vowel length

Quantity-sensitivity is not a necessary property of the syllable. A number of languages, some listed in Hayes (1995), do not exhibit quantitative distinctions at the level of the syllable, for example, Bulgarian (Indo-European), Piro (Arawakan), Garaw (Karawic), and Modern Greek (Indo-European). Significantly, all these languages also lack vowel length (citapter 20: tite representation of vowel length). This strongly suggests that the basic weight contrast is in fact thet between short and long vowels, and raises the question of possible implicational relations between syllable weight and vowel length, either phonemic or non-phonemic.

A strong claim on the relation of CVV and CVC syllables, proposed by Kurytowicz (1948) and Newman (1972), among others, is that a language with heavy CVC syllables also has phonemic vowel length. While true in a number of specific cases, including Latin, Classical Arabic, and Fijıan, this claim is too strong. A weaker claim is that the CVV syllable type is available in languages with heavy CVC syllables even if a language does not have phonemic vowel length (cf. Hayes 1989; Zec 1988, 1995). In such languages, vowel length could arise due to phonological processes such as compensatory lengthening, as in Ilokano (Hayes 1989), or iambic lengthening, as in Hixkaryana (Hayes 1995: 205 and the references therein). This claim rests crucially on a representation already available in a language (see §3), rather than on its phonemic distinctions.

## 5 Are weight distinctions binary or multivalued?

Cases of quantity-sensitivity presented thus far are characterized by two degrees of weight: a syllable is either light or heavy. The representations of syllable weight
in $\S 3$ characterize quantity-sensitivity as a binary opposition, with two degrees of weight. However, a further question to be explored is whether there are cases of nore than two degrees of weight, that is, whether quantity distinctions can be construed as scalar in nature.

Weight patterns with weight-bearing consonants, types 1 and 3, present an ubvious point of departure. In a language with light CV and heavy CVV and CVC syllables, what is the status of CVVC and CVCC syllables? Are such syllable shapes allowed? And, if allowed, are they superheavy? That is, do they call for syllable structures that are either ternary branching or trimoraic? Likewise, what is the status of CVVR (and the less likely CVRR) syllables in type 3 languages?

Starting with type 1 languages, we find the following two cases. First, a language may have a syllable inventory that includes CVVC and CVCC syllables. In Hindi, such syllables give rise to three degrees of weight, as in (15a). Evidence for this ternary weight pattern comes from quantity-sensitivity in the stress system. Stress falls on a superheavy syllable if there is one, otherwise on a heavy syllable, otherwise on a light syllable (glossing over the complexit les of this system, for details and exaınples, see 88). By contrast, Latin also has CVVC and CVCC syllables in addition to the standard type 1 inventory, yet exhibits only two degrees of weight, as in (I5b). In this case, CVVC and CVCC syllables are functionally non-distinct from heavy syllables, CVV and CVC. This furct eral itentity is supported by both stress and poetic meter.
a. Hindi

| light | CV |
| :--- | :--- |
| heavy | CVV,CVC |
| superheavy | CVVC, CVCC |

b. Latin

| light | CV |
| :--- | :--- |
| heavy | CVV, CVC, CVVC, CVCC |

Newman (1972) clains that all weight distinctions are binary, pointing to languages like Latin. However, languages like Hindi clearly show that ternary weight distinctions are an attested reality.

Second, a language may have a restricted syllable inventory, with only CV, CVV, and CVC, excluding both CVVC and CVCC syllable shapes. Such languages impose buarity as an upper limit to syllable complexity both in terms of weight, or mora count, and in terms of the number of consonants that may occur at the right margin of the syllable. This situation is clearly illustrated by Turkish (Clements and Keyser 1983). The syllable inventory of Turkish, a type 1 language, includes light CV and heavy CVV and CVC syllables, and systematically lacks CVVC and CVCC syllables. If the prohibited syllable types arise by virtue of morpheme concatenation, they are eliminated by phonological processes. In (16a), the underlying long vowel is shortened in a closed syllable, (nominative and ablative), but not in the upen syllable (accusative). And in (1.6b), the two post-vocalic consonants in the underlying form are split by an epenthetic vowel (chapter 67: vowel epenthesis), in order to avoid a CVCC syllable (nominative and ablative).
(16) Turkish

| a. | CVVC $\rightarrow$ C |  | accusative | e | ablative |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | /zamnan-/ | 'time' | zoma:nu | zanาan | zanาandsın |
|  | /ispast-/ | 'proof' | ispartur | ispat | ispattan |
| b. CVCC $\rightarrow$ CVCVC |  |  |  |  |  |
|  | /karn-/ | 'abdomen' | karnus | karun | karuindon |

Type 3 languages, or at least the known cases, do not provide evidence for ternary weight distinctions. Lithuanian, for example, has the following syllable shapes in its inventory, classified in terns of weight:

## Lithuanian

| Light | CV, CVO, CVOO |
| :--- | :--- |
| Heavy | CVV, CVR, CVVO, CVRO |

This weight pattern, as we saw in §2, is supported by the system of Lithuanian pitch accents (chapter 42: ritch accent systems): only heavy syllables, that is, CVV and CVR, can have contour tones. Lithuanian also provides evidence for strict binarity. This is evidenced by the process known as ablaut which applies in verbal morphology, with the effect of lengthening the root vowels in the preterite and infinitive, but not in the present form (Zec 1995). Vowel lengthening due to ablaut takes effect in all preterite forms: the root vowel occurs in an open syllable, due to the vowel-initial ending -ee, and is free to lengthen. In the infinitive forms, the root vowel is in a closed syllable, due to the consonantinitial ending $-t i$. Lengthening takes place in (18a), i.e. in roots that end in an obstruent, but not in roots that end in a sonorant (18b).
(18) Lithuanian: Ablaut in verbal forms

| a. CVO | roottup- | present | preterite | infinitive |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | tuupee | tuupti | 'perch' |
|  | dreb- | drebia | dreebee | dreeb | splash' |
| b. CVR | vir- | viria | viire | $v$ irti | boil |
|  | mir- | miria | miïree | mirti | die |

That is, ablaut may not create a superheavy CVVR syllable, and is therefore prevented from taking effect in the infinitives of the roots in (18b).

While type 2 languages may tolerate CVCC and CVVC syllables in their syllable inventories, such syllables do not form a natural class: the former has the weight of CV, and the latter has the weight of CVV syllables.

The extended syllable inventories we document in this section call for representations richer than those discussed in §3. This was directly addressed in moraic representations of the syllable and its weight: a constraint restricts the number of moras per syllable to no more than two; and this constraint can be violated in some languages, giving rise to trimoraic syllables, as in Hindi. The syllable inventory in Latin is accommodated by allowing some non-moraic consonants at the syllable's right margin (for a detailed discussion, see Sherer 1994).

## 6 Inconsistencies in weight patterns

The representations in §3, despite some conceptual differences, make the strong prediction that quantity distinctions in a language will be of the same type across the board, that is, in all relevant phonological processes, and in all contexts. However, a challenge to this strong position comes from many known cases of weight inconsistencies.

### 6.1 Weight inconsistencies with respect to phonological process

In $\S 2.1$ we saw that Latin belongs to the type 1 weight pattern both in its stress system and in the system of poetic meter. The phenomenon of compensatory lengthening (chaister 64: compensatory iengthening) conforms to this same weight pattern, as in /kasnus/ $\rightarrow$ [ka:nus]. While not uncomnon, weight consistency across different phonological processes, as evidenced in Latin, is rut the general case. Weight inconsistencies are encountered in a number of languages, as noted by Steriade (1990), as well as Hayes (1995) and Gordon (2006). One such case is Kiowa (Watkins 1984). As shown in (19), vowels are shortened in syllables closed by sonorants (19a), as well as those closed by obstruents (19b) and $(19 \mathrm{c})$, suggesting a type 1 weight system that obeys strict binarity.
(19) Kiown short vowels in closed syllables: Type 1
a. gú:lê: 'write-1mperf-fut'
gùl 'write-IMP'
gúlt̀̀: 'write-fut'
b. caidj: 'from the doorway'
cát 'entrance, doorway'
cátpé 'against the doorway'
c. thós 'beyond'
thídèk ${ }^{\text {nìi: }}$ 'next day'
$t^{\text {th}}$ pp 'away beyond'
However, the distribution of contour tones, shown in (20), clearly points to a weight system of type 3 . Contour tones occur on CVV syllables and syllables closed by a sonorant, as in (2an), but nut oneither CV syllables or syllables closed with an obstruent, as exemplified in (20b).
(20) Kiozu contour tones: Type 3
a. pá:lê: 'weak'
sân 'child'
$k^{h}$ tul $\quad$ 'pull off'
b. sà:né 'snake'
sép 'rain'
Annther case is Lhasa Tibetan (Gordon 2006, based on Dawson 1980), in which the stress system treats only CVV syllables as heavy, while the system of tone treats
as heavy both CVV and CVR syllables (Gordon 2006 and references therein). In other words, Lhasa Tibetan is a type 2 language in its stress system, and a type 3 language in its tonal system. According to Steriade (1990), variability in weight is also found in Classical Greek, in which CVV syllables are heavy for the purposes of tone, yet all syllables are heavy for the purposes of stress distribution. Thus, stress falls on the penultimate syllable if the final syllable is heavy, either CVC(C) or CVV(C), otherwise it is antepenultimate. However, only CVV syllables can sustain tonal contours, either HL or LH.

Cases of weight variability in different phonological subsystens within a single language present an important challenge to formal representations, and call for fresh perspectives on the syllable and its quantity.

### 6.2 Weight inconsistencies with respect to phonological context

It has been noted in much work on stress that the weight of a syllable may be computed differently in word-internal and word-final positions. Thus in Classical Arabic, as shown in §2, stress falls on the rightnost CVV or CVC syllable, yet never on the final CVC. That is, CVC syllables are computed as heavy wordinternally and as light word-finally. A further fact, not mentioned in §2, is that final CVCC syllables are always stressed, i.e. they are computed as heavy (CVCC do not occur word-internally). In other words, word-final consonants do not contribute to weight. Such cases of variable weight were subsumted in Hayes (1980) under the more general rubric of extrametricality (Ciapter t3: extramerricality and non-finality), according to which certain phonological entities, segments as well as higher constituents, are "invisible" to phonological processes at word edges. There have been proposals, however, to treat contextual differences in weight as representational differences (Davis 1987; Kager 1989; Rice 1995; Rosenthall and van der Hulst 1999; see alsu ciafter 36: final consonants). Under this view, the CVC sequence in Classical Arabic wrould be parsed as a heavy syllable wordinternally, and as a light syllable word-finally.

It has been shown, however, that contextual weight differences are not restricted to word edges. Several cases of this type have been reported in Hayes (1994, 1995), among them Cahniilla and Eastern Ojibwa, as well as Central Alaskan and Pacific Yupik. In the Pacific Yupik die lect of Chugach, CVV syllables are heavy in all positions, while CVC syllables are heavy only initially, and light elsewhere. The distribution of stress in Chugach is fairly complex, and there can be more than one stress per word (for details, see Leer 1985; Kager 1993; Hayes 1995). We focus here on the evidence for the variable weight of CVC syllables. While initial CVV and CVC syllables are stressed, as in /'ta:ta'qa/ 'my father' and /'anciku'kut/ 'we'll go out', initial CV syllables are not, as in /nutlu'ku:t/ 'if you take a long time'. But in medial position, CVC syllables pattern with CV rather than CVV syllables. Note that the second syllable in /'kal'ma:nuq/ 'pocket', a CVV syllable, is stressed. Neither CV nor CVC syllables are stressed in this same environment, as in the forms /'anku'taxtu'a/ 'l'm going to go out' and /'atmax'tyiqu'a/ 'I will backpack'.

Another relevant case is Goroa (Hayes 1981); Rosenthall and van der Hulst 1999, and references therein), in which stress falls on the leftmost CVV syllable, as in
(21a), or on the final CVC syllable, as in (21b); or on the penultimate syllable, as in (21c). Crucially, CVC syllables in positions other than final are not heavy: the second CVC syllable in /giram'bo:da/ does not win over the following CVV syllable, nor do the CVC syllables in /axe'mis/ and /idir'dana/ attract stress.
(21) Goroa stress: Variable aecight of CVC syllables
a. Lefthonst CVV stressed
du:gnuno: 'thumb'
giram'bo:da 'snuff'
heni'nau 'young'
b. Final CVC stressed
a'dux 'heavy'
axe'mis 'hear'
c. Pemultimate syllable stressed
oro'mila 'because'
am'rami 'ivory arm ring'
idir'dana 'swreet'
Contextually conditioned variation in syllable quantity affects CVC syllables, those that cross-linguistically could be either light or heavy. Thus the var ability of the weight of CVC syllables found across languages has also been evidenced within individual languages. The phenomenon of contextually conditioned weight inconsistency of CVC syllables has been addressed, with a fair amount of success, in the Optimality Theory framework, most notably in Rosenthall and van der Hulst (1999).

## 7 Quantity-sensitivity of the foot

Syllables are grouped into feet, which belong to the next higher level of the prosodic constituency in (1) (see chapter 40: the foor; chapter 41: the representation or word stress). Quantity-sensitivity of the syllable is directly reflected at the level of the foot, as noted in Hayes $(1980,1995)$, McCartlyy and Prince (1986), and Prince (1990), among others. Feet play an important role in the characterization of stress and in prosodic morphology, and our examples will come from both domains.

As shown in a vast body of literature, feet tend to be binary. That is, feet are prosodic constituents resulting from grouping at nost two constituents at the next lower level (Hayes 1995; McCarthy and Prince 1986; Prince 1990; among others). How this proceeds depends crucially on whether a language has a quantity-sensitive or a quantity-insensitive foot system (Hayes 1980). In quantity-insensitive systems, pairs of syllables are incorporated into feet regardless of their weight. Relevant for our discussion is foot formation in quantity-sensitive systems, in which syllable weight plays a crucial role. An important property of such systems is the connmensurability of a heavy syllable with two lights. There are fwo types of quantitysensitive feet, trochaic and iambic (Citapter 44: tife lambic-trocitaic law).

In quantity-sensitive trochaic systems a foot corresponds to either one heavy syllable, as in (22a), or two light syllables, as in (22b); feet are left-headed, that is, have initial prominence, shown in (22b) by underlining.
(22) Trochaic foot inventory
a. $\sigma_{H}$
b. $\underline{\sigma}_{\mathrm{L}} \sigma_{\mathrm{L}}$

This receives a straightfor ward interpretation in moraic theory of syllable structure: a foot contains two moras, a condition met either by one heavy syllable, as in (22a), or by two lights, as in (22b). A heavy syllable has a dual status: it counts not only as a syllable but also as a foot. This foot inven tory is active in the stress system of Fijian, a type 2 language (Hayes 1995, and references therein). In words with only a light syllable, pairs of syllables are incorporated into feet, computing from right io left, and foot-initial syllables are assigned stress. As a result, stress falls on every second syllable, computed from the right edge, as shown in (23). Parsing of syllables into feet obeys strict binarity, but is not necessarily exhaustive. In words with an odd number of syllables, as in (23c) and (23e), a syllable at the left edge is not footed. (The rightmost stressed syllable bears primary stress; others bear secondary stress.)
(23) Fijuan stress: Light syllables only
a. ('lako) 'go'
b. ('talo) 'pour'
c. $\beta \mathrm{i}$ ('naka) 'good'
d. (,"diko) ('nesi) 'deaconess'
e. pe (resi) ('te"di) 'president'
(24) Fijian stress: Light and heavy syllables
a. ki ('la:) 'know'
e. ( ${ }^{\text {mb be:) ('leti) 'belt' }}$
c. (, ${ }^{m}$ bele) ( ${ }^{m}$ bos) ('tomu) 'bellbottoms'
d. pa(,ro:) ka ('ramu) 'program'
e. (,mi:) (, sini) ("'gani) 'machine-gun'

In words with both light and heavy syllables, each heavy syllable corresponds to a foot, and is stressed. Right-to-left footing is thus disrupted by heavy syllables, and $h_{\bar{c}, s}$ to work around them. In the disyllabic form witl a heavy fiinal syllable, in (24a), the initial syllable is left unfooted. Arut the form in (24d), which has five syllables, itwo light syllables, the first and the third, are left unfooted. All syllables are footed in the remaining forms in (24).

The inventory of feet in (22) captures the distribution of stress in a number of trochaic quantity-sensitive systerns, including some of the cases presented in §2. In particular, stress in Latin follows the same pattern as in Fijian, with one notable difference: The final syllable is ignored for the purposes of stress (another case of so-called extrametricality, see §6.2). As a result, trisyllabic forms with only light syllables have initial stress, as in ('ani)ma 'soul (NOM SG)'. Likewise, final heavy syllables are not stressed: in ('gnu)dèns 'rejoicing ( $\mathrm{NOM} \operatorname{SC}$ )' the penultinnate heavy, but not the final heavy, is footed, and stressed (for a detailed analysis, see Mester 1994; Hayes 1995).

We also present a case of prosodic morphology that eniploys the foot inventory in (22). In the system of Japanese hypocoristic formation, as characterized in

Poser's (1990) detailed study, hypocoristics are formed by adding the suffix -tjan to proper names, either to their full or modified form. As shown by Poser, what is considered to be modification is really a case of template satisfaction. Crucially, the template corresponds to a trochaic foot: either to two light syllables or one heavy syllable. Japanese, a type 1 language, has light CV and heavy CVV and CVC syllables. As shown by the truncated versions of the proper name Hanaka, the suffix is addect to two light syllables, as in (25a) or one heavy, as in (25b) and (25c). The truncated form cannot be smaller than a foot, corresponding to a single light syllable, as in the ill-formed (25d). Nor can the truncated form be greater than a foot, ourresponding to three light syllables, as shown by the ill-formed (26b). Proper names corresponding to a light syllable are converted to a heavy syllable, that is, to a foot; in (27a) this is accomplished by vowel lengthening. Note that (27b) is also available, as - tjon can be added to any proper nanue in its full form regardless of its size.
(25) Hypocoristic forms for Hanako
a. hanatjan
b. haatjan
c. hattjan
d. *hatjan
(26) Hypocoristic forms for Takatugu
a. takatjan
b. *takatutjan
(27) Hypocoristic forms for Ti
a. tiitjan
b. titjan

Thus, in trochaic prosodic morphology, just as in trochaic stress systems, a heavy syllable is functionally equivalent with two light syllables.

Quantity-sensitive iambic feet differ somewhat in shape from the trochaic set, as shown by the inventory in (28). Iambic feet are right-headed, indicated by the underlining.
(28) Inmbic foat inventory
a. $\sigma_{\mathrm{H}}$
b. $\sigma_{L} \underline{\underline{\sigma}}_{1}$
c. $\sigma_{L} \underline{\sigma}_{n}$

In this case, as well, syllable quantity plays a central role: for a foot to be wellformed, it needs to contain syllables of the correct weight. The iambic system of quantitative feet captures the distribution of stress in Asheninca (Hayes 1995; Payne 1990). Asheni.nca has a type 2 weight system, with only CVV heavy syllables. The forms in (29a) contain only light syllables: binary right-headed feet are computed from right to left. The final syllable is regularly left unfrooted, which yields initial stress in disyllables, as in /'haka/ 'here'. Crucial are the forms in (29b), which contain both light and heavy syllables, and can therefore exemplify all members of the foot inventory.
(29)

Asluminca stress system
a. (pa.'nve).(na.'ko).(wen. 'ta).ke.ro
(ha.'ma).(nan.'ra).(ke, 'ne).ro
(no. 'ko).(wa.'we).ta.ka
(no.'ton).(ka.'men).to
(ka.'man).ta.ke
b. (no. 'ma).(ko, 'rjaa).('wai).(ta, 'paa).ke
(pi.' jıaa).('paa).ke
(i.' kjaa).('piin).ti
('poo).(ka.'na).ke.ro
('paa).(ti.'ka).ke.ri
'take care of her'
'he bought it for her'
'I wranted (it) in vain'
'my gur'
'he/she said'
'I rested a while'
'you saw on arrival'
'he always enters'
'you threw it out'
'you stepped on him'
Quantity-sensitive iambic feet also figure in prosodic morphology. In Ulwa, which has a type 1 weight system, the suffix/-ka/ is attached to the leftmost iambic foot, as in (30). It occurs at the right edge of a stem only when the entire stem corresponds exactly to a foot, as in (30a). In (30b), the only way for $/-\mathrm{ka}$ / to be attached to an iambic foot is to occur stem-internally.
(30) Uhwen construct state (from McCarthy and Prince 1990: 228)

| base | possessed |  |
| :---: | :---: | :---: |
| a. al | al-ka | 'man' |
| bas | bas-ka | 'hair' |
| kii | kii-ka | 'stone' |
| sana | sana-ka | 'deer' |
| amak | amak-ka | 'bee' |
| sapaa | salpaa-ka | 'forehead' |
| b. suulu | suu-ka-lu | 'dog' |
| kuhbil | kuh-ka-bil | 'knife' |
| baskarna | bas-ka-karna | 'comb' |
| siwanak | siwa-ka-nak | 'root' |
| anaalaaka | anaa-kílaaka | 'chin' |
| karasmak | karas-ka-mak | 'knee' |

Trochaic and iambic systems differ with regard to the role of quantity, as noted in Hayes (1985) and Prince (1990) as well as charter 44: the iambic-trochaic law. The preferred type of trochaic disyllabic feet includes two light syllables, while iambic feet optimally correspond to a sequence of a light and heavy syllable. Thus, disyllabic trochaic feet are preferably even, while iambic feet are preferably of uneven quantity. Evidence for even trochaic quantity comes from the so-called trochaic shortening, which makes an uneven trochee even by vowel shortening, as exemplified by Fijian. The form in (31a), with an underlying long vowel, undergoes shortening when integrated into a disyllabic foot, as in (31b).

## (31) Fijum: Trochaic shortening

a. 'ta: 'chop'
b. 'ta-ja 'chop-trans-3sG obj'

By contrast, uneven quantity is an important feature of iambic systens. A number of iambic stress systenis are characterized by iambic lengthening, including

Menomini, Hixkaryana, and Kashaya (Hayes 1995). In Hixkaryana (Caribian), prominent CV syllables undergo vowel lengthening, as in (32a) and (32b), and thus become heavy. Note that proninent CVC syllables, which are already heavy, are not subject to lengthening, as in the second foot in (32c), and the initicll syllables in (32a) and (32b).
(32) Hixkaryama: Iambic lengthening

| a. owtohona | ('ow)(to'ho:)na <br> b. tohkuriehonahafaka <br> ('toh)(ku'rie:)(ho'na:) <br> (ha'fa:)ka | 'to the village' <br> 'finally in Tohkurye' |
| :--- | :--- | :--- |
| (míha:)(na'nih)no | 'you taught him' |  |

Generalizations about the quantity of trochaic and iambic groupings are stated in Hayes (1995) as the Iambic-Trochaic Law (see c-hapter 44: THE IAMBIC-TROCHAIC Law ):
(33) The Iambic-Trochaic Lazo
a. Elements contrasting in intensity naturally form groupings with initial prominence.
b. Elements contrasting in duration naturally form groupings with final proninence.

## 8 Scalar quantity systems

While binary quantity systems are based pritnarily on grouping syllables into feet, scalar quantity systens are based on prominence, defined along some dimension (Prince and Smolensky 1993; Hayes 1995). A central prominence dimension is syllable weight, although other dimensions, such as tone and vowel height, have been evidenced as well.
We present two cases with syllable weight as the prominence dimension. One is Kashmiri, with examples given in (34) (Kenstowicz 1993; Rosenthall and van der Hulst 1999). In Kashmiri, CVV syllables are heavier than CVC, which in turn are heavier than CV. Thus, in words with only CV and CVV syllables, stress falls on the leftmost CVV, as in (34a). In words with only CV and CVC, stress falls on the leftmost CVC, as in (34b). In words with both CVC and CVV syllables, stress falls on the CVV syllable, as in (34c). Finally, with only CV syllables present, stress is initial, as in (34d). The final syllable is excluded from scansion. (None of the sources supply glosses for Kashmici forms.)
(34) Kaslumiri stress: CV'V > CVC > CV
a. mu'sisba
a'jo:gja ta:
c. am'ritka
mas'ra:wum
b. ba'gandarladin juni'varsiti
d. 'tsaripop
'paharadari:

Languages in which stress is assigned on the basis of scalar syllable prominence may have several degrees of syllable weight. Thus Hindi (for the dialect described in Kelkar 1968) has three degrees of syllable weight: superheavy syllables CVVC and CVCC are more prominent than heavy syllables, CVV and CVC, which in turn are more prominent than CV syllables, as stated in (35).

CVVC, $\mathrm{CVCC}>\mathrm{CVV}, \mathrm{CVC}>\mathrm{CV}$
Excluding the final syllable from scansion, stress is assigned to the heaviest available syllable, as in (36). In both forms stress falls on a CVVC syllable, which in (36b) wins over a CVV syllable, and in (36a) over both a CV and CVV syllable.
a. 'fo:xdzaba:ni: 'talkative'
b. 're:zya:ri: 'snall change'

If there is a tie, stress is assigned to the rightmost (non-final) syllable: to a CV syllable in (37a), and a CVV syllable in (37b) and (37c).

```
a. sa'miti 'committee'
b. ro:'za:na: 'daily'
c. ka:'ri:gari: 'craftsmanship'
```

Interestingly, when the final syllable is the heaviest in the word, it is not excluded from scansion, as in (38):

## (38)

$$
\begin{aligned}
& \text { ki'd'ar 'which way' } \\
& \text { ru'pia } \text { 'rupee' } \\
& \text { as'ba:b 'goods' }
\end{aligned}
$$

Quantity in Hindi is this comploted along a scale of syllable weight, with the superheavy syllable being most prominent, followed by the heavy syllable and then by the least prominent light syllable. This case is analyzed in precisely these terms in Hayes (1995) and Prince and Smolensky (1993), although in different frameworks: in rule-based metrical theory and in Optimality Theory, respectively.

An interesting mode of conuputing prominence is found in Pirahã, a Mura language of Brazil (Everett 1988; Hayes 1995). The Pirahā prominence scale combines syllable weight and onset quality (on onsets, see chapter ss: onsets). While CVV syllables are more prominent than CV syllables, voiceless onsets are nore proninent than voiced onsets, and presence of onset is more prominent than its absence, yielding the scale in (39).

$$
\begin{equation*}
K V V>G V V>V V>K V>G V \quad[K=\text { voiceless, } G=\text { voiced }] \tag{39}
\end{equation*}
$$

Stress falls on one of the last three syllables of the word that is highest on this scale, as in (40a). In the event of ties, the rightmost syllable wins, as in (40b).

Pirainā prominence-based stress
a. 'ka:gai
b. ko'po
’apa'ba:si
’aba'pa
'2ibogi
paohoa'hai

Further dimensions for computing prominence are in no obvious way related to patterns of syllable quantity we surveyed here. Yet, because of their scalar nature, they are highly reminiscent of quantity-based systems of prominence. One such dimension is vowel quality: given the sonority scale, stress falls on the most sonorous vowel. Prominence systems of this type have been analyzed in Kenstowicz (1997) and de Lacy (20(4). In Mordivin, for example, non-high vowels are inore prominent than high vowels (charter 21: vowel heicht). In words with only non-high vowels, or with only high vowels, stress falls on the leftnost syllable. However, in words that contain both high and non-high vowels, stress falls on a non-high vowel, regardless of its position in the word. Ancother dimension is tonal prominence: syllables associated with High tones are more prominent than syllables associated with Low tones, and thus more likely to be associated with stress. Prominence systens of this type are described in Hayes (1995) and de Lacy (2002); for a somewhat different perspective, see Zec (2003). Of particular interest is the complex case of Nanti, a Kampa language of Peru: its stress system, which is of the iambic type, is also governed by several types of prominence, including syllable quantity and vowel quality (Crowhurst and Michael 2005).

## 9 Quantity-sensitivity at the higher levels of the prosodic hierarchy

When focusing on higher levels of the prosodic hierarchy, the prosudic word and the prosodic phrase, we are in fact dealing with morphosyntax/prosody interface. Quantity-sensitivity is a specifically prosodic phenomenon and is not known to play any role in other modules of the granumar. Any effects of quantitysensitivity in either morphology or syntax are therefore to be attributed to prosody. We addressed the interfaces with norphology in $\S 8$, with two cases of affixes that select not only a morphological class, but also a prosodic type of the stem; both in this case select for the foot. Many more such cases are found in the literature (McCarthy and Prince 1986, 1990, 1995; among others).

The word level of the prosodic hierarchy is constituted by a grouping of feet (Chapter fi: tile repregentation of word stress; charter st: the phoneiogical. word). In practice, however, one foot is sufficient for a prosodic word to achieve the desired quantity, as documented by numerous cases of minimal word size. Moreover, in a number of languages, no minimal size beyond a single syllable is imposed on prosodic words. This is broadly documented in Hayes (1995) and Downing (2006), among others. In sum, the prosodic word provides no evidence for quantity-sensitivity of the sort found at the level of the syllable and the font: its binary structure is not distinct from that of a foot. There are no known cases of a prosodic word ninimally branching into two feet, yet this would be expected, based on the situation at the lower end of the prosodic hierarchy.

However, quantity-sensitivity has been evidenced at the higher end of the hierarchy, that is, at the level of the prosodic phrase. The distribution of a syntactic constituent should not be affected by its length or internal complexity. When such effects arise, they are generally attributed to prosody. We focus here
on cases of branching in prosodic phrases, typical cases of apparent quantitysensitivity of syntactic constituents. Cases of binary branching prosodic phrases were reported by Nespor and Vogel (1986), with evidence from Italian, French, and English. In Italian, for example, a prosodic phrase preferably contains more than one prosodic word, as shuwn by the following cases (Nespor and Vogel 1986):
(41) Prosodic phrase formation in Italian
a. Av'ra trovato (il pescecane)
'He will have found the shark.'
b. (I caribu nanni) sono estinti
'Dwarf caribous are extinct.'
c. Hanno dei (caribú) (molto piccoli)
'They have very small caribous.'
While complements that correspond to single prosodic words, as in (4.1a), form one-word prosodic phrases, multiple w'ord complements, as in (41b) and (41c), correspond to branching prosodic phrases. The prosodic phrasing in (41c) further shows that complements with three prosodic words do not correspond to a single prosodic phrase, as branching prosodic phrases contain at nost two prosodic words. By contrast, Serbo-Croatian sentence-initial topics have to include at least two prosodic words (Zec and Inkelas 1990), and thus exemplify obligatory branching in prosodic phrases. This line of research has been further continued by Ghini (1993), Selkirk (2000), and Sandalo and Truckenbrodt (2002), among others.

## 10 Remarks on markedness

It is imporiant to note that the markedness (chapter 4: marredness) of light and heavy constituents is not identical across prosodic levels: heavy constituents are marked at the level of the syllable, while light constituents are marked at the level of the foot. This is directly encoded in Optinnality Theory. Constraints listed in (42) assign marked status to heavy syllables: to CVV syllables, as in (42a), and to syllables with coda consonants, as in (42h) and (42c). While (42b) targets any coda consonant, (42c) targets any weight-bearing segment.
a. NoLoncVowel (Rosenthall 1994)

A vowel should not be long, i.e. linked to inore than one mora.
b. NoCoda (Prince and Smolensky 1993)

Syllables must not have a coda.
c. ${ }^{7}$ Mora[seg] (Morén 1999)

Do not associate a mora with a particular type of segment.
These constraints, which belong to the markedness family, penalize binary structures at the syllable level, thus favoring a simple CV syllable, which is light. Thus, light syllables emerge as the unmarked case: all languages have light syllables, and some inay also have heavy syllables. Superheavy, i.e. trimoraic, syllables are,
of course, also marked, and are penalized as such by a constraint against trimoraic syllables proposed by Sherer (1994).

By contrast, heavy feet are preferred over light ones. Binary constituents are highly desirable at the level of the foot, both in trochaic and iambic systems. Non-binary, or light, feet are per mitted in some languages under very special conditions and banned in others. The unmarked condition for feet is thus to be binary, that is, heavy, either under moraic or syllabic analysis, and this is codified in Optimality Theory by a corresponding constraint:

## FootBinarity (McCarthy and Prince 1993)

Feet must be binary under a syllabic or moraic antalysis.
At the higher prosodic levels, constituent size is largely determined by morphosyntax, as is the distribution of light and heavy constituents. However, where permitted by morphosyntax, heavy, i.e. branching, constituents are preferred over light ones (see §9).

## 11 Conclusion

Quantity-sensitivity is an important property of prosodic structure, evidenced at each of its levels. As we have seen, constituents at any level of the prosodic hierarchy can be classified into those that are light and those that are heavy. While quantity -sensitivity is typically assuciated with the syllable and the foot, all prosodic levels exhibit this property. Whether a syllable is light or heavy crucially depends on its segmental setup; quantity at the level of the foot relies on, and is largely characterized in terms of syllable quantity; quantity-sensitivity of the prosodic word is non-distinct from that of the foot; and quantity-sensitivity at the higher prosodic levels is heavily influenced by morphosyntax.

While characterization of quantity largely depends on level-specific criteria, a general property of heavy constituents is their greater size and complexity, and often their binary structure. It is interesting, however, that preference, or dispreference, for heavy constituents varies across prosodic levels. The unmarked condition for syllables is to be light while the unmarked condition for feet is to be heavy. The latter condition persists through the higher levels of the prosodic hierarchy. Thus, while light syllables are preferred over heavy ones, feet and prosodic words are preferably heavy. Heavy prosodic phrases are preferred as well, although in a very weak sense.
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## VOLUME III

Phonological Processes


THE BLACKWELL COMPANION TO Phonology
(9)WILEY-BLACKWELL

# 86 Morpheme Structure Constraints 

Geert Booij

## 1 Introduction

Morphente structure constraints are constraints on the segmental make-up of the morphemes of a language. A textbook example of such a constraint is that bnik is an impossible morpheme of English, whereas blik is a possible English morpheme that happens not to exist. Hence, bnik is a systematic gap in the morpheme inventory of English, whereas blik is an accidental gap in this inventory. This can be raken to imply that there is a morphente structure constraint that prevents English morphemes from beginning with a /b/ followed by a nasal consonant.

Halle (1959: 38) proposed to account for such distributional generalizations by means of morpheme structure rules, which define the class of possible morphemes of a language. Morpheme structure rules were conceived of as rules that fill in predictable specifications of the sound segments of a morpheme. For instance, in the case of English morphemes that begin with the consonant cluster bC, such as brich, it is predictable that the $C$ must be a liquid, i.e. a non-nasal senorant consonant. That is, the feature specifications [-nasal] and [+sonorant] of the second consonant of brick are predictable. They can therefore be omitted in the lexical phonological specification of the relevant morphemes. Morpheme structure rules fill in the blank cells of the lexical phonological matrix, and thus turn this underspeciffied matrix into a systematic phonological matrix, with all feature values of its segments specified. This is the underlying phonological form of a morpheme to which the phonological rules of a language apply. In sum, morpheme structure rules function as redundancy rules that specify predictable information, and at the same time they define the set of possible norphemes of a language.

Stanley (1967) proposed to replace Halle's notion "morpheme structure rule" by the notion "morpheme structure condition" (MSC). All morpheme structure conditions function as redundancy statements with respect to fully specified lexical phonological matrices, which form the input for the phonological rules (P-rules).

The notion "morpheme structure condition" as discussed above forms part of the theoretical machinery of classical generative phonology, but has been subject to debate. In this chapter this debate will be sumunarized. Before doing that, I will provide some examples of phonotactic properties of morphemes in §2. The
problems raised by the concept of "morpheme structure condition" will then be discussed in §3-§5. These problems are the following:
(i) The redundancy problem: is there any need for a specific set of morpheme structure conditions, or can they be made to follow from other types of phonological rules or constraints? ( $\$ 3$ and $\S 4$ )
(ii) The duplication problem: how can we avoid the same distributional generalization (for example the homorganicity of a nasal consonant and a following obstruent in consonant clusters) being expressed by both an MSC and a phonological rule (P-rule), and thus making the grammar t.mnecessarily complex? (§4)
(iii) The status of MSCs: are they absolute constraints, or statistical tendencies only? (§5)

The chapter will conclude with some observations on the expressive functions of morphemes with specific phonotactic properties (§6) and a summary of our findings on the status of MSCs (§7).

## 2 Morpheme structure conditions

The unequal distribution of phonemes across wrords and morphemes was an important topic of research in structuralist phonology, because distributional facts were interpreted as signaling the presence or absence of grammatical boundaries, as in the work of Trubetzkoy (Wiese 2001). For instance, in Cernan the phoneme $/ \mathrm{j} /$ only occurs at the beginning of lexical morphemes (as in jagen 'to hunt' and its derivative verjagen 'to chase away'). Hence, the presence of the / j / is a positive signal of a left-edge inorpheme boundary (van Wijk 1939: 125). Such facts show that the phonological and grammatical dimensions of linguistic structure are not conpletely autonomous, but are related in a systematic fashion (Jakobson 1949). The relation between the distribution of phonemes and grammatical units such as morphemes and words is therefore an aspect of the interface betwreen phonology and morphology. Jakobson (1949) drew attention to the fact that different graınmatical units may have different phonotactic properties. For instance, he observed that of the 23 Czech consonants, only eight are found in inflectional suffixes. Jakobson also mentioned that only the following consonants appear in the inflectional suffixes of English: /z d n r./.

Dutch exhibits a number of such asymmetries between lexical morphemes on the one hand and derivational and inflectional suffixes on the other (Booij 1995). For Dutch, the following generalizations hold:
(1) a. Suffixes may consist of consonants only (/s/, /t/ or a combination thereof).
b. Suffixes may begin with the vowel /a/.
c. Suffixes may have /a/ as their only vorvel.

Lexical morphemes of Dutch, on the other hand, do not have the phonotactic possibilities listed in (1) for suffixes, and require the presence of at least one full vowel (that is, a vowel that is not /a/; see chai'ter 26: sCHWa), and cannot be
schwa-initial. Dutch prefixes cannot begin with a schwa either, but can have the schwa as their only vowel, as is the case for the Dutch prefix bre-/ba/. Thus, we can sometimes tell from the phonological make-up of a morpheme whether it is a lexical murpheme or an affix.

A famous type of morpheme structure constraint is the restricted distribution of consonants in Semitic routs (see chapter 1ust semitic templates). Most Semitic roots are triliteral, that is, they contain three consonants, the consonantal skeleton. These skeletons are intercalated with vowels, and these vowel patterns are the exponents of grammatical information. Greenberg (1950) observed that the first two amsunants of a Sentitic CCC skeleton cannot be identical, whereces the last two can. Furthermore, homorganic consonants, i.e. consunants with the same place of articulation, are excluded, unless they are identical, even if they are the last two consonants. This is exemplified by the following distributional patterns in Arabic:
(2)

| *m-m-d |  |
| :---: | :---: |
| m-d-d | 'to stretch' |
| f-r-r | 'to flee' |
| *b-m-C |  |
| ${ }^{*} \mathrm{C}-\mathrm{b}-\mathrm{m}$ |  |
| *g-k-C |  |
| f-k-k | 'to split' |
| ${ }^{*} \int-k-g$ |  |

Similar facts are reported for Modern Hebrew in Bar-Lev (1978: 321): "well-formed roots contain only consonants from different places of articulat ion." For instance, the following patterns can be observed in existing Modern Hebrew roots (cf. also Berent at al. 2002):
(3) labial - velar - dental bagad 'to betray'
velar-labial-dental gibor 'hero'
dental - velar-labial dégem 'nodel'
labial-dental - velar mélex 'king'
Crucially, these constraints apply to morphemes only; hence they are tautomorphemic constraints. As McCarthy (1986: 209) ubserves, there is no Arabic root tatak, with two ident ical consonants, but there are inflected forms of verbs like in-takallam 'you converse' in which the first $t$ belongs to a prefix, and hence does not belong to the saine morpheme as the second $t$. Thus the prohibition on identical consonants is not violated.

McCarthy (1986) proposes to analyze this constraint as following from the Obligatory Contour Principle (OCP), which states that identical elements on the melodic tier of a morpheme are not permitted (see chapter li: autosegments). If the OCP applies to the lexical representations of Arabic roots, and assuming that all autosegmental spreading in Arabic is rightwards, it is predicted that, of the following three structures, only the third one is well-formed (McCarthy 1986: 209):

b.


In (4a), the OCP is violated on the melodic tier, whereas in (4b) leftward spreading has taken place. Hence, if the V is $/ \mathrm{a} /$, the root *sasam is excluded, and only the root samam is well-formed. In order to exclude sequences of honorganic but not identical consonants as well, the OCP must be interpreted here as OCP-Place. That is, assuming that there is a separate tier for Place specifications of sounds, OCP-Place forbids adjacent identical specifications on the Place tier, and this excludes adjacent homorganic consonants (including identical ones, which by definition have the same specification on the Place tier).

Phonotactic properties of norphemes may also reveal that they belong to a particular stratum of the lexicon of that langılage, and may differentiate between native and borrowed morphemes (see chapter 95: loanword phonology). Itô and Mester (1995: 819) mention examples of constraints from several languages that are specific for native morphemes of those languages. Japanese is interesting in that its morphemes can be divided into four subclasses: Yamato (native), Sino-Japanese, Foreign and Mimetic. Each subclass is characterized by a set of constraints, some of which are valid for more than one subclass. For instance, Sino-Japanese roots consist of one syllable only, and Lyman's Law (morphemes contain at most one voiced obstruent) holds for Yamato inorphemes only (Itô and Mester 1995).

Dutch words that begin with $\mu n$ - in the spelling, such as pnezmatisch 'pneumatic' and $\mu n e m m o n i c$ 'pneumonia', betray their non-native origin: $\mu n$ - is a well-formed word-initial consonant cluster in Greek, but not in Dutch. This suggests that morphemes with $p n$ - do not belong to the set of possible native morphemes of Dutcll, and the constraint * pn - partially characterizes the set of native Dutch morphemes. In English this constraint applies to all morphemes, and hence the combination 1 m is realized as $/ \mathrm{n} /$.

The range of phonotactic patterns found in morphemes may be smaller than those in words. English morphemes, for instance, never end in a cluster of voiced obstruents (there are no morphemes like *lowd or *dudd), whereas such clusters do occur in complex words like past tense forms of verbs (as in loveit /vd/, and dubbed /bd/). Dutch morphemes are subject to the constraint that voiced obstruent clusters only occur in complex wrords: inorpheme-internally we only find clusters like /pt/ and /st/, but in complex words we find clusters like /bd/ and /zd/,
 only exceptions to this Dutch MSC are a few loanwords like labdn /labda:/ 'lambda' and budget /[bedzct/ 'budget'. Hence, the occurrence of voiced obstruent clusters morpheme-internally makes the relevant Dutch morphemes recognizable as loans (Zonneveld 1983).

As observed by Shibatani (1973), MSCs may have a different status from phonological rules or constraints, in that loanwords are not necessarily adapted to the MSCs of a borrowing language, whereas the application of the phonological constraints cannot be suppressed. Hence, the Dutch Ioan labdn keeps its voiced obstruent cluster, and is not pronounced as la[pt]a. Dressler (1985: 219-245) also provides examples from various languages of distributional patterns that are characteristic of morphemes.

In sum, there are distributional constraints that are characteristic of morphemes, but not of words in general. The question is whether and how they have to be accounted for by a specific type of constraint, the MSC.

## 3 The redundancy problem

As we saw above, in classical generative phonology constraints on the segmental composition of (lexical) morphemes are interpreted as lexical redundancy rules or morpheme structure constraints (MSCs) (Halle 1959, 1964; Stanley 1967; Chomsky and Halle 1968). For instance, in many languages, nasal consonants in morpheme-internal clusters share their place of articulation with a following consonant. This generalization can be expressed by omitting the place of articulation of the nasals in the lexical representation of the relevant morphemes. A lexical redundancy rule will then fill in the proper value for the feature [place], and thus derive fully specified underlying phonological representations to which the phonological rules of a language apply. Thus, in the phonological component of the grammar the set of rules that express static phonotactic generalizations is ordered to apply before the set of phonological rules that account for alternations. The two sets of rules (MSCs and phonological rules) together are considered to express all the phonotactic regularities of a language (Postal 1968: 214; see also Chapter 7: feature specification and underspecification).

The role and importance of MSCs have been quest inned for a number of reasons. In the first place, as pointed out by Hooper (1972), the role of the syllable as a domain of phonotactic generalizations cannot be ignored. The notion "syllable" does not pley any formal role in the type of generative phonology codified in Chomsky and Halle (1968), but since then a wealth of evidence for the crucial role of the syllable (and larger prosodic units such as the foot and the prosodic word) in phonological analysis has been armassed (Nespor and Vogel 1986). Constraints on syllable structure are by definition constraints on how phonemes can combine into larger units. Hence, a lot of constraints on phoneme sequences are in fact syllable structure constraints (Hooper 1972). For example, the constraint that an English word cannot begin with a consonant cluster of the type nasal + obstruent follows from the universal principle of syllable structure that the sonority of consonants nust decrease towards the edges of the syllable (see Citarter 49: sonority). Thus, sequences like *mpat and *ntak are impossible English morphemes. This means that morphemes must have a phonological composition that will lead to well-formed prosodic structures.

A second argument for the syllable as a phonotactic unit is that we cannot determine whether a particular segmental siring is ill-formed without taking syllabification into account. For instance, the consonant sequence /bkm/is always phonotactically ill-formed in English, because there is no possible division across two syllables that leads to a sequence of well-formed syllables. On the other hand, the consonant cluster $/ \mathrm{kn} /$, which does not appear word-inlt tally in English words, can appear word-internally, as in ncne, because this word can be syllabified as ak.ne, with two well-formed syllables (dots indicate syllable boundaries). That is, the following generalization holds:
(5) A (grammatical) word is phonotactically well-formed iff it can be parsed exhaustively into one or more well-formed prosodic constituents.

The class of well-formed syllables and higher prosodic constituents (foot, prosodic word) can be defined by the prosodification algorithm of each language,
which is partially universal and partially language-specific. This algorithm groups the sounds of words into syllables, feet, and prosodic words (Rubach and Booij 1990). Alternatively, the gramnar contains a set of ranked prosodic constraints that determine the optimal prosodification of a string of sounds, as in Optimality Theory (Kager 1999).

We might therefore claim that MSCs are superfluous because phonotactic restrictions on morphemes can be seen as the effects of phonological constraints on the output forms of words. For instance, English does not have a norpheme abkmer, since this morpheme cannot be prosodified exhaustively: the /k/ carmot be made part of the first or the second syllable. Similarly, the reason that a Dutch lexical morpheme requires the presence of at least one full vowrel is that, otherwise, such a morpheme cannot yield a well-formed prosodic word. Dutch suffixes, on the other hand, can be vowelless or contain the vowel/a/ only, as mentioned in (1), because they always conıbine with a lexical morphente. That is, the phonotactic shape of Dutch suffixes has to do with their being dependent on a host morpheme to which they attach. We might therefore consider these suffix-specific phonotactic properties as something that need not be expressed separately, since it follows from the napping of morphological structure onto prosodic structure.

Hooper (1972) offers a second argument against MSCs, that formulating phonotactic constraints with the morpheme as dome in may also lead to spurious generalizations. For instance, Dutch lexical morphemes of Romance origin may end in obstruent clusters that are unpronounceable in isolation:

| castr-cer | 'castrate' |
| :--- | :--- |
| celebr-cer | 'celebrate' |
| emisr-eer | 'emigrate' |
| penetr-eer | 'penetrate' |

One might conclude that Dutch morphemes can end in clusters of the type $/ \mathrm{Cr} /$, but this generalization does not reveal what is really at stake: those morphemes are only acceptable because they are bound roots, obligatorily followed by a vowelinitial suffix. Hence, these consonant clusters wiil form proper syllable onsets, as in penetreer. Similar observations can be found in Kenstowicz and Kisseberth (1977: 145) for Tunica, and they therefore concluded that in such cases it is the word rather than the morpheme that is the domain of phonotactic constraints. Nevertheless, the occurrence of such root-final consonant clusters is revealing in the sense that they betray the Romance origin of those roots: Germanic roots of Dutch never have this form because they can be used as words without further suffixation.

A third example of the role of prosody in the phonotactics of morphemes is that in many languages lexical morphemes are subject to prosodic minimality conditions. For instance, Dutch lexical morphemes are subject to the constraint that they consist of at least one heavy syllable (with either a long vowel or a short vowel followed by a consonant). That is, a lexical morpheme cannot consist of a light syllable only; bimoraicity is required. It is only in exclamations like he /he/ that the use of such light syllables with a short vowel is possible.

Prosodic conditions on morphemes create a problem for the classical MSCs: the syllable structure of a morpheme is not part of its lexical representations, but a
derived property. Therefore, MSCs cannot refer to derived prosodic properties such as bimoraicity (McCarthy 1998). The only way to circumvent this problem is to phrase the constraint in terins of segment sequences: a lexical morpheme must contain either a long vowel, or a short vowel followed by at least once consonant. However, we then miss the generalization that it is a prosodic syllable weight condition that is involved. Once more, this suggests that the segmental composition of morphemes is governed by phonological output conditions. A similar problem occurs when we want to express the following generalization for Dutch: "In mono-morphemic forms we do not find sequences of schwa-headed syllables" (van Oostendorp 1995: 141). Again, this MSC refers to the derived property of syllable structure (cf. Downing 2006 for a cross-linguistic survey of prosodic mininality conditions).

In sum, we have to find a way in which prosodic constraints can account for at least part of the phonotactic constraints on morphentes.

### 3.1 Non-syllabic sequential constraints

Not all constraints on segmental sequencing can be reduced to syllable structure or prosodic minimality requirements. There are sequential constraints on consonant clusters that hold independently from the tautosyllabic or heterosyllabic status of these clusters. For instance, Yip (1991) proposes the following generalization for English (see also chapter 12: Coronals):

## (7) Consonant Cluster Condition

In consonant clusters, consonants may have at most one other articulator feature than Coronal.

Thus, we find English clusters like /pt/ and /kt/ (apt, act), but not (tauto- or heterosyllabic) clusters like $/ \mathrm{kp} /, / \mathrm{pk} /, / \mathrm{km} /$, / mk $/$, $/ \mathrm{xm} /$, and $/ \mathrm{gm} /$ (loanwords like drachma and stigma are exceptions to this generalization). Note that the illformedness of such clusters does not follow from syllable structure constraints since they could be heterosyllabic. Yet they do not occur. If we come across such clusters in words (as in zipcode and backpack), we can conclude that these words must be comipounds, consisting of more then one lexical morpheme.

An example of a sequential constraint that holds both for tautosyllabic and heterosyllabic sound sequences, observed for English by Bavis (1991), and for Dutch by Booij (1995: 46), is that in the sequence sCVC the two Cs should not be identical, unless they are coronal. Here are some Dutch examples with labial and coronal consonants (such sequences of velar consonants do not occur for independent reasons):
(8)

CVC

| poep | /pup/ | 'shit' | *spoep | /spup/ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ния | /man./ | 'mother' | *smam | /smani./ |  |
| toet | /tut / | 'face' | stoct | /stut/ | 'procession |

This constraint is also valid for heterosyllabic sequences: they are not acceptable when followed by a vowel, as shown by forms like *spupo and *simama.

The point that not all phonotactic constraints can be reduced to syllable structure constraints is particularly clear for word-edge constraints, which are discussed in the next subsection.

### 3.2 Word edges

The difference between syllable structure constraints and sequential constraints is stressed by Kristoffersen (2000: 46-48), in relation to the distribution of consonants at word edges. In Norwegian, the cluster tl - is a proper syllable onset. It occurs word-internally in words like Be.tlem 'Bethlehem' and A.tle (proper name). Yet Norwegian words never begin with this cluster. Kristoffersen also observed that, although Norwegian words never begin with phr-, a cluster that does not violate the Sonority Hierarchy Constraint on syllable structure, Norwegians have no difficulty in pronouncing loan words like pneumatisk 'pneumatic'. These observations imply that /tl-/ and /pn-/ are proper syllable onsets in Norwegian, and that the non-occurrence of initial /tl-/ and /pn-/ is not due to a syllable structure constraint, but to a constraint that holds for the left edge of Norwegian root morphemes or prosodic words. A similar example from Dutch is that lexical morphemes do not begin with $\mathrm{pj}^{-}$, tj -, or kj -; however, the diminutive suffix allomorphs $-\mu j c,-t j e,-k j c$ begin with these clusters, and hence these clusters do appear in word-interncl syllable onsets, as in riem-pje 'belt-D1m' with the prosodic structure ( $\left.(\operatorname{rim})_{4 f}(\mathrm{pj})_{G}\right)_{1_{0}}$ ( $\omega=$ prosodic word, $\sigma=$ syllable). Therefore, the nonoccurrence of these clusters cannot be attributed to a syllable structure constraint. The word-initial sequences /pj- tj- kj -/ do occur in borrowed proper names for male persons, such as Pjotr, Tjeerd, Kjeld, and they do not cause pronunciation problems for speakers of Dutch.

The edges of words may have special phonotactic properties, since they may either impose more restrictions than what syllable well-formedness requires, or allow for extra consonants compared to what is possible in syllables in general. The Norwegian examples above (no tl - or $\mu \mathrm{n}$ - at the beginning of a word) are a case in point. Other examples of more restricted phonotactics at word edges can be found in Booij (1983): in Huichol, for example, words cannot end in a consonant but syllables can (source: Bell 1976).

In Polish, extra consonants may be added in word-initial position that violate the universal Sonority Sequencing constraint (Ru.lbach and Booij 1990: 434; see also Cifarter 109: polisif syllable structure):

```
(9) rivać 'tear'
    rfan 'rust'
    lgnqć 'stick'
    mdly 'tasteless'
    mnich 'noonk'
```

In these words, a sonorant consonant is followed by a consonant of the same or higher degree of sonority, in violation of the Sonority Sequencing requirement that the sonority of consonants must increase towards the direction of the nucleus. The account that Rubach and Booij (1990) propose is that Polish prosodic words have an extra optional word-initial slot for an extrasyllabic consonant preceding the regular syllables, which is exempt from the requirements of the Sonority

Sequencing condition. This analysis implies that allowing for these marked consonant clusters is not to be seen as a property of lexical morphemes, but of the prosodic words that corresponds with such norpheines.

The special phonotactics of word edges is dealt with in Optinality Theory in the form of alignment constraints (McCarthy and Prince 1993). The basic idea of this approach, which makes crucial use of ranked output constraints in computing the phonetic form of words, is that there are alignment constraints that require the alignment of prosodic and granmatical boundaries. According to McCarthy and Prince (1993), the language Axininca Campa has word-initial onsetless syllables, whereas word-internally a vowel hiatus must always be filled by an epenthetic consonant. The relevant alignment constraint blocks the insertion of an epenthetic consonant in word-initial position. If epenthesis took place, there would be no alignment of the left edge of the prosodic word with the left edge of the (vowel-initial) morpheme. That is, the alignment constraint is ranked higher than the constraint that penalizes empty onsets. Note, however, that this analysis does not directly express that the left edges of Axininca Campa morphemes can begin with a vowel, even though syllables in this language normally begin with a consonant. The alignment mechanism allow's for a difference in nnake-up between the edges of morphemes and syllables, but does not express it.

### 3.3 Phonotactic differences betzueen simplex and complex zoords

As briefly mentioned at the end of §2, the range of phonotactic patterns in morphennes may be smaller than in complex words. Harris (1994) presents a number of observations on the phonotactic differences betwreen simplex words and complex words in English. For instance, one wil not find a heterosyllabic sequence $/ \mathrm{pt} /$, as in laptop, within a norpheme (except for loans like helicopter), even though a heterosyllabic cluster /pt/ would not violate the syllable structure constraints of English: a syllable can end in a /p/, and begin with a /t/. The sane applies to the cluster / $\mathrm{pw} /$ : a proper name like Sopioith, which is historically a compound, is exceptional in this respect, and thus betrays its historical origin as a compound. Such opaque compounds tend to be adapted to the phonotactic patterns. The proper name Greemuich with the sequence /nw/ is now pronounced without the /w/, thus adapting to the phonotactic constraints for monomorphemic words (Harris 1994: 51).

The observation that certain consonant clusters only occur at morpheme boundaries is often used in linguistic analyses for assigning multi-morphemic status to words (see CHAPTER 46; POSITIONAL EFFECTS IN CONSONANT CLUSTERS). For instance, many words in the Amerindian langlage Athapaskan are considered to be compounds, even though the constituents do not occur as words by themselves, because they contain consonant clusters that are characteristic of morpheme boundaries (Rice 2009; 546).

Phonotactic differences between root morphemes and complex words have also been observed for vowel harmony (cf. $\$ 4$ for a more detailed discussion of such facts for Turkish). The necessity of a separate morpheme structure condition on vowel combinations in roots is explicitly defended in the analysis of Hungarian vowel harmony in Vago (1976); see also chapter 1.23: hungarian vowel harmony. Harvey and Baker (2005; 1459) observed that in the Australian language

Warlpiri, a language with vowel harmony with respect to the feature [round], the sequence [-round][round] is not permitted for two consecutive vowrels (with intermediate consonants) within roots, whereas the disharmonic sequence [+round] [-round] is. They account for this difference not by assuming an agreement constraint, but by proposing separate constraints for each type of disharmonic sequence. In addition, there is a constraint of root identity that requires the feature specifications for [round] to be preserved in the output. Thus they do not need to assume two rules of vowel harmony, a morpheme structure constraint and a phonological constraint that applies to complex words, and the duplication problem is avoided. Note, however, that this analysis requires reference to the root, a type of morpheme, as the domain of an identity constraint. That is, reference to morphemes in phonological constraints is still required.

Different phonotactics may also play a role in recognizing the lexical category of a word. In Dutch, there is a marked difference in phonological make-up between simplex nouns and simplex verbs. Verbs tend to consist of at most two syllables; if there is a second syllable, it will end in a schwra followred by a liquid. Nouns, on the other hand, allow for a larger variety of phonological structures, such as those consisting of three or more syllables, or ending in a full vowel. It appears that speakers of Dutch are able to categorize words as nouns or verbs on the basis of such phonotactic knowledge (Don and Erkelens 2006).

In sum, the distributional properties of segments within morphemes relate to the phonological rules or constraints of the relevant language, but not all norpheme-internal phonotactics can be reduced to these nore general phonological regularities. In the words of Stanley (1967: 397): "The constraints holding within single morphemes are more restrictive than the constraints which characterize larger units."

## 4 The duplication problem

The problem that the assumption of both MSCs and P-rules seems to lead to unnecessary complications of the grammar was noted by Stanley (1967). For instance, Turkish has two general P-rules of vowel harmony that also predict the distribution of vowels within morphenes: all vowels agree in backness, and high vowels agree in roundness (see CHAPTER 118: TURKISH VOWEL HARMONY). As Zinmer (1969:310) points out:

> The restrictions on vowel co-occurrence within almost all bases of Turkic origin are nearly the same as those just described for suffix vowels; thus for the "harmonic" part of the lexicon, there are two MISC's which replicate, to a great extent, the vowel-harmony rules that determine the selection of vowels in suffixes. There is, however, a large number of loanwords to which these vowel harmony MSC's do not apply, - e.g. /ginnah/ 'sin', /kalem/ 'pen', /sosis/ 'sausage', /virǎ̌/ 'curve'.

In addition, there is an MSC that does not double as a P-rule, the Labial Consonant MSC (Zimmer 1969: 312):
(10) After /a/, a [+high] vowel agrees in labiality with a preceding [+labial] consonant.

An example of a morpheme that obeys MSC (10) is Karpuz 'watermelon', in which the second vowel is round, even though the first vowel is non-round. This is an interesting MSC for the debate on the redundancy of MSCs, since it has no P-rule counterpart.

This duplication problem, already noted by Stanley (1967), is discussed by Anderson (1974: ch. 16). Anderson observes that many Turkish morphemes such as kita.p 'book' are disharmonic, but do not block the application of vowel harmony rules once they have been suffixed. Anderson therefore concludes that we need both MSCs and P-rules for vowel harmony in Turkish, since they may be subject to different idiosyncrasies. In Anderson's view, the relation between MISCs and P-rules dealing with vowel harmony is a functional one, which need not and cannot be expressed formally by unifying them into one rule.
Shibatani (1973) proposes that such constraints should be considered to be both MSCs and Surface Phonetic Constraints (SPCs). A constraint can be marked as an MSC, a SPC, or both an MSC and a SPC. Clayton (1976) argues that constraints that hold for underlying forms of morphemes only are unmotivated, and do not reflect the speaker's knowledge of his/her language. Therefore, Clayton claims that Surface Phonetic constraints suffice.

The duplication problent is also considered by Kiparsky (1982: 167-170), in the framework of Lexical Phonology (see also Kaisse and Shaw 1985: 25; cilapter 94: lexical phonology and the lexical syndrome). In this framework, phonological rules apply cyclically. Rules apply either in a structure-adding fashion or in a structure-changing one. Rules only apply in a structure-changing fashion in derived environntents, i.e. in environments created by the previous application of a morphological or a phonological rule (see Booij 2000 for a survey of this theory). Kiparsky (1982) proposed that there are no Morpheme Structure Rules. The lexical representations of morphemes are underspecified; that is, predictable properties are omitted. On the first cycle, phonological rules spec:fy these features; i.e. they fill in the blanks. If a word is complex, the same rule can apply in a structure-changing fashion on the next cycle, since the complex wrord is a derived environment. For instance, the Dutch rule that requires obstruents to have the same specification for the feature [voice] as an adjacent obstruent can be applied as a blank-filling rule to the underspecified feature matrix for /x/ in a word like achter /axtar/ 'back', and it can be applied in a structure-changing fashion in a complex word like as-bak 'ash-tray' (underlying /as-bak/; phonetic fornn [az.bak]). In English, the place of articulation of the nasal consonant in damp can be left unspecified, and filled in by the rule of Nasal Place assimilation, whereas the same rule will change the underlying coronal nasal $/ \mathrm{n} /$ into [ m ] in the derived word compress (underlyingly con-press).

Such an analysis can also deal with exceptions to MSCs. For instance, the Dutch word inker /Imkar/ 'bee-keeper', which is synchronically a simplex word, violates the constraint on homorganicity of nasal-obstruent clusters. In Kiparsky's proposal, this is no problent: the nasal consonant will be fully specified as being labial, and the rule that predicts the feature [velar] for a nasal followed by $/ \mathrm{k} /$ is blocked from applying because feature-changing applications of this rule are allowed in derived environments only.

In the case of Turkish vowel harmony, the same solution would apply. Disharmonic roots are fully specifiet, and therefore the P-rules of vowel harmony
are blocked from applying to these morphemes, whereas they will apply in derived environments, to the vowels of the suffixes.

In short, in Kiparsky's proposal, the duplication problem is solved by abolishing the class of morpheme structure rules, and having P-rules apply in two different fashions. However, not all types of generalizations over the phonological shape of morphemes mentioned above can be expressed this way. This applies in particular to prosodic conditions on the shape of inorphemes.

### 4.2 MSCs in Optimality Theory: Lexicon optimization and output-output faithfulness

Optimality Theory (OT) does not allow for constraints on the inputs of plonological evaluation. Output constraints are the only mechanisms for expressing phonotactic patterns. This idea of OT is referred to as the Richness of the Base hypothesis. For instance, there is no input constraint that forbids the morpheme *bnik as a morpheme of English. The output constraints will penalize such a form, and evaluate this form in such a way that the optimal output form is not faithful to this form, but different, e.g. blik. Since forms such as bnik will never surface in English, it does not make sense to store an underlying form bnik for blik. This is the effect of lexicon optimization. Thus, the phonological output constraints of a language will be reflected by the input forms. This point of view is foreshadowed in Sommerstein (1974: 73), who argued that judgments about whether a sound sequence is a possible morpheme must be inade on the basis of surface representations.

This idea is discussed in more detail in McCarthy (1998, 2002, 2005), and can be illustrated as follows. Suppose there is a language with the constraint that obstruents are voiceless at the end of a syllable, and with the suffix/-an/ as plural ending for nouns, as in [hut] - [hutan] 'hat(s)'. Furthermore, this language has no alternations of the type [hut] - [hudən]. That is, morphemes that end in an obstruent will always end in a voiceless obstruent. Given the word [hut], the Richness of the Base hypothesis implies that we might assume the underly ing form /hud/ for the singular form. The correct phonetic form [hut] will be computed anyway. However, in an optimal lexicon the underlying form to be chosen will be /hut/ because of lexicon optinnization. This means that of the possible tableaux that select the right form, the most harmonic one will be selected, i.e. the one with the minimal number of violations of constraints. The assumption of the underlying form /hud/ will imply violation of the input-output (IO) faithfulness condition, unlike the underlying form /hut/. IO faithfulness requires the underlying form to be selected as the surface form, unless it is overruled by higher-ranked constraints. The optimal underlying form can be selected by comparison of tableaux, and the selection of the most harmonic one. Thus, lexicon optimization makes restrictions on input forms superf.uous.

If there are no MSCs, the question arises of how to account for constraints that hold for morphemes only. One example of a distributional difference between morphemes and words concerns the distribution of nasals in Dutch. Within morphemes, nasal consonants are always homorganic with a following obstruent (with the exception of inker; cf. §4.1). Hence, we find drump/domp/ 'damp', trand /tant/ 'tooth' and dank /daryk/ 'thanks', but no morphemes ending in */-mt -mk $-\mathrm{pp}-\mathrm{nt} /$. On the other hand, complex words such as the 3rd singular present forms
of verbs always end in $/-t /$, preceded by all three types of nasals: $k$ lim-t 'climbs', zon-t 'sunbathes', zing-t /zint/ 'sings'. If we assume a markedness constraint NC (nasals are homorganic with a following consonant), this constraint nust be blocked from changing a verb form like klimt into klint. McCarthy (1998) argued that this can be achieved by making use of output-output (OO) correspondence constraints. If we rank OO faithfulness conditions for the relation between a base word and its derivatives higher than the markedness constraint NC, a verb form like klimt cannot be changed to klint, because this would violate the requirement of correspondence of the stem of this inflected form with the verbal stem klim.

Nasal assimilation should not be blocked in all derived environments, however. In a prefixed word like compress, the prefix-final $/ \boldsymbol{n}$ / of con-does assimilate to the next $/ p /$. This can be accounted for if we assume that the NC constraint is ranked higher than faithfulness to the underlying form of the prefix, /ksn/. The more general observation is that affixes tend to adapt to roots rather than the other way aron.ind. Hence, in OT analyses it is often assumed that faithfulness constraints for affixes rank lower than those for roots (Alderete 2003). This implies that constraints have to be indexed for particular morphological categories such as root and affix. Therefore, we have to allow for reference to morphological doınains in a system of phonological output constraints.

### 4.3 Domains and strata

Our conclusion so far is that, even when we do not allow for constraints on underlying forms of morphentes, it should be possible to index a phonological output constraint for a particular morphological domain such as the lexical morpheme. This will make it possible to specify distributional constraints that hold for lexical morphemes only. For instance, the Dutch constraint that lexical morphemes and prefixes cannot begin with $/ \mathrm{Cj} /$, whereas suffixes can, is expressible by indexing this constraint for the relevant norphological domains.

As observed in §3, particular phonotactic properties may only hold for certain strata of the lexicon. This is discussed in detail for Japanese by ltô and Mester (1995, 1999, 2001), who argue that "phonological generalizations can be covert by being lexically partial: they hold within a subdonnain of the lexical space, but are violated in peripheral areas occupied e.g. by loanwords or onomatopeia" (Itô and Mester 2001: 274). For instance, in lapanese the palatalization constraint that changes /t/ into /ts/ before /i/ (this constraint also excludes rautomorphemic /ti/ sequences) does not affect loantwords like English ten and party. Therefore, Itô and Mester defend the idea of stratum-specific (ranking of) faithfulness constraints.

A Dutch exanıple of a stratun-specific constraint was mentioned in $\S 2$ : in native Dutch morphemes morpheme-internal obstruent clusters are always voiceless, but this constraint does not hold for ron-native morphemes such as labdn /labda:/ 'lambda', or the brand name Mnzdn /mazda:/. Such non-native morphemes preserve their foreign pronunciation. The word labda, for instance, will not be changed to [lapta:], and Dutch speakers will recognize it as a loan due to this phonological property. Another example is the word-initial cluster ske, which does not occur in Dutch native words, but only in loans from English, e.g. scan and Skype.

A similar distinction between native and non-native morphemes can be observed for languages with vowel harmony: non-native lexical norphemes nay
be disharmonic, and this is not changed through application of the vowel harmony constraints. For instance, the Hungarian noun soför 'chauffeur' is disharmonic (the first vowel is back, the second one is front), and remains so, even though it selects its suffix vowels in accordance with the frontness/backness vowel harmony constraint.

In sum, phonological constraints may have to be indexed for particular morphological categories or for lexical strata.

## 5 Absolute constraints or tendencies?

A final important point of debate concerning MSCs is whether they are absinute constraints or just statistical tendencies. Ziunmer (1969) iivestigated the psychological reality of the Labial Consonant MSC of Turkish (10) mentioned above. Recall that this constraint holds for norphemes only, and is not supported by the two P-rules of vowel harmony. Zimmer made up lists of pairs of nonsense words, and asked subjects, Turkish students in California, to determine which word of such a pair sounds inore like a word that might actually occur in Turkish. In the case of word pairs where the P-rules of vovvel harmony played a role, the results were as expected, with a strong preference for the word in accordance with the vowel harmony constraints. For the pairs that involved the Labial Consonant MSC, on the other hand, there was hardly any difference in number between expected responses (the words in accordance with the MSC) and unexpected responses. Zimnner (1969: 320) therefore concluded that an MSC that is not supported by a P-rule might not be internalized by native speakers of Turkish.

### 5.1 OCP-Place

The psychological reality of OCP-Place, discussed in §2, which excludes identical adjacent place specifications, has been investigated for speakers of Jordanian Arabic (Frisch and Zawaydeh 2001; Frisch et al. 2004). It appears that "Jordanian Arabic speakers do recognize systematic gaps that are violations of OCP-Place as different from accidental gaps involving unrelated consonant pairs" (Frisch and Zawaydeh 2001: 99), even though there are violations of OCP-Place. Frisch et al. (2004) argue that OCP-Place is not an absolute, universal constraint. They consicter the constraint as reflecting the generalizations that Arabic speakers make on the basis of their lexicon. OCP-Place is claimed to be a gradient constraint, since there are quite a number of words that violate it, but in different degrees. "Forıns that violate the constraint to a lesser degree are more frequent than forms that violate the constraint to a greater degret" (Frisch et al. 2004: 182). Frisch et al. also point out that the co-occurrence of homorganic consonants that are non-adjacent (occurring in the first and third positions) is less restricted than the co-occurrence of adjacent homorganic consonants. In other words, the OCP-Place constraint is a gradient, but psychologically real constraint: "the native speaker knows an abstract but gradient OCP Place constraint ('Roots with repeated homorganic consonants are unusual') based on generalizations over the statistical patterns found in the lexicon" (Frisch et al. 2004: 216).

Frisch et al. also looked at the effect of OCP-Place on the borrowing of Italian verbs in Maltese, a variety of Arabic with ınany loans from Italian. The number
of Italian verbs whose consonant pattern conforms to OCP-Place is significantly higher than that of the Italian verbs that violate OCP-Place (but these latter verbs may also be borrowed, and adapted to Maltese). This again supports the psychological reality of such a constraint, w'ithout it being categorical.

These findings suggest that OCP-Place is a gradient constraint that aims at avoidance of similarity: the more similar adjacent consonants are, the more they are avoided. Speakers are able to make phonotactic generalizations about lexical morphemes, but the corresponding constraints need not be categorical.

Statistical tendencies for the composition of various morphological categories such as the root and the stem have been observed by Wiese (2001): $94 \%$ of all German roots begin with a consonant, and $96 \%$ of all German roots end in a consonant. In OT, this can be expressed by alignment constraints that require the left and right edges of a root to coincide with the feature [+cons]. For those roots that violate the constraint, $Ю$ faithfulness will preserve the vowrel at the edges. Note in particular that the tendency to have consionants at the end of roots does not follow from a syllable constraint, since the imiversally most unmarked syllable is the open syllable. Thus, this type of distribution may function as a boundary signal.

### 5.2 Constraints on underlying forms

Dutch exhibits intriguing constraints on sequences of vowels followed by fricatives. The basic generalization is that a vowel is short before $/ \mathrm{f} \mathrm{s} /$, whereas it is long before $/ \mathrm{v} \mathrm{z} /$. Let us call this the VZ constraint. Due to the effect of Final Devoicing, the constraint that obstruents are voiceless at the end of a syllable, this constraint can only be observed directly if the fricative is rot morpheme-final. The following morphemes illustrate this constraint:
(11) short vowel
effen /efan/ 'even' dissel /disal/ 'pole'
long vowel
even /e:van/ 'even' /Evan, e:fan/
vezel /ve:zal/ 'fiber' /kzal, e:sal/

This constraint is violated by a few loanwords like mazzel/mazal/ 'good luck' and prazzel / pcezal/ 'puzzle', and by the native morpheme offen- /uifan/ 'to exercise'. This shows that this constraint is not an absolute condition on pronounceability, but a statistical generalization about morphemes.

This VZ constraint seems to apply to intervocalic sequences only, since we do find long vowels followed by /f s/ at the end of morphemes, as in the singular forms of the following nouns:
(12) graaf [yra:f] 'earl (SG)' grav-en [yra:van] (pi.)
knas [kais] 'cheese (sc)' knz-en [ka:zon] (PL)
However, we can interpret this constraint as also applying to morpheme-final sequences if we assume the constraint to hold for the underlying forms of morphemes. Morphemes like granf and kans end in a voiced fricative underlyingly, as shown by their plural forms, and hence the underlying forms of these morphemes are /yra:v/ and /ka:z/, respectively. There are a few exceptions, such as the
non-native word granf 'graph' with the plural form grafeen [yra:fan]. In the case of $/ \mathrm{s} / \mathrm{vs} . / z /$, the number of exceptions is much higher, since there are a number of verbs like eis-en [zisən] 'require ( 1 NF )' and ruis-en [rœysən] 'rustle (inf)', in which the diphthong, which counts as a long vowel, is followed by [s]. Speakers of Dutch may thus recognize a plural form as grafen as being non-native, whereas the phonetic form of its singular form granf [yra:f] does not betray this stratal property.

If we allow for phonotactic constraints on underlying forms that cannot be observed from their corresponding surface fornis, this enables us to make generalizations about the kind of alternations we may find in a language (Booij 1999). This topic is also broached in Ernestus and Baayen (2003). They raise the question to what extent the occurrence of alternations between morpheme-final voiceless and morpheme-final voiced obstruents in Dutch morphemes is predictable. There appear to be clear regularities. For instance, if a Dutch morpheme ends in a long vowel plus a labial stop, that stop is always an underlying /p/; that is, we do not find the alternation $[p-b]$ for such morphemes. In the case of the fricatives discussed above, we saw that the length of the preceding vowel is a strong predictor of whether the final obstruent is underlyingly voiced or voiceless, although stronger for $/ \mathrm{f} v /$ than for $/ \mathrm{s} z /$. The quest ion is whether language users possess this kind of knowledge. Ernestus and Baayen (2003) tested this by asking subjects to make past tense forms for nonsense words. If the underlying form of the verbal root morpheme ends in a voiceless obstruent, the past tense suffix -te /ta/ will be chosen, and -de /da/ otherwise. It appeared that language users do make use of the phonotactic tendencies involved: there is a strong correlation between the proportion of -te/-de choices for nonsense morphernes and the proportion for existing morphemes with a similar phonotactic make-up. Ernestus and Baayen (2013) therefore concluded that the speaker chooses an underlying representation for a nonsense morpheme that makes it resemble similar morphemes in the lexicon. As was the case for the Arabic roots discussed in §5.1, such phonotactic generalizations concerning morphemes may be statistical rather than absolute in nature. Moreover, they may pertain to underlying forms, where properties are present that may not be accessible in surface form.

This kind of knowledge about the type of alternations that occur in a language may also be formalized without restricting such MSCs to underlying forms. Consider the singular/plural pairs of nouns in Dutch with a stem-final obstruent such as hoed [hut] - hoed-en [hudon] 'hat (sG, rl)'. The voice specification of the stem-final obstruent of the morpheme hoed can only be determined on the basis of the plural form. The plural form is the most informative form of the paradigm (Albright 2005,2008), and we may assume that it is stored in lexical memory. The relation between the two forms can be specified by a schema of the following type:

$$
\begin{equation*}
[x]_{\mathrm{sc}} \leftrightarrow[x-\partial \mathrm{n}]_{\mathrm{PL}} \tag{13}
\end{equation*}
$$

(The symbol $\leftrightarrow$ indicates the correlation between the two forms; $x$ is a variable for a string of segments.) The plural form is the only reliable form for the computation of the underlying form, that is, the form on the basis of which new derived words and inflected forms can be computed. For instance, if we were to coin the adjective hoed-ig [hudəx] 'hat-like', the stem has to end in a /d/. since the phonetic form [hutax] is wrong. That is, an underlying form is not necessarily
a lexically stored representation, but may be computed when necessary for a morphological operation. In the case of Dutch verbs, we need to compute the underlying forin of the verbal stem for the choice of the proper form of the past tense suffix (-te or - de).

Recall now the generalization for Dutch verbal stems that after a long vowel (VV) there is never a $p / b$ alternation: if a singular form ends in [VVp], its plural form will never end in [VVban]. This generalization also holds for nouns, and this can be expressed by the following subschema of (13) ( $y$ is a variable for segmental strings):

$$
\begin{equation*}
\left[y \vee V_{p}\right]_{s_{6}} \leftrightarrow[y \mathrm{VV}-\lambda n]_{R 1} \tag{14}
\end{equation*}
$$

In the case of the Dutch $\mathrm{s} / 2$ alternations discussed above, we might assume sulbschemas like the following for nouns:

$$
\begin{align*}
& \text { a. } \left.\quad[y \mathrm{VVs}]_{s i} \leftrightarrow[y \mathrm{VVz-an}]_{\mathrm{pl}} \text { (as in knas - kazen 'cheese }(\mathrm{sc}, \mathrm{PL})^{\prime}\right)  \tag{15}\\
& \text { b. }[y \mathrm{Vs}]_{s c} \leftrightarrow[y \mathrm{Vs}-a n]_{\mathrm{ec}} \quad \text { (as in kas - kassen 'greenhouse (sc, pL)') }
\end{align*}
$$

If such schemas do not apply to all words, that is, if they are statistical generalizations only, they can be given a weight that indicates their probability.

The generalizations expressed in (15) apply almost exceptionlessly to nouns, and are confirmed by irregular pairs of singular and plural nouns with vowel length alternation. Vowel Lengthening is no longer a regular rule of Dutch, but an idiosyncratic alternation, a relic of Prokosch's Law that applied to Early Cermanic, illustrated here for the noun glas:
glas [ylas] 'glass (SC)' glaz-en [yla:zan] 'glass (rL)'

The correspondence between the length of the vowel and the [voice] specification given in (15) is maintained in these irregular pairs by the combination of vowel length alternation and choice of obstruent: the forms ${ }^{*}[y l a z o n]$ and ${ }^{\text {F }}$ [yla:son] are both i.l-formed.

In sum: whether there is an alternation between a voiced and a voiceless stem-final obstruent for Dutch lexical morphemes can only be determined with 100 percent certainty on the basis of infllected forms such as plurals. Yet, segmental composition of the lexical morpheme may give a clue, in some cases with almost 100 percent reliability. This type of $k$ nowledge may be modeled by constraints on the underlying forms of lexical morphemes, or by alternation schemas of the type proposed in (14) and (15).

## 6 The expressive value of phonotactics

A final phenomenon to be discussed is that particular sound sequences may have a specific semantic or pragmatic value. Sound symbolism is the usual term for such phenomena (see Hinton et al. 1944 for a number of detailed studies). In particular, there are phonaesthemes, recurring sounds or sound sequences, with a particular value. For instance, Marchand (1969: 397) argued that "/// is suggestive of the subjective, emotionally small and is therefore frequent with diminutive
and pet suffixes," and Bauer (1996) also found a cross-linguistic tendency for the use of this vowel in diminutive suffixes (see also Nichols 1971 for consonant sound symbolism in diminutives). According to Marchand (1969), the word-initial sequence $f$ - in words like flick, flip, flap, flash is expressive of brisk, quick novement, and Marchand provides many examples of such phonaesthemes. Such snund combinations are not to be considered as morphemes by themselves; yet they have a particular value. Hence, one may claim that phonotactic properties of morphemes can have an expressive role.

Iapanese has a class of mimetic morphemes, which are sound-imitating or manner-symbolic roots. These morphemes have to be minimally bimoraic, and usually they appear in reduplicated or some other bipodic form (Mester and Itô 1989: 268):
(17) poko-poko 'up and down anovement'
noro-noro 'slow movement'
paku-pakzt 'munching'
patn-patn 'palpitating'
In her study of the expressive value of lexical patterns, Klamer (2002) observed that the violation of general phonotactic constraints in specific classes of lexical items may have an expressive value. That is, a marked semantic value correlates with a marked phonotactic structure. An example from Dutch is the class of monosyllabic words of the type /lVI/, that is, words with the same consonant /l/ in onset and coda. Such words violate the phonotactic constraint or tendency of Dutch that the liquid consonants $/ \mathrm{l} \mathrm{r} /$ in a syllable should be different. Words with this kind of phonotact is may have marked interpretations, as the following examples from Klamer (2002; 273) illustrate:
(18) lal (v) 'jabber, babble, slur one's words'
lel (N) 'earlobe, clout, whopper'
lil (v) 'quiver'
lol ( N ) 'fun, lark, trick'
lul ( N ) 'prick, jerk'
lul (v) 'talk nonsense'
Morphemes in which the vowel of /lVl/ is long do not occur at all.
In sum, the expressive value of phonotactic patterns within morphemes may be considered from a different angle: the violation of a constraint may have expressive value.

## 7 Conclusions

There is no doubt that there are distributional generalizations concerning the phonological make-up of morphernes that need to be expressed somehow in a proper phonological theory. The main theoretical issues are to what extent they can be made to follow from phonological generalizations that also hold for larger units than morphemes, and whether they are absolute constraints, or gradient constraints that express statistical tendencies. MSCs ınay also reveal different layers of the
lexicon. Thus this chapter provides a range of data, observations, and considerations that can be used as a testing ground for the adequacy of theoretical phonological models.
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# 58 The Emergence of the Unmarked 

Michael Becker Kathryn Flack Potts

## 1 Introduction

The term "The Entergence of the Unnarked" (TETU), or iginally coined by McCarthy and Prince (1994), refers to situations where some marked structure is generally allowed in a language, but banned in particular contexts; the complementary unmarked structure thus "emerges." In Nuu-chah-nulth (Wakashan, referred to by McCarthy and Prince by its former name, Nootka), for example, syllables can generally have codas; reduplicants, however, are exceptional in throt codas are
 'naming where', in which unmarked (codaless) syllables emerge in reduplicants despite the presence of marked codas in bases.

TETU effects canne to prominence in phonological theory with the advent of Oprimality Theory (OT; Prince and Snuolensky 1993). In OT ternis, these effects typically follow from rankings like (1), where a markedness constraint $M$ is domincted by a faithfulness constraint F1, which blocks M's activity in some, though cruc tally not all, contexts. $M$ is free to becone active in contexts where F1 isn't relevant; here, M can motivate violation of still lower-ranked faithfulness constraints ( F 2 ).
(1) F 1 $\gg \mathrm{M} \gg$ F2

The Nuu-chah-nulth pattern described above results from a ranking of this type, as shown in (2) and (3). The markedness constraint NoComa is dominated by the anti-deletion constraint IO-Max; this ranking protects underlying codas from deletion, eliminating the unmarked, codaless candidate (2b). Since reduplicants are assumed not to stand in correspondence with inputs, however (chapter 100: reduplication), high-ranking IO-Max is irrelevant in their evaluation. ${ }^{\text {. Because }}$ NoCODA dominates BR-Max, the emergence of unmarked CV syllables is permitted

[^67]in reduplicants. Concretely, candidates (3a) and (3b) are identical, except that the reduplicant in (3b) contains a copy of the coda of the root-initial syllable, while the reduplicant in (3a) doesn't. Because NoCoda dominates BR-Max, the additional NoComa violation in (3b) rules out this candidate in favor of the less marked (3a).

| /t'ims-'i:h/ | IO-MAx | NoCoda | BR-Max |
| :---: | :---: | :---: | :---: |
| Er. a. tyim.s'i: |  | $* *$ |  |
| b. $f$ i.s'i: | $* *!$ |  |  |


| /RED-tyims-ii:h/ | IO-Max | NoCoda | BR-Max |
| :---: | :---: | :---: | :---: |
| as a. ti.tyim.s'i:li |  | $* *$ | $* * * *$ |
| b. tim.tyim.s'i:h |  | $* * *!$ | $* * *$ |

lncreasing attention to TETU effects was a natural result of inquiry into Optimality Theory. As McCarthy and Prince note, TETU is a direct result of two fundamental properties of OT. First, OT is a theory of ranked, violable constraints. Constraints are frequently active in a language even if they are not always satisfied; this is at the heart of TETU effects, which occur when a narkedness constraint is dominated but still active. They observe that this "sharply differentiates OT from approaches to linguistic structure and interlinguistic variation based on parameters, rules, or other devices that see linguistic principles in globally all-or-nothing terms" (1994: 363-364). ${ }^{2}$

Second, distinctions between marked and unmarked structures are fundamental to OT, allowing the existence and emergence of unmarkedness to be formally defined. As McCarthy and Prince explain, "OT (Prince and Smolensky 1993) offers an approach to linguistic theory that aims to combine an empirically adequate theory of markedness with a precise formal sense of what it means to be 'unmarked'" (1994: 333). At the heart of OT are two basic constraint types: those demanding identity, typically between inputs and outputs (faithfulness), and those penalizing particular output structures (markedness) (Chapter 63: markedness and faithfulness constraints; see also chapter 4: markedness). Marked structures are defined as exactly those structures which violate a narkedness constraint. ${ }^{3}$ "Einergence" can be defined with similar precision, again by reference to basic properties of OT: an urmarked structure can be said to emerge in a language if the markedness constraint violated by that structure is dominated by some (typically faithfulness) constraint which blocks its activity in some, but not all, contexts in that language.
§2 elaborates on this basic understanding of TETU as "activity despite domination," surveying three types of cases in which a dontinating constraint is inactive in a particular evaluation, allowing a lower-ranked markedress constraint

[^68]to emerge. $\S 3$ then describes gradient TETU effects found in languages where the emergent markedness constraint is never categorically active. Finally, $\$ 4$ compares true TETU effects with situations where faithfulness, rather than markedness, constraints are active despite domination and thus emergent.

## 2 TETU typology

The typical TETU ranking is $\mathrm{F} 1 \gg \mathrm{M} \gg \mathrm{F} 2$, with M emerging in evaluations where F1 is not decisive. This section will discuss three subclasses of TETU rankings, following from three different contexts in which high-ranking F1 may be rendered inactive. $\S 2.1$ looks at output segments and structures which have no input correspondents and so are invisible to IO-faithfulness constraints; these include reduplicants, epenthetic segments, and syllable boundaries. $\$ 2.2$ considers evaluations in which multiple candidates tie on a particular high-ranking constraint, and $\$ 2.3$ surveys faithfulness constraints which evaluate only some positions or aspects of outputs while ignoring others. In each of these situat inns, a high-ranking constraint is inactive and a dominated markedness constraint becomes active, choosing the winning output.

### 2.1 Output segments and structures without input correspondents

TETU is commonly observed in output structures which lack input correspondents and thus cannot be evaluated by IO-faithfulness. Recall the Nuu-chah-nulth ranking in (2) and (3), of the form IO-F $\gg \mathrm{M} \gg$ BR-F. Because reduplicants have no input correspondents in this theory, they camnot be evaluated by IO-faithfulness, allowing the effects of $M$ (NOCODA in Nuu-chah-nulth) to emerge. This section describes similar TETU patterns found in two other structures which are present in outputs but not inputs: epenthetic segments and syllable boundaries.

### 2.1.1 Epenthesis

Kager (1999) observes that markedness constraints which are generally freely violated in a language often determine the quality of epenthetic segments (criapter 67: vowel epenthesis). These segments are typically featurally unmarked; epenthetic vowels like [i], [ i ], and [ a ], and consonants like [?], [ h ], and glides, are cross-linguistically common, while marked segments like [f] and [æ] are rarely epenthesized. ${ }^{4}$ This is due to TETU rankings like IO-IDENT $\gg \mathrm{M}$, where $\mathbf{M}$ is a featural markedness constraint. When a constraint demanding identity between input and output features nutranks markedness (here, IO-Ioenr >> M), the latter has little power to ban marked features in the language as a whole. While the presence of an epenthetic segment violates the anti-epenthesis constraint Der', its lack of an input correspondent means that it is invisible to high-ranked IO-IDENT; thus, epenthetic segments are subject to markedness constraints which require them to have unmarked feature values.

[^69]
### 2.1.2 Syllable structure

Not every aspect of linguistic outputs is evaluated by faithfulness constraints; some output properties, like prosodic structure above the mora level, are generally taken to be governed by markedness constraints only (chal’rer 33: syllable-in'teknal structure). In a language like Timugon Murut (Austronesian), where Dep >> Onset as in (4) and (5) (MicCarthy and Prince 1994), the dominated markedness constraint Onset emerges to make decis wons in cases where Dep cannot distinguish between candidates. Der's high ranking results in a language where epenthesis never occurs in order to avoid onsetless syllables, thus allowing words like [ambi'luo] 'soul' in (4). Dep (and similarly Max, Ident, etc.) cannot, however, distinguish between the candidates in (5), which differ only in syllabification. Because faithfulness constraints cannot see these differences, the decision is handed down to the emergent inarkedness constraint Onset.

| /ambi'luo/ | DET | ONSET |
| :---: | :---: | :---: |
| ard a. am.bi.'lu.o |  | $* *$ |
| b. 'am.bi.'Iu.?o | $* *!$ |  |

(5)

| /ambi'luo/ | DEr' | OnSET |
| ---: | :---: | :---: |
| a. am.bi.'lu.o |  | $* *$ |
| b. ann.bil.'u.o |  | $* * *!$ |

Cross-linguistically, the markedness constraint Onset commonly triggers epenthesis, deletion, and other changes to prevent onsetless syllables. But its effects can also enmerge even in languages like Timugon Murut, where Onset is crucially dominaited and so cannot require all syllables to have onsets; here, Onset nonetheless requires syllabification of available consonants as onsets rather than codas. This contrasts with a parameter-based view of phonology, where onsetless syllables are present only when the OnSET parameter is "off," and thus cannot affect syllabification in any way.

### 2.2 Output candidates not distinguished by dominating constraints

Unmarkedness can also emerge when multiple output candidates are evaluated identically by all constraints dominating the emergent markedness constraint. This section discusses allomorph selection, which has been traditionally analyzed as a TETU effect of this sort within OT, as well as a similar example from the syntax-phonology interface.

### 2.2.1 Allomorpliy

Mascaró (2004) observes that when a morphenee has multiple underlying forms, Gen supplies candidates that vary in the forms they correspond to (citarter 99: phonolocically condtioned allomorph selection). In cases like Englisha/an, where the indef unite article has two lexically listed allomorphs, some members of the candidate set stand in correspondence with underlying $a$, while others stand
in correspondence with underlying an. For this reason, the two output candidates shown in (6), a wug and *an wug, tie on all high-ranked IO-faithfulness constraints. While the ranking of faithfulness constraints (here, simply Faith) above NoCooa generally permits codas throughout English, NoComa nevertheless emerges as decisive here, ruling out ${ }^{*}$ an tuing in this unique case where multiple possible outputs are equally faithful to their respective inputs. ${ }^{5}$
(6)

| $\{n, a n\} /$ wag | Faith | NoCooa |
| :---: | :---: | :---: |
| E* a. a.wag |  | $*$ |
| b. an.wag |  | $* *!$ |

A more complex TETU analysis of lexically specific allomorph selection is offered in Becker's (2009) discussion of the Turkish aorist (Lees 1961; Napikoglu and Ketrez 2006). The aorist suffix has two allomorphs: /-Ir/, with a high vowel, is used after all polysyllabic roots; /-Er/, with a non-high vowel, is used after all monosyllabic obstruent-final roots (the backness and height of these vowels are determined by vowel harmony; ciapter 118: turkisit vowel itarmony). Monosyllabic sonorant-final roots allow lexical exceptions: some take /-Ir/, while others take /-Er/.

| shape of stem | affix |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| polysyllabic | -Ir | [gere'k-ir] | 'reed' | [tali's-ir] | 'work' |
| obstruent-final monosyllabic | -Er | [sa't-ar] | 'sell' | [seip-er] | 'kiss' |
| \{r I n\}-final monosyllabic | -Ir | [ka'I-ir] | 'stay' | [g(e'r-yr] | 'see' |
|  | -Er | [da'l-ar] | 'dive' | [œ'r-er] | 'knit' |

Turkish vowels are typically faithful to their underlying height specification, both in roots and in affixes; for example, the affix /-E/ (Dative) (e.g. [je're] 'to the place') contrasts with the affix /-I/ (3sc ross) (e.g. [je'ri] 'his/her place'). This indicates that IoEnt[high] outranks both of the markedness constraints in (8). When two allomorphs are available to choose front, however, as in these aorist examples, [dent[high] is satisfied regardless of the choice of allomorph; the markedness constraints can thus emerge as decisive. (9) illustrates how *' $\sigma /$ high consistently selects the /-Er/ allomorph in monosyllabic obstruent-final roots.
(8) a. *'cs/high

No stressed high vowels.
b. *RER

No non-high vowels between sonorants.

| /sat-[-Er, -Ir!/ | Ident[high] | ${ }^{*} \sigma /$ high | ${ }^{*}$ RER |
| :---: | :---: | :---: | :---: |
| ar a. sa't-ar |  |  |  |
| b. sa't-ir |  | ${ }^{*}!$ |  |

[^70]The situation is more complex in the monosyllabic sonorant-final roots, which don't behave uniformly. Some of these occur with /-Er/, violating ${ }^{*} R E R$, as shown in (10), while others occur with /-Ir/, violating ${ }^{*} \sigma /$ high, as in (11). Becker argues that sonorant-final monosyllabic roots are linked to lexically specified constraint rankings: for /-Er/-selecting roots like /dal/, ${ }^{*}$ 's/high >> *RER, while the opposite ranking holds for /-Ir/-selecting roots like /kal/. The overall pattern is one where each markedness constraint is emergent for a particular class of roots. See Becker (2009) for further details of the analysis, including the treatment of polysyllables and mechanisms for learning both affix URs and lexically specific rankings.

| /dal-l-Er,-Ir\}/ | IDENJ[hifh] | *'ry/high | ${ }^{*}$ RER |
| :---: | :---: | :---: | :---: |
| ar da'I-ar |  |  | $*$ |
| b. do'l-ir |  | $*!$ |  |


| /kal-l-Er, -Jr $/$ / | ldent[high] | *RER | *'s/high |
| :---: | :---: | :---: | :---: |
| a. kerl-cir |  | *! |  |
| Lirb, ka'İir |  |  | * |

This TETU analysis of the Turkish aorist accounts for the fact that the lexically specific distribution of this affix is limited to sonorant-final roots. Since "RER is ranked below I ENT[high], its effect can only be observed when a root contributes one sonorant and one of two lexically listed allomorphs (here, of the aorist affix) contributes the other. This contrasts with a diacritic-based approach to exceptinnality; since such an approach isn't based on markedness constraints, it runs the risk of missing phonological restrictions on the distribution of exceptions. See Gouskova (2010) for further arguments in favor of a grammar-based approach to exceptionality (also CHAPTF, 106: EXCEPTI NAIITY).

Rankings in each of these allomorphy examples take the form $\mathrm{F} \gg \mathrm{M}$, where Fcannot distinguish between candidates containing different allomorphs. Because multiple candidates are equally faithful, satisfying $M$ does not require violating a lower-ranked F 2 , as is required in the prototypical TETU cases discussed in $\S 1$. The Turkish example shows that satisfying an emergent markedness constraint can also require violating a lower-ranked markedness constraint, in a ranking like $\mathrm{F} \gg \mathrm{M} 1 \gg \mathrm{M} 2$. This occurs because markedness constraints can conflict with each other, as well as with faithfulness constraints. The following discussion of phonological phrasing and the syntax-phonology interface carries this observation further, demonstrating that markedness constraints can also emerge in contexts where a higher-ranked, conficting markedness constraint is inactive.

### 2.2.2 Plıonological plırasing

Because faithfulness constraints do not evaluate prosodic structure, analyses of phonological phrasing are generally based on rankings of confiicting markedness constraints. While most familiar TETU rankings involve domination by a conf.icting faithfulness constraint, the dominating constraint mnay also be a second niarkedness constraint. That is, dominated M2 may also emerge in a ranking like (12).
(12) $\mathrm{M} 1 \gg \mathrm{M} 2$

Truckenbrodt (1999) proposes an analysis of phonological plurasing based only on markedness constraints; in contexts where high-ranking niarkedness constraints are rendered inactive, Jower-ranking markedness constraints emerge. In Chewa (Bantu, referred to by Truckenbrodt as Chichewa), a complex VP like [V NP NP]vp is produced as single phonological phrase, (V NP NP) $)_{P_{1} P}$, rather than *(V NP) psip (NP) $)_{\text {plp, }}$ as in (13). The large phrase satisfies Wrap-XP, a constraint that penalizes any syntactic phrase whose elements are parsed into snialler phonological phrases. Other dominated markedness constraints express conflicting preferenees for smaller phonological phrases: Align-XP demands alignment of the right edge of each syntactic phrase with the right edge of a corresponding phonological phrase. The winner in (13) incurs a violation due to the first NP, which has no phrase break at its right edge.

The ranking Wrap-XP $\gg$ At.jgn-XP generatly thwarts Al.Ign-XP's desire for additional phorulogical phrases. Align-XP's effects emerge, however, under focus. Align-Foc requires focused verbs to fall at the end of phonological phrases; the ranking Align-Foc >> Wrar-XP rules out candidate (14a). Candidates (14b) and (14c) both satisfy Align-Fec, and both violate Wrap-XP, rendering Wrap-XP inactive as well in selecting the optinnal output. Because these candidates tie on high-ranking constraints, we again see a TETU effect: Align-XP emerges, selecting the unmarked candidate, (14c).

| /IVNPNP] ${ }_{\text {w }} /$ | Align-Foc | Wrar-XP | Alicn-XP |
| :---: | :---: | :---: | :---: |
|  |  |  | * |
| b. (VNP) ${ }_{\text {jon }}(\mathrm{NP})_{\text {FIIP }}$ |  | *! |  |


|  | Align-Foc | Wrap-XP | Alicn-XP |
| :---: | :---: | :---: | :---: |
| a. $\left(V_{\mathrm{FOC}} \text { NP NP }\right)_{\text {Pt, }}$ | *! |  | * |
| b. $\left(V_{\text {FOC }}\right)_{\text {Plp }}(\mathrm{NP} N \mathrm{~N})_{)_{\text {Ihr }}}$ |  | * | *! |
|  |  | * |  |

Truckenbrodt notes that this analysis of Chewa is particularly interesting, due to the non-local nature of the TETU effect: the appearance of an (unmarked) prosodic break after the focused verb causes another break to appear after a subsequent non-focused noun phrase.

### 2.3 Output segments not evaluated by specific faithfulness

This final subsection disch.asses situations where general IO-faithfulness is lowranked, and the emerging markedness constraint is instead dominated by a different type of faithfulness constraint. In other words, these are TETil rankings of the type Special-F $\gg \mathrm{M} \gg$ General-F. We discuss three kinds of faithfulness that can outrank general IO-faithfulness: positional faithfulness, which protects strong positions inside a candidate; output-output faithfulness, which protects the base in a morphologically complex form; and UseListed, which protects correspondents of existing forms in a speaker's lexicon.

### 2.3.1 Positional faithrulness

Beckman (1999) examines patterns where contrasts are licensed only in strong positions like initial syllables, stressed syllables, and onsets. She analyzes these using positional faithfulness constraints, which assess correspondence only for segments in particular output positions (here, onsets).

Catalan (Romance) allows contrastive voicing in onsets, but bans voiced obstruents in codas (chapter 69: final devoicing and final laryngeal neutralization). Beckinan accounts for this with the ranking shown in (15)-(17). Underlyingly voiced coda obstruents are devoiced in surface forms, due to the ranking *VoiObs >> Ident[voice], as in (15). In onsets, however, underlying voicing surfaces faithfully, due to the high-ranking positional faithfulness constraint Ident[voice]/Onset, as in (16)-(17). Here the markedness constraint ${ }^{*}$ VelObs is dominated, yet active in non-onset contexts, making this a TETU effect.

| /griz/ 'gray (masc)' | Ident[voice]/Onset | ${ }^{*}$ VoiObs | Ident[voice] |
| :---: | :---: | :---: | :---: |
| a. 'griz |  | ${ }^{* *}$ ! |  |
| ess. 'gris |  | $*$ | $*$ |

(16)

| /gos-a/ 'dog (Fem)' | Ident[voice]/Onset | ${ }^{*}$ VoiObs | Ident[vice] |
| :---: | :---: | :---: | :---: |
| a. 'go.z. | $*!$ | $* *$ | $*$ |
| mas. 'gu.sa |  | $*$ |  |


| /grix-a / 'gray (fl.m)' | Inent[voice]/Onset | * VoiObs | I Ent[voice] |
| :---: | :---: | :---: | :---: |
| mar a. 'gri.za |  | ** |  |
| b. 'gri.sa | *! | * | * |

In addition to protecting phonol ongically strong positions (initial syllable, stressed syllables, onsets), positional faithfulness may also protect morpholog'ically strong contexts such as roots (McCarthy and Prince 1995) and nouns (Smith 1999, 2001; see also chapter 102: category-specific effects). Smith notes that in Spanish, stress is lexically marked in nouns buit predictable in verbs. She analy zed a range of such patterns using noun-specific faithfulness constraints ( $\mathrm{F} /$ Noun) in the ranking schema $F /$ Noun $\gg M \gg F$. Here, nouns may be faithful to lexically specified stress thanks to high-ranking F/Noun; in verbs, however, stress is instead governed by emergent markedness constraints.

The activity of markedness constraints in all of these rankings, despite their domination by a conflicting (here position-specific) faithfulness constraint, identifies these as TETU effects. There is a significant difference, however, between many positional faithfulness patterns and most other TETU patterns. In the TETU ranking schemata discussed in previmus sections, general lO-faithfulness constraints dominate emergent markedness constraints. Here, though, markedness dominates (general, though not position-specific) IO-faithfulness. This results in different surface distributions of the emergent unmarked structures.

Typically, when IO-F $\gg \mathrm{M}$, marked structures are licensed in most contexts throughout the language; unmarkedness energes in specific, less frequent contexts like reduplicants, epenthetic segments, or allomorphs. When TETU results
from high-ranking positional faithfulness, however, the reversed ranking $M \gg$ IO-F can result in a language which is largely unmarked; in these languages, marked structures are restricted to the specific set of contexts protected by the positional faithfulness constraint. When this set of markedness licensing contexts is small, as for Faitit/gl or Faitir/'es (faithfulness to word-initial and stressed syllables, respectively), unmarked structures are required in the majority of contexts: the set of positions in which markedness may occur is atypically smaller than those where unmarkedness is required.' This distributional pattern will be discussed further in §4.

### 2.3.2 Output-output faithfulness

Another family of constraints which evaluates only some outputs and so gives rise to TETU effects is output-output (OO) faithfulness (Benua 1997). OO-faithfulness constraints evaluate correspondence between the base of a morphologically complex word and that base's stand-alone surface form. Harris (1990) discusses eximples of Aitken's Law in dialects of the Central Scottish Lowlands. Here, stressed vowels in roots have predictable length: when followed by any consonant other than /r v $\partial \mathrm{z} /$, vowels are short; otherwise, they are long. /i $\Lambda /$ are exceptions, remaining short in all positions. (See also Chapter 20: THE REPREsENTATION OF vowel lengtit.) For example, stop-final feed has a short vowel, while the open syllable key has a long vowel. The past tense keyed, however, keeps the long vowel which is present in its base key, despite its final stop coda. This can be attributed to protection from high-ranking OO-FalrH, as described below (Benua 1997; PvicCarthy 2002).

Because OO-faithfulness constraints target only a subset of a language's output forms - those which are morphologically complex - they can give rise to TETU effects. A ranking like OO-F $\gg \mathrm{M} \gg 10-\mathrm{F}$ operates much like the positional faithfulness TETU ranking discussed above. The markedness constraint *V:C] ("no long vowels in syllables closed by any consonant other than /r v dz/") dominates IO-faithfulness; tableau (18) shows that this results in a language which is typically unmarked: long vowels are absent from closed syllables. Long vowels appear in open syllables, as in (19); because OO-I vent(length) >> *V:C], long vowels also appear in closed syllables in morphologically complex forms derived from roots with long vowels, as in keyed [ki:d] (cf. key [ki:]) in (20).

| /fiisd/ | OO-ldo(length) | $\mathrm{V}: \mathrm{C}]$ | 10-Itollentrith |
| :---: | :---: | :---: | :---: |
| ${ }^{3} \mathrm{~s}$ a. fid |  |  | * |
| b. fi.d |  | *! |  |

(19)

| /ki:/ | OO-ld(lengh ${ }^{\text {a }}$ ) | $\mathrm{V}: \mathrm{C}]$ | IO.In(length) |
| :---: | :---: | :---: | :---: |
| a. ki |  |  | *! |
| $\cdots$ b. ki: |  |  |  |

[^71]| $/$ ki:-d/ | OO-ld(length) | V:C] | IO-ld(length) |
| :---: | :---: | :---: | :---: |
| a. kid | $*!$ |  | $*$ |
| ta b. ki:d |  | $*$ |  |

Here, again, a narkedness constraint is active in the language despite its domination by (here, OO) faithfulness. Similar TETU effects are possible in other theories that use faithfulness relations between members of a paradigm, such as McCarthy's (2005) Optimal Paradigms.

### 2.3.3 UseListed

Zuraw (2000) proposes an additional novel kind of faithfulness constraint, UseListem, which protects items that are listed in a speaker's lexicon. Listed items include all roots and all morphologically complex forms that a particular speaker has heard, with more frequent items assumed to be more strongly listed.

In producing a previously heard, morphologically complex form, the speaker luas two options: they could use either the lexically listed forms of the root and affïxes as inputs to the grammar, or they could instead use the single lexically listed complex form (again, as input to the grammar). Zuraw proposes that these two possible input structures compete in a single evaluation, with UseListed penalizing outputs derived from productive combinations of morphemes.

For novel roots and novel coniplex forms (i.e. nuvel combinations of roots and affixes, even if a speaker is familiar with each morpheme in other contexts), however, no lexical listing is available. Thus outputs based on any of these forms will violate UseListed equally. Markedness constraints ranked below UseListed can therefore emerge in evaluations of unfsumiliar items, as in Hayes and Londe's (2006) analysis of Hungarian vowel harmony.

The Hungarian dative appears with a back vowel when the root's final syllable has a back vowel ([glyko:z-nok] 'glucose-dat'), and it appears with a front vowel when the root's final syllable has a front rounded vowel ([fofarr-n $k \mathrm{k}$ ] 'chauffeur-bat') (CHAPTER 123: HUNGARIAN VOWEL HARMONY). When the root's final syllable has a front unrounded vowel, some items take a front suffix ( $\{$ tsi:m-nek] 'address-dAT') and others take a back suffix ([hi:d-nok] 'bridge-DAT'). Taking a back suffix is especially likely when the final front unrounded vowel is preceded by a back vowel ([a:tse:l-nok] 'steel-dat'). Here, the relevant markedness constraints will be Local[e:], which penalizes back vowels in the syllable imunediately following an [e:], and Distar.[back], which penalizes front vowels in any syllable following a back vowrel.

Hungarian speakers agree on the dative forms of familiar (lexically listed) items such as [a:tse:l-nok]. UseListed is decisive in these cases, preferring the listed form over productive combinations of the root and the suffix, and thus rendering lower-ranked markedness constraints on vowel harmony inactive. The two candidates (21a) and (21b) are generated from the listed form [a:tse:l-nok], and thus satisfy Uselisted (despite the unfaithful surface form of this input in (21b)). The second two candidates are generated productively by combining the root /a:tse:l/ with the dative suffix, and are thus ruled out by UseListed.
(21)

| /a:tse:l-\|nek, nok\}/, <br> listed: [a:tse:1-nok] | $\begin{gathered} \text { Use } \\ \text { Listed } \end{gathered}$ | IDENT [back] | Local [e:] | Distal [back] |
| :---: | :---: | :---: | :---: | :---: |
| Eax a. /a:tse:l-n3k / $\rightarrow$ a:tse:l-nok |  |  | * | * |
| b. /a:tse:l-nok/ $\rightarrow$ a:tse:I-nek |  | *! |  | ** |
| c. /astseil-\{nek, mok\}/ $\rightarrow$ a:tse:l-mok | *! |  | * | * |
| d. /a:tse:1-[nek, nık\}/ $\rightarrow$ a:tse:l-nı.k | *! |  |  | ** |

But when Hungarian speakers hear a novel root containing a back vowel followed by a front unrounded vorvel, e.g. [ha:de:l], the suffix vowel in the dative forms can agree with either root vowel: some speakers prefer [ha:de:l-nok], as in (22a), while others prefer [ha:de:l-n k ], as in (22b). Both candidates in (22) violate UsbListbd, since no lexical listing exists for this novel item, and thus the dative form must be derived productively by combining the root /ha:de:l/ with the dative suffix.

| /ha:de:I-\{nek, nok\}/, listed: [] | $\begin{gather*} \text { UsE }  \tag{22}\\ \text { LisiED } \end{gather*}$ | ldent <br> [back] | Local [e:] | Distal [back] |
| :---: | :---: | :---: | :---: | :---: |
| ${ }_{\text {usp }}$ a. /ha:de:l-\{nck, nok\} / $\rightarrow$ ha:de:l-nok | * |  | * | * |
| o: b. /ha:de:\|-\{n $\%$ k, nok\} / $\rightarrow$ ha:de:l-n $\%$ k | * |  |  | ** |

Hayes and Londe argue that a particular speaker's actual output depends on a stochastic ranking between the two competing markedness constraints on vowel harmony, Local[e:] and Distal[back]. Crucially, as in the Turkish example in §2.2.1, one of these two low-ranked inarkedness constraints emerges; here, this occurs when dominating UseListeb cannot distinguish between candidate outputs for a novel input.

## 3 Gradient TETU

The previous sections have surveyed various ways in which high-ranking constraints can be rendered irrelevant in particular evaluations, allowing lower-ranked markedness constraints to emerge. Of course, not all markedness constraints which are dominated in a particular language emerge; many are ranked too low to ever be active in choosing a winning surface form. Recent work suggests, however, that subtle TETU effects can be identified even for ınarkedness constraints which never distinguish between grammatical and ungrammatical forns.

Consonants in Arabic roots are subject to various co-occurrence restrictions (Chapter b6: morpheme structure constraints). Among grammatical consonant combinations, preferences for particular combinations are found: some are much nore frequent than others in the lexicon, and novel words conforming to the more frequent patterns are judged as more well-formed in rating tasks (chapter 9n: frequency effects). Coetzee and Pater's (2008) analysis of these preferences among grammatical forms casts them as gradient TETU effects, where markedness constraints which are never categorically obeyed nevertheless exert subtle preferences for unmarked forms (chailter 89: Gradibnce and categoricality in
phonological theory). Rankings giving rise to these gradient effects are illustrated in (23) and (24). Roots including both coronal stops and fricatives (e.g. /dasar/ 'to push', represented here as TS) and those containing coronal stops and sonorants (e.g. /dalaq/ 'to spill', represented here as TL) both surface faithfully in Arabic, although these combinations are underrepresented, i.e. they are attested less often than expected, given the overall frequency of each type of consonant. In the lexicon, however, TS roots are more severely underrepresented than TL roots, suggesting that TL roots are in some sense inore easily tolerated. Coetzee and Pater argue that both combinations violate a constraint against roots with two coronals (*TT), while only the dispreferred TS roots violate an additional constraint against roots with two coronals of similar sonority ( ${ }^{*} \mathrm{TT}[\mathrm{son}]$ ).

| /TS/ | Idf.nt(place) | *TT[son] | *TT |
| :---: | :---: | :---: | :---: |
| 2ra. TS |  | * | * |
| b. PS | *! |  |  |


| /TL/ | IDENT(place) | ${ }^{*}$ TT[son] | *TT |
| :---: | :---: | :---: | :---: |
| Era. TL |  |  | $*$ |
| b. PL | $*!$ |  |  |

Here, no inarkedness constraint is ranked highly enough to ban TS or TL outputs. These consonant combinations are protected by faithfulness, and are thus attested and grammatical, but they are not judged by speakers to be quite as well formed as roots that lack OCP violations. TS's additional violation of "TT[son] contributes to its decreased acceptability relative to TL, as observed in the results of word-likeness tasks and similar psycholinguistic experintents. In other words, the markedness constraint ${ }^{*} \mathrm{TT}[\mathrm{son}]$ is active in Arabic even though it is crucially dominated by Ident(place). This activity is evidenced by the underattestation of actual TS roots and the decreased acceptability of novel TS roots, even though it doesn't force unfaithful mappings.

The incorporation of gradient generalizations into the gramniar can also be used to identify relative rankings of undominated narkedness constraints, i.e. the opposite of gradient TETU. If neither of two markedness constraints is ever crucially dominated by a conflicting constraint in some language, the relative ranking of these constraints cannot be determined from either categorical phonotactics or paradigmatic information. This approach, however, allows evidence for their relative ranking to come from gradient phonotactics and psycholinguistic data. Coetzee (2009) compares the grammaticality of English homerganic stops after [s], noting that coronals are attested, as in state, but labials and dorsals are not, as in *skake or *spape (see also Davis 1984, 1991; Frisch 1996; Frisch et al. 2004).

Coetzee's psycholinguistic experiments show that speakers rate *spape as less acceptable than *skake, and both are less acceptable than state. He uses this result to propose that while ${ }^{*} \mathrm{SP}_{\mathrm{S}} V_{p}$ and ${ }^{*} \mathrm{~s}_{\mathrm{K}} V_{\mathrm{K}}$ are both undominated in English, the constraint penalizing *sprp is inore highly ranked than the constraint penalizing *skVk. This view is alse supported by the existence of words that cone close to
violating ${ }^{*} \mathrm{sk}_{\mathrm{K}}$, such as skng, skulk, or squeak, compared writh the non-existence of *spab. *spulp, or *sproeep.

## 4 The emergence of the faithful

As mentioned in §2.3.1, there is an important distinction between the formal definition of TETU and the most intuitive surface-oriented descriptions of these patterns. McCarthy and Prince (1994: 334) define TETU as followrs:

Even in languages where [some markedness constraint] $C$ is crucially doninated and therefore violated, the effects of C can still be observed under conditions where the dominating constraint is not relevant. . . this [is] "ernergence of the unmarked."

The saine passage describes the typical surface pattern that results fromı constraint activity despite donination:
in the language as a whole, $C$ may be roundly violated, but in a particular domain it is obeyed exactly. In that particular doınain, the structure unmarked with respect to $C$ emerges.

Patterns where high-ranking positional faithfulness constraints allow unnarkedness to emerge (e.g. Iment[voice]/Onset >> *VoiObs >> [bent[voice]) demonstrate that activity-despite-donzination rankings can also give rise to a converse pattern: a markedness constraint may in fact be obeyed in the language as a whole, but violated in a particular domain. In these cases, the structure unmarked with respect to the markedness constraint ennerges in the language as a whole, despite its ungrammaticality in a particular domain.

The lack of a necessary connection between a narkedness constraint's activity despite domination and the relative rarity of the resulting unmarkedness is also illustrated in patterns following from the activity of positional markedness constraints. Like positional faithuulness constraints, these are versions of regularly attested markedness constraints which evaluate only structures in particular output positions, e.g. OnSET/erl, a constraint that penalizes onsetlessness in the initial syllable only (Citapter 55: onsets).

An example of this pattern comes from Arapaho (Algonquian, Smith 2002: 127, from Salzman 1956: 53-54). In this language, onsetless syllables occur in non-initial syllables (e.g. the onsetless third syllable in [wo.'?o.u:.so:] 'kitten'), as shown in (25). Word-initial vowels are, however, banned (e.g. *[o.to?]), as shown in (26). These patterns follow from tlue ranking Onset/ $/ 1 \gg$ Dep $\gg$ Onset, and are identical in character to the typical TETU surface pattern: marked structures are licensed in most of the language, but a small pocket of enforced unmarkedness is found in initial syllables. Many other languages of this type are discussed by Smith (2002) and Flack (2009).

| /wo ${ }^{17}$ ou:so:/ | Onset /al | Dep | Onset |
| :---: | :---: | :---: | :---: |
| eis a. wo. ${ }^{17}$ o.us.so: |  |  | * |
| b. wo. ${ }^{\prime 2}$ o. ${ }^{\text {a }}$ i.so: |  | *! |  |


| $/$ /oto? / | Onset/ / 1 | Dep | Onset |
| :---: | :---: | :---: | :---: |
| are a. ho.to? |  | $*$ |  |
| b. o.to? | $*!$ |  | $*$ |

Despite tlue surface similarities between positional markedness patterns and classic TETU patterns, the formal structure of these rankings distinguishes them from TETU rankings. These follow the schematic form $\mathrm{M} 1 \gg \mathrm{~F} \gg \mathrm{M} 2$, rather than the TETU form F1 $\gg \mathrm{M} \gg \mathrm{F} 2$. These patterns thus night be dubbed "The Emergence of the Faithful": F emerges (i.e. is active despite domination) in cases where dominating ONSET/G1 is inactive.

Albright (2004) discusses patterns of this sort, using the term "The Emergence of the Marked" to describe their surface pattern. In Lakota (S'ouan), codas are banned in roots but licensed elsewhere (e.g. affixes, reduplicants, function words). This pattern results front the positional markedness ranking NoCoda-root >>F $\gg$ NoCora; as Albright explains, this pattern is a "mirror image of the TETU configuration: here, greater faithfulness emerges outs ide roots, when a higher-ranked markedness constraint (NoCoba-roor) is inapplicable" (2004: 7). Here, markedness "emerges" in distributionally rare root-external contexts. To be clear, the distributional sense of "emerge" used here is different from the formal sense used by McCarthy and Prince: formally, effects of the constraint which is dominated yet active emerges; distributionally, whichever pattern is not generally permitted (markedness $u s$. unmarkedness) "emerges" in specific, restricted contexts.

## 5 Conclusion

TETU is a property of theories with violable constraints, and sets these theories apart front those with parameters or inviolable constraints. In TETU rankings, a markedness constraint is shown to be dominated in a language, yet active in situations where the dominating constraints are irrelevant. Three types of such situations are surveyed in $\xi 2$. Active-yet-dominated markedness constraints have also been used in the analysis of gradient patterns, as discussed in $\S 3$. Finally, patterns mirroring TETU which result from active-yet-dominated faithfulness constraints are discussed in $\S 4$.

TETU effects, which demonstrate the violability of OT constraints, set OT apart from theories with inviolable constraints, also known as parameters in Principles and Parameters Theory (Chomsky 1981, 1986). In Principles and Parameters Theory, the learner starts with parameters set to their default, or unntarked, position; parameters can be switched off given evidence from the ambient language. The NoCoba parameter, for instance, will remain on for a speaker of Hawaiian, as this language doesn't allow codas. However, speakers of English or Nuu-chah-nulth will switch the NoCooa parameter off, as codas are generally allowed in these languages. Once off, however, the NoCowa parameter can no Ionger be used to account for the contexts in which these two languages prefer codaless syllables (see $\S 1$ and $\S 2.2 .1$ above), causing a loss of generality in the analysis of these languages (McCarthy 2002: 131-132).

Interest in TETU effects init ially brought attention to a variety of cases where constraints were shown to be active even in languages where they were roundly
violated, e.g. NoCoda in English. This lent support to the view that there is a single, universal constraint set for all languages, which in turn led to fruitful research on how language-specific rankings of these universal constraints could be learned (see e.g. Tesar 1995; Tesar and Snzolensky 1998; and much work since).

Early work in OT typically assumed that this universal constraint set was innate; assumptions of both innateness and constraint universality have begun to lose favor in recent years with the advent of proposals that some or all constraints are induced by learners (Flack 2007; Hayes and Wilson 2008; Moreton 2010).

TETU effects were a najor focus of interest in the early days of Optimality Theory, when the concept of $v$ iolable constraints was new to the linguistic commun ity. With the increased acceptance of violable constraints in theoretical work, cases of TETU no longer attract special attention, even as interest turns to other theories that incorporate violable constraints, including OT-CC (McCarthy 2007), Harmonic Grammar (Legendre ct al. 1990; Pater 2009), and MaxEnt (Goldwa ter and Johnson 2003; Hayes and Wilson 2008).
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## 59 Metathesis

Eugene Buckley

The term metathesis - Greek for 'transposition' - refers to a reordering of segments. This chapter outlines the range of phenomena that fall under this description, and theoretical perspectives on their insightful analysis. Other cross-linguistic surveys of this topic include Webb (1974), Ultan (1978), Hock (1985), Wanner (1989), Blevins and Garrett $(1998,2004)$, Becker (2000), and Hume (2001, 2004).

The term has traditionally been best known for the description of historical sound changes (Charter 93: sound change), often described as sporadic. For example, Osthoff and Brugmann (1878: xiv, n, 1) cite metathesis, along with dissimilation (Cilapter for dissimilation), as lacking the "mechanical" character of regular sound change. Hock (1985), however, argues that diachronic metathesis is regular when it serves to enforce a structural constraint. For example, in early attestations of Persian, as well as in reconstructed forms, clusters of an obstruent or nasal plus a liquid can be found before a final vowel. Loss of that vowel leads to a firtsll cluster with a rising sonority profile (Chapter a9: SONORIty; ctiapter 46: positional effects in consonant clusters); this configuration is repaired by metathesis of the two consonants, so that the more sonorous liquid is closer to the vowel. (The segments involved are underlined in (1).)

## (1) Persinn liquit metathesis (Hock 1985: 534)

| sluxra | $>$ surx | 'red' |
| :--- | :--- | :--- |
| vafra | $>$ barf | 'snow, ice' |
| asru | $>$ ars | 'tear' |
| "namra | $>$ narm | 'soft' |

Although much of the literature discusses historical metathesis - where copinus examples can be found - this chapter focuses on instances of metathesis that are active synchronically. By this I mean alternations in the ordering of segments that appear to be part of a speaker's productive grammatical knowledge, and therefore must be accounted for in theories of linguistic competence. There is of course an intimate connection between diachronic metatluesis and the synchronic alternations that may persist in the grammar as a result, but I will take care to distinguish examples for which only diachronic change is well attested,
and where the results of the change appear to be new underlying forms rather than a new phonological alternation. Similarly, although the emphasis is on phonologically defined patterns, some types of metathesis require reference to morphological context, even if the specific change is expressed in terms of phonological categories.

For most of the twentieth century, metathesis was described either in prose or, as formalisms became more sophisticated, as reorderings of indexed objects in a string. Chomsky and Halle (1968: 361) describe metathesis as "a perfectly conmon phonological process," and permit transformations that effect permutation. In their notation, /skt/ $\rightarrow$ [kst] metathesis in Faroese, showvn below in (3), could be expressed as follows.

## (2) Metathesis as a transformation

| Structural description | s | k | t |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Structural change | 1 | 2 | 3 | $\rightarrow$ | 2 | 1 | 3 |

The need for indexation distinguishes metathesis from inost other processes, such as insertion (chapter 67: vowel erenthesis), deletion (chapter 68: deletion), and featural assimilation (CHAPTER 81: LOCAL ASSIMILATION). In those sorts of changes, whatever elements of the representation remain after the change maintain their relative ordering on their tier. A true featural equivalent to segmental metathesis would be a swap in feature values on the same tier (or at some non-root node), such as a change from LH to HL tone in a context where underspecification of the L with simple shift of H is not a plausible analysis. As noted in $\S 1.4$, there is limited evidence for tonal metathesis of this sort.

Following the most common modern usage, in this chapter I apply the term metathesis to permutations of segments regardless of intervening material. §1 deals with local metathesis, including the sequences CC, CV, and VV, followed by brief consideration of other types. $\S 2$ considers the long-distance metathesis of non-adjacent segments, as well as the displacencent of a segnent that is not exchanged with another. $\S 3$ considers the relation of metathesis to other phenomena with which it shares some formal properties, such as infixation.

## 1 Local metathesis

In local metathesis, two adjacent segments are swapped, without any necessary change in their features, although in some cases other processes may affect the outconne. These can be classified formally according to the segments involved in the reversal: two consonants, a consonant and a vowel (in either order), or two vowels.

### 1.1 CC metathesis

To organize this presentation, I group the processes according to the features of the segments involved. These include the special role of sibilants, place of articulation, and manner of articulation.

### 1.1.1 Sibilants

Sibilant consonants are often observed to reverse order with an adjacent stop consonant (Silva 1973; Hume 2001: 12-14; Seo and Hume 2001; Steriade 2001; 234f.; Blevins and Garrett 2004: 139f.; Hume and Seo 2004: 36-39). An example is found in Faroese, where /sk/ followred by /t/ is reversed (Lockwood 1955: 23f.).
(3) Faroese metathesis of /sk/ (Lockwood 1955: 24)

| masculine | neuter |  |
| :--- | :--- | :--- |
| f\&sk-ur | feks-t | 'fresh' |
| rask-ur | raks-t | 'energetic' |
| dansk-ır | daukss-t | 'Danish' |

As noted above, metathesis has typically been considered a sporadic or irregular process, unlike phenomena such as assimilation that can often be described in very general and regular terms (see Hume 2001: lf. for representative quotations). But the Faroese reversal illustrates that a process of metathesis can be fully regular while also quite restricted in scope, simply because the necessary configuration does not often arise. Thus the neuter noun suffix / / provides tlue environment for reversal of stem-final /sk/; but a similar environment in verbs also triggers the changes, as can be seen in /uyıks-ti/ 'wish (rast sc)' compared to the present singular /urnsk-ir/ with the underlying ordering thanks to the following vowel (Hume 1999: 294).

It was traditionally clainned that inetathesis yields sequences that are in some way better formed than the isput ordering, usually in the sense of "ease of articulation" or satisfying a language's phonotactic constraints (Wechssler 1900: 497; Grammont 1933: 239; Ultan 1978: 390). More recent work has placed greater emphasis on the role of perception (charter 98: speech rerception and rhonology), and on historical explanations for how netathesis arises (CHAPTER 93: sound change). Faroese can be seen as auditory metnthesis - the tenuporal decoupling of the noise of a fricative, especially a sibilant, from the surrouruling signal, which can lead to a sibilant and an adjacent stop being reinterpreted as occurring in the opposite of the original order (Blevins and Garrett 2004: 120). A segment often moves to a position in which it is more easily perceptible, especially due to the formant transitions in an adjacent vowel (Hume 1999: 295f.; Seo and Hume 2001: 215-217). Thus Faroese metathesis places the stop /k/ in a more perceptible position, adjacent to the preceding vowel, while the sibilant remains perceptible without an adjacent vowel. This directionality suggests that confusibility in the ordering of the segments is not the sole factor, since symmetrical confusion predicts randont reordering according to the two possible interpretations of an ambiguous auditory signal (Steriade 2001: 233-235); but see Blevins and Garrett (2004: 119f.) for a defense of the misperception account. The outcome in particular languages may depend on prosody, such as the location of stress, and phonetic detail, such as the release of final stops; such differences may explain the symmetrically opposite changes in Late West Saxon (/frosk/ $\rightarrow$ [froks] 'frog') and a certain variety of colloquial French (/fiks/ $\rightarrow$ [fisk] 'fixed') (Blevins and Garrett 2004: 139f.).

A transformational rule that reverses the order of segments does not make reference to the apparent motivations of the reordering, such as an improvement in markedness (charter 4: markeuness). But like other phonological processes,
metathesis may operate in order to satisfy the phonotactic restrictions of a language. That is, just as the place assimilation in anba $\rightarrow$ ambn satisfies a condition that nasal codas nust agree in place with a following stop, so a metathesis such as inma $\rightarrow$ imno in (6) satisfies a condition on the sequencing of coronal and labial consonants. Recent approaches have attempted to capture this insight and to treat metathesis more on a par with other processes.

In the surface orientation of Optimality Theory (Prince and Sınolensky 2004), the expected Faroese sequence [skt] can be penalized by a constraint against a stop that occurs between two other consonants (Hume 1999: 298), whether it is defined directly in terms of perceptibility or as a more abstract conffiguration. This pressure must dominate the correspondence constraint Lineariry, which otherwise prevents reorderings of segments, and obviously plays a central role in the analysis of metathesis (Hunve 1998: 149, 68f.; McCarthy and Prince 1995: 371f.; McCarthy 2000: 173). Metathesis occurs only when Linearity is ranked below faithfulness constraints such as Max and Dep; these prevent deletion or insertion of material that otherwise might serve to remedy the surface constraint that metathesis addresses.
(4)

| /raskt/ | *STOP/C_C | Max | Der | Linearity |
| :---: | :---: | :---: | :---: | :---: |
| rab a. raskt | *! |  |  |  |
| b. rast |  | *! |  |  |
| c. rask |  | *! |  |  |
| d. raskit |  |  | *! |  |
| e. rakst |  |  |  | * |

Naturally, no violation of Linearity is required in a form such as [raskur], where the stop $/ \mathrm{k}$ / is adjacent to a vorrel, and the sequence surfaces intact.

Another relatively restricted case of stop-sibilant metathesis is the Tiberian Hebrew hitpa'el verb form, where the /t/ of the prefix reverses with a steminitial sibilant (Malone 1993: 52f; Coetzee 1999: 106; see Malone 1971 for similar facts in other Semitic languages; see also chapter 108: semitic templates). The examples in (5a) show the lack of metathesis with non-sibilants.
(5) Tiberian Hebrew metathesis (Coetzee 1999: 106)
a. hit-pallel $\rightarrow$ hitpallel 'he prayed'
hit-qaddes $\rightarrow$ hitqaddef 'he sanctified himself'
b. hit-sappex $\rightarrow$ histappex 'he felt attached to'
hit-fammer $\rightarrow$ hiftammer 'he protected himself'
hit-śakker $\rightarrow$ hiśtakker 'he gave himself intor service'
hit-zakker $\rightarrow$ hizdakker 'he remembered' hit-s'addeq $\rightarrow$ his't'addeq 'he considered himself righteous'

For Coetzee (1999: 122f.), the motivation for metathesis in exactly this context, when a /t/ would otherwrise precede a sibilant, is that a [t] + sibilant sequence would be subject to reinterpretation as an affricate, a type of segment disfavored in Tiberian Hebrew. He proposes a constraint *t+Similanl against that sequence,
again with relatively low-ranked Linearity. Hume (2004: 222f.), discussing the equivalent metathesis in Modern Hebrew, argues that the poor attestation of [t] + sibilant sequences in Hebrew sets the stage for a reinterpretation with the sibilant in first position: an anıbiguous acoustic signal is likely to be interpreted sequentially according to the most commonly attested ordering of those segments, dependent not necessarily on universal principles, but on the lexicon and grammar of the language in question.

### 1.1.2 Place of articulation

Many instances of CC metathesis depend on place of articulation (Cuapter 22: consonantal place of articulation), with certain orderings of place favored over others. Permutation of this type is found in a range of Malayo-Polynesian languages (Blevins and Garrett 2004; 136). In Cebuano, for instance, a coronal stop or nasal followed by a labial or velar consonant is reversed, optionally in some cases (Blust 1979: 11.0). ${ }^{1}$ The consonants come to be adjacent as the result of vorvel syncope after a vowel-initial suffix is added.
(6) Cebunno metathesis of coronal + non-coronal clusters (Blust 1979: 110)
stem suffixed form

| lutuk | lukt-un | 'put the finger in' |
| :--- | :--- | :--- |
| gitik | gitk-anun $\sim$ gikt-anun | 'ticklish' |
| atup | atp-an $\sim$ apt-an | 'roof' |
| inum imn-a | 'drink' |  |

Stems such as /lakat/ 'walk' that already have the preferred ordering maintain it ([lakt-un]), showing that the process is not simply an across-the-board reversal in consonant clusters. In this case, the favored ordering places the coronal in second position.

The tivo changes in Cebuano - deletion of the vowel and reversal in the resulting cluster - were likely ordered historical events, and this history can be modeled easily by ordered synchronic rules. But the same facts are also consistent with simultaneous satisfaction of two surface constraints in OT. The candidates "[lutukun] and "[lutkun] both violate one of these constraints - by the lack of syncope, or the disfavored consonant ordering - whlereas [luktur] satisfies both, and wins under low ranking of Linearity and Max-V.

| /lutuk-un/ | ${ }^{*}$ VCVCV | ${ }^{*}$ TK | Linearity | MAx-V |
| :---: | :---: | :---: | :---: | :---: |
| a. lutukun | $*!$ |  |  |  |
| b. lutkun |  | $*$ ! |  | ${ }^{*}$ |
| * c. luktun |  |  | $*$ | $*$ |

A phonetic explanation for this type of reordering is co-articulatory metathesis, which results from the overlap in adjacent consonant gestures (Blevins and Garrett 2004:

[^72]136-138); for example, overlapping coronal ( T ) and non-coronal closures ( K ) are perceived as the non-coronal, which leads to reversals such as TK $\rightarrow K T$ in Cebuano (6). A general preference for apicals to follow non-apicals has been cited with regard to metathesis in other languages such as Greek, which may be related to the tendency for coronal codas to assimilate to following non-coronals (Bailey 1970: 348). One abstract phonological approach formalizes the licensing properties of different places of articulation (Rubin 2001: 194-199); unmarked Coronal is a natural hend and licenses the place features of a preceding non-coronal, favoring KT over TK. See also Blust (1979: 102f.) and Winters (2001) on the general preference for coronals to occur second in a cluster.
Some reorderings have considerably more complex origins. In the Kondh branch of Dravidian, sequences of a velar / kg/plus a labial /pb/are reversed. The Pengo examples below illustrate two allonorphs /-pa/ and /-ba/ of the intensivefrequentative or plural action suffix, both of which also occur in contexis without metathesis as seen in (8a). For similar Kui examples, see Hume (2001: 8).
(8) Pengo velar + hbial metathesis (Burrow and Bhattachar'ya 1970: 82f., 201)
a. gru:t-pa- --, gruat-pa- 'fell' huz-ba- $\rightarrow$ huz-ba- 'roast'
b. drik-pa- $\rightarrow$ dripka- 'break'
ku:k-pa- $\rightarrow$ ku:pka- 'call'
ra:k-ba- --; ra:bga- 'sacr:fice'
tog-ba- $\quad-\quad$ tobga- 'be split'
According to Garrett and Blevins (2009: 538ff.), this metathesis pattern arose by re-analysis of complex allomorphy deep in the history of Dravidian. Briefly, causative /p/ could replace the last consonant of the stemt, as in Kolami [1nelg-] 'grow (intr)' and derived [mel-p-] 'rear'. This was interpreted as a rule deleting the velar before the labial, which was extended to other labial-initial suffixes, including the plural action containing [-p-]. This would yield an alternation between simple */ku:k-/ 'call' and plural action "/ku:k-p/-7 *[ku:-p-]. But there is another basic allomorph of the plural action suffix containing /-k-/; if this were added to the existing plural action in order to make the exponence of that category clearer, the result is the pair *[ku:k-] and *[ku:-p-k-], which then gives the appearance of metathesis of the suffixal $/ \mathrm{p} /$ and the stem-final $/ \mathrm{k} /$.

Whatever the historical origin of Pengo metathesis, it became part of the grammar thanks to learners treating it as an active synchronic process. The constraint encoding the Pengo alternation nust penalize a velar + labial sequence; call it * KP. In addition to Max and Dep, it is especially relevant here to include the constraint IdEnt to prevent changes to the features targeted by the phonotactic constraint.

| /togba/ | *KP | Max | Der | Ident | Linearity |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. togba | *! |  |  |  |  |
| b. toba |  | *! |  |  |  |
| c. togiba |  |  | *! |  |  |
| d. toinba |  |  |  | *! |  |
| cab e. tobga |  |  |  |  | * |

Perceptual factors may contribute to such re-analyses. Placing the labial first in the cluster, at least in related Kui, puts it in the stressed syllable, which may enhance its perceptibility; the weak bursts of labial stops reduce the benefit of being located in the onset (Hunce 1999: 296). Experimental evidence indicates that labial place is more perceptible in codas than is velar, and that velars benefit more in perceptibility from being in the onset than do labials (Winters 2001: 238-241). This means that the ordering PK is overall more likely to be heard correctly than KP. Emphasizing historical origin, however, Blevins and Garrett (2004: 136) consider the perceptually based prediction to be PK $\rightarrow \mathrm{KP}$, as attested in other languages stuch as Mokilese /apkas/ $\rightarrow$ [akpas] 'now', and claim that the Dravidian pattern favoring PK could arise only by such means as re-analysis of a morphological pattern.

Segments undergoing metathesis may originate in different morphemes, as in Pengo, but may also occur inside a single morphente. Across a morpleme boundary, the offending cluster is created by concatenation; within a morpheme, the context for metathesis may be created directly by a syncope rule that brings the consonants into contact (as in Cebuano (6)), or a triggering context introduced by concatenation but affecting two consonants that are underlyingly adjacent (as in Faroese (3)).

### 1.1.3 Manner of articulation

Classes of consonants defined by manner, such as liquids or sonorants (see chapter 13: the stricture features), are often targeted specifically by metathesis. (One might also include here the sibilants discussed in §1.1.1.) Metathesis involving the class of liquids is found in a number of languages (Blevins and Garrett 204: 128f.); a historical example from Persian was cited in (1). In Rendille (Cushitic, Kenya), an /r/ and a preceding obstruent or nasal reverse in order after they become adjacent upon deletion of the intervening vowel (Sim 1981: 7, 9f.; Hume 1998: 178; Blevins and Garrett 2004: 129).
(10) Rendille metnthesis of /r/ in chisters (Sim 1981: 7, 9)

| feminine masculine |  |  |
| :--- | :--- | :--- |
| udur-te | úrd-e | 's/he slept' |
| ágar-te | árg-e | 's/he saw' |
| hámar-te | hárm-e | 's/he shivered' |

In the framework of Blevins and Garrett (2004: 121-125), this perceptual metathesis arises when the cues for a sequence of sounds are perceived by the listener as reordered relative to the speaker's intention, which is possible when some feature is realized over a relatively long duration and therefore contains ambiguity of analysis. This is true for consonant clusters as well as vowel-consonant sequences (see §1.2). Besides liquids (chapter 30: the representation of RHOTICS; CHAPTER 31: Lateral CONSONANTS), other segment types with elongated cues include pharyngeals (Chaptrr 25: pharyngrals), secondary labialization (CItapter 29: SECONDARY and double articulation), palatalization (citapter 71: palatalization), and glottalization or aspiration (Blevins and Garrett 2004: 123). Hume (2004: 220-227) argues similarly that ambiguity or indeterminacy in the auditory signal sets the stage for a reinterpretation of linear order, but places a
special emphasis on the role of the specific attested sequences in the language, as discussed for Hebrew above.

In Kambata (East Cushitic, Ethiopia), a suffix-i nitial nasal transposes with a preceding obstruent, and is also subject to place assimilation in this position, as illustrated by [ r k ] and [mb] resulting from an /n/-initial suffix (Hudson 1980: 105); similarly the related language Sidamo (Vennemann 1988: 55) and several other East Cushitic languages (Garrett and Blevins 2009: 532f.).
(11) Kmbata metnthesis of obstruent + masal clusters (Hudson 1980: 105)

$$
\begin{array}{ll}
\text { it-ne:mmi } & \rightarrow \text { inte:mmi } \\
\text { t'u:d-na:mmi } & \rightarrow \text { t'u:nda:mmi 'we will seaten' } \\
\text { oros-na:mmi } & \rightarrow \text { oronsa:mmi 'we will take' } \\
\text { sok-ne:mini } & \rightarrow \text { sorke:mmi 'we have sent' } \\
\text { hab-no:mmi } & \rightarrow \text { hambosmni 'we forgot' }
\end{array}
$$

This metathesis is part of a conspiracy (chapter 70: conspiracies) of changes (including conıplete assimilation and vowel epenthesis) that avoid ill-formed consonant clusters, in this case obstruent + sonorant; see Hume (1999: 300302) for a perceptual-optimization accolu7t. In a novel strategy that anticipates Optimality Theory, Hudson (1980: 109) proposes that affixation generates two outputs with alternate orderings of juxtaposed consonants (such as [itne:mmi], [inte:muni]), where the chnice between the outputs is made according to conditions on phonotactics. This technique would not, however, generalize to examples such as Faroese and Cebuano, in which the relevant consonants are not juxtaposed across a morpheme boundary.

The obstruent + nasal reversal in East Cushitic has been cited as an example of a metathesis that does not result from a conventional source such as a misperception of the ordering of the cues (Garrett and Blevins 2009: 532-537). Rather, it appears to reflect the pressure of other consonant interactions; I illustrate with the facts of Kambata, but follow the argument of Carrett and Blevins, who use data from related Bayso. In some clusters that occur at stem boundaries, we find regressive assimilation, as in $/ \mathrm{rn} / \rightarrow[\mathrm{nn}]$ and /mt/ $\rightarrow$ [nt]; but in others, there is apparent progressive assinilation to create a genzinate, as in /bt/ $\rightarrow$ [bb].
(12) Kambata nssimilation in clusters (Hudson 1980: 105)
a. im-to:?i $\rightarrow$ into:?i 'she dug'
ful-na:mmi $\rightarrow$ funna:mmi 'we will go out'
kam-no:mrili $\rightarrow$ kannornmi 'we forbade'
mar-ni $\rightarrow$ manni 'we,going'
b. ub-to: $\mathrm{P}_{\mathrm{i}} \rightarrow$ ubbo:?i ${ }^{\mathrm{i}}$ 'she fell'
dag-tonti $\rightarrow$ daggonti 'youknew'
t'u:d-tenti $\rightarrow$ t'u:ddenti 'you have seen'
oros-tannti $\rightarrow$ orossa:nti 'you will. go'
If the learner seeks to generalize to a single process of regressive assimilation, then an intermediate step of metathesis is necessary to create the right outconne: $/ \mathrm{bt} / \rightarrow \mathrm{tb} \rightarrow$ [bb]. Extending this to instances of obstruent + nasal, such as /bn/
$\rightarrow \mathrm{nb} \rightarrow$ [mb], also has the effect of preserving the features of the root-final consonant and yielding a nasal + obstruent sequence of the sort that is common in other concatenations. Interestingly, whereas Kambata assimilation and inetathesis apply to all places of articulation, in Bayso both are restricted to coronals, which reinforces the connection; this correlation is found across the East Cushitic languages (Garrett and Blevins 2009: 536f.). From the perspective of synchronic phonology, an unavoidable conclusion is that inetathesis processes are available to the learner, whether the pattern results froin a inisperception of the phonetic signal or a generalization of an existing pattern.

### 1.2 CV metathesis

Ordering reversals of a consomant and vowvel involve many of the same principles of explanation and analysis as CC reversals - for example, the historical reinterpretation of an ambiguous signal, and a synchronic constraint that dominates Linearity. From the examples in the literature, however, synchronic CV metathesis appears to be strongly associated with specific morphological contexts, and the reordering may be the main exponence of a grammatical category, something that is not typical of CC metathesis. But before considering such cases, we examine a few more strictly phonological examples.

### 1.2.1 Phonological reorderings

A well-known case that has been treated as metathesis is Cayuga (Iroquoian), in which a laryngeal consonant /h $/ /$ transposes with a preceding vowel when it occurs in an odd-numbered, non-final syllable (Foster 1982: 69f.; Blevins and Garrett 1998: 509-512). The necessary prosodic context can be analyzed as the weak branch of an iambic foot (Hayes 1995: 222f.; see also chapter 4: the iambic-trochaic law).

## (13) Caynga laryngeal metathesis (Foster 1982: 69f.)

| ks | $\rightarrow$ | d?aes | 'it strikes, chimes' |
| :---: | :---: | :---: | :---: |
| ko?nikŏha? | $\rightarrow$ | g? ${ }^{\text {a }}$ ( nikhwa? | 'her mind' |
| kekaha? | $\rightarrow$ | a'gekhas? | 'my eye' |
| ahanohae? | $\rightarrow$ | a'hanhwae? | 'he washed it |

To some degree, however, it is uncertain whether this process is truly a reversal of segment order or instead a spreading of features across the vowel, resulting in overlap rather than reordering (Foster 1982: 70). Somewhat similar metathesis of vowel $+/ \mathrm{h} /$ occurs in Cherokee when a stop consonant precedes the vowel; the result is that the laryngeal is realized as aspiration on the stop (Flemming 1996; Blevins and Garrett 1998: 520f.).

In the framework of Blevins and Garrett (1998:509f., 2004: 121-125), Cayuga and Cherokee show the results of perceptual metathesis. Just as with the CC metathesis involving liquids and other segment types, the spread of Iaryngealization or devoicing through the vowel leads to the possibility of reinterpretation. Diachronic instances of the same phenomenon include liquid metathesis in Slavic, as in *orbota 'work' > Polish /robota/; and reordering of /r/ with schwa in Le Havre French, such as [bərbi] 'evve' compared to standard [brəbi] (Blevins and Garrett

1998: 513, 16f.). The Slavic example is somewhat unusual, in that it involves an initial sequence undergoing metathesis; reordering is cross-linguistically disfavored for root-initial segınents, since a disruption in that position interferes with effective word reagnition more than netathesis of other segments (Hume and Mielke 2001).

A clearer example of synchronic CV metathesis is found in the Austronesian language Leti, discussed in detail by Hume (1998) and Blevins and Garrett (1998: 541-547). Alternating stem forms in Leti are phonologically conditioned according to the following context; in particular, morpheme-final VC reverses to CV to avoid an illicit consonant cluster within a phrase.
(14) Leti VC metathesis (Hume 1998: 153)
a. ukar lavan $\rightarrow$ ukarlavan 'thumb, big toe'
b. ukar ppalu $\rightarrow$ ukrappallu 'index finger'
ukar muani $\rightarrow$ ukramwani 'middle finger'
There is, additionally, the same reversal in phrase-final position, so that 'finger' appears as [ukra]; here, rather than serving general phonotactics, the metathesized form appears to mark the word as phrase-final (Bonthuis 2001: 37f.).

Because metathesis in Leti affects all consonant types - compare /ulit/ $\rightarrow$ [ulti] 'skin', /metam / $\rightarrow$ [metma] 'black' - it cannot be attributed to the elongated phonetic realization of a class such as laryngeals, and is not perceptual metathesis. Instead, Blevins and Garrett (1998: 539-547) identify it as pseudo-metathesis. By this they mean an alternation in ordering that did not arise historically as a direct reinterpretation of segment order. In the case of Leti, two main steps are posited, with evidence from other patterns within Leti and in related languages. First, an epenthetic vowrel was inserted after final consonants, /ulit/ $\rightarrow$ [ulita]. Although the inserted vorvel was not a copy of the preceding vowel, it nevertheless wrould have been subject to co-articulatory effects of the more palatal or labial quality of a preceding /i/ or /u/, as in [ulitz]. Second, syncope of medial vowels led to loss of that schwa preceding another word beginning CV ([ulitz] $\rightarrow$ [ulit]), but loss of the original medial vowel in other contexts ([ulit? ${ }^{+}$] $>$[ult구] ); luere, however, the vowel quality of the deleted vowel is preserved in the final schwa due to the coarticulation ([ultə ] > [ulti]). Words containing the Iow vorvel, such as /ukar/, do not show palatal or labial co-articulation, but result from the fact that schwa more generally became /a/ in the history of Leeti (thus /ukara/ > /ukra/ > /ukra/). From the point of view of synchronic phonology, the crucial point is that alternations such as [ulit] ~ [ulti] were successfully integrated into the grammar as learners re-analyzed the historical patterns.

### 1.2.2 Morphological context

As noted above, CV metathesis often appears to occur in the presence of a particular morphological trigger, even if the reordering that occurs can be defined phonologically. A famous example, also from Austronesian, is folu7.d in Rotuman. In this language, words appear in two different "phases," called complete and incomplete (Churchward 1940). The incomplete form is derived from the complete by a variety of means, but the default strategy is metathesis of the final CV to VC , often forming a short diphthong with the preceding vowel.
(15) Metathesis in Rotuman plazse alternations (Churchward 1940: 14)

| complete | incomplete' |  |
| :--- | :--- | :--- |
| ho.sa | hoas | 'flower' |
| i.?a | ia' | 'fish' |
| pu.re | puer | 'to rule, decide' |
| ti.ko | tiok | 'flesh' |
| se.se.va | se.seav | 'erroneous' |

The process applies to Ioanwords as well, such as /pe.pa/ $\rightarrow$ [peap] 'paper'. Consistent with many other languages, Rotuman short diphthongs must consist of two vowrels with rising sonority (i.e. movement from a higher to a lower vowel). Where this condition is not met, the incomplete phase is realized in other ways: by dropping a final vowel, as in /to.kiri/ $\rightarrow$ [to.kir] 'to roll'; by fusing two vowels brought together by metathesis, as in /noose/ $\rightarrow$ [mas] 'to sleep'; or by directly changing a vowel sequence to a long diphthong, as in /ke.u/ $\rightarrow$ [keu] 'to push'.

Blevins and Garrett (1998: 527-529) categorize the Rotuman alternation as compensatory metathesis. Historically, this entails an anticipation or perseveration of vowel features across an intervening consonant toward the stressed vowel, leading to "extreme vowel-to-vowel coarticulation." In Rotuman there would have been anticipation of the final vowel in the direction of the preceding stressed syllable, followed by loss of the firal vowel, essentially /hosa/ > /hoasa/ > /hoas/. In some vowel sequences, further changes occurred, such as /inose/ >/moese/ $>/$ moes/ >/mes/. Metathesis of similar origin is alse pervasive in the related language Kwara'ae, where final CV changes in most communicative contexts to VC to mark phrasal boundaries (Sohn 1980: 311f.); the details of Kwara'ae vowel realization lend particular support to the proposed historical origin as compensatory metathesis (Blevins and Garrett 1998: 530f.).

The phases of Rotunnan were originally described by Churchward in complex syntactic and semantic terms, but some recent work has argued that their specific realization depends on prosody, and therefore that they are basically phonologically determined rather than triggered by a morphological or other grammatical context (Hale and Kissock 1998: 120-123). For example, it has been proposed that the desired outcome achieved by metathesis as well as the otlher processes is a word-final heavy syllable (Blevins and Garrett 1998: 531-534; McCarthy 2000: 159, 73f.). From this point of view, the reversal in order is just one way of satisfying the heavy-syllable constraint; there is no specific rule demanding metathesis. This analysis relies on the claim of Hale and Kissock (1998) that the complete phase occurs before monomoraic morphemes such as /-me/ 'hither' in (ho?a-me] 'to bring', and the incomplete before bimoraic morphemes such as transitive /-kia/ in [hoa?-kia] 'to take (TRANS)'. The essential idea is that right-aligned prosodic structure in [ho(?a-me)] requires the sten-final CV syllable to be grouped with the CV suffix in a proper bimoraic foot, and the pressure for a stem-final heavy syllable is thwarted. But in [(hoa?)-(kia)], the stem and the suffix are footed independently, and the stem undergoes metathesis to ensure a stem-final heavy syllable. The same result is predicted in the absence of a suffix.

Kurisu (2001: 187) cites, in addition to certain exceptional suffixes, mininal pairs from Churchward (1940; 15) showing that the two phases can occur in an
identical phonological context, such as complete ['epa la hoa?] 'the mats will be taken' and incomplete ['eap la hoa?] 'some mats will be taken'. This overlap indicates that the phase changes must in some way be triggered by the presence of a morphosyntactic category, the lncomplete Phase. For Kurisu, the high-ranked constraint RealizeMorpieme forces the incomplete to be ploonologically distinct from the complete phase (chapter 1u: phonological sensitivity to morphological structure); the relative ranking of phonological constraints, including Linearity, deterinines exactly how the base forn is modified. The metathesis outconte is favored by the constraint ranking, although particular configurations (such as vowel sequences with falling sonority) lead to otlver outcomes, including fusion of the vowel features. Notably, in this more morphologically oriented approach, there is still no specific morphological demand for metathesis; rather, the drive for distinctness of word forms interacts with phonological constraints to produce metathesis, among other results.

The examples presented so far involve underlying CV claanging to VC, especially stem-finally. The converse change at the left edge, where initial VC changes to CV, is attested in some Northern Paman languages such as Ngkot, following the historical loss of initial consonants (Hale 1976: 17f., 23-28; Blevins and Garrett 1998: 537f., 2004: 135f.).
(16) Ngkot initial VC metathesis (Hale 1976: 23-28)

| *nipul | $>$ | P | > | P |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| *niinua- | $>$ | * jna- | > | nja- | 'to sit' |
| ulan- | $>$ | *ulan- | $>$ | wan- | 'possum' |
| *puna- | > | *uja- |  | W | 'so |
| * 7 al |  | *ali- |  | aj- | ve (DUAI. INCI.)' |
| ami- | > | *ami- |  | maj- | m |

Unlike in Rotuman and a number of other Austronesian languages, however, this meta thesis appears to be diachronic only.
A somewhat similar pattern is found synchronically for a number of verbs in the Nilo-Saharan language Fur (Jakobi 1990: 57f., 64-74; Hume and Mielke 2001: 141f.). These verbs, when preceded by a monoconsonantal person-marking prefix, undergo reversal of the initial CV.
(17) Fur CV metathesis under prefixation (Jakobi 1990: 57f., 64-74)

$$
\begin{array}{lll}
\text { k-ba- } & \rightarrow & \text { kab- } \\
\text { k-teer- } & \rightarrow & \text { keter- drink' } \\
\text { k-lat- } & \rightarrow & \text { kald- } \\
\text { 'we berge' }
\end{array}
$$

Some alternations are quite irregular, such as /li-/ $\rightarrow$ [al-] 'wash' and /tii-/ $\rightarrow$ [ei-] 'catch', so that a plausible alternative is that the allonnorphs are lexically listed. This account would also address the formal problenos in alternations such as /bul-/ $\rightarrow$ [ulb-] ( $\rightarrow$ [ulm-]) 'find', which involve two apparent metatheses (Hume 2001: 18f.); see $\$ 2.3$ below. Even if the allomorphs are listed, however, metathesis was a crucial historical source.

### 1.2.3 Metathesis in templates

Languages with templintic morphology express certain inflectional or derivational categories by changes to the syllable structure of the stem (see chapter 105: TIER segregation; chal"tek 108: semitic temirates). If a particular paradign includes different orderings of $C$ and $V$ elements, then the result is a form of metathesis. Templatically created metathesis generally does not derive from general phonological properties of a language, but rather from potentially arbitrary exponence of a morphological category. For example, a relatively productive metathesis applies to derived Classical Arabic nominal stems two syllables in length; initial /Ca/ is reversed to [aC] and a glottal stop onset is inserted (McCarthy and Prince 1990: 213f., 279f.). Examples include /kabar/ $\rightarrow$ ['akbar] 'greater, greatest' and /dzanib-at/ $\rightarrow$ [’adznib-at] 'wings'; compare the underived forms [kabi:r] 'great' and [djana:b-at] 'wing', without metathesis. The change cannot be treated as a general phonological process, because it is limited to certain morphological categories, and does not occur in verbs such as /katab/'he wrote' (*[?aktab]).

In Mutsun, a Costanoan language of northern California, templatic alternations include the reversal of a stem-final sequence of vowel and consonant; the primary stem is consonant-final and the derived stem is vowel-final (Okrand 1979: 126f.). The choice between alternate verb sten forms depends on what suffix is added; in other cases (18b) the primary stenn is a noun, and the derived sten is a verb with related meaning. The derived stem has the uniform shape CVCCV, despite considerable variation in the primary stem shape.
(18) Mutsun stem alternations (Okrand 1979: 126f.)


Okrand observes that while the vorvel-final derived sten is the form used with all suffixes that would create an illicit consonant cluster if added to the primary stem ([lity'je-hte] 'standing', *[lity:ej-hte]), it also occurs with some suffixes that would be phonotactically well-formed with a preceding consonant ([matla-nu] 'put (someone) face down', alongside [maital-pu] 'put oneself face down'). Therefore, this morphologically defined reordering does not merely repair phonological violations, even if it sometimes conspires to avoid phonotactically problematic concatenations. It has been pointed out that for similar alternations in related Sierra Miwok, a representation with V/C segregation makes a specific metathesis rule urmecessary (Smith 1985: 366f.; Goldsmith 1990; 91; Stonhan 1994: 157f.); more on this below?

In Tunisian Arabic, a stem-internal alternation is a cleaner example of metathesis than what we find in Classical Arabic (Kilani-Schoch and Dressler 1986; Becker 2000): 579f.). Historical changes to vowels within stens have led to mininnal differences
defined by ordering, such as Classical Arabic /malak-a, milk-u/ > Tunisian /mlak, malk/; this pattern is now productive in relating triliteral surface forms.
(19) Tunision Arabic stem alternations (Kilani-Schoch and Dressler 1986: 62, 65f.)

| mlak | 'he possessed' | nalk | 'property' |
| :--- | :--- | :--- | :--- |
| Rhanı | 'he understood' | fahm | 'understanding' |
| ћram | 'he forbade' | harm | 'prohibition' |
| kfor | 'he blasphemed' | kJfr | 'blasphemy' |

A similar alternation is found in Alsea (Buckley 2007). In this coastal Oregon language, stems generally show at least two forms; the full stem contains a root vowel, while the short stem lacks it. For stems with a medial sonorant consonant, an additional distinction is found: the full stem occurs in two varieties, light and heavy, according to whether the root vowel follows or precedes the sonorant. The stem choice depends on the presence of particular suffixes as well as an aspectual distinction.
(20) Alsea stems with a medial sonorant (Buckley 2007: 8f.)

| light (CV) | heravy (VC) | short (no V) |  |
| :--- | :--- | :--- | :--- |
| stlak- | stalk- | stlk- | 'slide' |
| twilh- | tiwh- | twh- | 'pour' |
| tmus- | tuns- | tms- | 'close' |

In the analysis of Buckley (2007: 15-18), the light stem is the underlying form; the short stem is created by deletion of the root vowel, and the heavy stem results from VC metathesis. Since only sonorants undergo this potential reordering, they alone are treated as weight-bearing in the coda, and therefore only in that case can metathesis yield satisfaction of the heavy template requirement. The same approach might be applied to Tunisian Arabic, w'ith the difference that all consonant classes are moraic, and therefore nietathesis applies to stents regardless of the medial consonant. The larger point is that the requirement for a heavy syllable is morphologically determined, but the effect is generated phonologically.

Similar is the stem alternation found in Klallam and other Straits Salish languages, in two forins called the actual and non-actual aspect (Thompson and Thompson 1969: 215-217; Demers 1974: 17f.; Montler 1989: 96f.).
(21) Klallmm stem alternations (Thompson and Thompson 1969: 216)

| non-actual | actual |  |
| :--- | :--- | :--- |
| gk"u- | tukk"- | 'shoot' |
| 4q'i- | qiq'- | 'restrain' |
| riq'a- | raq'- | 'swallow' |
| mtaq"- | matq"- | 'put in water |

Anderson (2005: 9-11) argues that synchronically, Klallam and similar languages require a processual rule of metathesis to express this morphological category. Montler (1989: 93), however, expresses this effect for Saanich as a CVCC template
that causes metathesis in a form such as /'sxat/ 'push it' $\rightarrow$ ['saxt] 'pushing it'. In roots where the CVCC template cannot be satisfied by metathesis, other strategies are available, such as glottal stop insertion after the vowel in /'weqas/ 'yawn' $\rightarrow$ ['weqas] or reduplication to achieve this templatic result, as in /'qen'/ 'steal' $\rightarrow$ ['qeqn'] ( $\rightarrow$ ['qeqon'] by epenthesis). The same additional strategies occur in Klallam as well. In a prosodic version of the template approach, Stonham (1994: 173f.) proposes insertion of a ınora in Klallam and Saanich that forces CCV to surface as CVC, a heavy syllable, and also causes the related effects of coda insertion and reduplication. The templatic and moraic approaches treat metathesis as one possible means of satisfying the morphologically determined, but phonologically expressed, restriction on shape. As with Rotuman, metathesis is one change among several, and not necessarily the direct goal of the morphological category.

In a more strictly phonological approach for closely related Lumimi, Demers (1974: 16) proposes a rule that deletes unstressed schwa between obstruents. In this view, the actual and non-actual forms are both based on a CaCa root, but have different stress placement. Schwa deletion yields apparent metathesis in pairs with the surface shapes seen in/'СəСә/ $\rightarrow$ ['СəС] and /Сə'Сə/ $\rightarrow$ ['ССә]. Although the synchronic evidence for exactly this derivation is missing in Klallam, the Lummi pattern suggests the likely diachronic origin of metathesis as a reinterpretation of vowel deletion. Such a historical origin can explain why these templatic changes normally involve reorderings of consonants and vowels, but not of consonants. For example, suppose that (sinvilar to Lunnmi) the Alsea sten 'to close' that alternates between [trius] and [tums] derives from original *tumus, with deletion of the unstressed vowel in forms with distinct stress patterns due to different suffixation: *'tumus-a >/'tums-a/ 'door' and *tu'mus- $x>/$ /tmus-x/ 'is closed' (Buckley 2007: 22f.). The alternate forms that preserve different vowels are subject to reinterpretation as a stem with a single underlying vowel that is reordered with the adjacent consonant in different suffixal contexts; but vowel deletion by itself will not result in the reordering of consonants. Given the frequency of vowel harmony and syncope, patterns like this can be expected to arise rather often.

Despite the crucial role of morphological context in conditioning these reorderings, phonological techniques can often be used to generate the necessary effects. One important tool has been the segregation of vowels and consonants onto different tiers (see citapter 105: tier segregation), so that they have no underlying ordering and no actual metathesis occurs in the derivation (McCarthy 1989: 5, 22f.). The advent of Optimality Theory, with its emphasis on output constraints rather than restricted input representations, makes V/C segregation "superfluous" (McCarthy 2004: 180f.). Even in an approach that does not treat the consomantal root as a morplueme listed independent of any vowels, derivational and inflectional morphemes often consist of vowels that overwrite the underlying vowels of the stem (Ussishkin 2005). Apparent VC metathesis among surface forms is merely the result of different overwriting patterns, as when the elements /h i i/ are imposed on Modern Hebrew /gadal/ 'grow' to form [h-igdil] 'enlarge'. Constraints on the realization of affixal material in the stem lead to particular overwriting patterns, but the vowels of the affixes still have no underlying ordering relation to the consonants of the input word.

It is less clear how a vowel-overwriting approach for Semitic can extend to language families such as Nliwok-Costanoan and Yokuts, where the vowels and consonants can be reordered, but the vowels do not have the status of separate morphemes (McCarthy 1989: 74, 78). Thus in Mutsun, the verb 'to visit' is lexically specified with not only the consonants /psk/but also the vowels /ai/, combined in different ways, including [paski-] and [pasik-] (18). The overwriting operation would have to be available for subparts of one lexical entry, rather than independent inorphemes, in order to account for languages like Mutsun.

### 1.3 VV metathesis

Although CV and CC metathesis are robustly attested, there is weak evidence for VV inetathesis. Webb (1974:8) states that "[e]ven as a sporadic change metathesis of vowels appears to be quite uncommon." Kiparsky and O'Neil (1976:531, n. 7) believe "there are few if any rules that metathesize contiguous syllabic segments in any language." McCarthy (2000: 176) observes that the few synchronic analyses that posit VV reversals "involve very abstract analyses, in which the underlying representations and/or the consequences of metathesis are by no means apparent." The rarity of such reversals naay be related to the much longer typical duration of vowel gestures compared to consonants, so that a considerable temporal shift would be required for re-analysis of the ordering of two vowels (Ster iade 1990): 390f.; McCarthy 2000: 176).

A classic example is VV reversal in Kasem, to which Chomsky and Halle (1968: 361) first applied the transformational rule fornat for netathesis. In particular, the vowel sequence /ia/ is reversed to [ai] when followed by the plural suffix /i/; but the first /i/deletes and then the remaining vowels coalesce, as in /pia-i/, which surfaces as [pe] 'sheep (PL)'. Needless to say, on first inspection /piai/ $\rightarrow$ [pe] is not an obvious example of metathesis. Phelps (1975: 303f., 10f., 25, 1979: 56f.) argues against the Chomsky and Halle VV metathesis rule, but in favor of an entirely different CV metatlesis, in derivations such as /boa:l-u/ $\rightarrow$ [bola:-u] ( $\rightarrow$ [bolo] 'valley'). This derivation is again complex, although with different assumptions about underlying forms. Both of Phelps's general conclusions regarding Kasem metathesis - CV is transposed but not VV - are endorsed, in a more modern framework, by Haas (1988: 241-253, 45f.); see also Burton (1989: 29f.) for an analysis of vowel coalescence without an intermediate reordering.

Similar re-analyses have been proposed for other languages writh apparent VV netathesis. Keyser (1975: 404) posits a rule for Old English that reverses vowels in order to feed a vowel elision rule, as in /lufa-i/ $\rightarrow$ lufia $\rightarrow$ [lufa] 'love!'; Kiparsky and O'Neil (1976: 535f.) argue that a revised formulation of vowel elision makes metathesis unnecessary. A rule of $\mathbf{W}$ metathesis has been claimed to play "a central role" in Latvian phonology; it reverses the order of elements in the diphthongs /ai au æi æu/, although under restricted conditions (Halle and Zeps 1966: 108). In a more recent treatment of Latvian vowels, although not focusing on metathesis, Anderson and Durand (1988: 34, n. 7) reject some of the synchronic abstractness assumed by Halle and Zeps; instead they assume raising of a monophthongal vowel that then undergoes breaking to form a diphthong, where no metathesis is required.

A few diachronic examples of VV metathesis can be cited, especially if we include vowrel/glide reversals in this category, since the saıne set of segmental features inay serve as a glide or vowel before and after the metathesis (Ultan 1978: 3756.). Two examples from Portuguese are /genukulum/>/geoko/ >/zoeko/ 'knee' and /dehonestarre/ > /denstar/ > /doestar/ 'to insult' (Williams 1962: 111); these reversals may have occurred "on the analogy of the more familiar sequence $o e^{\prime \prime}$ (Ultan 1978: 376).

### 1.4 Other types of metathesis

Permutations involving something larger the in a segment may fall under broader definitions of metathesis (Ultan 1978: 370). These include syllable reversals in language games or ludlings, such as Chasu /i.ku.nvi/ $\rightarrow$ [i.mi.ku] 'ten' (Bagemih] 1995: 704). Metathesis has also been proposed for elements such as location in sign language phondogy (Sandler 1993: 246).

Нуmar and Leben (2000:590) state that there are "sporadic reports of tonal metathesis in the literature"; some examples include Bamileke-Dschang (Pulleyblank 1986: 41, 50), Mixtec (Goldsmith 1990: 25), and Dangme (Holscher ef al. 1992: 126). These processes typically involve the movement of a floating tone, originating at the edge of a word or other domain, past a single linked tone. But - like VV meta thesis in $\$ 1.3$ - they are also embedded in complex derivations, and depend on multiple assumptions about how the pieces of the analysis fit together. Under other assumptions, metathesis may not be required. For example, Pulleyblank (1986: 41) proposes that in Bamileke-Dschang a floating $L$ tone moves leftward across a H, and remains flouating to represent downstep; Нуmar (1985: 71, 73), on the other hand, links the L directly to the H on a second tonal tier as a direct representation of a downstepped H . In essence, the new rule is a merger rather than a reordering, similar to Zoque palatalization in $\S 3$ below.

It should be kept in mind that "metathesis" of syllabicity, as in French /oj/ > /we/ > moderr /wa/ and Protu-Slavic *ew > /jul/ (Ultar 1978: 376), does not involve transposition of segmental features but rather a shift in affliation relative to the head of the syllable. Thus in French /oj/ >/we/', the round vocoid continues to precede the front vocoid; in Slavic "ew >/ju/, the round element is second, but remains there. The same observation carı be made for English /ivr/ > /ju/, fonurd in words such as fav (Jespersen 1949: 101), which is quite similar to the Proto-Slavic change. None of these represents segmental metathesis.

## 2 Non-local effects

Often grouped with local metathesis is the exchange of segments that are rot adjacent, called long-distance or non-contiguous metathesis (Ultan 1978: 380-383). In fact, melathesis or its equivalent in another language has been used, especially by earlier writers, specifically for such Iong-distance effects (Blevins and Garrett 1998: 525). Grammont (1933: 239ff., 339ff.) devotes separate chapters to longdistance métritidese and Incal interversion, a terminology found more recently, for example, in Pierret (1994: 61); but Wechssler (1900: 496) already uises Metathese for both local and Iong-distance transpositions. As noted at the beginning of this chapter, metathesis here refers to either type of reordering.

### 2.1 Diachronic

A famous diachronic example of transposition over intervening segnents is the Spanish inetathesis of $r \ldots l>l \ldots r$, observable in a few modern words (Ultan 1978: 381; Penny 2002: 36).
(22) Spanish liquid metathesis (Penny 2002: 36)

| Latin | Spanisht |
| :--- | :--- |
| miirra:kulum | $>$ milagro 'miracle' |
| peri:kulum | $>$ peligro 'danger' |
| parabola | $>$ palabra 'word' |

These pronunciations were probably influenced by the greater frequency of consonant $+r$ in the lexicon; various sound changes had elimsinated many inherited instances of consonant +1 (Ultan 1978: 391; Penny 2002: 70-72); the change can also be viewed as two steps, first the change of $/ \mathrm{l} / \mathrm{to} / \mathrm{r} / \mathrm{in}$ a cluster, and then the well-attested dissimilation of identical liquids (Wanner 1989: 444f.).

Comparison of cognate words in the Yunan family of the American Southwrest reveals a variety of historical metathesis processes, including root consonants in Walapai /'pil/ 'burns' ~ Cocopa /'lip/ 'flames up', or Havasupai /ka'to/ ~ Walapai /ta'ko/ 'chin' (Langdon 1976). There are also variant forms within languages, such as Ipai Diegueño /maxa'tun/ ~ /xama'tun/ 'knee'. These alternations are widespread, but remain lexically specific. Swapping of the consonants in largely CVC roots is also conmmon in the Salish family, as seen in apparent cognate pairs such as Shuswap / $x^{\prime \prime \prime} e j$ / ~ Twana /jax"/ 'disappear', and Klallam /ts'əq'"'/ ~ Upper Chehalis /q" $\mathrm{q}^{\prime \prime}$ ats'/ 'dirty' (Noonan 1997: 482). The pervasiveness of this pattern in Salish is unusual, and is possibly best explained by historical processes of reduplication and consonant deletion rather than direct metathesis (Hume and lMielke 2001: 143, n. 4; Noonan 1997: 513).

Prunet (2006: 57-61) discusses examples of consonant metathesis within Semitic roots. These are said to be particularly common in the Hebrew lexicon, as in synonymous variants such as [keveś] ~ [keśev] 'lamb' and related meanings such as [’a:raz] 'tie packages' ~ ['a:zar] 'bind, girdle' (Horowitz 1960: 228-234). More drantatic examples of non-contiguous consonant metatheses are found in language games in Bedouin Hijazi. and Moroccan Arabic, in which the root consonants are scrambled (Prunet et al. 2000: 623f.); in Hijazi, /kattab/ 'caused to write' can be realized as [battak], [takkab], [kabbat], [tabbak], and [bakkat]. Although this radical permutation is not part of the basic grammar, such language games show an impressive computational capacity for synchronically active metathesis (Bagenihl 1995: 703f; Anderson 2005: 11f.).

### 2.2 Synchronic

Typological surveys have claimed that permutation of non-adjacent segments does not occur as a regular synchronic process (Webb 1974: 5; Wanner 1989: 445; Hume and Mielke 2001: 145f.). Certainly, the perınutation of non-adjacent segınents is common in speech errors, such as classic Spoonerisıns, but such errors
also involve strings of segments such as complex onsets and rhymes (Fromkin 1971: 31f.).
(23) Metathesis in speech errors (Fromkin 1971: 31f.)

| intended <br> kip a teıp | $\rightarrow$ error |  |
| :--- | :--- | :--- |
| tipa keıp | 'keep a tape' |  |
| far nor | $\rightarrow$ | mar for |$\quad$ 'far more'

These form part of a larger phenomenon of anticipation, perseveration, deletion, and so forth. Speech errors nlay, however, be a source of sporadic metathesis in historical change (Wanner 1989: 445). The outputs of speech errors, like more systematic metathesis, overwhelmingly respect the existing phonotactics of the language (Wells 1951: 26; Fromkin 1971: 40-42; Dell 1995: 200); but transposition of adjacent consonants, so common in regular metathesis, is "exceptionally rare" as a speech error, such as whipser for whisper (Berg 1987: 9). Elements that transpose by error usually occupy parallel syllable positions, which is not the case for adjacent consonants; instead, as discussed above, metathesis of such segments normally arises historically by misperception rather than production or planning errors.

An interesting comparison is an optional metathesis reported for a few words in Turkana (Dimunendaal 1983: 48f.; Hurve and Mielke 2()01: 139f.; Hurne 2004: 218). Here two consonants with the same value of [sonorant] that serve as onsets to successive syllables, and are adjacent to identical vowels, are optionally transposed in fast speech.
(24) Turkana onset metathesis (Dimmendaal 1983: 48f.)

| preferred | alternate |  |
| :---: | :---: | :---: |
| -kèmèr- | n)a-kèrèm-a | 'mole' |
| -kwarjòromsk-à | ni-kwarjòmorok-à | 'a kind of tree' |
| sıkın- | \&-kısın-a` | breas |

These alternations have the appearance of a common speech error that has become somewhat conventionalized. In particular, it has been widely observed that exchange (and other) errors are more likely when the sounds in question are found in similar phonological enviroments, so that for example left hewisphere $\rightarrow$ heft lemisphere, where the initial consonants are both followed by $/ \varepsilon /$, is more likely than the parallel error in right hemisphere, where the vowels are different (MacKay 197(): 325-328; Dell 1984: 222).

Morphologically restricted metathesis (§1.2.2) can apply synchronically to surface non-adjacent segments. For example, Akkadian has a /t/ infixed in reciprocal verbs; it surfaces there in most cases, exemplified by [pitrus-] (25a), which motivates the stem-internal position as basic. But this stop is transposed to word-initial position when the root has an initial coronal obstruent as in (25b) (Caldwell et al. 1977: 118;McCarthy 1981: 381; Buccellati 1996: 233f.; Huehnergard 20)(05: 390, 531, 611).
(25) Akkadian long-distance metnthesis (Caldwell et al. 1977; Huehnergard 2005)

|  | root | infinitive reciprocal |  |
| :--- | :--- | :--- | :--- |
| a. | /prs/ | parass- | pitrus- |$\quad$ 'divide'

The same metathesis occurs in iterative stems: [pitarrus-] but [tis'abbut-] ("[s'itabbut-]). In the analysis of Łubowicz (2009), Akkadian metathesis serves to nove the /t/ outside the stem domain, where it would cause a violation of the Obligatory Contour Principle (ОСР) penalizing two tier-adjacent coronal consonants; thus [tizkur] does not violate this constraint, whereas *[zitkur] would, because the /t/is located within the stem. This approach gives a relatively prominent role to phonology (the OCP constraint on coronals) while maintaining a crucial morphological component, due to the role of the stem domain.

### 2.3 Displacement

A related phenomenon, which is also called metathesis by many authors (Grammont 1933: 339; Ultan 1978: 372), involves the shift or displacement of a segment over more than one intervening segment. A fantous example comes from the Occitan dialect of Bagnères-de-Luchon in southwestern France (Grammont 1905-6: 74, 85, 1933: 341; Blevins and Garrett 1998: 526). Among other processes, a liquid following a stop shifts leftward to form a cluster in the preceding syllable.
(26) Bagnèrcs-de-Luchon long-distnnce shiff of liquids (Grammont 1905-6: 74, 85, 1933: 341)

| *'kabra | 'krabo 'goat' |
| :--- | :--- | :--- |
| *'bespras | $>$ 'brespes 'vespers' |
| *'paw'pro | $>$ 'prawbe 'poor' |
| *'tendro | $>$ 'trende 'tender' |
| *'kambra | 'krambo 'room' |
| *kum'pra $>$ krum'pa 'to buy' |  |
| *e'spingla $>$ e'splingo 'pin' |  |

A shift like this is formally identical to metathesis when just one segment is skipped. Howrever, with intervening material that includes non-constituent strings such as /esp/, it must be movement of /r/ rather than exchange. A similar shift of /r/ to the initial syllable is attested in South Italian Greek (Rohlfs 1930; Blevins and Garrett 2004: 130f, 34f.).

If it is to be classified with long-distance metathesis, displacement might be expected to be absent from synchronic grammars. But synchronically active long-distance displacement is attested at least for laryngeal and pharyngeal features (Blevins and Garrett 2004: 132-134; see also chapter 25: pharyngeals). For example, in the Interior Salish language Colville (Nxilxcín), the pharyngeal
consonant of a root is displaced to a stressed suffix, where it lowers the adjacent vowel to [a] (Mattina 1979).
(27) Colville pharyngeal displacement (Mattina 1979: 17f.)

| 'q's"¢aj | $\rightarrow \quad q^{\prime \prime \prime}{ }^{\text {a }}$ aj | 'black' |
| :---: | :---: | :---: |
| 'q'veaj-us | $\rightarrow$ q'wj$^{\prime \prime} \mathrm{j}^{\prime}$ 「as | 'black man' |
|  |  | 'his clothes are dirty' |

Both pharyngealization and laryngealization can be seen as suprasegnental features in Salish (Mattina 1979: 19f.). Displacement of these features appears to reflect the spread of features over multiple syllables that may then be localized to a salient position (Blevins and Garrett 2004: 122f.). Such displacement resembles the mobility of a tone that shifts from the morpheme with which it is underlyingly affiliated to some phonologically defined position such as the penultimate sy?llable (Yip 2002: 65f., 89f., 132). A reasonable sy nchron ic analysis is a [pharyngeal] feature affiliated with the root, which is attracted to the stressed syllable and possibly realized there as a segment. By the same token, the displacement of $/ \mathrm{r} /$ to the initial syllable in South Italian Greek reflects the salience and perceptual prominence of such syllables due to their location in the word (Blevins and Garrelt 2004: 134); in Luchonnais, both stress and initial position favor the first syllable.

Patterns of this sort have similar historical origins to simple exchanges of segments - in particular, phonetic cues that are relatively long in the temporal dimension and therefore subject to re-analysis, as discussed above for perceptual inetathesis. But since they are displacements rather than exchanges, they are not formally equivalent to true metathesis as the exchange of positions. In particular, if local metathesis is seen as a minimal displacement (across a single segment), then long-distance metathesis would have to involve two simultaneous displacements, one leftward and one rightward, as in /abXcdYef/ $\rightarrow$ [abYcdXef]. This extra formal complexity may account for the rarity of synchronic non-local metathesis, which seems to be restricted to limited examples such as the optional reversal in Turkana (24) and the morphologically defined environment in Akkadian (25).

An ordering alternation in the form of two suffixes is reported for several Costanoan languages, including Mutsun (Okrand 1979; Hume 1998: 170f., 1999: 300f., 2004: 223f.). Both suffixes have the shape CCV after a vowel-final stem, and CVC after a consonant-final stem, which makes phonotactic sense insofar as a three-consonant cluster at the stem boundary would be ill-formed.
(28) Mutsun suf fix alternations (Okrand 1979: 127f., n. 17)

| CCV |  | CVC |
| :--- | :--- | :--- |
| pire-tka |  |  |
| rukka-kma | 'on the ground' | ?urkan-tak |
| 'houses' |  |  |

Although the locative [tka] ~ [tak] can be treated as local metathesis, in the plural [kma] ~ [mak], the [k] appears to move across two other segments. If Linearity is gradiently violable, with one violation for each segment over which another is displaced, the minimal change (one ordering reversal) is generally optimal (Hume 1998: 168-171, 2001: 17-19). Gradient violation does still permit Mutsun /nak/ $\rightarrow$ [kma] when other constraints force inultiple violations of

Linearity, and the alternation can be seen as part of the synchronic grammar; but such cases seem to be quite rare and limited in scope. In the more recent version of OT that incorporates candidate chains (OT-CC), changes to the representation occur by minimal steps, and non-contiguous metathesis is subject to the requirement that each change in linear order increase well-formedness (McCarthy 2007: 87f.). In a suffix alternation requiring the synchronic derivation $/ m a k / \rightarrow m k a \rightarrow[k m a]$, the first step might be inotivated by a preference for sonorant codas, but that change does not appear to be motivated more generally in Mutsun; in fact, Hume (1998: 170f.) specifically gives the constraint *m] ${ }_{\text {odar }}$. It might therefore be that the architecture of OT-CC forces the Mlutsun alternation to be treated as listed allomorphy (chapter 9y: phonologically conditioned allomorph selection).

## 3 Related processes

In some cases, a pattern that was originally considered to be metathesis was later seen as non-metathesis - and occasionally vice versa. A good example is the Zoque 3 rd person singular prefix /j-/, which never surfaces as a strict prefix, but has been described as permuting with the stem-initial consonant, as in /j-pata/ $\rightarrow$ [piata] 'his mat' (Wonderly 1951: 117f.; Dell 1973: 110). Sagey (1986: 105-111) argues that the glide / j / actually merges featurally with the following consonant to produce a palatalized segment (chailer it: l'alatalization), which may be realized with an offglide, as implied by transcriptions such as [ $p^{i}$ ]. This position is supported by the independent need for a non-metathesis source of palatalized segments found at compound boundaries; cases such as /kuj-tam/ $\rightarrow$ [kujtism] 'avocado' show that the glide spreads, rather than reversing in order. A similar pattern is found in several languages of Nigeria and Cameroon. Prefixes that can be reconstructed as the high vowels *i and "u are realized as a glide - or a secondary articulation on the consonant - after the stem-initial consonant, as in Noni /k-w-en/ 'firewood' from the base /ken/ (Blevins and Garrett 1998: 514-516). See also the cases in Webb (1974: 12f.).

Another phenomenon that has a certain affinity to metathesis is infixation, since it likewise requires a reordering from the expected position. In particular, "infixation and metathesis commonly show the potential mobility of full segments" rather than just subsegments such as features or nodes (Zoll 2001: 51). The closest analogy can be found in the infixation of a single consonant across one other consonant, as in the active neutral infix /-m-/ of Atayal /t-m-apeh/ 'beckon' (Egerod 1965: 265f.); this is formally similar to the metathesis of adjacent consonants. But infixation encompasses a broader set of phenomena that can include multiple segments in the item that undergoes reordering, as well as multiple segments in the span over which the infix is displaced; both are illustrated by the Tagalog actor focus /-um-/ that (optionally) moves over complex onsets in borrowed wvords such as /gr-unı-adwet/ ~ /g-unt-radıvet/ 'graduate' (Orgun and Sprouse 1999: 204). On the other hand, Halle (2001) argues that the apparent Tagalog infixes appearing as /-um-/ and /-in-/ are actually CV underlyingly, with non-local metathesis of the two leftmost onsets, as /mu-tawag/ $\rightarrow$ [tu-mawag]. Theoretical and empirical probleıns with this approach are discussed by Klein (2005: 989-991), who advocates an infixation analysis within Optimality Theory.

Another phenomenon that might be seen as involving either metathesis or infixation (or even other possibilities) is imbrication in Bantu languages such as Cibemba (Hyman 1995). In this process, the perfective suffix /-il/ combines with a polysyllabic stent, such that the /l/ of the suffix disappears and the /i/ combines with the rightmost vowel in the stem according to the usual coalescence rules of the language, as in /sákat-il-e/ $\rightarrow$ [sákeete] 'seize'. The striking fact is that the suffixal vowel appears to skip over the stem-final consonant; in principle, this could be handled a variety of ways, including either CV metathesis, /sákat-il-e/ $\rightarrow$ sákaitle $\rightarrow$ [sákeete]; or infixation of the suffix inside the final consonant, /sáka-il-t-/ $\rightarrow$ sákailt-e $\rightarrow$ [sákeete]. These approaches assume subsequent simplification of the consonant cluster, as well as vowel coalescence. Hyman (1995: 11-16) argues in favor of infixation, which he relates to the positioning of the perfective (and the applicative) before the passive and causative suffixes.

Diachronically, metathesis is the origin of some instances of infixation (Ultan 1975: 178f.; Yu 2007: 139-148). Another point of comparison is found in Horwood (2002: 170, 2004: 11), who uses Linearity to control the displacement of prefixes and suffixes to infixed positions. A crucial difference is that infixation of this sort (that is, excluding infixation tied to prosodically prominent constituents) is inherently edge-oriented; the infixed material remains as close to the left or right edge of the stem as possible, subject to the phonotactic constraints or other pressures that force deviation from simple prefixation or suffixation (McCarthy and Prince 1993; Prince and Sınolensky 2004: 40-43; Yu 2007: 67-71). Metathesis, on the other hand, often occurs at stem edges as the result of morpleme concatenation, but in principle can occur anywhere in a word - recall the stem-medial cases in Cebuano and Rendille ( $\S 1.1$ ). In addition, the infix has the status of a morpheme, which may happen to consist of a single segment; but in metathesis the single-seginent status is fundamental, and not necessarily correlated with a particular morpheme.

It can be noted finally thant metathesis as a phenomenon is important evidence in favor of the category segment, however it may be formalized (citapter 54: the skeleton). Whether one considers the category of segment to be innate in the language faculty or something that enterges from the coordination of phonological gestures (Bybee 2001: 85f.), it is impossible to describe reorderings coherently in terms of disparate features or phonetic cues: the essential property of metathesis is that it moves all features associated with a segment, and the cues that instantiate these features are affected as a group. Indeed, the features may be implemented by rather different cues in the new position. For example, the Alsea alternation [stlak] ~ [stalk] affects just two of the five segments in this root. Even if /la/ were to be described as a core syllable, which is then reversed in some sense, the notion of "reversal" makes covert reference to the segments within the CV syllable. Otherwise there must be a claim that the prevocalic /l/ has the same phonetic realization as when it occurs in the coda, and that the release of the /t/ into the /a/ is no different from that into the /l/ in the nonmetathesized form. The need to refer to discrete segments even to characterize metathesis, and even more so to provide a theoretical analysis, presents partic ularly good evidence against suggestions that segments have no psychological reality, and are a mere artifact of an alphabetic writing system (Ladefoged 2005: 191; Silverman 2006: 6, 203).
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# 60 Dissimilation 

Patrik Bye

## 1 Introduction

Dissilnilation prototypically refers to a situation in which a segment becomes less similar to a nearby segment with respect to a given feature. As a synchronic alternation, it can be exemplified by liquid dissimilation in Georgian, where the ethnonym-forming suffix \{-uri\} becomes [uli] when an /r/ precedes it anywhere within the word (Fallon 1993; Odden 1994). The resulting pattern of alternation is shown in (1).
(1) Georgian r-dissimilation
a. P'olon-uri 'Polish'
somX-uri 'Armenian'
b. sur-uli 'Assyrian'
p'rusi-uli 'Prussian'
c. avst'ral-uri 'Australian'
kartl-uri 'Kartvelian'

In (1a), the suffix surfaces in its basic (non-dissimilated) form. The forms in (1b) illustrate the result of unbounded dissimilation within the word. In the word meaning 'Prussian' it takes place despite the presence of the intervening consonant. If a lateral /l/ intervenes between the two rhotics, however, dissimilation does not apply. This is shown in (1c).

A very similar example of liquid dissimilation comes from Latin (e.g. Kent 1936, 1945; Steriade 1987), where the alternation is reversed. The adjectival suffix -älis,
 word, e.g. Iimizris 'lunar'. Dissimilation is similarly blocked whenever /r/ intervenes between the trigger and the target, e.g. fiōrilits 'floral', "flatianis.

As a diachronic change, dissimitation is most often sporadic, applying to random lexical items (Posner 1961). The historical development of Latin and the Romance languages furnish several examples of sporadic $1^{\circ}$ щuid dissimilation, e.g. Latin arbor > Spanish arbol 'tree', peregrinus > Late Latin pelegrimus 'pilgrim'. Regular synchronic alternations involving dissimilatory processes are far more rare and,
as a result, dissimilation has been afforded somewhat less systematic attention than other more common segmental patterns like assimilation. Nevertheless, the study of dissimilation phenomena offers a valuable source of insights into the fundantental questions phonologists ask. These questions include (a) the nature of rules and representations, and the relation between the two, (b) the division of labor between the grammar and the lexicon, and (c) whether phonological patterns reflect possibly innate cognitive biases or extralinguistic factors operat ${ }^{*}$ עg during acquisition.

The organization of the rentainder of this chapter is as follows. $\$ 2$ sets out the major parameters of dissimilation, explaining which features participate, along with restrictions on the interaction of context and focus determined by locality and domain of application. $\$ 3$ addresses the contribution that the study of dissimulation phenomena has made to phonological theory, assessing how it has slaaped our understanding of both representations and rules. 84 provides an overview of the motivations for dissimilatory patterns proposed in the literature. Conclusions and questions for future research are given in $\S 5$.

## 2 Dissimilatory patterns and their parameters

### 2.1 Participating features

Suzuki (1998) presents a comprehensive survey of cross-linguistic dissimilatory patterns. His survey includes 39 dissimilatory alternations. Table 60.1 provides a somewhat revised summary with a total of 46 alternations, adducing a few additional cases not covered in Suzuki's original survey, and suppressing cases that on closer inspection turn out not to be true dissimilation. ${ }^{1}$ The second coluinn of the table specifies the locality condition on the process (for illustration

[^73]Table 60.1 Dissimilatory alternations ( $\mathrm{Rt}=$ root adjacency; $\sigma=$ syllable adjacency; unbounded (within the word); $\mathrm{P}=\mathrm{p}$ rogressive; $\mathrm{R}=$ regressive)

| Fenture | Locality | Example |
| :---: | :---: | :---: |
| labial | Rt | Tashlhiyt Berber (P; Elmedlaoui 1985, 1995; Jebbour 1985; Boukous 1987; Larsi 1991; Odden 1994) |
|  | $\sigma$ | Cantonese (1': Yip 1982, 1988), Palauan (R: Josephs 1975, 1990; Finer 1986) |
|  | unbounded | Akkadian (R: Soden 1969; McCarthy 1979; Yip 1988; Hume 1992; Odden 1.994), Tashllhiyt Berber ( $2 \times \mathrm{R}$; see references above), Palauan ( $R$; see references above) |
| coronal | Rt | Dakota (R: Shaw 1976, 1985) |
| lateral | unbounded | Kuman (R: Trefry 1969; Walsh Dickey 1997), Latin (P: Kent 1936, 1945; Posner 1961; Johnson 1973; Steriade 1987, 1995; Odden 1994; Walsh Dickey 1997), Yidinn (R: Dixon 1977; Steriade 1995; Walsh Dickey 1997), Yimas (P: Foley 1991; Odden 1994; Walsh Dickey 1997) |
| rhotic | Rt unbounded | Ainu (R: Maddieson 1.984; Shibatani 1990) <br> Georgian (P: Fallon 1993; Odden 1994), Modern Greek <br> (R: Newton 1971; Walsh Dickey 1997), Sundanese <br> (R: Cohn 1992; Holton 1995), Yindjibarndi ( $\mathrm{P}:$ Wordick 1982) |
| voice | $\sigma$ | Bantu (R: Bennett 1967; Davy \& Nurse 1982; Odden 1994; Lombardi 1995), Japanese (Itö \& Mester 1986; Alderete 1997) |
| spread glottis | $\sigma$ | Ancient Greek (R: Grassmann 1863), Huamelultec Chontal (P; Waterhouse 1949, 1962; Kenstowicz \& Kisseberth 1979), Inari Saami (P: ltkonen 1986-91) |
| constricted glottis | $\sigma$ | Seri (R: Marlett \& Stemberger 1983; Yip 1988), Cuzco Quechua (R: l'arker 1997) |
| nasal | Rt | Chukchi (R: Odden 1987) |
| NC | unbounded | Gooriyandi (P: McCaregor 1990; Odden 1994; F.vans 1995) Gunindji (P: McConvell 1988; Odden 1994; Evans 1995), Yindjibarndi (P: Wordick 1982; Odden 1994) |
| continuant | Rt | Modern Creek (P: Kaisse 1988), Northern Creek (R: Newton 1971), T'sou (1': Szakos 1994), ( $\mathrm{P}:$ Quintero 2004), North Central Spanish (R: González 2008) |
| high | " | Guere (R: Paradis \& Prunet 1989) |
|  | Rt | Arusa (R: Levergocrd 1987), Wintu (Pitkin 1984) |
| low | $\sigma$ | Marshallese (R: Bender 1968, 1969; Kenstowicz \& Kisseberth 1977), Woleaian (R: Sohn 1975; Sohn \& Tawerilmang 1976; Poser 1982) |
| length | $\sigma$ | Gidabal (P: Geytenbeek \& Geytenbeek 1971.), Latin (R: Leumann 1977; Sihler 1995), Oromo (Г: Gragg 1976; Lloret 1988; Alderete 1997), Slovak ( $\mathrm{F}:$ Kenstowicz \& Kisseberth 1977, 1979; Rubach 1993) |
| H | Rt unbounded | Bantu (P: Goldsmith 1984; Odden 1994) <br> Bantu (P: Goldsmith 1984; Odden 1994) <br> Arusa (P: Levergood 1987; Odden 1994) |
| L | unbounded | Peñoles Mixtec (P: Daly 1993; Odden 1994) |

of dissimilations with different locality conditions, see §2.2). Also indicated is the direction of dissimilation and, in case the language has more than one, the number of dissimilative patterns. The numbers of progressive and regressive dissimilations are more or less evenly split, with 21 and 24 cases respectively.

Major class features such as [consonantal], [sonorant], and [approximant] do not appear to participate in dissimilation. The existence of some of these features is indeed contested in the literature. While there is something of a consensus that [sonorant] is necessary, ${ }^{2}$ Hume and Odden (1996) propose that [consonantal] nay be dispensed with. There is also a widespread assumption that the feature [approximant] is not contrastive in language, although see Levi (2008) for evidence to the contrary.

Beyond the major class features, all classes of feature may be involved in dissimilation, including place of articulation, laryngeal state, manner (continuancy, liquid, nasality), vorvel height, and suprasegmental properties such as length and tone. We shall illustrate some of these in this section; other alternations that raise particular theoret ical issues will be illustrated in the relevant sections. Thus, see $\S 3$ for examples of nasal dissimilation, and $\S 4.3$ for continuant dissimilation.

Of the place of articulation features, only [labial] dissimilation is common. Labial dissimilation is illustrated in (2) with data from Tashllniyt Berber (Odden 1994). The labial nasal $/ \mathrm{m} /$ in a prefix dissimilates $t \mathrm{n}$ [ n ] if the stem contains a labial consonant anywhere within it.
(2) Labial dissimilation in Tashlhiyt Berber

| a. las | 'shear' | am-las | 'shearer' |
| :--- | :--- | :--- | :--- |
| agur | 'rennain' | anl-agur | 'abandoned' |
| b. 'rmi | 'be tired' | an-'rmi | 'tired person' |
| bur | 'remain celibate' | an-bur | 'bachelor' |
| 'azum 'fast' | an-'azum | 'faster' |  |

Dissimilation of [coronal] is only attested in a single case, Dakota (Shaw 1976, 1985). Underlying coronal non-continuants /t tf n d/ are all neutralized to [k] (or, with regressive voicing assimilation, [g]) before another coronal consonant. The examples in (3) are from Shaw (1985: 184); see also Shaw (1976: 337).
(3) Coronal dissimilation in Dakota reduplication


[^74]There are apparently $n$ o attested examples of dissimilation involving the feature [dorsal].

Alternations involving laterals and rhotics are relatively common. We shall provide examples of liquid dissimilation in $\S 2.2$ in connection with the discussion of locality parameters.

Several Australian languages show' dissimilation of prenasalized stops or nasal + stop clusters (NC). In Gurindji (Pama-Nyungan, Northern Territory; McConvell 1988; Odden 1994), this process is unbounded, e.g. /lutcu-rjka/ 'ridge', /pinka-ıka/ $\rightarrow$ [pinka-ka] 'river-Loc', /kankula-mpa/ $\rightarrow$ [kankula-pa] 'high ground-loc'.

Several languages have restrictions on consecutive heavy nu clei that do not appear reducible to prosodic structure. In Slovak, for example, a long nucleus becomes short following a long nucleus, according to a rule known as the Rhythmic Law (Rubach 1993: 172-175). Thus, the suffixes \{-a: (fEM sG) and \{-e:mu\} (Dar SG) shorten their first vowel following a long vowel, e.g. [ma'l-a] 'small-FEM SG' vs. ['ml:kv-a] 'silent-FEm sG'; [ma'l-emu] 'small-mASC DAT sG' ws. ['mlikv-emu] 'silent-masc dat sc'. The alternation is apparently unrelated to stress (Rubach 1993: 41-42). At least in Western Slovak, the inain stress falls on the initial syllable of the word, and sources report a binary stress pattern, some with the possibility of ternary alternation. The Rhythmic Law nevertheless applies in odd-numbered syl lables, where we would expect resumption of secondary stress on a binary alternating pattern. This is shown by derivations with the agentive suffix \{-ni:k\} and the diminutive $\{-i k\}$, e.g. [hutni:k] 'steelworker' ws. [t' alu:nuik] 'wallpaperer', [xlebi:k] 'bread' vs. ['ḑba:nik] 'pot'.

Several languages of Vanuatu have productive Low Vowel Dissimilation (Lynch 2003). In Maskelynes (Malayo-Polynesian), the nominalizer prefix is realized as [no-] when the following vowel is low /e a $\Omega /$, and [na-] following a high vorvel/iau/.

| a. | na-vis | 'banana' |
| :--- | :--- | :--- |
|  | na-xamar | 'men's house' |
|  | na-xut | 'louse' |
| b. na-matu | 'right (hand)' |  |
|  | na-gor | 'green coconut' |

Dissimilation is occasionally also used to refer to the deletion of one of a pair of similar reighboring sounds. Hall (2009), for example, describes this phenomenon with reference to /r/ in American English, in principle giving alternations like [fuam] farm vs. [fama] farmer, and [istan] eastern vs. [istana] easterner.

All the cases we have looked at so far involve the elinuination of sequences of similar sounds. Preventive dissimilation is when the creation of new sequences of similar sounds is blocked. One example is provided by Inari Saami (Itkonen 1986-91), which has a morphologically conditioned process of consonant gradation. An overlong obstruent in the "strong" grade generally alternates with the corresponding singleton in the "weak" grade, as shown in (5). In each of the examples below, the strong grade form on the left represents the nominative singular, the weak grade form on the right the accusative-genitive singular. Examples have been adapted from Finno-Ugric transcription into IPA, according to the conventions set out in Bye et al. (2009) ([A] is a somewhat low central vowel; [ $X$ ] is "ultrashort").
(5) Inari Sammi consonant gradation (obstruents)

| ム | tsuop ${ }^{\text {a }}$ A | 'meat of fish' |
| :---: | :---: | :---: |
| fattin | fad | 'yard' |
| nefiti | neesi | 'mud, |

Under normal circumstances, the overlong aspirated velar stop $/ k: k^{h} /$ alternates with $/ \mathrm{h} /$, as shown in ( 6 ). This may be taken to reflect a general process that debuccalizes $/ k^{11}$, leaving bare [ h ].
(6) Inari Sanmi consomant gradation: Debuccalization of aspirated velar stop
kak: $k^{\text {hu }}$ u kaahu, *kaak ${ }^{\text {h }} u$ 'unleavened rye-bread'
tyok:k ${ }^{\text {b }} \mathrm{j}$ yhii, ${ }^{*}$ yok ${ }^{h}$ ii 'peak, summit'

However, there is one situation where debuccalization to [ h ] fails to take place. As (7) shows, this is when the onset of the preceding syllable is also $/ \mathrm{h} /$.
(7) Inari Sanmi consomant gradation: Debuccalization blocked
hikikhi liik ${ }^{\text {h }}$, *hiihi 'hay-basket'
hak:k ${ }^{\text {h }}$ haak ${ }^{\text {h }} \wedge$, *haralin 'canon'


### 2.2 Locality and domains

Dissimilation may be associated with one of three locality conditions listed in (8). This parameter was first addressed in detail by Odden (1994). Suzuki's (1998) survey largely confirms this picture.
(8) Locality conditions
a. Root adjacency
b. Syllable adjacency
c. Unbounded

Liquid dissimilation may be used to exemplify all three locality oonditions. Ainu, a language isolate of Tapan, illustrates the ront-adjacency condition (Shibatani 1990: 13). Given an underlying cluster /rr/, the first/r/dissimilates to [ n ], as shown in (9).
(9) Ainu r-dissimilation
$\begin{array}{lll}\text { kukor kur 'ny husband' } & \text { kukon rusuj } \\ \text { kor ntat } & \text { 'his want to have (something)' } \\ \text { kon rametok }\end{array}$
Yimas (Foley 1991: 54), a Sepik-Ramu language of Papua New Guinea, illustrates liipuid dissimilation operating under syllable adjacency. An /r/ dissimilates to [ t ] if there is an /r/ in the inmmediately preceding syllable. The examples in (10) show variation in the shape of the inchoative suffix (-ara) (1991: 290).
(10) Yimas r-dissimilation
tuak-ara- 'break open'
kamprak-ara- 'snap'
apr-ata- 'oper, spread'
Dissimilation may also be unbounded within the word, as we have already seen in the Georgian example in (1) with which we opened this chapter.

## 3 Dissimilation in the grammar

One of the fundamental issues in generative phonology has always been whether linguistically significant generalizations should be assigned to particular designated levels of representation, such as the underlying or surface level, or to the rules that map one representation onto another (McCarthy 2007; Bye, forthcom ing). In earlier approaches in the style of SPE (Chomsky and Halle 1968), dissimilations were described in terms of feature-changing rules of the general form shown in (11).
(11) $\mathrm{X} \rightarrow[-\mathrm{F}] / \_[+\mathrm{F}]$

Rules of this kind were criticized because the pairing of structural change and environment was arbitrary. Because of this, they were unable to distinguish between natural assimilations like (12a) and arbitrary rules like (12b) (example from Odden 1987).
(12) a. [+consonantal] $\rightarrow$ [+voice] / _ [+voice]
b. $[+$ consonantal $] \rightarrow[+$ voice $] / \ldots[+$ continuant $]$

Concerns about the generative power of feature-changing rules thus motivated the development in the nid-1970s and 1980s of non-linear approaches to phonological representation (Coldsmith 1976) that permitted greater elegance and simplicity in the statement of natural rules. Assimilation rules wrere remndeled as feature-filling spreading (see chai'ter 87: local assimilation and chapter 77: LONG-mistance assimilation of consonants). In non-linear terms, dissimilation is simply the deletion or delinking of a feature and, in accounts that retain a view of features as binary, independently motivated insertion of a default value (Odden 1987, 1994; chapter 27: the organization of features). For example, Chukchi has a process changing underlying /y/to [ $\gamma$ ] before another nasal, shown iil (13).
(13) tararj-ak 'build a dwelling' no-taray-mori 'we built a divelling'
inawratj-ak 'to give as a gift
pit?iry 'cold' pit?iy-ryingij 'boy with a cold'
Otden (1987: 242) provides an analysis of this alternation as delinking of [+nasal] before another [+nasal], as shown in (14). Subsequently, redundancy rules fill in the feature [-nasal] by default.


Accompanying the development of non-linear representations was a return to the idea that at least certain phonological generalizations are best stated as constraints on surface forms. This conception made it feasible to explain howr it was possible that certain rules seemed to share the same functional teleology (the "conspiracy" problem; see Kisseberth 1970 and chapter 70: conspiracies). Such constraints could trigger the application of repairs, such as the deletion of the first of the two [+nasal] features, or block the application of rules that would otherwise apply (see examples of preventive dissimilation in §2). The first such constraint on output representations was the Obligatory Contour Principle (Leben 1973; Goldsmith 1976; McCarthy 1979, 1981, 1986, 1988; Odden 1988; Yip 1988, 1989), one formulation of which is provided in (15).

Obligatory Contour Principle (OCP) (McCarthy 1986, 1988)
At the melodic level, adjacent identical elements are prohibited.

The OCP was originally used in accounting for tonal phenomena, especially adjacency of high tones, but it was subsequently extended to include other features. The OCP specifies a negative output target, and dissimilation only represents one strategy for satisfying it. Other repair strategies include merger of adjacent identical nodes, blocking of syncope (McCarthy 1986), and the insertion of epenthetic segments (Yip 1988). The OCP was incorporated into work couched in the framewvork of Optimality Theory (OT: McCarthy and Prince 1993; Prince and Smolensky 1993), where it became a violable constraint. Alderete (1997) and Ito and Mester (2003) propose that the OCP may represent a local self-conjunction of more primitive markedness constraints (Smolensky 1995, 1997). $\mathrm{OCP}_{\text {IF }}$ is violated precisely when ${ }^{*}[F]$ is violated nore than once within some local dontain.

Another major theoretical concern during the 1980s especially was locality conditions on the application of rules, and dissimilation played a major part in this debate. The autosegmentalization of representations into tiers permitted the elimination of many kinds of apparent long-distance effects. Sounds that are nonadjacent on the level of the segınental root may nevertheless dissimilate, provided that the relevant features are adjacent on the same autosegmental tier. Steriade (1987) argues that the Latin facts mentioned at the beginning of this chapter may be accounted for by a version of the OCP with jurisdiction over the [lateral] tier, over which interactions between tier-adjacent liquids may be described. The diagrans in (16) show how the liquids in the words limiäris and fōrialis are projected onto separate tier-specifying values of [lateral]. This allows us to explain the ungrammaticality of the counterfactual form *heñlis as a result of the two occurrences of [+lateral] being adjacent on the [lateral] tier, in violation of $\mathrm{OCP}_{\text {llateral. }}$. In flöratis, on the other hand, there is an intervening [-lateral] between the two occurrences of [+lateral], so the OCP is not violated.

Lateral dissimitation


Even with the possibility of factoring the representation into tiers, though, there is still an empirical residue that poses a problem for a strict interpretation of locality. In some theories, vocalic place (V-Place) and consonantal place (C-Place) are represented on separate planes (Clements 1991; Clements and Hume 1995; Morén 2003; see also chaptek 19: vuwel place and chapter 22: cunsonantal place of articulation). This organization implies that non-adjacent consonants and vorvels should not display any interaction, but this expectation is not borne out. Akkadian (Soden 1969: 64ff.), for example, has a nominalizer prefix |ma- $\mid$ that dissimilates to \{na- if followed by a labial consonant in the stem, e.g. /ma-s?al-t-u/ 'question' but /ma-rkab-t/ $\rightarrow$ [na-rkab-t] 'chariot'. If a labial vowel or glide intervenes between the trigger and the target, however, dissimilation is blocked, e.g. /ma-wmii-t-um/ $\rightarrow$ *[ma-amii-t-um $\mid$ 'oath'. Odden (1994: 319) argues for an additional adjacency parameter, transplanar locality, to cover these cases, but it is unclear how this is to be formalized.

## 4 Motivations for dissimilation

There are a number of theories of what causes dissimilation. The purpose of this section is to review the major proposals as well as some others of more limited applicability. Our point of departure will be Ohala's Co-articulationHypercorrection Theory (CHT; Ohala 1981, 1993, 2003), whicl is presented in §4.1. According to the CHT, dissimilation results when the listener reverses a perceived co-articulation. The central prediction of the CHT is that dissimilation should only occur with features that have cues that are significantly extended in time. Other theories assume a processing inotivation. Frisch et al. (2004) argue that similarity avoidance effects are due to the difficulties associated with processing the sequencing of similar segments. This bias is reflected in the statistical structure of the lexicon and is described in $\$ 4.2$. Following on from this, $\$ 4.3$ considers the possibility that dissimilation in manner between pairs of adjacent fricatives or stops may be understood in terms of the enhancennent of place cues. In $\S 4.4$ we look at dissimilation-like phenomena in certain kinds of reduplication ("echo" reduplication) and language games, which exploit non-identity for aesthetic, ludic, or secret purposes.

### 4.1 Dissimilation as listener reversal of co-articulation

The phonetic realization of certain features may extend over long temporal domains. Long-domain features are interesting because they create an ambiguity for the listener faced with the task of reconstructing the feature's place in phonological structure. This aınbiguity creates conditions favorable to reanalysis,
which - in the case of temporally extended features - may take one of three forms: assimilation, metathesis, or dissimilation (Blevins 2004). In dissinuilation, when one instance of a distinctive feature occurs within the phonetic donnain of another instance of the sante distinctive feature, there is an ambiguity as to whether the phonetic effects should be ascribed to the first or second instance of the feature, or both. In a series of highly influential publications, Ohala (1981, 1993, 2003) argues that dissitnilation as a sound change is the result of reversal by the listener of perceived co-articulation (see chapter 98: speech l'erception and phonology). The driving force of the change on this view is the overzealous application of reconstructive rules, with the result that long-domain effects that are actually intended by the speaker become reversed. This is known as hypercorrection. The mechanism of Ohala's Co-articulation-Hypercorrection Theory is schesnatized in (17).
(17) Dissimilation as sound change by the listener (after Ohala 1981: 187)


In this example, the speaker intends to say [yt], which is also the form that the listener actually hears. However, the listener is in possession of tacit phonetic knowledge that coronal consonants raise the value of F 2 on neighboring vowels. Drawing on this knowledge, he concludes that the intended quality of the vowel has been distorted due to its proxinity to the coronal consonant. The perceived distortion is then eliminated by reconstructing the intended form as /ut/: the /y/ dissimilates.

There are three important entailments of the CHT. The first follows from the assumption that dissimilation involves co-articulation. Segments are only expected to dissimilate to the extent that they entail overlapping articulations. Many dissimilations involve segments that are not phonologically adjacent on the level of the segmental root node. A well-known example is Grassmann's Law in Indo-European (Grassmann 1863). In Ancient Greek, which provides one instantiate of the sound law, there cannot be noore than one aspirated stop in a pair of adjacent syllables (Smyth 1956 [1920]: 31). Thus, earlier / $t^{\text {h }}$ rik $^{\text {h }}$-os/ 'hair (G.N sG)' became [trik ${ }^{\text {h }}$ os] reíqos (cf. [t ${ }^{\text {h }}$ riks] 母uís (nom sG)). Grassmann's Law apparently represents an interaction between two non-adjacent consonants. Once we take into account the co-articulatory effect of the aspiration on the following vowel, the apparent action-at-a-distance effect evaporates because the aspiration overlaps phonetically with the dissinvilation target. Following release of the stop closure, aspiration persists into the following vowel for 60 msecs or so, presenting the listener with an ambiguity as to whether the aspiration represents post-aspiration of the first stop or pre-aspiration of the second. Segments that are outside of each other's co-articulatory range are not expected to dissimilate according to the CHT

The second consequence of the CHT is that dissimilation cannot take the form of a quantitative change within the same category. Dissimilation should always be limited to phonologically contrastive features (cf. Grammont 1895; Kiparsky 2003). This follows directly from the assumption that what listeners are doing, when they hypercorrect, is reconstructing what they believe is the intended form, which must be a distinctive segment of the language. Assimilative changes, on the other hand, may give rise to novel structures or segments.

The third consequence of the CHT is that it should not matter which direction the perceived distortion is resolved in. The CHT is neutral with respect to whether the dissimilation is progressive or regressive. In (17), an equally valid outcome would have been dissimilation of the consonant, e.g. to /yk/.

The empirical substance of Ohala's proposal consists of the following predictions.

## Ohnln's predictions

a. The likeliknood that a given consonantal feature participates in dissilnilation depends on whether the associated perceptual cues have a short or long donaain.
b. The domain of dissimilation should be linked to the temporal extension of the perceptual cues.
c. Features whose cues are localized on the segment should not show dissimilatory behavior.

On this basis, an up-to-date list of the features shown to have temporal extension, and therefore likely to dissimilate accord ing to the CHT, is shown in Table 60.2, adapted from a correspording table in a paper on the evolution of metathesis by Blevins and Garrett (2004: 123). Examples are incorporated from the surrounding discussion in their text.

Features not likely to dissimilate according to the CHT are fricative, affricate, stop, and voice. The phonetic cues for each of these segment types are localized on the segment itself. For example, stops are cued by high amplitude bursts on release of the closure. These bursts are very short, of the order of 5 msecs to 10 msecs . The temporal extent of voicing and fricative noise is limited by the extent of the segment's articulation phase. Examples of continuancy and voicing dissinuilation nevertheless exist. Examples of continuancy dissimilation are discussed in $\$ 4.3$, along with a possible phoretic motivation. When Ohala (1981) in itially framed his CHT , the existence of l'iquid dissimilation appeared to present a problem, since at that time no work had been done on temporally extended cues for liquids. Far from being occasional, liquids are, after labials, the most likely to dissimilate. Moreover, they show pronounced action-at-a-distance, as the Georgian example at the beginning of this chapter shows. This is surprising if it is all down to the formant transitions onto neighboring vowels. Starting with Kelly and Local (1986) and Kelly (1989), however, much research has shown that l'quids have temporally extended acoustic-perceptual cues. Tunley (1999) dennonstrated experimentally that /l/ causes raising in F2 and F3 on neighboring high vowels, while /r/results in lowrering. These effects are moreover observable up to five syllables away from the lateral segment itself (Hawkins and Smith 2001; see also charter 3u: the representation or rhotics). West (1999b) found that when the liquid and its phonetic context were inasked with white noise, speakers were nonetheless able

Table 60.2 Temporally extended features. References to acoustic properties are from Ladefoged (1993; L), Ladefoged et al. (1988; LMI) and Ladefoged and Maddiesion (1996; LM)

| Fenture | Acouestic property | Examples |
| :---: | :---: | :---: |
| rounding | lowering of all formants (LIVI 356-358) | French, English (Benguerel \& Cowan 1974; Lubker \& Gay 1982) |
| velarization | lowsered F2 (LM 361-362) | Arabic (Ghazali 1977; Card 1983) |
| pharyngealization | lowered F3, raised FI (LM 307) | Interior Salish (Bessell 1998a, 1998b) |
| palatalization | raised F2 (LM 364) | Catalan (Recasens 1984, 1987), English (Hawkins \& Slater 1994), Japanese (Magen 1984), Marshallese (Choi 1992), Russian (Keating 1988), Bantu (Manuel 1987) |
| retroflection | lowered F3, F4, clustering of F2, F3. F4 (E 203, LM 28) | Gooniyandi (IvlcGregor 1990), Gujarati (Dave 1977), Hiudi (Stevens \& Blumstein 1975), Malayalam (Dart 1991), Tiwwi (Anderson \& Maddiesen 1994) |
| laryngealization | more energy in F1, F2, more jitter (T.MJ) | Cayuga (Dougherty 1993) |
| aspiration | more energy in FO , more noise (LMJ) | Cayuga (Dougherty 1993) |
| nasalization | spectral zero, nasal anti-resonance (LM 116) | English (Cohn 1990) |
| jaw lowering | raised F 1 | English (Amerman et nl. 1970) |
| rhoticity | lowered F3 (LM 244, 313) |  |
| laterality | lateral formants (LM: 193-197), raised/ lowrered F2/F3 | English (Kelly \& Local 1986; Kelly 1989; <br> Turley 1999; West 1999a, 1999b, 2000; Haurkins \& Smith 2001) |

to reconstruct the intended liquid from the resonances in vorvels up to three syllable nuclei away. These recent findings on the phonetics of liquids thus square well writh the prediction that the phonological domain of the dissimilating feature should mirror the temporal extension of the corresponding cues.

Ohala does not consider dissimilation between vowels. Ohmon (1966) showed that vowels may co-art iculate across intervening consonants. Dissimilation of vowels across syllables is thus consistent with Ohala's broader claims. Interestingly, though, all of the known examples of vowel dissinilation involve vowel height (CHAPTER 21: vowfi Hfight). Vowel height dissimilation is certainly consistent with the experimental finding that lowering of the jaw co-articulates (Amerman et al. 1970), but the existence of co-articulation is apparently not a sufficient predictor of dissimilation. Indeed there is a striking complementarity of phonological patterning between vowel height, on the one hand, and vowel color (roundness
and backness），on the other．To date，no examples of dissimilation involving the labial or front－back dimensions have come to light．Conversely，systems of vowel harmony in which backness or rounding（or both）are active are richly attested in the literature，but the feature［low］is not frequent in vowel harmony（see Krause 1979 for a possible example from Chukchee）．Further discussion of this problem may be found in Alderete and Frisch（2007）．

There is also still a residue of dissimilatory patterns for which the CHT does not seem to offer an explanation，including NC，long vowel，continuancy（see $\S 4.3$ below），and voicing．In the next section we will consider an alternative theory of the origins of dissimilation that does not seem to make any prediction about which features participate．

## 4．2 Similarity avoidance in the lexicon

Several recent studies have examined statistical asymmetries in the lexicon， pointing to a preference for phonetic dissimilarity between neighboring conson－ ants in roots（see also chapter 86：MORPheme structure constraints）．Berkley （2000）studied English monosyllabic words and found evidence of gradient similarity avoidance effects．Focusing on words of the shape $\mathrm{C}_{1} \mathrm{VC}_{2}$ ，she found that there are significantly fewer such words containing homorganic consumants than would be expected if consonants combined randomly，i．e．had the same probability of occurring as two independent events．Under－or overrepresentation is the ratio of observed to expected frequency（see chal＇ter 90 ；frequency EFFECTS）．A pair is underrepresented if the observed－to－expected（or O／E）ratio is less than 1 ，overrepresented if greater than 1 ．Words in which $C_{3}$ and $C_{2}$ are homorganic－such as mop，hll，and king－are underrepresented in the English lexicon．For CVVC words with a long vowel intervening between $C_{1}$ and $C_{2}$ ，the homorganic similarity avoidance effect is also present but weaker．These results， adapted from Berkley（2000），are shown in Table 60．3．Shaded cells indicate underrepresented combinations．

Frisch et al．（2004）studied similarity avoidance in the lexicon of Arabic tri－ radical verb roots．They found a very strong effect for adjacent pairs of consonants

Table 60．3 Similarity avoidance in Enylish monosyllabic roots

|  |  |  | Labial pbfvom | Cor obs $1 \mathrm{~d} A \mathrm{O}_{\mathrm{s}}$ ？ $\int 5 \mathrm{~S}_{\mathrm{t}} \mathrm{H}$ | Corson rJfi | Dorso－ guttural kghg w |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CVC | Labial | pbfvmw | 0.52 | 1.15 | 1.33 | 0.85 |
|  | Cor obs | td日まsz」うすか |  | 0.73 | 1.03 | 1.09 |
|  | Corson | nJrj |  |  | 0.59 | 1.21 |
|  | Dorso－ guttural | kghrm |  |  |  | 0.72 |
| CVVC | Labial | pbfumw | 0.61 | 1.11 | 1.11 | 1.14 |
|  | Cor obs | tdedsze3yds |  | 0.75 | 1.17 | 1.03 |
|  | Corson | nJrj |  |  | 0.70 | 1.01 |
|  | Dorso－ guttural | kghtuw |  |  |  | 0.71 |

( $C_{1}$ and $C_{2}, C_{2}$ and $C_{3}$ ), tending to categorical, as shown in Table 60.4. For nonadjacent $C_{1}$ and $C_{3}$ the effect was still strong, although somewhat weaker. Under both adjacency and non-adjacency the similarity avoidance effect is far stronger than the one observed by Berkley for English. Gray cells are homorganic in terms of major class (Labial, Coronal obstruent, Dorsal, Guttural, Coronal sonorant). They also found that the avoidance was stronger the more similar the consonant. Within the major class of coronals, for example, an adjacent pair of coronals was significantly more frequent if they had different values for [continuant].

Frisch et al. argue that when observed co-occurrence deviates from expected co-occurrence, the learner posits a gradient phoncological constraint, which they dub the gradient Obligatory Contour Principle that encodes the generalization "roots with repeated homorganic consonants are unusual." Statistical generalizations like these form the basis of netalinguistic judgments of relative acceptability of novel twords ("word-likeness"), influencing which words are actually used, and the phonological forms of novel and borrowed words (cf. Frisch 2004: 346).

For Frisch et al., the gradient OCP represents a statistical generalization over a static lexicon; it does not encode tacit phonetic knowledge directly. Despite this, Frisch et al. do propose a functional explanation for the distributional asyınnetries in the lexicon. Repetition of similar consonants is difficult to process (Frisch 2004). This finds the beginnings of an explanation in neural network models that encode linearization of segments. Nodes in the network must be excited and inhibited so as to fire in the right sequence. If there is a sequence of similar segments, the periods of excitation and inhibition may overlap, whether or not there is a corresponding overlap in the acoustic signal. Given two segments, $C_{1}$ and $\mathrm{C}_{2}$, in linear sequence that activate the same distinctive feature node, if the node encoding $C_{1}$ is still firing when $C_{2}$ is perceived, this may result in simultaneous

Table 60.4 Similarity avoidance in Arabic verb roots

perception of $C_{1}$ and $C_{2}$. The resulting blend of the two percepts may result in the saine kind of ambiguity that results from co-articulation in the CHT, and is presumably consistent with the same re-analytic strategies. An alternative source of dissimilation in processing may be a refractory period during which the node must be reset in order to detect a second stimulus of the same type. Unlike the CHT and the blending scenario we have just sketched, the refractory period wrould seein to predict asymmetries in the direction of the resulting pattern. If $\mathrm{C}_{2}$ occurs within this refractory period of a node that has just fired for $C_{1}$, the relevant feature will be perceived on $C_{1}$ but may not be perceived on $C_{2}$. The effective result is progressive dissimilation.

This processing bias may further help explain the pronounced difference in the strength of the effect in English and Arabic. Arabic has non-concatenative noorphology and psychologically real abstract consonant roots like /ktb/ 'write'. In phonological analysis, this has motivated analyses in which consonants and vowels occupy separate tiers in the representation. Roots are vulnerable to speech errors involving misordering of radical consonants.

These functional mechanisms and their implications for linguistic patterning provide ınuch fertile ground for further research. First, a greater range of languages must be studied to determine to what extent root co-occurrence constraints have a gradient character or not. Suzuki (1998) presents 16 examples of root ciroccurrence restriction, which are summarized in Table 60.5, along with a couple of additional cases.

A second challenge concerns the difference between similarity and identity. Arabic shows avoidance of identical radicals. In English, however, segınental identity provides an escape hatch to the OCP. CVC roots where both $C_{1}$ and $C_{2}$ are labial are generally dispreferred, but not if $C_{1}$ and $C_{2}$ are identical. For example, selecting /p/ for $C_{1}$ and $C_{2}$ and permuting the possible nuclei, almost every cell of the paradigm corresponds to an actually occurring word of English: pip, pep, pap, рор, pup, peep, poop, parp, pipe, Pape, pope. See Idsardi and Rajnıy (2008) for a relevant proposal that segmental identity may be represented in a data structure they call a "linked list."

Finally, the similarity avoidance approach raises anew the question of which features are expected to participate in dissintilation. Are certain features associated with longer periods of excitation in perception than others? And if that turns out to be so, is thene a systematic correlation between the length of a feature's temporal domain in the speech signal and the duration of excitation? To date, place and laryngeal features (MacEachern 1997) have been studied. These studies must therefore be extended to short-domain features, such as stops, fricatives, and voicing.

### 4.3 Dissimilation and cue robustness

Manner dissintilation is predicted not to occur by the CHT. Despite this, a small number of languages display dissimilation of pairs of adjacent stops or fricatives. For example, Osage (Quintero 2004), a Sjouan language spoken in Oklahoma, has
 Tsou (Szakos 1994), an Austronesian language of Taiwran, has a rule that hardens /h/ to [k] following /s/, giving alternations such as [s-in-uhnu] 'send someone to do something (actor voice)' ~ [skunal (patient voice), [s-m-olpici] 'pinch

Table 60.5 Root co-occurrence restrictions

| Fenture | Casc |
| :---: | :---: |
| place | Amharic (Bender \& Fulass 1978), Arabic (Greenberg 1950; McCarthy 1979, 1981; Mester 1986; Yip 1989; Padgett 1991; Pierrehumbert 1993; Frisch et al. 2004), Cambodian (Yip 1989), French (Plénat 1996), Hawai'ian (MicKay 1970), Hebrew (Koskinen 1964), lavanese (Uhlenbeck 1949; Pifester 1986; Padgett 1991), Russian (Padgett 1991), Serbian (McKay 1970), Yucatec Mayan (Yip 1989; Lombardi 1991) |
| labial | Cantonese (Yip 1982, 1988), Ponapean (Rehy \& Sohl 1981; Guodman 1995), Yao (Purnell 1965; Ohala 1981), Zulu (Doke 1926) |
| coronal | Akan (Welmers 1946; MicCarthy \& Prince 1995) |
| pharyngeal | Moses-Columbia Salish (Czaykowska-Higgins 1993) |
| liquid | 「avanese (Uhlenbeck 1949; Mester 1986) |
| rhotic | American English (Hall 2009) |
| voice | Tapanese (ltô \& Mester 1986, 2003; Steriade 1987, 1995; Ishihara 1991; Archangeli \& Pulleyblank 1994; Alderete 1997; Pater 1999), Bakairi (Cussenhoven \& Jacobs 2005) |
| spread glottis | Sanskrit (Grassmann 1863; Langendsen 1966; Anderson 1970; Phelps \& Brame 1973; Sag 1974, 1976; Phelps 1975; Schindler 1976; Borowsky \& Mester 1983; Kaye \& Lowenstamm 1985; Lombardi 1991) |
| high | Ngbaka (Thomas 1963; Chomsky \& Halle 1968; Mester 1986) |
| back | Ainu (ltô 1984; Mester 1986; Archangeli \& Pulleyblank 1994), I'zeltzal (Slocum 1948; Itô 1984) |
| length | Iapanese |

(actor voice.)' ~[skopica] (patient voice). Non-sibilant fricatives such as [ $0 \times x$ have diffuse spectra. Harris (1958) shows that the F2 transit un is required for reliable identification of the fricative. In a cluster of fricatives, one of the transitions, $\mathrm{C}-\mathrm{V}$ or $\mathrm{V}-\mathrm{C}$, is missing. Dissimilating one of the fricatives to the corresponding stop has the effect of sharpening the F2 transition and adding a stop release burst, rendering the place of articulation more easily identifiable. ${ }^{3}$ In Chontal (Waterhouse 1949, 1962; Kenstowicz and Kisseberth 1979), a Hokan language of ivlexico, the imperative suffix is $\{-\operatorname{la}\}\}$ after voiceless segments, and $\{$-Aa? $\}$ after voiced ones, e.g. [fuf-lia?] 'blow it!', [panx-la?] 'sit down!', [ko-ła'] 'say it!', [kan-ła?] 'leave it!'. The pattern seems to involve deleting the second [spread glottis] feature in a

[^75]cluster of voiceless fricatives - assuming the claim of Vaux (1998) that voiceless fricatives are universally [spread glottis] - allowing the lateral to be more clearly identified as such.

Dissimilation betwreen two stops is far more rare, but González (2008) supplies an example from North-Central Spanish, which show's dissimilation of coda /k/ to [ $\theta$ ] (and other realizations) before another stop (generally /t/, e.g. [dob.'tor] 'doctor'. González also proposes an explanation in terms of cue robustness, noting that the cues for the first stop are not as salient before another stop as before other segments, due to weaker, or absent, stop release burst and formant transitions. Similar considerations have been argued to condition netathesis in other languages, e.g. Faroese, where final /skt/ metathesizes to [kst] (Hume and Seo 2004; see chapter 59: metathesis).

### 4.4 The dissimilation game

In a different vein, people also apply tacit knowledge of similarity to a variety of ludic and poetic ends. Indeed, the term "dissimilation" entered the field in the 19th century from rhetoric, where it had been in use to describe the variation in style required for good public speaking (cf. Brugmann 1909). The criterion of a perfect rhyme in English, such as pet - bet, is not only that the material following the onset of each stressed syllable is identical, but that the onset of each stressed syllable is different. In considering rhyme in English, we do not appear to count features; we are merely interested in contrastive segments. The pair pet - bet is thus as good a rhyme as the pair pet - set. The sane requirement of non-identity turns up in echo reduplication (Akderete et al. 1999; Nevins 2005; citapter ton: reduplication), where the base is reduplicated with an onset determined by convention (fixed segmentism). In Hindi, this kind of reduplication gives a meaning ' $X$ and the like' (Singh 1969; Nevins 2005). The fixed segment is /v/ unless the base also begins with a /v/, in which case the echo reduplicant begins with is/. Examples from Nevins (2005: 280) are shown in (19). ${ }^{+}$
(19) I-Iindi echo reduplication with fixed segmentism

| paanii-vaani | 'water and the like' |
| :--- | :--- |
| aam-vaam | 'mangoes and the like' |
| tras-vras | 'grief and the like' |
| yaar-vaar | 'friends and the like' |
| vakil-fakil, "vakil-vakil | 'lawyers and the like' |

Similar facts are observed in English shm-reduplication, e.g. potato-shmotato, but shmaltz-shpaltz (Nevins and Vaux 2003), Kannad a (Lidz 2001), and Javanese (Yip 1995). Yip $(1995,1998)$ proposes that these are due to a constraint against the repetition of identical elements, *Repeat, ultimately due to Menn and MacWhinney (1984). Similar facts also turn up in secret languages. In the Kunshan secret language Mo-pa (Yip 1982: 652 ff .), a base of the shape $\mathrm{C}_{1} \mathrm{~V}_{1}\left(\mathrm{C}_{2}\right)$ is mapped to a template $\mathrm{C}_{1}[\mathrm{o}]-G \mathrm{~V}_{1} \mathrm{C}_{2}$, where G is a consonant whose value for the feature

[^76]［continuant］is the opposite of that of $C_{1}$ ．Examples，not glossed in the source，are given in（20）．

Kunsian secret Innguage Mo－pa

| ちゃい | to law |
| :---: | :---: |
| $\mathrm{k}^{\prime} \varepsilon$ | koo lie |
| $\mathrm{d}^{\prime} 0 \mathrm{O}$ | d＇o lor） |
| tsa | Iso za |
| vã | vo pã |
| sja | so tsja |
| now | no tiow |
| ภnan | jata |

Oral stops are replaced by voiced continuants，while nasals and continuants are replaced by the corresponding voiceless unaspirated stop．This continuant dis－ similation is covered neither by the CHT nor cue robustness；the reason for the alternation seems to be purely ludic．

## 5 Conclusions

There are a number of theories of the origin of dissimilation，and dissimibtion may apparently have one of several motivations．According to the Co－artimlation－ Hypercorrection Theory（Ohala 1981，1993，2003），dissimilation results when the listener reverses a perceived co－articulation．The central prediction of the CHT is that dissimilation should only occur with features that have elongated cues． Other theories assume a functional motivation．Frisch et al．（2004）argue that sim－ ilarity avoidance effects are due to the difficulties associated with processing the sequencing of similar segments．This bias is reflected in the statistical structure of the lexicon in many languages．However，the predictions of processing－based accounts with respect to the observed featural asymmetries are not yet clear． It was suggested here that manner dissimilation in pairs of adjacent fricatives or stops is best understood as maximizing cues for place of articulation，while dissimilatory phenomena in language games fulfill an aesthetic role．Future research will hopefully extend the empirical base for the study of dissimilation phenomena，and determine more precisely what the division of labor and syn－ ergies between the factors discussed here should be．
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## 61 Hiatus Resolution

## Roderic F. Casali

## 1 Overview of hiatus resolution

The term vowel hintus is comnionly used to refer to a sequence of adjacent vowels belonging to separate syllables, as in the following Hawaian examples from Senturia (1998: 26). (Periods indicate syllable bouru taries.)
(1) [ko.a.na] 'space'
[Ii.le.a] (nanve of a shell)
[ku.a] 'back'
[hu.e.lo] 'tail'
[hui.ina] 'sum'
[ko.e.na] 'remainder'
In some languages, vowel hiatus is permitted quite freely. Other languages place much stricter limits on the contexts in which heterosyllabic vowel sequences can occur, while some disallow them entirely. Languages that do not permit vowel hiatus may employ any of several processes that eliminate it in cases where it would otherwise arise (e.g. where an underlying vowel-final morpheme directly precedes a vowel-initial noorpheme).

One of the most common forms of hiatus resolution involves the elision of one of the two vowels. (See chapter 6w: deletion.) Vowel elision is illustrated below with examples from Yoruba, adapted from Pulleyblank (1988).

| /buata/ | $\rightarrow$ | [ba.ta] | d |
| :---: | :---: | :---: | :---: |
| /gé olin/ | $\rightarrow$ | [gólú] | 'cut mushrooms' |
| /ta epol | $\rightarrow$ | [te.po] | 'sell palm oil' |
| /kś èkś/ | $\rightarrow$ | [k¢.kı̌] | 'learn' |
| /ra owiol | $\rightarrow$ | [ro.wj] | 'buy a broom' |

In all of these examples, it is the first of the two adjacent vowels $\left(V_{1}\right)$ that deletes. Though this is the more common pattern cross-linguistically, cases in which the second vowel ( $\mathrm{V}_{2}$ ) deletes are also attested (and indeed, some instances of $\mathrm{V}_{2}$ deletion are found in Yoruba itself).

In another very common hitatus resolution process, glide formation, $\mathrm{V}_{1}$ is converted to a semivowel (see also chapter 15: Glides). One well-known case, illustrated in (3), is Ganda (Tucker 1962; Katainba 1985; Clenาents 1986). ${ }^{\text {² }}$
(3)

| /mu-iko/ | $\rightarrow$ | [mwi..ko] | 'trowel' | cf. [mu-le:nzi] | 'boy' |
| :--- | :--- | :--- | :--- | :--- | :--- |
| /lj-ato/ $/$ boy | $\rightarrow$ | [lja:.to] | 'boats' | cf. [li-ggwa] | 'thorn' |
| /mu-ezi/ | $\rightarrow$ | [mwe:.zi] | 'Inoon' |  |  |
| /mu-ogezi/ | $\rightarrow$ | [mwo..ge.zi] | 'talker' |  |  |
| /mi-ezi/ | $\rightarrow$ | [mje:.zi] | 'moons' |  |  |
| /mu-anal | $\rightarrow$ | [mwa:.na] | 'child' |  |  |

In general (we will look at an exception in $\$ 2.4$ below), glide formation in Ganda applies only where $\mathbf{V}_{1}$ is high. Non-high $\mathrm{V}_{1}$ 's are elided before another vowel, with compensatory lengthening of $\mathrm{V}_{2}$ (e.g. /ka-oto/ 'small fiireplace' > [ko:to]).

A third common pattern, conlesconce, involves the merger of $V_{1}$ and $V_{2}$ to form a third vowel that combines features of both. This is illustrated in the Attic Greek examples below (de Haas 1988: 126). In these examples, various underlying sequences that combine a non-high [-ATR] vowel /a $\varepsilon$ / with a mid [+ATR] vowel /e o/ are realized phonetically as a long mid [-ATR] vowel that retains the backness and roundness of the original [ + ATR] vowel.

| /gene-a/ |  | [gé.ne:] | (/ea / > [ $\varepsilon$ :]) | m ace PL) |
| :---: | :---: | :---: | :---: | :---: |
| /ti:ma-omen/ | $\rightarrow$ | [ti:.mš:.ınen] | (/ao/ > [:]) | 'Inonor (1pl pres ind)' |
| /ajdo-a/ | $\rightarrow$ | [aj.dŝ:] | (/oa/ > [J:]) | 'shame ( ACCOSG )' |
| /de:lo-e:te/ | $\rightarrow$ | [de.lŝı.te] | (/oci/ > [3:] | manifest (2pl Pres Subj) |
| /zde:-omen/ | $\rightarrow$ | [zd3s:men] | (/E:O/ > [ $3:]$ ) | live (1pl pres Subj)' |

Note that for the pairs /a o/ and / $\varepsilon$ : o/, coalescence in Attic Greek is syımetric; the phonetic result is the same for both orders of input vowels. ${ }^{2}$ Other languages with symmetric coalescence include Quebec French, Korean, Rotunาan, Old Portuguese, and Classical Sanskrit (all discussed in de Haas 1988), and Afar (Bliese 1981). Symmetric coalescence is relatively uncommon, however. Much more frequently, coalescence applies only when the vowels occur in one of the two possible orders (see $\S 2.3$ belowr).

Other languages avoid hiatus by retaining both vowels but syllabifying them into the nucleus of a single syllable, a process generally know'n as diphthong formation or diphtiongization. This occurs in Ngiti, as llustrated in the following examples, adapted from Kutsch Lojenga (1994: 90-91).

| /abvo àji/ | $\rightarrow$ | [a.bvoà.ji] | 'widow' |
| :---: | :---: | :---: | :---: |
| /tito akpà/ | $\rightarrow$ | [tì.ṫa.kpà] | 'liar' |
| /opi àji/ | $\rightarrow$ | [o.pià.ji] | 'Lendu woman' |
| /ìndrì akpà/ | $\rightarrow$ | [ìn.drla.kpà] | 'male goat' |
| /fà ánơo | $\rightarrow$ | [fàs.jù] | 'our food' |
| /fukú ofi/ | $\rightarrow$ | [fu.kúco.6i] | 'your (pi) knives |

[^77]Kutsch Lojenga states that "both vowels must be realised as a short complex vowel nucleus on one $V$ timing slot." She further notes (personal communication) that the first vowel in each sequence is shorter in duration than the second vowel, though not to the point where any auditory distinctions among vowels in $\mathbf{V}_{1}$ position are neutralized. This argues against an analysis (i.e. gliete formation) in which $V_{7}$ is syllabified as a consonantal onset.

Other languages that exhibit diphthong formation include Haitian Creole (Picard 2003), Indonesian (Rosenthall 1997), Attic Greek (Senturia 1998 and references therein), Obolo (Faraclas 1982), Bakossi (Hedinger and Hedinger 1977), Eastern Ojibwa (Howard 1973), Margi (Tranel 1992), and Larike (Rosenthall 1997).

Fincilly, an obvious means of eliminating vowel hiatus is to epenthesize a consonant between the two vowels. One language in which this occurs is Washo, as illustrated in the examples below, adapted from Midtlyng (2005); in each example a semivowel [j] is inserted between the initial vowel of a suffix and the final vowel of a preceding morphente.


Though these hiatus resolution strategies have been presented independently using data from different languages, it is common to find two or more different strategies at work in the same language (see §2.5).

It is also common to find that languages tolerate hiatus in some contexts but not others. A number of factors are capable of blocking or infiuencing hiatus resolution, including the nature of the prosodic or morphosyntactic boundary at which hiatus arises (Kaisse 1977; Baltazani 2006), prominence factors such as stress (Senturia 1998), vowel length and tone (Casali 1998: 73), minitnal word length or weight conditions, the lexical or functional status of particular morphemes, rate of speech, and sensitivity to particular lexical items. Hiatus resolution also sometimes shows derived enviromment effects (see cilapter bs: derived environment EFFECTS), in which hiatus is tolerated in vowel sequences internal to a morpheme, but is elininated in cases where two vowels come together across a morpheme boundary. Finally, morphemes consisting of just a single vowel are seinetimes resistant to loss through elision, presumably due to the loss of semantic content that could result (Casali 1997).
Hiatus resolution can also arise in cases where three (or more) underlying vowels occur in sequence. Such cases are considerably less common, and it is difficult to make many strong generalizations about the resolution of $/ \mathrm{V}_{1} \mathrm{~V}_{2} \mathrm{~V}_{3} /$ sequences. Attested outcomes include gliding of $\mathbf{V}_{2}$ (e.g. Eastern Ojibwa [Howard 1973]; Ganda [Clements 1986: 75]), and elision of both $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ (Baka [Parker 1985]).

The remainder of this paper is organized as follows. In §2, I describe some major respects in which hiatus resolution processes vary across languages. $\S 3$ discusses the treatment of hiatus resolution within various theoretical models and
some associated challenges and issues. The paper concludes with a brief summary in $\$ 4$.

## 2 Typological variation

Hitatus resolution patterns show considerable variation across languages, and any survey of this variation in a work of the present paper's scope will necessarily be selective. ${ }^{3}$ Here we will look at certain aspects of variation involving consonant epenthesis ( $\$ 2.1$ ), vowel elision ( $\$ 2.2$ ), coalescence ( $\$ 2.3$ ), and glide formation ( $\$ 2.4$ ), as well as the co-occurrence of multiple processes within a single language ( $\$ 2.5$ ).

### 2.1 Consonant epenthesis

A question that naturally arises in looking at hiatus resolution by consonant epenthesis is which consonants can function epenthetically as hiatus interrupters. Three possibilities seem reasonably well attested:
(i) A semivowel, usually one that is homorganic with (i.e. shares the same frontness or roundness as) $\mathrm{V}_{1}$ or $\mathrm{V}_{2}$.
(ii) A glottal stop ([ $\left.{ }^{2}\right]$ ) or fricative ([h]).
(iii) A coronal consonant, generally [t] or a rhotic.

By far the most common pattern (Picard 2003; Uffmann 2007) is the first one. This is sometimes explained (see for example Uffmann 2007) by assuming that homorganic glide epenthesis is in some sense different from (and less costly than) epenthesis of an entirely new segment, since the glide might be interpreted as a prolongation of phonological content that is already present. However, there are also languages - e.g. Ait Seghrouchen Berber (Senturia 1998), Galacian (Picard 2003), and Washo (Midtlyng 2005) - that consistently epenthesize [j], regardless of the featural content of adjacent vowels, and at least one language, Chamicuro (Parker 1989; de Lacy 2006), with consistent [w]-epenthesis.

An example of a language with glottal stop epenthesis is Malay (Ahmad 2001). The examples below show insertion of a glottal stop between a CV prefix and vowel-initial root:
(7) /dj-ubah/ $\rightarrow$ [dirubah] 'to change (pass)'
/sa-indah/ $\rightarrow$ [saindah] 'to be as beautiful as'
/sə-elok/ $\rightarrow$ [sa?elo?] 'to be as pretty as'
/dj-olah/ $\rightarrow$ [dipolah] 'to beguile (pass)'
/di-arjkat/ $\rightarrow$ [di’arjkat] 'to lift (PASS)'
Other languages that epenthesize [?] in at least some hiatus contexts include llokano, Selayarese, Tunica, and Indonesian (see Lombardi 2002 and references therein).

[^78]A well-known case of epenthesis of a coronal consonant in hiatus contexts is Axininca Campa (Payne 1981; Lombardi 2002; Baković 2003), illustrated in the exanıples below (Payne 1981):
(8) /i-N-koma-j/ $\rightarrow$ [irjkomati] 'Ive will paddle'
/i-N-koma-aa-i/ $\rightarrow$ [inkomataati] 'he will paddle again'
These examples show an epenthetic [ $t$ ] interrupting vowel hiatus in suffixal contexts; hiatus in prefix $\sqrt{ }$ l contexts is resolved in Axininca Campa by eliding one of the vowels instead.

The problem of predicting the range of possible epenthetic consonants has received significant attention in recent theoretical work. This is discussed further in $\S 3.3 .3$ below.

### 2.2 Vowel elision

A natural question that arises in connection with vowel elision is which of two adjacent vowels elides. Cross-linguistically, elision of $\mathrm{V}_{1}$ is far more common than elision of $\mathrm{V}_{2}$ (Bergman 1968; Lanıontagne and Rosenthall 1996; Casali 1997, 1998). [nterestingly, it turns out that the contexts in which $\mathrm{V}_{2}$ elision is well attested are not random. Clear cases of $V_{2}$ elision are largely confined to two contexts: (i) the boundary between a lexical (content) word and a following function word, and (ii) stem-suffix boundaries. ${ }^{1}$

Examples of the former type, from Etsako (Elinelech 1976), are shown in (9). Note that the latter also display $V_{1}$ elision of the final vowel of a preceding function word, suggesting rather strongly that it is lexical or non-lexical status, and not simple linear order, that is relevant in this case (see also charter 104: root-affix asymmetries).
(9) /ona aru olj/ $\rightarrow$ [onaruli] 'that louse'
the louse that
/ona eyi $\quad$ ana/ $\rightarrow$ [onexina] 'this tortoise'
the tortoise this
Examples of the latter type, adapted from Okpe (Pulleyblank 1986), are shown in (10).

```
(10) /è-sé-ó/ \(\rightarrow\) [èsé] 'to fall'
inf-fall-inf
    / \(\hat{\varepsilon}\)-d \(\dot{\varepsilon}-\bar{y} / \quad \rightarrow \quad[\hat{\varepsilon} \mathrm{d} \hat{\varepsilon}]\) 'to buy'
    inf-buy-1NF
```

Compare these forms with the additional Okpe words in (11), where the final V suffix is retained following an underlying high vowel, which undergoes glide formation.

[^79](11)

| /ètíob/ | $\rightarrow$ | [ètjó] | ull ${ }^{\prime}$ |
| :---: | :---: | :---: | :---: |
| inf-pull-inf |  |  |  |
| /غ̀-só-j/ | $\rightarrow$ | [ĖE:wら̀] | 'to sing' |
| NF-sing-INF |  |  |  |

At other kinds of morphosyntactic boundaries, such as that between a prefix and following root or between two content words, elision regularly targets $\mathrm{V}_{1}$. The cross-linguistically well-attested possibjities are summarized below. (See Casali 1997 for more discussion.)
(12) Vowel elision and morphosyntactic position

## Context

Between thro content words
Content word before function word
Prefix + root
Ruot + suffix

Robustly attested possibilities<br>$V_{1}$ elision<br>$V_{1}$ elision or $V_{2}$ elision<br>$V_{1}$ elision<br>$V_{1}$ elision or $V_{2}$ elision

### 2.3 Coalescence

As noted previously, symmetric coalescence, as in the Attic Greek data in (4), is relatively rare. By far the most common form of coalescence is a direct wonally asynmmetric pattern, terıned height conlescence in Casali (1998) (see also Lamontagne and Rosenthall 1996; Parkinson 1996), in which a non-high $\mathrm{V}_{1}$ and a high $\mathrm{V}_{2}$ coalesce to form a non-high vowel otherwise identical to $\mathrm{V}_{2}, \mathrm{e} . \mathrm{g}$. /a+i/ $>$ [e], $/ \mathrm{a}+\mathrm{u} /$ > [0], as in the Xhosa examples below (Aoki 1974).

```
/wa-inkosi/ -> [wenkosi] 'of the chiefs'
    /wa-unfazi/ -> [wounfazi] 'of the woman'
```

The reverse sequences $/ j+a /$ and $/ u+a /$ are not subject to coalescence in Xhosa, but are resolved instead by vowel elision and glide formation, respectively (see § 2.5 below).

Languages in w'hich the feature [ATR] is contrastive sometimes show a slightly more elaborate form of asymmetric height coalescence, in which the [ATR] value of a non-high $V_{1}$ is preserved in some cases as well. Such languages divide into two types: those in which [-ATR] is systematically preserved (e.g. $/ \mathrm{a}+\mathrm{i} />[\varepsilon]$, $/ \varepsilon+o />[0]$ ), and those in which [+ATR] is preserved (e.g. $/ \mathrm{a}+\mathrm{i} />[\mathrm{e}], / \mathrm{o}+\mathrm{I} />$ [e]). Languages of the former type include Owon Afa (Awobuluyi 1972) and Anufo (Adjekum et al. 1993). Languages of the latter type include several North Guang languages and Southern Sotho (Casali 1998, 2003 and references therein). ${ }^{5}$

Though asymmetric height coalescence most commonly applies to sequences in which $\mathrm{V}_{1}$ is lowrer than $\mathrm{V}_{2}$, cases of "reverse height coalescence" also exist in which a higher $\mathrm{V}_{1}$ followed by a lower $\mathrm{V}_{2}$ yields a lowered version of $\mathrm{V}_{\mathrm{I}}$ (e.g. $/ \mathrm{i}+\mathrm{a} />[\mathrm{e}], / \mathrm{u}+\mathrm{a} />[\mathrm{o}])$, while the opposite sequences do not trigger coalescence. This occurs in Foodo (Kwa; Сhana; Plunkett 1991: 68), as shown below. (The initial

[^80]and final /a/'s are noun class affixes. The tonal changes are due to independent processes discussed in Plunkett.)

| a. | /i+a/ |  | [e:] | /á-bì-á/ | $\rightarrow$ | [ábê:] | 'seeds' | cf. [dí-bílic] | ${ }^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| b. | /u+a/ | > | [3:] | /á-sú-á/ | $\rightarrow$ | [àsó:] | 'ears' | cf. [ku̇-sú] | 'ear |
| c. | /u+a/ | $>$ | [0:] | /á-jù-á/ | $\rightarrow$ | [ájôob | 'millet' | cf. [dúi-jú-İ] | miller |

Sequences in which $\mathrm{V}_{2}$ is high and $\mathrm{V}_{7}$ is non-h igh do not undergo coalescence; compare the / $u+a /$ sequence in ( $14 b$ ) with the /a+u/ sequence in /kù-tá-ú/ 'bow', which is retained in the surface form, [küráu].

Other languages with reverse height coalescence patterns include Tem (Tchagbale 1976; de Craene 1986), Chagga (Nurse and Philippson 1977; Saloné 1980), Ewe (Westermann 1930), Bakossi (Hedinger and Hedinger 1977), and Nkengo (Hulstaert 1970). Interestingly, such patterns seem to occur predominantly at root-suffix boundaries, a restriction that partly parallels some limitations on the distribution of $\mathrm{V}_{2}$ elision ( $\$ 2.2$ ).

A further coalescence pattern that should presumably be expected to occur is one in which front unrounded and back rounded vowels coalesce to form a front rounded vowel, e.g. $/ \mathrm{i}+\mathrm{u} />[\mathrm{y}]$, $/ \mathrm{e}+\Omega />[\rho]$, etc. Patterns of this type appear to be considerably less common than height coalescence. Two possible cases, Rotunnan and Korean, are discussed in de Haas (1988) (see also Sohn 1987; Rice 1995; Causley 1.999a). Coalescence of $/ \mathrm{e}+\mathrm{o} / \mathrm{to}$ [ 0 ] is also described in Obolo (Faraclas 1982).

### 2.4 Glide formation

In Ganda (cf. (3) above) and quite a few other languages, both front and back $V_{i}$ 's are subject to glide formation. It is also quite common, however, to find that only back round vowels glide and that front $V_{3}$ 's trigger a different resolution strategy, most commonly elision. This is the case for example in Xlwsa (see $\S 2.5$ below) and Chumburung (Snider 1985). Though they are seemingly less common, there are also languages (e.g. Polish; Rubach 2000) in which only front vowels glide.

A second point of variation involves the height of $\mathrm{V}_{1}$. Generally, if a language has glide formation at all, high $\mathrm{V}_{1}$ 's will undergo the process (Rosenthall 1994, 1997; Casali 1995). In some languages (e.g. Ebira; Adive 1989), only high $V_{1}$ 's glide. In quite a large number of other languages, however, mid $\mathrm{V}_{3}$ 's also glide. ${ }^{6}$ One such case, Chicano Spanish, is illustrated in the examples below (from Bakovic 2007, with phonemic forms substitured for orthographic ones):

| a. | /ni ultima/ | $\rightarrow$ | [mjultima] | 'my last one (fem)' |
| :---: | :---: | :---: | :---: | :---: |
|  | /mi obra/ | $\rightarrow$ | [mjoßra] | 'my deed' |
|  | /tu epoka/ | $\rightarrow$ | [twepoka] | 'your time' |
|  | /tu alma/ | $\rightarrow$ | [twalma] | 'your soul' |
| b. | /me urxe/ | $\rightarrow$ | [mjurxe] | 'it is urgent to m |
|  | /porke a beses/ | $\rightarrow$ | [porkjaßeses] | 'because sontetines' |
|  | /koino eba/ | $\rightarrow$ | [komweßa] | 'like Eva' |
|  | /lo abla / | $\rightarrow$ | [lwaßla] | 'speaks it' |

[^81]Further variation exists as well. In some languages, glide formation does not apply to sequences in which $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ share the same frontness and roundness. In Gichode (Casali 1998: 168-169), for example, glide formation of a round vowel occurs only before non-round vowels, e.g. $/ \mathrm{u}+\mathrm{i} />$ [wi] but $/ \mathrm{s}+\mathrm{o} />[\mathrm{o}]\left({ }^{*}[\mathrm{wo}]\right)$. (Contrast this with realization of $/ u+o /$ as [wo] in Canda, as in (3) above.) Clide formation is also blocked in some languages (e.g. Ganda; Clements 1986) following certain consonants. ${ }^{7}$ Typically, both sorts of restrictions can be attributed to constraints that are effective quite generally in the language (e.g. languages that fail to glide /u/ or /o/ before a round vowel typically lack [Cw] before round vowels in general).

Finally, some languages impose less stringent restrictions on glicte formation when $\mathrm{V}_{1}$ occurs in absolute word-initial position. In Ganda, for example, only high $\mathrm{V}_{1}$ 's generally glide in word-internal /CV, $\mathrm{C}_{2}$ /sequences. Word-initially, however, mid and even low $V_{1}$ 's undergo glide formation (in this case without compensatory lengthening), as in the examples below (Clements 1986: 75, n. 1): ${ }^{\text {b }}$

$$
\begin{array}{ll}
\text { /o-a-gula/ } & \rightarrow \text { [wagula] 'you (sG) bought' }  \tag{16}\\
\text { /a-a-gula/ } & \rightarrow \text { [jagula] 'he/she bought' } \\
\text { /e-a-laba/ } & \rightarrow \text { [jalaba] 'it (cl. 9) saw' }
\end{array}
$$

Rather similar patterns are reported in Nyarwanda (Kimenyi 1979).
Notwithstanding the considerable variation that exists in its patterning, there is one very significant respect in w'hich the behavior of glide formation is surprisingly regular across languages. Quite consistently, (non-word-initial) sequences in which $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ are identical regularly fail to undergo glide formation. We can illustrate this restriction with additional examples from Ganda (Clements 1986):

$$
\begin{array}{llll}
\text { /lni-iko/ } & \rightarrow \text { [mizko] } & \begin{array}{l} 
\\
\\
\text { lmjii:ko] }
\end{array} & \text { 'trowels' }  \tag{17}\\
\text { /lu-uji/ } & \rightarrow \text { [luiji] } & { }^{*}[l w u: j i] & \text { 'side' }
\end{array}
$$

Moreover, sequences such as $/ 0+u /$ and $/ e+i /$, in which $V_{1}$ and $V_{2}$ are both front or both round and $V_{1}$ is lorver than $V_{2}$, rarely if ever trigger glide formation, but are resolved instead by vowel elision or coalescence (Casali 1995, 1998: 172, n. 5).

Exceptions to these generalizations clearly arise in absolute word-initial position in some languages, as in the Canda example in (16) above. I am not aware of any languages that consistently violate these restrictions word-internally, however.

### 2.5 Multiple hiatus resolution strategies in the same language

It is quite common to find two or more different hiatus resolution processes at work in the same language. In some such cases, different processes are operative

[^82]in different morphosyntactic contexts. In Axininca Campa (Baković 2003) and Washo (Midrlyng 2005), for example, hiatus is resolved by vowel elision at a prefix-stem boundary but by epenthesis at a stem-suffix boundary. In Lugisu (Brown 1970), a sequence $/ \mathrm{a}+\mathrm{i}$ / is resolved by coalescence (to [e]) across a word boundary, bur by eliding /a/ word-internally.

There are also many cases, however, in which multiple strategies apply in exactly the same morphosyntactic context, targeting different vowel sequences. Especially common are cases (see Casali 1998: 83-84) in which vowel elision occurs along with glide forntation, coalescence, or both. Languages with both vowel elision and glide formation (but not coalescence) include Ganda, Etsako (Elimelech 1976), Igede (Bergman 1968), and Chicano Spanish (Baković 2007). Languages with coalescence and vowel elision (but not glide formation) include Afar (Bliese 1981) and Owon Afa (Awobuluyi 1972). Particularly intricate patterns are found in a considerable number of languages ( 32 cases are listed in Casalj 1998: 83-84) that manifest all three processes. One such language is Xhosa (McLaren 1955; Aoki 1974), whose hiatus resolution alternations conform to the following generalizations:

## (18) Hintus resolution in Xhosa

a. Where $V_{1}$ is non-high and $V_{2}$ is high, the outcome is a [-high] version of $V_{2}$.
b. A round $V$, undergoes glide formation before a following non-round vowel.
c. Elsewhere, $\mathrm{V}_{1}$ elision applies.

The overall pattern corresponding to these generalizations is shown below in Table 61.1, where coalescent realizations are underlined and those involving glide formation are italicized. Note that in the case of the in put /o+i/, both coalescence and glide formation apply.

Table 61.1 Glide formation, coalescence, and vowel elision (in Xhosa)


[^83]Examples illustrating some of these realizations in Xhosa (Aoki 1974) are shown below:

| /esisu-ini/lu | $\rightarrow$ | [esiswini] | 'stomach (Loc)' |
| :---: | :---: | :---: | :---: |
| /ri-oça / | $\rightarrow$ | [nodja] | 'you roast' |
| /ndi-akha/ | $\rightarrow$ | [ndakha] | 'I build' |
| /ni-enza / | $\rightarrow$ | [nenza] | 'you make' |
| /wa-ejele/ | $\rightarrow$ | [wejele] | 'he fell in' |
| /a6a-oni/ | $\rightarrow$ | [aธoni] | 'wrong doers' |
| /ава-akhi/ | $\rightarrow$ | [a6akhi] | 'builders' |
| /wa-inkosi/ | $\rightarrow$ | [wenkosi] | 'of the chiefs' |
| /wa-umfazi/ | $\rightarrow$ | [womfazi] | 'of the woman' |
| /esilo-ini/ | $\rightarrow$ | [esilweni] | 'animal' |

The descriptive summary of the Xhosa patterns in (18) illustrates someth ing that is quite typical of languages that combine vowel elision with glide formation and/or coalescence, which is that it is generally possible to regard vowel elision as a kind of default process. That is, the simplest way of describing the relevant generalizations is often to specify the conditions under which glide formation and/or coalescence apply, with a statement that vowel elision applies elsewhere.

All three processes - vowel elision, glide formation, and coalescence - can occur either with or without compensatory lengthening, depending on the language (see chapter 64: comipensatory lengthening). Typically, if compensatory lengthening applies with one process it will apply with the others as well. Thus, Ganda shows compensatory lengthening with both vowel elision and glide formation, while Xhosa does not show compensatory lengthening with either of these, nor with coalescence. It also appears generally true that languages (e.g. Ganda) with contrastive vowel length manifest compensatory lengthening while those with no phonemic length do not, but it remains to be seen how universal this correlation is.

## 3 Theoretical treatments and issues

### 3.1 Early generative phonology

Many analyses of hiatus resolution patterns in particular languages (e.g. Brown 1970; Aoki 1974; Phelps 1975, 1979; Elimelech 1976; Halle 1978; Shaw 1980; Snider 1985) were carried out within early generative phonological frameworks conforming roughly to the rnodel proposed in Chomsky and Halle (1968) or its offshoots. In such models, hiatus resolution processes are due to the operation of languagespecific phonological rules. To account for the Xhosa hiatus resolution patterns in (19), for exaınple, Aoki (1974: 239) posits three ordered rules of Vowel Lowvering, Glide Formation, and Vowel Deletion, which (with minor notational adjustments) are essentially those in (20):

[^84](20)
a. Vowel Lowering

b. Glide Formation

$\left[\begin{array}{c}\mathrm{V} \\ + \text { round }\end{array}\right] \rightarrow[$-vocalic]/ -V
c. Vowel Deletion
$\mathrm{V} \rightarrow \varnothing / \ldots \mathrm{V}$
Derivations illustrating the operation of these rules are shown below (Aoki 1974: 40): ${ }^{11}$

| Underlying Form | /wa-umfazi/ | /esisu-ini/ | /esilo-ini/ |
| :--- | :---: | :---: | :---: |
| Vowel Lowering | wa-omfazi | - | esilo-eni |
| Glide Formation | - | esisw-ini | esilw-eni |
| Vowel Deletion | w-omfazi | - | - |
| Output | [womfazi] | [esiswini] | [esilweni] |

The formal apparatus of early generative phonology frequently offered multiple possibilities for analyzing a given pattern. For example, in contrast to Aoki's analysis of Xhosa coalescence using separate vowell kowering and elision rules, other researchers (e.g. Phelps 1975, 1979; Halle 1978) treated very similar patterns in other languages using a type of rule, known as a transformational rule, which is capable of simultaneously affecting (and, in the case of coalescence, merging the features of) two different seginents. Perhaps not surprisingly, much of the literature on hiatus resolution patterns of this period focused on issues of rule formulation and the related question of when the rules for two potentially related processes might appropriately be collapsed into a single rule. Aoki's paper, which provides extensive arguments against a transformational rule analysis of coalescence (on the grounds that it is arbitrary and unrevealing and that it leads to an unnecessary increase in the complexity and power of the theory), is itself an interesting case in point. Other relevant work includes Brown (1970), Harms (1973), Hyman (1973), Shaw (1980), Snider (1985), and an extended debate (Chomsky and Halle 1968; Phelps 1975, 1979; Halle 1978) over some particularly intricate patterns in Kasem.

### 3.2 Autosegmental and non-linear generative phonology

The late 1970s and 1980s saw the development of alternative and greatly elaborated autosegmental or non-linear conceptions of phonolog'tal structure in which some or all phonological features are assumed to occur on separate structural tiers (see CHAPTER 14: aUtosegments). A number of studies of hiatus resolution phenomena (e.g. Katamba 1985; Clements 1986; Pulleyblank 1986, 1988; Sohn 1987; de Haas 1988; Snider 1989) were carried out using such models. We will look at one representative (and infuent alal) case in some deta:l, Clements' (1986) treatment

[^85]of glide formation and elision in Ganda (see (3) above). Clements' analysis employs the rules in (22). ${ }^{12}$
a. Glide Formation

b. Non-high Vowel Deletion


An appealing feature of Clements' analysis is that it provides a very straightforward account of the compensatory lengthening that accompanies both elision and glide formation in Ganda. Both rules in (22) have the effect of delinking a V element from its associated vowel features. This is illustrated below for the case of vowel elision. (23a) shows the underlying form corresponding to /ka-oto/ ([ko:to]) 'sinall fireplace' within Clements' model, while (23b) shows the representation that results when this form is subjected to rule (22b) (Non-high Vowel Deletion), which delinks /a/froin its associated Velement, in conjunction with a further (universal) convention that is assumed to delete unassociated segments (in this case the delinked /a/).


The parallel forms in (24) illustrate the application of the Glide Formation rule (22a). (24a) shows the underlying form of /nu-ana/ ([rnwa:na]) 'child', and (24b) shows the result of applying Glide Formation to this form.

b.


[^86]Following the applicat ion of these rules, the forms in (23b) and (24b) both contain an unassociated V element. Clements assumes that there is a universal Linking Convention that has the effect of automatically reassociating such an unassociated V element to an accessible vowel segment (subject to a general prohibition on crossing of association lines). Applied to the representations in (23b) and (24b), this convention yields the representations in (25a) and (b), respectively.
a.



In these surface representations, $V_{2}$ emerges as a long vowel, since it is linked to two $V$ elements (see chapter 54: The skeleren). This account encodes quite directly the intuition that compensatory lengthening involves the transfer of duration from one segment to another.

There is a further wrinkle to the analysis. As noted in §2.4 above, glide formation does not apply in Ganda to the sequences /i+i/ and/u+u/, in which $\mathrm{V}_{\mathrm{t}}$ and $V_{2}$ are identical. To prevent the Glide Formation rule (22a) from applying to these sequences, Clements posits an additional rule of Twin Vowel Deletion that is ordered before Glide Formation and functions to remove sequences of identical high vowels as possible inputs to the latter:

## (26) Tiwin Vowel Deletion



This rule is applicable to words like /mi-iko/ [nii:ko] 'trowels', whose underlying form is shown in (27):


Application of Twin Vowel Deletion, along with the universal convention requiring deletion of unassociated segments and the Linking Convent ion that accomplishes reassociation of a free $V$ element, will convert this to (28).


Since the form in (28) does not meet the structural description for Glide Formation to apply, the analysis correctly predicts [mi:ko] and not *[mji:ko] as the surface form. While the analysis derives the correct forms, however, the need to posit the language-specific rule (26) implies that immunity of sequences of identical vowels from glide formation is an idiosyncratic characteristic of the language. As noted in §2.4, such sequences appear to be regularly exempt from glide formation in other languages as well, suggesting that something more universal than a language-specific rule (26) is at work. (Potentially, this presents an interesting challenge not only for autosegmental models like Clements' but for other approaches as well.)

A strong interest of many autosegmental theories is the specification of phonological features. Much research has been done in particular on the possibility of accounting for certain phonological patterns based on the assumption that only one value of a feature is phonologically specified (see Chapter 7: FEATURE specification and underspecification). Underspecification models of this type have potential implications for the a nalysis of vowel coalescence. One of the analytical questions that arises in connection with coalescence is what determines which features of the two merged vowrels are preserved in the output. An interesting general answer to this question, pursued in a study by de Haas (1988) (see also Sohn 1987 and Snider 1989), is that the underlyingly specified features from both vowels are preserved in the output. Preservation of all specified features of both vowels under coalescence would presumably be impossible in cases where the two vowels have opposite values of some feature, since this would lead to a surface vowel sinnultaneously specified as both $[+F]$ and $[-F]$ for some feature [F]. Following previous work in radical underspecification theory, de Haas assumes that only one value of each feature is unterlyingly specified. Consider in this regard the symmetric coalescence of $/ 0 /$ and $/ a /$ to [ 3 ] in Attic Greek, as in the relevant forms in (4) above, repeated here as (29).

$$
\begin{align*}
& \text { /timan-omen/ } \rightarrow \text { [tia.mô:men] (ao/ > [Ji]) 'honor (1.pl pres ind)' }  \tag{29}\\
& \text { /ajdo-a/ } \rightarrow \text { [aj.dı̀:] (/oa/ > [3:]) 'shame (Acc sc)' }
\end{align*}
$$

In de Haas's underspecification analysis, /a/ is specified only as [+low] and [+back] at the point where coalescence applies, while /o/ is specified only as [+round]. Conbining all three feature values yields a [ + low], [+back], [+round] vowel, which in de Haas's analysis is equivalent to [ 3 ].

Many autosegmental treatments of hiatus resolution processes were also concerned with the relationship between hiatus resolution and syllable structure and attempted to establish a formal connection between the two. In the model of de Haas (1988), for example, (symmetric) coalescence is contingent on prior resyllabification of two adjacent vorvels into a single syllable. Other autosegmental analyses that attempted to connect hiatus resolution to syllabification include Katamba (1985), Pulleyblank (1986), Walli-Sagey (1986), Schane (1987), and Sohn (1987).

### 3.3 Optimality Theory

Analyses of hiatus resolution patterns within Optinality Theory (OT) date from the early years of the paradigm and include, among other studies, Rosenthall (1994,
1997), Casali (1995, 1997, 1998), Orie and Pulleyblank (1998), Senturia (1998), Causley (1999a, 1999b), and Baković $(2003,2007)$. Though they differ somewhat in detail, nost such analyses share the following general components:
(i) Some constraint (whhich must be highly ranked) that militates against heterosyllabic adjacent vowel sequences. There is some controversy (discussed below) over the exact identity of this constraint. For now, we will simply label it "NoHiatus."
(ii) Constraints that are violated by various hiatus resolution possibilities. Generally, vowel elision is assumed to violate a constraint Max, which requires underlying segments to be represented in surface forms. Epenthesis is assumed to violate a constraint DEP against insertion of material (as well as relevant inarkedness constraints against the features of the inserted consonant - see below). Diphthong formation violates a constraint NoDiph against diphthongs. Glide formation violates, minjtnally, a markedness constraint, here labeled ${ }^{*} C C$, against consonant + glide sequences. ${ }^{13}$ Coalescence violates a constraint Uniformiry, which prohibits merger of two underlyingly distinct segments into a single segment in the output.

Given these assumptions, hiatus resolution is forced whenever NoHiatus is ranked sufficiently high. At a rough first approximation, the particular form of hiatus resolution that occurs is determined by the constraint that is ranked lowest. For example, epenthesis is predicted to occur if the constraint Derp is outranked by the rentaining constraints, as illustrated in (30), using a hyporhetical input /ku abo/.

| /ku abo/ | NoHiatus | Max | NoDip ${ }^{\text {a }}$ | *CG | Uniformity | Dep |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. .ku.a.bo. | *! |  |  |  |  |  |
| b. .kua.bo. |  |  | *! |  |  |  |
| c. .ka.bo, |  | *! |  |  |  |  |
| d. .kiva.bo. |  |  |  | *! |  |  |
| e. .ko.bo. |  |  |  |  | *! |  |
| 吹 f. .ku.?a.bo. |  |  |  |  |  | * |

The simplified analysis sketched above would need to be significantly elaborated to account for the intricate patterns and interactions fround in many languages. ${ }^{34}$ It does, however, illustrate one important general feature of OT analyses, which is that all phonological processes occur in response to some markedness constraint(s). In this case, the prinary inarkedness constraint is the constraint labeled 'NoHiatus' in (30). One of the issues that has been debated is the exact nature of this constraint. In what follows, we will look briefly at this question and several other important issues that arise within OT approaches to hiatus resolution.

[^87]
### 3.3.1 What drives hiatus resolution?

Many descriptions and analyses of vowel hiattus resolution processes (e.g. Brown 1970; Mtenje 1980; Shaw 1980; Katamba 1985; Pulleyblank 1986; Walli-Sagey 1986; Sohn 1987; de Haas 1988; Wiltshire 1992; Balogné Bérces 2006) have suggested that such processes are motivated by factors related to canonical syllable structure, and in particular the need to avoid onsetless syll ables (see citapter 33: syllable-internal structure and chapter 55: onsets). In OT, this notion has often been formalized by high ranking of a constraint Onset that requires syllables to have onsets, thus disallowing heterosyllabic V.V seguences which would arise in contexts where hiatus is maintained.

An alternative view is that hiatus resolution derives from an avoidance of vowel sequences, and not a requirement that all syllables have onsets. Such a view is made plausible by the observation that vowel hiatus seemingly involves unique phonetic difficulties not found with word-initial onserless syllables. At least two kinds of difficulty have been cited. First, mutual co-articulatory interaction in a sequence of adjacent vowels tends to perturb the quality of each vowel, potentially making accurate identification of vowel qualities more difficult (Borroff 2003). A different explanation is proposed by de Haas (1988), who sees the problem as a kind of "sonority clash" or "bad syllable contact" (see CHAl'TER 49: SONORITY and CHAPTER 21: v WEL HEIGHI). The adjacent heterosyllabic vowels have (roughly) equal sonority, whereas the preferred transition between syllables should involve a sonority trough. Under the widespread assumption that constraints exist in response to particular phonetic challenges, these considerations lend support to the view that there should be some phonological constraint that specifically excludes hiatus.

Several studies have raised novel arguments that hiatus resolution cannot always be attributed to Onset. Orie and Pulleyblank (1998) argue that attributing hiatus resolution to Onset in Yoruba misses important generalizations about the conditions that govern the distribution of different hiatus resolution strategies across different contexts. They adopt instead a constraint NoHiatus, which is violated by vowels in hiatus but not by onsetless syllables in general. Borroff $(2003,2007)$ presents data from a number of languages in which the same hiatus resolution patterns found with clear /VV/ sequences apply to /V?V/ sequences as well. In Chickasaw (Borroff 2007: 57, citing Ulrich 1993), for example, /VV/ hiatus is resolved by glide epenthesis, as shown in (31a). Interestingly, the same process applies to /V?V/, as in (31b).

$$
\begin{array}{ll}
\text { a. /tof-to-a/ } \rightarrow \text { [toftowa] 'to spit more than once' }  \tag{31}\\
\text { b. } / \text { bo }{ }^{7}-\mathrm{a} / & \rightarrow[\mathrm{bo} \text { ' } \mathrm{w}-\mathrm{a}] \text { 'to be beaten' }
\end{array}
$$

On the assumption that an intervocalic [?] should suffice to satisfy Onset, the fact that the same glide epenthesis process applies even when an intervocalic [?] is present argues that something other than Onset is responsible for hiatlus resolution in this case. Borroff (2003) argues for a constraint Vcv-Coord, motivated with reference to phonetic facts involving the sequencing of vowel gestures, which in essence requires that a consonantal target appear between two different vowels. ${ }^{15}$

[^88]Though the constraint is equivalent for most purposes to NoHiarus, it is (in contrast to Onset) crucially not satisfied by an intervocalic glottal stop, which lacks an (oral) gestural target. An alternative analysis (Borroff 2007) is to assume that a prevocalic glottal stop does not in fact satisfy Onset. In either case, patterns such as these raise interesting challenges for familiar assumptions about hiatus resolution and its motivations.

### 3.3.2 Directionality in vozvel elision

Any analysis of vowel elision in hiatus contexts must account for the choice of vowel, $V_{1}$ or $V_{2}$, that is elided. In rule-based models, the deleted vowel is typically specified directly in the form of the elision rule. For example, both the linear deletion rule (20c) and the autosegmental deletion rule (22b) given above stipulate deletion of the first of two adjacent vowels. In contrast, an account within Optimality Theory must assume that elision of $V_{1}$ or $V_{2}$ in a given context will violate different constraints, whose relative ranking determines which outcome occurs. The problem then becomes to identify the relevant constraints. The possible rankings of these constraints should also suffice to generate the $V_{1}$ or $V_{2}$ elision cases that are attested cross-linguistically, without predicting patterns that are unattested. Arguably, the relevant generalizations to be accounted for are at least approximately as summarized in (12) above.

A possible account of these generalizations is outlined in Casali (1997). The explanation assumes that at a prefix-root juncture or a boundary between two content words, $V_{2}$ is protected by a constraint MaxMI or MaxWI, demanding, respectively, preservation of morpheme- and word-initial vowels. In addition, the analysis continues to assume a generic Max constraint that is violated by deletion of a segment in any context. The analysis also assumes a constraint MaxLex requiring preservation of segments in roots and in content words. Crucially, there are no analogous Max constraints that specifically target word- or morpheme-final position, or affixes or function words.

A consequerce of these assumptions is that in some contexts the constraint violations incurred by elision of $V_{1}$ will be a subset of those incurred by $V_{2}$ elision. At a prefix-root boundary, for example, elision of $\mathrm{V}_{2}$ violates MaxMll (since $\mathrm{V}_{2}$ is the ront-initial segment), MaxLex, and (ordinary) Max, whie elision of $\mathrm{V}_{1}$ violates only the latter (assuming we are dealing with a minintally CV prefix, so that $V_{1}$ is not norp herne-initial). ${ }^{\text {i6 }}$ Since the constraint violations incurred by $V_{1}$ elision in this context are a subset of those arising with $V_{2}$ elision, eliding $V_{2}$ in this context should, all else being equal, be more costly than eliding $V_{1}$. Thus, only $V_{1}$ elision is ordinari.y expected in this context. This is illustrated below, using a hypothetical CV prefix and VCV root. Note that there is no ranking of the constraints lunder which the second candidate, with $\mathrm{V}_{2}$ elision, is optimal.

| $/ \mathrm{CV}_{1}-\mathrm{V}_{2} \mathrm{CV} /$ | MaxMl | MaxLex | Max |
| :---: | :---: | :---: | :---: |
| a* a. $\mathrm{CV} \mathrm{V}_{2} \mathrm{CV}$ |  |  | $*$ |
| b. $\mathrm{CV}_{1} \mathrm{CV}$ | $*!$ | $*$ | $*$ |

[^89]Similarly, only V , elision is predicted when underlying vowels abut at the boundary between two content words. In this case, both $\mathbf{V}_{1}$ elision and $\mathbf{V}_{2}$ elision violate MaxLex and general Max; the two possibilities thus tie on these constraints. However, since $\mathrm{V}_{2}$ elision violates MaxWI while $\mathrm{V}_{\mathrm{I}}$ elision does not, the fornter outcome is less optimal. This is illustrated below for a sequence of two hypothetical VCV content words.

| /VCV1 $\mathrm{V}_{2} \mathrm{CV} /$ | MaxWI | MaxLex | Max |
| :---: | :---: | :---: | :---: |
| : $\operatorname{si}$ a. VC V2CV |  | * | * |
| b. $\mathrm{VCV}, \mathrm{CV}$ | *! | * | * |

In other contexts, elision of either vowel is predicted to be possible. For example, at a root-suffix boundary $\mathrm{V}_{2}$ elision violates MaxMI but not MaxLex. Thus, $\mathrm{V}_{2}$ elision is possible if MaxLex outranks MaxMI, as shown below using a hypothetical VCV root and VC suffix:

| $/ \mathrm{VCV}_{r}-\mathrm{V}_{2} \mathrm{C} /$ | MaxLex | MaxMI | Max |
| :---: | :---: | :---: | :---: |
| a. $\mathrm{VCV}_{2} \mathrm{C}$ | $*!$ |  | $*$ |
| $\boldsymbol{\sigma \pi}$ b. VCV C |  | $*$ | $*$ |

$\mathrm{V}_{\text {}}$ elision, which violates MaxLex but not MaxMl, is predicted under the opposite ranking:

| $/ \mathrm{VCV} \mathrm{V}_{1}-\mathrm{V}_{2} \mathrm{C} /$ | MaxMI | MaxLex | Max |
| :---: | :---: | :---: | :---: |
| \%. ${ }^{\text {a }}$ a. $\mathrm{VCV}_{2} \mathrm{C}$ |  | * | * |
| b. VCV, ${ }^{\text {C }}$ | *! |  | * |

For roughly analogous reasons, both $\mathrm{V}_{1}$ elision and $\mathrm{V}_{2}$ elision are predicted possibilities at the boundary between a content word and a following function word; in this context $\mathbf{V}_{1}$ elision violates IvaxLex but not MaxWI, while $\mathbf{V}_{2}$ elision violates only the latter.

Note that this model encodes no general context-independent preference for elision of $\mathrm{V}_{1}$; the overall statist iel predominance of $\mathrm{V}_{1}$ elision noted above arises indirectly from the fact that $V_{1}$ elision is predicted in a wider range of contexts. An alternative interpretation of the observed typology might suppose that there is a general context-independent preference for preservation of $\mathbf{V}_{2}$, expressible as some constraint(s), and that this can be overridden in cases where $\mathrm{V}_{1}$ occurs in a prominent position (and hence falls under the protection of some positional faithfulness constraint). The view that hiatus patterns reveal a general context-independent preference for preservation of $\mathbf{V}_{2}$ is expressed by Lamontagne and Rosenthall (1996) (see also Alderete 2003), who refer to this effect as the persistence of $V_{2}$.

Finding evidence to dist inguish the two accounts is not easy. There is one context, however, in which the two views potentially make different predictions: where underlying vowels come together morpheme-internally, for example due to the optional deletion of an intervening consonant. While the Casali (1997) model offers no clear predictions in such cases, a inodel assuming general persistence of $\mathrm{V}_{2}$ should predict, all else being equal, that $\mathbf{V}_{1}$ must elide. A number of languages
do show vowel elision in such cases, and in at least some of them, this prediction is not borne out. Yoruba (Orie and Pulleyblank 1998; Pulleyblank 1998) and Igbo (Enenanjo 1972) both elide $\mathbf{V}_{2}$, not $\mathbf{V}_{1}$, in such cases. Though it might be premature to rule out the possible influence of other factors in these cases, these patterns at least appear to challenge the Persistence of $\mathbf{V}_{2}$ view, especially since both languages normally show $V$, elision in other contexts (which could be attributed to constraints favoring preservation of initial segments).

### 3.3.3 Epenthetic consonants and markedness

As noted in $\S 2.1$ above, only certain conso nants are widely observed to function epenthetically as hiatus interrupters. An adequate phonological theory should explain why this is so. Within OT, the problem of explaining the range of possible epenthetic consonants is closely tied to the question of markedness (see charter 4: MARKEDNESS; CHAPTER 12: CORONALS; CHAPTER 22: CONSONANTAL PLACE OF ARTICUlation). Since epenthetic consonants, by definition, are not present underlyingly. their featural content is not affected by faithfulness constraints requiring preservation of phonological material. Consequently, the epenthet ${ }^{1}$ cconsonant used to resolve hiatus in a given language should be the consonant that is optimal with respect to relevant niarkedness constraints alone, as these are ranked in the language. The predicted typological range of possible epenthetic consonants should thus follow from the set of universal markedness constraints posited, together with any restrictions (assumed in some models) on their possible rankings.

We can illustrate the basic principles at issue with reference to markedness constraints on place of articulation ( POA ), which have received nuch attention in the recent literature. OT models have generally assumed markedness constra ints targeting each major POA feature, e.g. the constraints *LAB, *Cor, *Dors, and *Clot, which ban, respectively, labial, coronal, dorsal (e.g. velar), and glottal consonants. All else being equal, the particular epenthetic consonant employed in a language is predicted to have the POA of whichever POA constraint is ranked lowrest, e.g. a glottal consonant is expected if * $\mathrm{GL} \mathrm{T}_{\mathrm{T}}$ is lowest-ranked.

In a theory in which the possible ranking of these POA constraints varies freely across languages, we should expect that any POA could function epenthetically in some language. However, some phonologists have assumed that certain places of articulation are universally inore marked than others. For example, de Lacy (2006) assumes the fixed scale in (36), where " $>$ " means "is more marked than."
(36) dorsal $>$ labial $>$ coronal $>$ glottal

It would be straightforward enough to translate this scale into a universally fixed ranking (i.e. one which is stipulated to hold in all langılages as part of Universal Crammar) of POA constraints, as in (37).
*Dors $\gg$ *Lab $\gg$ *Cor $\gg$ *Glut
Fixed rankings of this sort, with some disagreement over details, have played a role in a number of OT analyses (see for example Lombardi 2002). In place of such a fixed hierarchy, however, de Lacy (2006: 2) adopts a different technical implementation of the same general idea, specifically the set of freely rankable POA markedness constraints in (38):
(38)
a. *[Dors]
b. *Dors,Lab $]$
c. ${ }^{*}$ (Dors,Lab,Cor)
d. *[Dors,Lab,Cor,Clot]

Assign a violat $10 n f$ or each [dorsal] feature. Assign a violation for each [dorsal] and each [labial] feature.
Assign a violation for each [dorsal], each [labial], and each [coronal] feature.
Assign a violation for each [dorsal], each [labial], each [coronal], and each [glottal] feature.

In this system, a consonant at a POA further to the left on the scale in (36) will always incur worse violations of these POA constraints than one further to the right. This is because the violations incurred by a POA further to the left are necessarily a superset of those incurred by a POA further to the right, regardless of how these constraints are ranked, as shown below (de Lacy 2006: 50):

|  | * Dorst ${ }^{\text {a }}$ | * Dors,Lab | * $\{$ Dors, Lab, Corl | *\{Dors, Lad, Cor, Clot\} |
| :---: | :---: | :---: | :---: | :---: |
| k | * | * | * | * |
| P |  | * | * | * |
| t |  |  | * | * |
| ? |  |  |  | * |

(Crucially, there are no further POA constraints, e.g. *[Cor\} or *[Cor,Clot\}, targeting other individual places or place combinations.)

If a fixed place narkedness hierarchy of this sort were the whole story, we would predict that epenthetic consonants would always be glottals, since an epenthetic glottal consonant is always least costly according to this constraint system. This prediction is too restrictive, as it does not account for various other possibilities (e.g. coronals or a honmorganic semivowel) that are reported to exist (see §2.1 above).

De Lacy's solution assimes that there are additional markedness scales that refer to dimensions other than place, and that these interact with the place markedness hierarchy to produce the observed range of typological possibiities. For example, the possibility of epenthesizing a coronal stop [ $t$ ], as in Axininca Campa, follows from the assumption of an additional set of markedness constraints (this time related not to place but to manner of articulation) against high-sonority consonants in onsets, along with the furtluer (and controversial - see Lombardi 2002; Uffman 2007) assumption that glottal consonants [?] and [h] are higher in sonority than all non-glottal consonants (see chapter 49: sonority). These assumptions motivate a constraint * _ $\Delta_{I I} /$ Gr.or prohibiting glottals in syllable nargins (onsets or codas). In languages in which * $\Delta_{0} /$ Glot is ranked above the relevant POA markedness constraints, glottals will be excluded as epenthetic hiatus inter rupters, despite their (universal) optimality with respect to POA alone. With glottals ruled out, the predicted outcome (all else being equal) should be the POA that fares second best according to the constraint system (see (39)). This is coronal. ${ }^{17}$ The predicted outcome is illustrated in (40), using a hypothetical input /ai/.

[^90]| /ai/ | $\begin{equation*} \text { *_- } \Delta_{u} / \tag{40} \end{equation*}$ <br> Glottal | * (Dors $\}$ | * Dors, Lab $\}$ | *\{Dors,Lab, Cor ${ }^{1}$ | *\{Dors,Lab, Cor,Glot |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. aki |  | * | * | * | * |
| b. api |  |  | * | * | * |
| पड c. ati |  |  |  | * | * |
| d. a’i | * |  |  |  | * |

Epenthetic homorganic semivorvels (e.g. [wv] follorving /u/, [j] following /i/) are predicted in de Lacy's theory in cases where further markedness constraints requiring consonants (including epenthetic ones) to agree in their place and manner features with adjacent vowels are highly ranked. Additional markedness constraints generate a few further predicted possibilities in languages in which they are highly ranked. In all, the model predicts the following restricted range of epenthetic consonants in hiatus contexts: [ $\quad \mathrm{th} 1 \mathrm{r} \mathrm{w} j$ ]. De Lacy clains that this set corresponds to the attested range of possibilities.

While de Lacy's theory provitles a detailed, plausible, and comprehensive OT account of consonant epenthesis, it is unlikely to be the last word on the subject. The topic of narkedness (both with respect to epenthesis and other areas) has been an extremely comiplex and controversial one. Aming other things, some phonologists (see Hume 2003; Rice 2007; chtapter 12: coronat.s; Citapter 22: consonantal place of articulation) have questioned the claim that glottal (or any other) place of articulation is universally unmarked, arguing that either dorsal or labial (as well as coronal) can also function as the unmarked place in some languages. If this is correct, it voould suggest the possibility of epenthetic consonants such as [p] or [k] as well. It rentains, perhaps, to be seen whether stich cases exist. De Lacy discusses several reported cases, but argues that they are better analyzed in other terms (for example because putative epenthetic consonants in some such cases can be treated as present underlyingly).

At present, a clear understanding of the typology of consonant epenthesis is arguably somewhat clouded by lack of clear consensus on relevant empirical generalizations. Considerable disagreement exists over the interpretation of patterns in some individual languages, a famous example being the question of whether the "intrusive r" phenomenon found in some English dialects (e.g. the pronunciation of saw it as [soart] in some Eastern Massachusetts dialects, including my own) constitutes epenthesis (see de Lacy 2006, L.ombardi 2002, and Uffman 2007 for discussion of this and other cases). Certain cross-linguistic generalizations have also been disputed. For example, while glottal stop is widely regarded as a frequent choice of hiatus interrupter, Uffınann (2007) proposes that glottal stops are not typically inserted primarily to avoid hiatus, but are generally used (German is cited as one example) to provide an onset in prosodically strong positions, e.g. word-initially or before a stressed vowvel, where they function to create a maximized sonority contrast with the following vowel. (This account crucially assumes that glottal stops are the lowest sonority consonants, which is exactly the opposite of what de Lacy assumes.) Undoubtedly, there will be further debate over sonte of the relevant empirical generalizations, as well as their appropriate theoretical treatment.

### 3.4 The problem of gradience

An important distinction in most phonological theories is the distinction between categorical and gradient processes (see Chaprer 89: Gradience and categoricality in Phonological theory). A categorical change involves a clear "either-or" shift in the presence of one or more segments or their features, as in a case wleere an underlying segment is removed completely (elision) or undergoes changes in the binary values of one or more features. Frequently, however, languages manifest gradient processes that involve changes in the degree of some feature, e.g. a phonemically oral vowel is slightly nasalized next to a nasal consonant but remains less nasal than phonemic nasal vowels in the same language. In hiatus contexts, a possible gradient change might involve the "near elision" of one of the adjacent vowels, e.g. a case where an underlying $/ V_{1} V_{2} /$ sequence is realized phonetically as $V_{2}$ (perhaps with lengthening) preceded by a short and variable renunant of $V_{j}$.

Hiatus resolution processes have most often been described and analyzed in terms that suggest categorical changes. However, two recent instrumental studies, Baltazani (2006) and Zsiga (1993, 1997), have shown that hiatus resolution patterns (glide formation and/or vowel elision) that had previously been described as categorical in two languages, Modern Greek and Igbo, respectively, actually involve gradient and highly variable timing adjustments. For reasons of space, we will consider only the lgbo case here.

Sequences of adjacent vowels arise very commonly in Igbo in cases where a word ending in a vowel precedes a word beginning in a vowel, as in the phrases shown below (from Zsiga 1997; the diacritics nark [-ATR] vowels).
$\begin{array}{ll}\text { /asato ato/ } & \text { 'three sevens' } \\ \text { /otioyo/ } & \text { 'another grub' } \\ \text { /ezi ato/ } & \text { 'three loans' } \\ \text { /ede atol } & \text { 'three coco-yams }\end{array}$
Three Igbo subjects in Zsiga's (1993) study each produced six repetitions of each of these and various similar phrases in which one of the eight Igbo vowels occurs word-finally before one of the words [apto] 'three' or [ozo] 'another'. (In all., each of the eight vowels was used in two utterances.)

Vowel formant measurements of the digitized recordings showed extreme variation, even for the same utterance produced by the same speaker, in the realization of the underlying vowel sequences. These ranged from tokens showing essentially no deletion or assimilation (i.e. in which both vowels clearly surface) to those showing complete loss of $\mathrm{V}_{1}$ (i.e. with the or.tput consisting entirely of a lengthened version of $V_{2}$ ). If all the observed outcomes were of one of these two types, this might suggest a categorical but optional rule eliding $\mathrm{V}_{1}$ with compensatory lengthening of $\mathrm{V}_{2}$ (or a rule of total assimilation of $\mathrm{V}_{1}$ to $\mathrm{V}_{2}$ ). Intportantly, however, the results show a range of intermediate realizations as well, in which formant values near the beginning of the vocalic span show a quality intermediate between $V_{3}$ and $V_{2}$. This intermediate quality varies across repetitions of the same utterance from one that is more similar to $V$, to one that is more similar to $\mathrm{V}_{2}$. Zsiga argues that such findings are not easily reconcilable
with an analysis that treats hiatus resolution as optional but categorical, and that the process is better understood as an adjustınent in the relative timing of $V_{1}$ and $\mathrm{V}_{2}$. More specifically, achievement of the target articulatory gestures for $\mathrm{V}_{2}$ varies from relatively late (allowing for a more or less normal manifestation of a preceding $\mathrm{V}_{1}$ ) to relatively early (resulting in partially assimilated tokens) to virtually at the release of the preceding consonant (in which case $V_{1}$ is essentially gone). Seen from this perspective, superficial instances of categorical deletion in some of the tokens are better regarded as simply the extreme endpoint of a process that applies along a continuum.

Though specific proposals vary, it has been widely assumed that the familiar kinds of phonological rules and/or constraints standardly used in the analysis of categorical processes are not appropriate to the treatment of gradient sound changes. Zsiga analyzes gradient hiatus resolution in Igbo using the framework of articulatory phonology (Brownian and Goldstein 1990), a nodel that is well suited to handling variable adjustments in the relative timing of gestures.

In addition to highlighting the importance of (and need for additional) explicit theoretical treatments of gradient changes in hiatus contexts, these studies raise an important empirical issue as well. Hiatus resolution in both Igbo and Modern Greek had been described in some previous studies as categorical. This raises the possibility (see Zsiga 1997: 265) that other hiatus resolution processes that have been described as categorical in the literature might turn out to be gradient upon closer examination. Studies such as Baltazani's and Zsiga's underscore the need for careful attention to the possibility of gradience in the context of descriptive phonological field work.

## 4 Summary

Hiatus resolution patterns are extremely varied. This chapter has provided a brief and necessarily selective look at some of the variation that occurs in the behavior of particular hiatus resolution processes and in their co-occurrence and interaction.

The range of explanatory models that have arisen in connection with hiatus resiolution phenomena is also very broad. We have looked at a sample of theoretical proposals from several time periods, including early generative treatments, autosegmental analyses, and several OT models. The central research questions have varied somewhat from model to model. Whereas rule formalism and related issues were a central concern in early generative analyses, autosegmental analyses used more elaborated phonological representations to suggest new solutions to problems such as compensatory lengthening, the featural output of coalescence, and the role of syllable structure in hiatus resolution. Issues that have arisen within OT include the primary markedness constraint that triggers hiatus resolution, the constraint rankings that determine which of two adjacent vowels elides, and the problem of acculnting for the range of consonants that can function epenthetically as hiatus interrupters. Finally, we have looked briefly at an issue, gradient hiatus-related processes, which poses potentially important theoretical and empirical challenges for any approach.
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# 62 Constraint Conjunction 

Megan J. Crowhurst


#### Abstract

.. conjunctive interaction is from a formal point of view entirely natural in OT; indeed, in an important sense, its nbsence would be rannatured. By this I mean simply that without conjunction, basic OT typologies are not strongly harmonically complete, but with conjunction, they are. (Smolensky 2006: 139)


Interactions among constraints in early Optimality Theory (Prince and Smolensky 1993) were limited to a mode of strict domination, represented by the connective " $\gg$." However, researchers soon noted that a theory of constraint interaction relying on strict domination did not adequately account for certain well-known sound behaviors, prompting argunents in favor of additional modes of interaction. Three main proposals for combining simple constraints into more complex ones using connectives other than " $\gg$ " were advanced: local conjunction, an analog of Boolean conjunction, and material implication.

## 1 Classical Optimality Theory

Optimality Theory (OT) made its debut in linguistics through the work of Prince and Smolensky (1993), who adapted a constraint-based model with a long history in other fields (including evolutionary biology, the information sciences, and economics) for the formal analysis of sound phenomena in language. In Prince and Smolensky's model, input states are napped to output states through a procedure in which a set of poiential analyses of the inpur (output candidates) is passed through a filter consisting of an evaluator, Eval, and a hierarchy of constraints restricting properties of the output. The constraints are members of Universal Grammar, and the priorities assigned to them vary by language. OT constraints are soft constraints - any constraint can be violated, but only under pressure from a constraint with higher priority. The predicted output is the candidate that survives the filter. This candidate is optimal in that it represents the input-output mapping that best satisfies the hierarchy by minimizing violations of higher-ranking constraints at the expense of lower-ranking ones.

According to the doctrine of strict domination, if two constraints A and B interact, then constraint A outranks B (or vice versa) in the hierarchy, notated as
$A \gg B$ (or $B \gg A$ ). An interaction $A \gg B$ is exposed when the requirements of $A$ and $B$ are incompatible, and there is an input whose properties are such that no viable candidate satisfies both constraints. In such cases, the higher-ranking constraint A is easy to identify because its effect is evident, while B's effect is obscured. (Constraint B may, howvever, take effect when $A$ is not at srake.) The following tableau illustrates the evaluation of a mini-set of two candidates, each violating either $A$ or $B$ and not the other. Being higher-ranked, $A$ acts on the candidate set first: the candidate which best satisfies $A$ is kept, and the less successful candidate (in regard to constraint A) is rejected. In this sintple example, the candidate that fares best on A is the optimal candidate. Were the rankings of $A$ and $B$ reversed, candidate 2 would be the winner instead.
(1) Constraint $A \gg$ Constraint $B$

| Input | Constraint A | Constraint B |
| :---: | :---: | :---: |
| Er output candidate 1 |  | $*$ |
| b. ontput candidate 2 | $*!$ |  |

Given that OT is a theory of constraint interaction, an important issue naturally concerns the ways in which constraints might interact. As noted, for Prince and Smolensky and much subsequent work, only strict domination was sanctioned as a mode of constraint interaction. ${ }^{1}$ Over time, various researchers have challenged this doctrine in considering what other relationships might hold among constraints. Some researchers have proposed a relation of non-dorminance, in which neither constraint A nor B dom inates the other (Crowhurst 2001). Under non-dominance, violations of $A$ and $B$ together are evaluated cumulatively. Others have argued that constraints can exist in a free ranking relat oonship to accolult for optional sound phenomena (e.g. Reynolds 1994; 1rince 2001; Itô and Mester 2003a; Jacobs 2004). This chapter reviews proposals that have addressed the question "Can simple constraints combine with one other, and if so, how?" Or, "What connectives other than '>>,' if any, define relationships that can hold among constraints?"

## 2 Local conjunction: Rejecting the "worst of the worst"

The first proposal for combining constraints beyond the standard mode of strict domination, introduced in Smolensky $(1993,1995,1997)$ and subsequently worked out in a series of presentations culminating in Smolensky (2006), was that elemental OT constraints can be locally conjoined to form a more complex constraint that is violated only if both of its meınbers are violated in a specified domain. Other influential discussions of the details and applications of local contjunction appeared in a series of papers by Itô and Mester (e.g. 1996, 1998, 2003a), culminating in ltô and Mester (2003b). Smolensky's definition of local conjunction appears in (2) (Smolensky 2006: 43).

[^91](2) Local conjunction within a domain $D$
${ }^{*} A \&_{0}{ }^{*} B$ is violated if and only if a violation of ${ }^{*} A$ and a (distinct) riolation of ${ }^{*} \boldsymbol{B}$ both occur with in a single dontain of type $\boldsymbol{D}$.

In evaluating local conjunctions, Eval returns a mark "*" only when both conjuncts are v'iolated, (3a). Soıne authors have observed (e.g. Hewitt and Crowhurst 1996) that local conjunction is in fact anallogous to Iogical disjunction: "*" is equivalent to False ( $F$ ), and the absence of a mark is equivalent to True ( $T$ ). This can be seen by comparing (3a) with the truth tab le for logical disjunction.
(3) a. Evaluntion of a local coniunction

|  | $C_{1}$ | $C_{1} \&_{0} C_{2}$ | $C_{2}$ |
| :--- | :---: | :---: | :---: |
| Cand1 |  |  |  |
| Cand2 | $*$ |  |  |
| Cand3 |  |  | $*$ |
| Cand4 | $*$ | $*!$ | $*$ |

b. Losrical ifisjunction

|  | $\mathrm{C}_{1}$ | $\mathrm{C}_{1} \mathcal{)} \mathrm{C}_{2}$ | $\mathrm{C}_{2}$ |
| :---: | :---: | :---: | :---: |
| Cand1 | T | T | T |
| Cand2 | F | T | T |
| Cand3 | T | T | F |
| Cand4 | F | F | F |

Itô and Mester (2003b: 24) and Smolensky (2006) assunie that " $\&$ " is a combinatorial uperation made available by UG to individual languages, which may activate " $\&$ " to derive complex constraints on a language-specific basis. On this view, all of the constraints specified in $\mathrm{Con}_{\mathrm{uc}}$, the universal set, plus any languagespecific Incal conjunctions, are mapped onto a larger, language-specific constraint set, $\mathrm{Con}_{6}$. So, ">>" deternuines strictly hierarchical rankings, while "\&" convbines constraints into "superconstrajnts," which can then be inserted jnto hjerarchies defined by " $\gg$." ${ }^{2}$ The role of the " $\&$ " operator in grammars is formally defined by It $\hat{0}$ and Mester (2003b: 25) as in (4).
(4) Role of local conjunction in grammars

A gramniar $G$ can expand the basic constraini set Con inherited from Universal Grammar to a superset $\mathrm{Con}_{\mathrm{f}}=\mathrm{C}$ (on $\cup\left\{\mathrm{C}_{1} \& \mathrm{C}_{2}\right\}$, for $\mathrm{C}_{1}, \mathrm{C}_{2} \in$ Con. Expansion is potentially recursive, so that $\mathrm{Con}_{\mathrm{G}}$ can in turn be extended to a superset Con $_{G}^{\prime}$ by adding $C_{3} \& C_{4}$ to $C_{0 n}^{G}$, for $C_{3}, C_{4} \in \operatorname{Con}_{G}$, and so on.

[^92]The main goal of local conjunction is to derive empirical generalizations about markedness from irreducible principles. Constraint conjunction and other proposals for combining constraints have been criticized on the grounds that they greatly increase the expressive porver of the formal architecture of OT by exponentially expanding the constraint set. However, the insights, the improvernents in precision, and to some extent the economies achieved with local conjunction have often been impressive.

### 2.1 Coda conditions

The earliest works to employ local conjunction (e.g. It $\hat{0}$ and Mester 1996; Spaelti 1997; Smolensky 2006) noted that the mechanism could be used to advantage in analyzing coda conditions, constraints which impose strict conditions on syllable codas rather than penalizing them outright (CHAPTER 33: Syllable-Internal structure; cifarter j3: syllable contact). Coda conditions have ofter been captured by the schema CODACOND $[\alpha]$, where $\alpha$ denotes restricted features. A common requirement is for obstruents in coda positions to be voiceless, other factors being equal (e.g. German, Turkish, Russian; see chal’ter 69: final devoicing and final laryngeal neutralization). The coda condition for voicing appears in (5).

Coda Cond[voi]

(One * for any voiced obstruent syllab ified exclusively as a syllable coda.)
Early work pronnoting local conjunction noted that coda conditions can be treated as local conjunctions of two wrell-established constraints, NoCoda in (6a) on the one hand, and a markedness constraint such as (6b) on the other, to yield ( 6 c ), with the segment as the local domain of evaluation (Smolensky 1993, 2006; Itô and Mester 2003b; see also Morris 2002).
(6) a. NoCoda

Syllables do not have codas. (One * per syllable with a coda.)
b. ${ }^{*}$ VorObst
*[-sonorant, +voice]. (One ${ }^{\text { }}$ for any voiced obstruent.)
c. NoCoda \& SLE $^{*}$ VoiObst
(One ${ }^{*}$ for any segment which is in a syllable coda and which is a voiced obstruent.)

Local conjunctions such as (6c) capture the intuition that constraints expressing coda conditions are really more restrictive versions of' NoCoda. A standard assumption has been that a local conjunction is ranked above its conjuncts, and this is consistent with the understanding that the effects of special constraints are visible only when some constraint intervenes between the special constraint and a related, less highly ranked general constraint. In the case under discussion,
restrictions on codas are visible in a grammar only when the following are true: (i) $\mathrm{MAx}_{\mathrm{j}}$ (Seg) outranks both instant Lations of NoCoda - the unconjoined version and the local conjunction in ( 6 c ) - so that the effects of the conjunction are not obscured by deletion; and (ii) IDENT 10 [voi] ranks above the unconjoined constraint *VoiObst, allowing a surface obstruent voicing contrast, but below (6c), so that only voiceless obstruents will occur in coda position, unless higher-ranking constraints demand otherwise (as in cases of regressive voice assimilation). A tableau making this point is given in (7) (adapted from Itô and Mester 2003b: 27-28).

| list | Maxtar (Seg) | NoCoda \& ${ }_{\text {sec }}$ *VoiObst | IDF.NT ${ }_{\text {a }}$ [suid | *VoiObst | NoCoda |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ca. li:p |  |  | * |  | * |
| b. li:b |  | *! |  | b | * |
| c. li: | *! |  |  |  |  |


| lishe |  | $\begin{gathered} \text { NoCoda \& \&EG } \\ \text { "VoiObst } \end{gathered}$ |  | *VoiObst | NoCoda |
| :---: | :---: | :---: | :---: | :---: | :---: |
| erab a. limaz |  |  |  | b |  |
| b. lippa |  |  | *! |  |  |

Three advantages to the refornulation of (5) as ( 6 c ) are immediately apparent. First, locally conjoining *VoiObst with NoCoda avoids the redundancy that occurs when *VoiObst is stated twice, once as the general feature co-occurrence constraint in ( 6 b), and once again, embedded in the coda condition, (5). Second, restating a given CodaCono constraint as the local conjunction of NoCova with a standard markedness constraint explains why we have restrictions on coda consonants, but no constraints that express similar restrictions on onsets (Ito and Mester 2003b: 29). In a grammar that allows conjunction, nothing prevents the local conjunction of Onset and a markedness constraint like *VoiObst, but as tableau (8) shows, a conjunction like Onset \& seg "VoiObst could never be violated: if Onset is violated, then there is no onset consonant to check against *VoiObst. Conversely, if ${ }^{*}$ VoiObst is violated by a consonant in onset position, then Onset is clearly not violated.

| bit | Onset \& ${ }_{\text {ekt }}{ }^{*}$ VoiObst | *VoiObst | Onset |
| :---: | :---: | :---: | :---: |
| a. bit | *! | b |  |
| \% b, pit |  |  |  |
| c. it |  |  | *! |

This latter result of local conjunction weighs strongly in its favor: given that *VoıObst encodes a standard generalization about markedness, and given that coda conditions stated in traditional terms following the model of (5) are common, it is notable that no evidence has been found for mirror image constraints imposing comparable restrictions on segments in onset position. The traditional approach
has been to assume that a formal asymmetry matches the empirical one - that is, that there are no Onset conditions, or constraints imposing CodaCond-like requirements on segments in onset position. As we have just seen, the local conjunction approach requires no formal asymmetry: local conjunctions like OnsET $\&_{\text {SEG }}{ }^{*}$ VoiObst might exist, but as they can never be active in selecting surface candidates, they will never be rankable, and their existence is moot.

### 2.2 Universal markedness hierarchies

Local conjunction has also been used successfully in explaining the fact that universal markedness hierarchies are preserved in multiple domains. Much work establishes the place harmony scale in (9a) (chapter 22: consonantal place or articulation). In OT grammars, this scale is expressed by the hierarchy in (9b). The subscript "UG" indicates that this ranking is "fixed," or specified in universal grammar, and does not vary across languages.
(9) a. Coronal > Labial, Dorsal
b. ${ }^{*}$ Lab, ${ }^{*}$ Dors $\ggg_{\mathrm{UG}}{ }^{*}$ Cor

The place markedness hierarchy in (9) is known to be preserved in different domains, and Smolensky $(1993,2006)$ advances a detailed argument as to why this might be so: given that (9b) is fixed in UG, any hierarchy in which the constraints in ( 96 ) are locally conjoined with other constraints will be similarly fixed. To continue with the example of coda conditions, various authors, including Smolensky (1993, 2006), Zoll (1998), and Itô and Mester (2003b), have observed that Iocally conjoining the markedness constraints in (9b) with NoCom produces the hierarchy in (10), which favors coronals over labials and dorsals in syllable codas.

$$
\begin{equation*}
\text { NoCOdA } \&_{\text {SEG }}{ }^{*} \text { LAB }, \text { NoCodA } \& \&_{\text {SEG }}{ }^{*} \text { Dors } \gg \text { UG } N o C O D A \&_{\text {SEG }}{ }^{*} \text { COR } \tag{10}
\end{equation*}
$$

Snuolensky (2006) uses the same reasoning to explain the commonly observed proliferation of segmental contrasts among coronal consonants in many segmental inventories, relative to the labial and dorsal classes (chapter 12: coronals). As an example, consider the consonant inventory of Tohono O'odham (Uto-Aztecan) in (11).
(11) Tokono O'odham consonants

| labial | dental | coronal retrof.ex | palato-alveolar | velar | glottal |
| :---: | :---: | :---: | :---: | :---: | :---: |
| p b |  | d | 45 | $k \mathrm{~g}$ | , |
|  | s | $s$ |  |  | h |
| m | $\xrightarrow{n}$ |  | $\Omega$ | $\eta$ |  |
| w |  | 1 |  |  |  |

The coronal class dominates the inventory: 11 of the 19 consonants are coronals. Note also that the coronals are represented by three places and three manners of articulation (stops, fricative, and affricates) in the obstruent class, whereas the labials and velars are represented only by stops. To abbreviate Smolensky's point, if a single-feature markedness constraint like ${ }^{*}[+\boldsymbol{c}$ ont] (specified for fricatives
and affricates; see chapter 2w. THE REPRESENTATION OF FRICATIVES; CHAPTER 76 : affricates) can be Incally conjoined with the fixed hierarchy in (9b), yielding (12), then a granmar that interposes a constraint IUENTio[Place] above *Cor \& sers *[+cont] produces an inventory that has [+continuant] coronals, but no continuant obstruents at other places of articulation.
${ }^{*} \operatorname{LAB} \&_{\text {SEG }}{ }^{*}[+\mathrm{cont}], *$ Dors $\&_{\text {SEG }}{ }^{*}[+\mathrm{cont}] \gg_{\text {LGC }}{ }^{*}$ Cor $\&_{\text {SEG }}{ }^{*}[+\mathrm{cont}]$

### 2.3 Feature harmonies

Local conjunction has also been used to account for patterns of vowel and consonant harmony by locally conjoining markedness constraints to form fenture. domains (see also chapter 97: vowel harmony: opaque and transparent VOWELS; CHAPTER 72: CONSONANT HARMONY IN CHILD LANGUAGE; CHAPTER 77: LONGdistance assimilation of consonants; ciapter lir: turkisil vowel itarmonv; Chapter 123: hungarian vowel harmony). In Smolensky (2006), any contiguous sequence of segments whith share one or more phonological features forms a feature domain, and any feature domain is a possible instantiation of the domain of a conjunction. An abbreviated version of Smolensky's (2006: 64) definition of a feature domain is given in (13).

Definition of feature domain (" 4 " stands for any feature)
A inaximal contiguous span of $\varphi$-bearers with a comnon value $[ \pm \varphi]$ is a [ $\pm \varphi$ ] feature domain $D[ \pm / \varphi]$ ]. (Thus, by definition, contiguous domains of the same $\varphi$ value are impossible.)

Snmolensky's use of the feature domain in OT builds on earlier work (e.g. Kirchner 1993; Smolensky 1993; Cole and Kisseberth 1994; Cassimjee and Kisseberth 1998), but the insight that feature domains can be analyzed in terms of local conjunctions of constraints is due to Smolensky. Examples of Smolensky's (2006) use of feature domains as restrictors on local eonjunction are seen in his treatments of vowel harmony and restrictions on consonant clusters.

Snnolensky (2006) provides an extended discussion of vowel harmony, with special attention given to a pattern of source-conditioned [ATR] harmony found in Lango (Nilotic: Okello 1975; Bavin Woock and Noonan 1979; Noonan 1992; Archangeli and Pulleyblank 1994). The Lango facts are complex; for our purposes, a fragment of Smolensky's account will serve to make the point. Lango has the [+ATR] vowels [i e ə ou] and the [-ATR] vowels [i \& a o u] (Noonan 1992). The examples in (14) show a root with a [-ATR] anid vowel $/ \varepsilon /$ combining with a suffix containing a [+ATR] high vowel, /u/ or /i/. (Tone is ornitted in these examples.) In (14a), we see that $/ \varepsilon /$ assimilates [+ATR] when the suffix vowel is /i/, but not when it is /u/, as in (14b).

## Lange [ATR] harmony

a. Regressive [+ATR] harmony
$/ \mathrm{d} \varepsilon \mathrm{k}+\mathrm{Ci} /$ dek.ki 'your (sc) stew'
b. No harmony
/d $k \mathrm{k}+\mathrm{wu}$ / dek.wu 'your (pl) stew'

In autosegmental terms, [+ATR] spreads regressively from /i/ to / $\varepsilon$ / in [dek.ki], forming a [+ATR] feature domain whose head is the source vowel [i], as shown in (15a). (Smolensky marks heads of feature doniains with a superscript "o"; we will adopt the convention of underlining heads of feature domains.) The form [d\&k.wu], where no assimilation has applied, has both a [-ATR] and a [+ATR] feature domain.

b. $\left.\underset{\operatorname{dgk}}{[-\mathrm{ATR}]}\right|_{\mathrm{w} \underline{\mathrm{u}}} ^{[+\mathrm{ATR}]}$

According to Archangeli and Pulleyblank's (1994) autosegmental analysis of Lango, [+ATR] spreads regressively from a [+high] source vowel to a target vowel if one of the following is true: (i) the source vowel is [+front] and the target is any vowel in either an open or closed syllable; (ii) the source vowel is not [+front], source and target vowels are both [+high], and the target is in either an open or closed syllable; or (iii) the seurce vowel is not [ + front], and the target is not [+high], and the target is in an open syllable. [+ATR] spread in (14a) meets condition (i), but (14b) meets none of the conditions for harmony.

Following Archangeli and Pulleyblank (1994), Smolensky's analysis (2006) of Lango draws on the insight that ATR harmony is conditioned by the markedness of segments that combine [-ATR] and [+ATR] with other features. Well-established markedness constraints are shown in (16). ${ }^{3}$


Returning to the examples in (14), note that in [dek.ki], in which underlying /k:/ harmonizes with /i/, the outcone optimizes the constraint *[-ATR, +front], which prefers [ $e$ ], but at the cost of violating *[+ATR, -high], which prefers [ $\varepsilon$ ]. In [dek.wu], however, we see the opposite pattern of constraint satisfaction: $[\varepsilon]$ in the output optimizes *[+ATR, -high $]$ but violates *[-ATR, +front]. The critical difference is in the source vowel. Archangeli and Pulleyblank's intuition, which Snolensky seeks to capture, is that less marked segments make better domain heads, and that when possible, better domain heads propagate their features through harmony. To the constraints in (16), then, Smolensky's account adds ${ }^{*} \mathrm{Ho}[+\mathrm{ATR}]$ and ${ }^{*} \mathrm{Hd}[-A T R]$, which penalize a segment for being the head of a [+ATR] or [-ATR] domain, respectively.

[^93](17)

```
a. \(\mathrm{Hd}-\mathrm{L}[-\mathrm{ATR}]\)
        A [-ATR] domain must be left-headed.
    (No regressive [-ATR] spread.)
b. (*[-ATR, +front] \& *Ho[ATR]) \& diATR] \(\mathrm{F}[A T R]\)
    No [+front] head of an unfaithful [-ATR] domain.
    (No [-ATR] spread from a [+front] vowel.)
c. *[-ATR, +high]
    Vowels do not combine the features [-ATR] and [+high].
    (One * for either of \(\left[\begin{array}{ll}1 & 0\end{array}\right]\).)
d. \((*[+A T R,-\) front \(] \& H D-L[A T R]) \&_{\text {D } 1 A T R]}\left(*[+A T R,-h i g h] \&{ }^{*} V_{[+A T R]} C\right]_{r} \&\)
    F[ATR])
    A [+ATR] domain with a [-front] head that is not leftmost must be
    faithful at a [-high] vowel at a closed syllable.
    (No regressive [+ATR] spread from a [-front] source onto a [-high] vowel
    in a closed syllable.)
```

The constraints in (17b) and (17d) are complex and require further explanation. The embedded local conjunction (*[-ATR, +front] \& *Hゅ[ATR]) penalizes a vowel which is both the head of an ATR domain and has the features *[-ATR, + front]. According to this restriction, the lax vowels [1 1 [] cannot head an ATR domain. The syllable [d $\varepsilon k$ ] in [d $\varepsilon \mathrm{k} . \mathrm{wu}$ ] violates this requirement. Smolensky uses the expression $F[A T R]$ in the "inacro" local conjunction more or less as the more standard Ivenr[ATR] would be used, to require the segments in an ATR domain to be faithful to the value for [ATR] they came with. Conjoining ( $+[-A T R,+$ front] \& * $\mathrm{HD}[\mathrm{ATR}]$ ) and $\mathrm{F}[\mathrm{ATR}]$, taking an ATR domain as the locus of violation, has the effect of minimizing ATR domains headed by [-ATR, +front] vowels. That is, the macro-conjunction prevents $[-A T R]$ spread from a front vowel, and this is why /dzk + wu/ surfaces as [dzk.wu] and not [dzk.wu].

By itself, the first embedded local conjunction in (17d), ( ${ }^{+}[+\mathrm{ATR},-$ front $] \&$ HD-L[ATR]), would penalize a [+ATR] domain whose head, a [-front] vowel [u], [a] or [o], is not leftmost with in the domain. ${ }^{4}$ The second embedded local conjunction, ( $\left.\left.{ }^{*}[+A T R,-h i g h] \&{ }^{*} V_{1+\lambda T R]} C\right]_{0} \& F[A T R]\right)$, penalizes an unfaithful [ + ATR] domain which contains a closed syllable whose vowel is [-high]. The macro-conjunction formed by locally conjoining the two smaller local conjunctions with an ATR domain as the locus of violation means just this: for a [+ATR] domain whose head is on the right and is one of the vowels $[u a 0$ ] to pass the macro-conjunction, there cannot be further to the left a closed syllable with a [-high] vowel, which is unfaithful through assimilation to the head. This is why regressive [+ATR] spread does not apply in /d $\varepsilon \mathbf{k}+w u /$, so that on the surface we find [dek.wu] and not [dek.wu].

Tableau (18) shows why /dek +wu/ surfaces as [dek.wu] and not [dek.wo] or [dek.wu] (i.e. why we have neither regressive [+ATR] harmony nor progressive [-ATR] harmony in this case, under Smolensky's analysis).

[^94](18) Lango: No regressive [+ATR] harmony

| /dek+wu/ | (17d) | Ho-L[-atr] | (17b) | *[-ATR, hi] | Acree[atr] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. dek.ivur | *! |  |  |  |  |
| ear b. de.k.w.w |  |  |  |  | * |
| c. dek.wo |  |  | *! | * |  |

Tableau (19) shows how the analysis works for [dek.ki] (from /dek +Ci ). In this case, progressive [ -ATR ] is blocked just as for [dㅌk.wu], and for the same reason. However, in [dek.ki], regressive [+ATR] harmony is not blocked, because in this case, neitluer the lwead (a front vowel this time) nor the target of assimilation (the vowel $/ \varepsilon /$, in an open, not closed syllable) violates the macro-conjunction in (17d).

Lango: Regressive [+ATR] harmony

| /d $\varepsilon \mathrm{k}+\mathrm{Ci} /$ | (17d) | Ho-L[-atr] | (17b) | *[-ATR, hi] | Agrei[ atr $^{\text {d }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a a. dek.k! |  |  |  |  |  |
| b. dqk.kil |  |  |  |  | *! |
| c. dek.kı |  |  | *! | * |  |

The brief discussion offered here falls short of representing the very complicated pattern of [ATR] harınony found in Lango, or of Snolensky's (2006) minutely detailed account of the same. The goal here has been to illustrate a proposal for combining constraints that are already complex into a macro-constraint. More detailed discuss wons of the lango pattern can be found in Noonan (1992), Archangeli and Pulleyblank (1994), and Smolensky (2006).

Another very common type of restriction can be seen in conditions on consonant clusters: in languages that permit consonant clusters at all, coronals tend to combine with other consonants much more permissively than do labials and dorsals (chapter 46 : positional effects in consonant clusters). For example, English allow's coronals to cluster with other coronals, with lab uals, and with dorsal consonants, as shown in (20a). However, with the exception of a few loans (e.g. Akbar, Afghan) and clusters formed across compound boundaries (e.g. [[cup][crake]], [[black][bird]]), labials and dorsals do not cluster with either labials or dorsals, so that (with the regular exception of homorgaric nasal + obstruent sequences), clusters such as those in (20b) are generally disallowed.

| (20) a. Cor with Cor | Cor with Lab | Cor with Dors |
| :---: | :--- | :--- |
| state | acne | acne |
| lolder | Abner | task |
| chortle | abduct | silk |
| adze | help | argue |
| parlour | spry | disclose |
| Allantic | almond | alcolol |
| bolster | arm | agree |
| trap | atmosphere | Atkins |



The asymmetric distribution of place in consonant clusters is another effect of the place hierarchy in (9). Smolensky (2006) shows that these effects can be accounted for by locally conjoining the constraints in ( 9 b ) with one another to produce a cluster place markedness hierarchy like that in (21) ((21) expands Smolensky's hierarchy to includedorsals)

Place markedness hierarchy for two-consonant clusters

In his analysis of phonotactic conditions on consonant sequences, Smolensky (2006) identifles the donain of local conjunction as a consonant cluster, CL. However, a consonant cluster per se is not a unit of phonollogical structure. Although Smolensky doesn't discuss consoncint clusters in this light, any sequence of segments whose members share features can be thought of as instantiating feature domains. An obstruent cluster, for example, would instantiate the $D[ \pm \varphi]$ formed by the feature [-sonorant], and a nasal-stop cluster would correspond to the feature domain [-continuant].

### 2.4 Counterfeeding effects

One of the more striking advantages claimed for local conjunction is its usefulness in accounting for counterfeeding effects. Moreton and Smolensky (2002) show, refining a proposal in Kirchner (1996), that local conjunction can account for synchronic chain shifts of the type $A \rightarrow B, B \rightarrow C .{ }^{5}$ In Western Basque, for example, when two identical vowels are juxtaposed, the low vowel /a/ raises to [e] before [a], and /e/ raises to [i] before [e], as showrı in (22) (Kirchner 1996; Moreton and Smolensky 2002; Kawahara 2003).

$$
\begin{align*}
& \text { a. /a/ } \rightarrow \text { [e] / _ V (violates Ioent[low }] \text { ) }  \tag{22}\\
& \text { alaba bat 'daughter (INDEF)' alabea 'daughter (DEF)' } \\
& \text { neska bat 'girl (INDEF)' neskea 'girl (DEF)' } \\
& \text { b. /e/ } \rightarrow \text { [i] / _ V (violates Ident[high ]) } \\
& \text { ate bat 'door (ineef)' atie 'door (DEF)' }
\end{align*}
$$

The Kircluner and the Moreton and Smolensky account goes as follows: if the unmarked vowel is [i], then we'd expect both /a/and/e/ to raise to [i] in the shifting environment, other factors being equal. However, each vowel moves only one step up, so that /a/ changes its value for the feature [low], and /e/ changes

[^95]its value for [high]. Neither adjustment results in a change of both features. This effect can be accounted for if a conjunction of the constraints ident[low] and Ident[high] is ranked above a set of markedness constraints (presumably including at least one OCP constraint) that promote raising in a hiatus; call this set HR. Thus, either of the Ioent constraints can be violated on its own, when they are ranked below HR, but no shift violating both constraints within a segment (the relevant domain) can occur. The tableaux in (23), adapted from Moreton and Smolensky (2002), illustrate the analysis for twe identical sequences of vowels, /aa/ in /alaba-a/ and /ee/ in /seme-e/.

| /alaba-a/ |  [-Ent[high] | HR | Ide.nt[low] | Idfant[higlı] |
| :---: | :---: | :---: | :---: | :---: |
| 23 a. alabea |  |  | * |  |
| b, alabaa |  | * |  |  |
| c. alabia | *! |  |  | * |


| /seme-e/ | ldENT[low] \& ${ }_{\text {SEC }}$ <br> ldent[high] | HR | Ident[lew] | IoEnt[high] |
| :---: | :---: | :---: | :---: | :---: |
| cre a. semie |  |  |  | * |
| b. senרee |  | *! |  |  |

In the tableaux for [alabea] and [sentie], we see that the sequences /aa/ and /ee/ are ruled out by tlue markedness constraints (the HR set). For /alabaa/, an output [alabia], with raising to [i], is rejected by the local conjunction - the output is the candidate that violates only one of the Ident constraints (in this case ldent[high]). In the case of /semee/, [semie] with a high vowel is possible because raising in this case violates only $\operatorname{Id} \operatorname{Ent}[h i g h]$ and not $\operatorname{Id} E N T[l o w]$. Violating only one of the Ident constraints, [semie], does not violate the local conjunction.

### 2.5 The conjunction of markedness and faithfulness constraints

So far, we have discussed the local conjunction of markedness constraints, and the conjunction off faithfulness constraints (chapter 63: markedness and faititaulNess constraints). Baković (2000) and łuborvicz $(2002,2005)$ argue for a specital role for the conjunction of markedness with faitlufulness constraints (M\&F conjunction). Baković (2000) shows that M\&F conjunction can be used to resolve what he calls the "najority rules" preblem in the analysis of voicing assimilation in obstruent clusters. In cross-sy llabic obstruent clusters, voicing assimilation is generally controlled by the obstruent in onset position. In Dutch, for example, the medial clusters /kd/ zakdoek 'handkerchief' and /dk/ in bloedkoraal 'red coral' surface as [gd] and [tk], respectively (Kager 1999). ${ }^{6}$ However, patterns of assinרilation

[^96]in word-final obstruent clusters are not influenced by requirements on syllable onsets. Consider a language in which an obstruent voicing contrast is preserved in word-final position, which has word-final clusters of two obstruents such as /bl\#/ and /pd\#/, and in which the markedness constraint Agree[voice] (obstruent clusters must agree in voicing) dominates the faithfulness constraint Ident[voice]. In such a case, where all candidates passing Agree[voice] fail the faithfulness constraint, the candidate containing the voiceless cluster is selected by *VoiObst. Where the input provides a two-consonant cluster which already satisfies the agreement constraint, for example / $\mathrm{pt} /$ or /bd/, input voicing is generally preserved, showving that Ident[voice] dominates *VoiObst (as long as no "spoiler" constraint intervenes).

| /pd/ | Agree[voice] | ldent[voice] | ${ }^{*}$ VoiObst |
| :---: | :---: | :---: | :---: |
| a. pd | $*!$ |  | $*$ |
| b. bd |  | $*$ | ${ }^{*}{ }^{*}$ |
| afe c. pt |  | $*$ |  |


| /bt/ | Agree[voice] | Ident[voice] | *VoIO日ST |
| :---: | :---: | :---: | :---: |
| a. bt | ${ }^{*}$ ! |  | ${ }^{*}$ |
| b. bd |  | ${ }^{*}$ | ${ }^{*!}{ }^{*}$ |
| 03 c. pt |  | ${ }^{*}$ |  |

This analysis predicts a different outcome for clusters of more than two obstruents. Tableau (25) shows that in such cases the ranking Ident[voice] >> ${ }^{*}$ VoiObst predicts that cluster voicing will be determined by the majority. This yields the typologically supported outcome for clusters like /skd/, in which two of three obstruents are voiceless at input (e.g. English basked). Unfortunately, it also predicts rare (if at all attested) outcomes like $/ \mathrm{zg} / / \rightarrow[\mathrm{zgd}]$ when two of three obstruents are voiced at input.

| /zg't/ | Agrefe[vicice] | Ident[voice] | ${ }^{*}$ VoiObst |
| :---: | :---: | :---: | :---: |
| a. zgt | ${ }^{*}!$ |  | ${ }^{* *}$ |
| car b. zgd |  | ${ }^{*}$ | ${ }^{* * *}$ |
| c. skt |  | ${ }^{* *}!$ |  |


| /skd/ | Agree[voice] | IdEnt[voice] | "VoiObst |
| :---: | :---: | :---: | :---: |
| a. skd | *! |  | * |
| b. 7.gd |  | ** | *** |
| O3P c. skt |  | * |  |

Bakovis shows that the "majority rules" problem is avoided if the constraints ldent[voice] and *VoiObst can be locally conjoined, assuming the segment as the domain of the conjunction. In (26) we see that on this analysis, of the two clusters that survive Agree[voice], [zgd] and [skt], the fully voiced cluster [zkd] is rejected even though it is more faithful, because it violates the conjunction Ident[voice] $\&_{\text {sigg }}{ }^{*} V_{\bullet i O b s t}$ (which is ranked above both of its conjuncts).

| /2gt/ | Acrec[voice] | Identr[voice] $\&_{\text {se: }} *$ VoIObsi] | IdEnt [voice] | ${ }^{*} \mathrm{~V}$ diObsst |
| :---: | :---: | :---: | :---: | :---: |
| a. zgd |  | *! | * | *** |
| b. zgt | *! |  |  | ** |
| c. zkt | *! | * | * | * |
| c.s d. skt |  |  | ** |  |

Baković's larger point is that the presence of marked segntents (in this case voiced obstruents) on the surface is one thing, but the presence of unfaitliful narked segments is another. In cases of assimiation in mixed clusters, the presence of unfaithful marked segments can be compelled by high-ranking faithfulness constraints (e.g. assimilation to a voiced onset in cross-syllabic clusters). However, when such pressures are absent, assimilation to the ummarked is the pattern attested across languages. In Baković's example, an analysis that admits the local conjunction Ident[voice] \& sirs ${ }^{*}$ VoiObst guarantees the typologically supported outcome, whereas an analysis that relies exclusively on the unconjoined constraints admits the (unsupported) assimiliation to the marked alternative.

Łubowicz $(2002,2005)$ argues that $M \& F$ conjunctions are necessary to account for derived environment effects (CIIAPTER 88: DERIVED ENVIRONMENT EFFECTS), using palatalization in Polish (chapter 121: slavic palatalization) as an example. Other works using local conjunction to account for derived environment effects include Downing (2001) and Itô and Mester (2003a).

### 2.6 Local self-conjunction

As a special case of local conjunction, some researchers have argued that markedness constraints can be "self-conjoined," and that self-conjunction offers new insights into cases of dissimilation that have often been attributed to the OCP (e.g. Fukazawa 1999, 2001; Itô and Mester 1998, 2003b; Alderete 2004; Smolensky 2006). As ltô and Mester (2003b: 29) put it:
the "Obligatory Contour Principle" is by itself neither a constraint nor a formal universal in phonological theory. The culprit in OCP-type dissimilations is not the adjacency of identical feat sre specifications on a tier, but the multiple presence of a marked type of structure within some domain.

Self-conjunction is intended to capture the intuition that in dissimilation, one violation of a markedness constraint is tolerated, but a double violation crosses what Itô and Mester aptly call a markedness threshold, and is categorically rejected.

As an example, let us consider the role of obstruent voicing in Japanese. In the lexical classes comprised by rative Japanese and Sino-Japanese forms, voiced obstruents cannot co-nccur within a morpheme (chapter 86: morpheme structure constraints), but neither voiceless obstruents nor voiced sonorants are subject to voicing restrictions (Itô and Mester 1998, 2003b). Thus, norphemes such as those in (27a) and (27b) are typical of Japanese (Itô and Mester 2003b: 34-35). However, native Japanese and Sino-Japanese morphemes containing more than one voiced obstruent (e.g. $\left.{ }^{*}[k a b a z i]\right)$ are not.

| a. kusa 'grass' | kataki | 'enemy' |  |
| :--- | :--- | :--- | :--- |
|  | tako 'octopus' | hotoke | 'Buddha' |
| sato | 'village' | tatami | 'straw mat' |
| b. kaze 'wind' | kasegi | 'earning' |  |
|  | geta 'clogs' | kagami | 'mirror' |
|  | hada 'skin' | -bakari | 'only' |

The obstruent voicing contrast in Japanese requires the constraint ranking Ivent ${ }_{\text {Ie }} \gg$ *VolObsr. The fact that multiple occurrences of voiced obstruents within a norpheme is prohibited is accounted for by self-conjoining the constraint *VerObst, with the morpheme as the domain. The conjunction * $\mathrm{VorObst}^{2} \mathrm{mokrl}^{\mathrm{m}}$ ( $=$ * V oiObst \& \& a set of candidates based on the form kaze and the hypothetical input/gaze/ are evaluated under these rankings.

| /kaze/ | ${ }^{*} \mathrm{VOIOBST}^{2}{ }^{\text {MORPH }}$ |  | * V -IObast |
| :---: | :---: | :---: | :---: |
| ex a. kaze |  |  | 2 |
| b. kase |  | *! |  |
| c. gase |  | ** | $g$ |
| d. gaze | *! | * | $\mathrm{g}^{\text {r }}$. |


| /gaze/ |  |  |  |
| :---: | :---: | :---: | :---: |
| ras a. kaze |  | * | 2 |
| b. kase |  | **! |  |
| 4* C. gase |  | * | $g$ |
| d. gaze | *! |  | g 2 |

Self-conjunction can account not only for passive restrictions on the occurrence of similar structures within a domain, but also cases in which the existence of alternations makes the dissimilation more obvious. A well-known example is Lyman's Law, which blocks the effect of Rendaku, a phenomenon seen in Japanese
lexical compounds. Rendaku assigns the feature [+voice] to a voiceless obstruent appearing as the initial consonant of the second member of a compound. The feature [+voice] is treated as a special nาorpheme in this case, and as such, its presence in the output is required by the constraint RealizeM@rph, defined in (29) (Walker 2000; citapter 103: pionological sens!tivity to morphological structure).

## (29) RealizeMorph

Every morpheme has a phonological exponent in the output. (One * for any null morphente.)

The Rendaku effect requires RealizeMorph to be ranked niore highly than Inent (Seg). Tableau (30) is adapted from Itô and Mester (2003b: 37) (constraint names have been changed to match the names used here). The examples used in tableaux (31) and (30) are /ori $+\mathrm{kami} / \rightarrow$ [origami] 'paper folding' and $/ \mathrm{kami}$ + kaze/ $\rightarrow$ [kaınikaze] 'divine wind'.

| /ori+R+kanli/ | RealizeMorpy |  | ${ }^{*} \mathrm{VoiObst}$ |
| :---: | :---: | :---: | :---: |
| \% a. origanij |  | * | g |
| b. orikami | *! |  |  |

The Lyman's Law effect occurs because the self-conjunction *VorObst ${ }^{1}$ morph dominates RealizeMorph, neutralizing its effect.

| /kami+R+kaze/ | *VolObst* miokili | Realize Morph | Identur(Seg) | *VoiObst |
| :---: | :---: | :---: | :---: | :---: |
| ta a. kamikaze |  | * |  | 2 |
| b. kaınigaze | *(gaze)! |  | * | g 2 |

Beyond the examples discussed in §2 local conjunction and its special variant, self-conjunction have been used in the analysis of a diverse set of phenomena. Local conjunction has been used in analyses of sonority distance restrictions on syllable structures (Baertsch 1998; Baertsch and Davis 2003; Smolensky 2006), the sonority hierarchy (Smolensky 2006), tone sandhi in Mandarin Chinese (Lin 2000), glide formation in German (Hall 2004, 2007), and accentual phenomena (Alderete 1999). Finally, Levelt ct al. (1999) and levelt and van de Vijver (1998) propose that local conjunction plays a role in children's acquisition of the constraint hierarchy of the language they are learning.

## 3 Other modes of constraint combination

Other proposals for deriving complex constraints from simpler ones using connectives other than " $\&$ " have included constraint analogs of Boolean conjunction and two versions of inaterial implication.

### 3.1 The "best of the best"

Hewitt and Crowhurst (1996) and Crowhurst and Hewitt (1997) argue that in addition to local conjunction and self-conjunction, a proper account of some phonological patterns is best achieved using complex constraints derived using a connective," $A$," with the semantics of Boolean conjunction. Crowhurst and Hewitt call this mode of interaction simply "constraint conjunction." Here, we will call it b-conjunction, to distinguish it from Incal conjunction. In contrast to local conjunction, which bans the "worst of the worst," b-conjunction insists on the "best of the best." See the definitions and tables in (32) and (33).
a. Boolean conjunction

The conjunction $A, B$ is true iff proposition $A$ is true and proposition $B$ is true.
b. B-conjunction

A candidate Cand passes a b-conjunction $A, B$ iff Cand passes constraint A and Cand passes constraint B.
a. Boolean conjunction

| A | $\mathrm{A}, \mathrm{B}$ | B |
| :---: | :---: | :---: |
| T | T | T |
| F | T | T |
| T | T | F |
| F | F | F |

b. Evaluation of a B-conjunction

|  | $\mathrm{C}_{1}$ | $\mathrm{C}_{1} \wedge \mathrm{C}_{2}$ | $\mathrm{C}_{2}$ |
| :--- | :---: | :---: | :---: |
| Cand t |  |  |  |
| Cand 2 | $*$ | $*!$ |  |
| Cand 3 |  | $*!$ | $*$ |
| Cand 4 | $*$ | $*!$ | $*$ |

Crowhurst and Hewitt restrict b-conjunction to constraints that share what they call a focus (or fulcrum in Hewitt and Crowhurst 1.996) which identifies the locus of violation for each of the conjuncts.

Focus (of a constraint) def
a. Every constraint has a unique focus.
b. A constraint's focus is identified by the universally quantified argunnent.

Crowhurst and Hewitt's use of b-conjunction is exemplified by their analysis of aligrument effects in the stress system of Diyari (Pama-Nyungan; Austin 1981). In Diyari, any morpheme of two or more syllables has initial stress, and secondary stress falls on the penult in morphemes longer than three syllables, as shown in
(35a). The cases of special interest are polymorphemic words containing monosyllabic suffixes, exemplified in (35b). Monosyllabic suffixes are never stressed. Moreover, no syllable preceding any morpheme is ever stressed (cf. ['puliudu-nimata], ['mada-la-n $\mathbf{i}$ ]). Thus, although they have the same number of syllables, the forms ['mada-la-ni] and ['kajna-,wara] are assigned stress quite differently: the bisyllabic suffix [-'wrara-] has stress, but the sequence of suffixes [-la-ni-] does not. ${ }^{7}$
a. 'kana
'pinadu
'yander, walka
'wintara,naja
'kajna-wrata
'taji-,jati,maji
b. 'mada-la-ni
'puludu-ni-, mata
'pinadu-, wata
'nanda-na-,mata
('ka.jıa)
('pi.na)du
('1]an.da)(, wal.ka)
('winta)ra(,naja)
('ka.jna)-(,wa.ta)
('ta.ji)-(,.ja,ti)(,ma.ji)
('ma.da)-la-n.i
('pu.liu)du-ri-(,ma.ta)
('pi.na)du-(,wa.ta)
('jan.da)-na-(,ma.ta)
'man'
'old nian'
'to close'
'how long'
'man-rl'
'to eat-opt'
'hill-CHAR-L ${ }^{\prime}$
'mud-loc-teent'
'old man-pl'
'hit-part-IDEnt'
The lynchpin of Crowhurst and Hewitt's account of Diyari is the conjunction in (36c) of the two alignment constraints in (36a) and (36b). The individual constraints require an edge (left or right) of a morpheme to be aligned with the same edge of a foot. In conjunction, they require each edge of a morpheme to be aligned with the same edge of a foot.
a. MorpejemeFt-Left (MFL)

Align-L(Morpheme, Ft)
(One * for any morpheme whose left edge does not coincide with the left edge of some foot.)
b. Muri'hemeFt-Right (MFR)

Align-R(Morpheme, Ft)
(One * for any morpheme whose right edge does not coincide with the right edge of some foot.)
c. MFL $\wedge^{\text {MORPH }}$ MFR
(One * per morpheme which fails MIFL, MFR, or both.)
Crowhurst and Hewitt treat Diyari as a language that avoids foot structure when possible. They rank the standard constraint Parsear below *STruc (Ft), which assigns a penalty for each foot in the output. The conjunction in (36c) outranks *Struc(Ft), resulting in a foot at each edge of morphemes whose syllable count makes this possible. FrMin(o) prevents the assignment of monosyllabic feet. Tableau (37) shows how the correct outputs ('winta)ra(naja) and ('ta.ji)-(,ja.ti)(, nta.ji) are
 following tableaux, violations of the individual conjuncts that are promoted to

[^97]violations of the conjunction are shown in parentheses. Violations of the alignment constraints are shown with a superscript corresponding to the initial phoneme of the morpheme that incurred the penalty.)

| /taji-jatimaji/ | FiMin | MFL $\wedge^{\text {M }}{ }^{\text {R }}$ RH MFR |  |  | *Struc(Ft) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| tra. ('ta.ji)-(, $\mathrm{j}^{\text {a }}$.ti)(, ma.ji) |  |  |  |  | ** |
| b. ('ta.ji)-ja.ti(,ma.ji) |  | (*i) | *i! |  | ** |
| c. ('ta.ji)-(,ja.ti).ma.ji |  |  | *! | (*i) | ** |
| d. ('ta.ji)-ja.ti.ma.ji |  | (*i) | *! | (*) | * |


| /ivintaranaja/ | FrMin | MFL $\wedge^{\text {MOK }{ }^{\prime \prime}{ }^{\prime \prime} \text { MFR }}$ |  |  | *Stкuc( Ft ) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ras a. ('winta)ra(,naja) |  |  |  |  | ** |
| b. ('win.ta)ra.na.ja |  | (**) | *w! |  | ** |
| c. win.ta.ra(,na.ja) |  |  | *w! | (**) | * |

The crucial cases are those thit contain monosyllabic affixes. In ['Jan.da-na-,ma.ta], the monosyllabic suffix [-ra-] is not footed, but the two bisyllabic morphemes are aligned at each edge with a foot. The especially interesting case is ['ma.da-la-ni], which has adjacent monosyllabic suffjxes. The candidate ('nada)-(, (a)-(, ni), which satisfjes the alignment constraints, is ruled out by FTMIN. If the constraints MFL and MFR were not conjoined but were evaluated independently, then of the remaining two, the optimal candidate should be ('mada)-(la-ni), which minimizes violat ions of MFL and MFR. However, the optimal candidate is in fact ('ma.da)-la-ni, in which neither of the suffixes is aligned with foot structure. When MFL and MFR are b-conjoined, however, a morpheme aligned at only one edge is no better than a morpheme aligned at both edges, so that ('ma.da)-(, la-ni) and ('ma.da)-la-ni both fail the conjunction MFL $\wedge^{\text {M10RPH }}$ MFR. In this case, *Struc(Ft) decides for the candidate ('ma.da)-la-mi, in which the monosyllabic suffixes are unfooted. The analysis of ['ma.da-la-n,i] under $b$-conjunction is shown in (38).

| /mada-la-ni/ | FtMmin | MFL $\wedge^{\text {MURPH }}$ MFR |  |  | ${ }^{*}$ Struc(Ft) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| u®s a. ('ma.da)-\a-пา.i |  | ( ${ }^{\text {I }}$ + $)$ | *1*1 | (*1 * 2 ) | * |
| b. ('ma.da)-(1) ${ }^{\text {a }}$ - 1 li) |  | (*) | *! * ${ }^{\text {n }}$ | (4!) | * |
| c. ('ına.d.a)-(, (a)-(, n(i) | *! |  |  |  | *** |

The analysis just presented for ['nada-la-ni] predicts that trisyllabic roots should not be aligned with foot structure, yet, like all other root morphemes, they have initial stress. Crowhurst and Hewitt's analysis attributes the presence of initial stress to the constrajnt MainStrfess-I, in (39), which insists that the head of the prosodic word stand exactly at the left edge of the prosodic wrord. Ranking MainSteess-L above the conjunction MFL $\wedge^{\text {Mexph }}$ MFR compels the presence of an initial foot, even though that foot is poorly aligned with the root morpheme in the output.
(39) MainStress-L (MSL)

Align(PrWd, L; Head(PrWd), L)
(Every PrWd is left aligned with the stressed syllable in its head foot; one * per misaligned PrWd.)

B-conjunction is also useful in stating tentplatic constraints on the size of reduplicants (chapter ion: reduplication). A constraint like Red=Ft, for example, can be stated as in (40a). However, note that this statement informally assumes
 aligned and right aligned with the same foot. Under b-conjunction, the templatic effect is achieved by b-conjoining the constraints in (40b) and (40c), with the foot as the focus of the conjunction. Under this analysis, any foot will be evaluated against the eonjunction. Any foot not co-extensive with Red will fail the conjunction, although it might be required by higher-ranking constraints on metrical structure. However, the constraint will be satisfied by reduplicated forms in which Red and a foot are co-extensive.
a. ReD=FT.

The reduplicant string is e(o-extensive with a foot (e.g. Downing 200(): 3).
b. FootRed-L

ALICN-L(Ft, Affix ${ }_{12 \mathrm{~L}}(2)$
One " for any reduplicant that is not left aligned with a foot.
c. FootRed-R

Alicn-R (Font, Affix Rem)
One " for any reduplicant that is not right aligned with a foot.
d. FuotRed-L $\wedge^{\text {feot }}$ FootRed-R

The connective " $\wedge$ " is also used by Downing $(1998,2000)$ to account for exceptional alignment behavior found with onsetless syllables (e.g. as stress and tone bearers) and prosodic restrictions on reduplication in Kinande.

### 3.2 Implication

A different form of constraint combination, most closely related to material implication in logic, was proposed by Crowhurst and Hewitt (1997) as a way of analyzing effects of conf.icting directionality (Kiparsky 1973; Zoll 1997) in the assignment of stress. As an example, Dongolese Nubian (Armbruster 1960) assigns a single stress, which surfaces on the rightmost of heavy syllable, if there are any (where only vowel length is relevant for syllable weight). Examples are shown in (41a). However, when only light syllables are present, as in (41b), stress falls on the initial syllable.
a. Heary syllables
'bez.kat.ti 'to be killed'
do.'goo.grr
te.le.'graaf.ki
tin.tı.'necti.ke.gid
maa.'suu.ra
пиа.'Iモモ!

'raise it'
'a telegram'
'their maternal aunt'
'tube, pipe'
'it doesn't matter'
'be in the situation of having worked well'
b. Light syllables
'bu.run 'it is a girl'
'ta.ra.ga
'mu.go.san
'dut.ju.ran
'page, leaf'
'tell to leave'
'tell him (her) to go and wait'

Crowhurst and Hewitt's analysis of Dongolese uses the constraints in (42). The pattern found in words containing heavy syllables seems to require that the constraint HeavyHead in (42a) be ranked above Heaps-R in (42b), which nust in turn be ranked above Heads-L, (42c).
a. HeavyHead

The head syllable of a foot is bimoraic.
(One * for any stressed light syllable.)
b. Heads-R

Align-R(Head(Ft), PrWd)
(One * per syllable coming between any stressed syllable and the right edge of the dominating PrWd.)
c. Heads-L

Align-L(Head(Fi), PrWd)
(One * per syllable coming between any stressed syllable and the left edge of the dominating PrWd.)

The problem is that the ranking required for the heavy syllable cases doesn't account for stress in forms containing only light syllables: these seem to require that the alignment constraints be ranked in the reverse order, Heals-L >> Heaps-R.

The insight Crowhurst and Hewitt (1997) seek to capture is that in a language like Dongolese, heavy syllable stress and any conditions imposed on heavy syllables under stress (in this case, Heads-R) take priority. Heads-L becomes relevant only when no heavy syllables are present. Crowhurst and Hewitt propose that HeavyHeal and Heads-R combine in a complex constraint that takes the form of an implication, in which the satisfaction of one requirement is unilaterally dependent on the satisfaction of another. Under their interpretation of material implication, whether a candidate passes A > B depends primarily on the cand'ıdate's success on constraint $A$, and secondarily on its success on constraint $B$. Crowhurst and Hewvitt's definition of implication appears in (43). ${ }^{\text {s }}$
(43) Implication (Crowhurst and Hewitt 1997)

If Cand passes $A$, then Cand is evaluated with respect to $B$ : If Cand passes $B$, then Cand passes $A>B$; If Cand fails $B$, then Cand fails $A>B$.
If Cand fails $A$, then Cand fails $A>B$ and Cand's success on $B$ is irrelevant.
As in the case of conjunction, Crowhurst and Hewitt propose that only constraints which share an argument may combine to form implications. Crowhurst

[^98]and Hewitt's account of Dongolese ranks the implication HeavyHeav $>^{\text {HFab(ry }}$ Heads-R above Heads-L. Tableau (44) shows how their analysis works in forms like ['mu.go.san], which contain only light syllables. All viable candidates violate HeavyHead (constraint A), and this translates to one violation each against the implication HeavyHeal > ${ }^{\text {ribalul( } \mathrm{Fl})}$ Heabs-R. (Heaes-R cells have been shaded to indicate that, per Crowhurst and Hewitt's definition, this constraint has no effect on the outcome.) So it is that in forms containing only light syllables, Heads-L selects the initially stressed candidate.

| /mugosan/ | HeavyHead $>^{\text {HEAD(FI) }}$ Heads-R |  | Heads-L |  |
| ---: | :---: | :---: | :---: | :---: |
| Las a. ('mu.su) san | $\left(^{*}\right)$ | ${ }^{*}$ | $\left(^{* *}\right)$ |  |
| b. mu('go.san) | $\left(^{*}\right)$ | ${ }^{*}$ | $\left(^{*}\right)$ | ${ }^{*}!$ |
| c. mu.go('san) | $\left(^{*}\right)$ | ${ }^{*}$ |  |  |

Tableau (45) shows how the analysis selects the correct result in forms containing long vowels, [maa.'suu.ra].

| /maasuura/ | HeavyHead $>^{\text {Head(fi) }}$ Heads-R |  |  | Heads-L |
| :---: | :---: | :---: | :---: | :---: |
| \% a. Diaa('suu)ra |  |  | (*) | * |
| b. ('maa)sulu.ra |  | *! | (**) |  |
| c. (,maa)('suu)ra |  | *! | (***) | * |
| d. maa.suu('ra) | (*) | *! |  |  |

In response to Crowhurst and Hewitt, Balari et al. (2000) argue essentially that Crowhurst and Hewitt's interpretation of implication should not be allowed. These authors maintain that if complex constraints are to be derived using logical connectives, they should be connectives with classical Boolean sennantics. Like Crowhurst and Hewitt, Balari et al.'s amalysis of Dongolese uses Heans-L and Heads-R, but they replace HeavyHead with a constraint LightHead in (46a), which requires stress to fall on a monomoraic syllable, and they propose the (classically evaluated) implication in (46b).' The tableaux for ['mu.go.san] and [maa.'suu.ra] under BVNI's analysis appear in (47). ${ }^{10}$
a. LightHead

The leead or of a foot is monomoraic.
b. LigeitHead $\rightarrow$ Heaes-L

The implication is violated only if LigiftHeab is satisfied and Heads-L is not.

[^99](47)

| /murosios/ | LigutHear $\rightarrow$ Heads-L |  | Heads-R |
| :---: | :---: | :---: | :---: |
| 53a. a. ('mu.go)isan |  |  | * |
| b. nu('go.san) | *! | (*) |  |
| c. mu.go('san) | *! | (**) |  |


| /maasuura/ | LichtHear $\rightarrow$ Heads-L |  |  | Heads-R |
| :---: | :---: | :---: | :---: | :---: |
| uxs a. maal 'suu)ra | (*) |  | (*) | * |
| b. ('Inaa)sulu.ra | (*) |  |  | **! |
| c. (ınaal)('suu)ra | (*) |  | (*) | **! ${ }^{\text {a }}$ |
| d. maa.suu('ra) |  | *! | (**) |  |

In the end, it turns oui that neither version of implication is strictly necessary to acount for standard effects of conflicting directionality in stress. Conflicting directionality in stress, as in Dongolese, can be analyzed using the local conjunction of the constraints ${ }^{*} \mathrm{Pk}_{\mathrm{Fi}} / \sigma \mu \mathrm{a}$ and InitialStress in (48a) and (48b) (taking the domain of the conjunction to be the prosodic word).
a. ${ }^{*} \mathrm{P}_{1-1} / \sigma \mu$

Avoid stress on monomoraic syllables.
b. InitialStress

Alicn-L(Head(PrWd), PrWd)
The head of the $\operatorname{Pr} W d$, syllable with main stress, occurs initially in its prosodic word.
c. ${ }^{*} P \mathbf{k}_{\mathrm{ET}} / \sigma \mu \& \mathrm{E}_{\mathrm{PRW}}$ InitialStress

Tableau (49) shows that the hierarchy ${ }^{*} \mathrm{Pk}_{\mathrm{ET}} / \sigma \mu \&_{\text {PRWD }} \operatorname{lnitiALStRESS} \gg{ }^{*} \mathrm{Pk}_{\text {FT }} / \sigma \mu$ >> Heads-R correctly accounts for Dongolese.

| /unugnsas/ | ${ }^{*} \mathrm{Pk}_{\text {FT }} / \sigma \mu \& \&_{\text {PRWD }}{ }^{\text {InitialStress }}$ | ${ }^{*} \mathrm{Pk}_{\text {Fr }} / \sigma_{\gamma 1}$ | Heads-R |
| :---: | :---: | :---: | :---: |
| ${ }_{\text {rex }}$ a. ('mu.go)sas |  | * | ** |
| b. $\operatorname{mru}($ 'go. sin $)$ | ${ }^{*!}$ | * | * |
| c. กาו.go('san) | *! | * |  |


| /maasuura / |  | * $\mathrm{Pk}_{1 \cdot T} / \sigma \mu$ | Heads-R |
| :---: | :---: | :---: | :---: |
| ex a. maa('suu) ${ }^{\text {ara }}$ |  |  | * |
| b. ('maa)suu.ra |  |  | **! |
| c. maa.suu('ra) | *! | * |  |

In addition to Balari et al., other arguments in favor of constraints derived using a connective with the semantics of Boolean material implication are presented in Archangeli et n!. (1998) and Łubowicz (2005).

## 4 Different perspectives on the domain of conjunction

One distinguishing feature of work using various forms of conjunction has been researchers' different assumptions concerning whent can constitute $D$, the domain of a conjunction. As the definition in (3) makes clear, Itio and Mester's (2003b) view is that $D$ must be instantiated by a member of the set of phonological or morphological constituents. Smolensky's use of D is similar, but perhaps more inclusive in his use of the feature domain - a "maximal contiguous span of $\varphi$ bearers with a common value $[ \pm \varphi]^{\prime \prime}$ (see again (13)). We can say that for both Itồ and Mester as well as Smolensky, the domain of a local conjunction is identified with a designated node in the phonological or morphological structure, and all material associated with this node (the association possibly being mediated by other intervening nodes). One difference between these authors seens to be that for Smolensky, but perhaps not Itò and Mester (2003b), any phonological feature can be the ruche that determines a domain.

A different perspective on $D$ is found in Hewitt and Crorvhurst (1996), Crowhurst and Hewitt (1997), Downing (1998, 2000), Baković (2000), and Łubowicz (2002, 2005), all of whom argue in one way or another that constraints can be conjoined only when they have the same locus of violation. As noted earlier, Hewitt and Crowhurst (1996), Crowhurst and Hewitt (1997), and Downing (1998, 2000) argue that $b$-conjunction should be limited to constraints that share an argument, which serves as the locus of violation of the conjoined constraint. In Crowhurst and Hewitt's analysis of Diyari reviewed earlier, for example, the locus of violation of the constraints Morphemeft-L (MFL) and MorphemieFt-R (MFR) is the morpherre, and the conjunction of these constraints produces a complex constraint, MIFL $\wedge^{\text {M2kPlI }}$ MFR, which has the same locus of violat ion.

An extended formal discussion of the loctes of violation as a principled restriction on the domain of local conjunctions of markedness and faithfulness constraints is developed in Łubowicz (2005). Her definitions of restricted local conjunction and of the locus for local conjunction are shown in (50).
a. Restricted local conjunction
$\mathrm{C}=\mathrm{C}_{1} \& \mathrm{C}_{2}$ is violated iff $\mathrm{LOC}_{\mathrm{C}} \cap \mathrm{LOC}_{C_{2}} \neq \emptyset$.
b. Locus for local conjunction

The locus for local conjunction is the intersection of the sets $\mathrm{LOC}_{\boxed{\prime}}$ and $\mathrm{LOC}_{\mathrm{C}_{2}}$.

Formally, (50a) states that the loci of violation for the conjuncts of a local conjunction must intersect and that this intersection may not be null; (50b) states that the locus of violation for the local conjunction is the intersection of sets defined in (50a).

In a similar vein, Baković (2000) proposes that two constraints can be conjoined only if they are co-relevant, meaning that the deffinition of each conjunct specifies a particular feature also mentioned by the other conjunct. The co-relevance restriction plays an important role in Bakovic's use of M\&F (markedness and faithfulness) conjunctions to account for "assimilation to the unınarked" phenomena, as discussed earlier. In his words, "the net effect of a co-relevant local conjunction of
markedness and faithfulness is to specifically prohibit the unfaithful introduction of a marked segment" (Baković 2000: 7). Baković notes that the co-relevance restriction (or Łubowicz's more precisely defined restriction based on locus of violation) provides an answer to Itô and Mester (1998), who take the position that M\&F conjunctions should not be allowed because they lead to undesirable results. Positioning the conjunction NoCoda \& Idenr[voice] above the fragment *[+voice] >> Ident[voice], for example, would falsely predict a language in which obstruents are voiced only in syllable codas. Baković notes that conjuncts used to illustrate Itô and Mester's point are not co-relevant, and in fact uses the example to reinforce his claim that only co-relevant constraints are conjoinable.

## 5 Taming the beast: Curbing the expressive power of constraint conjunction

Proposals for combining simpler constraints into more complex ones using connectives other than " $\gg$ " lave not been universally welcomed (see for example Orgun and Sprouse 1999; Parker 2001; Idsardi 2006; Iverson and Salınons 2007; Zhang 2007). The issue of restricting the power of a formal theory that permits the derivation of complex constraints from simpler ones has generated concern, and inspired various proposals aimed at restrictiveness. The position of some scholars that restrictions on conjunction should be encoded in restrictions on the domain of conjunction was discussed in the last section. Other ways in which the issue of restrictiveness has played into arguments for and against constraint conjunction are reviened below.

### 5.1 Chain shifts: An argument against material implication

Wolf (2007) calls for restricting the set of connectives that can be used to combine constraints. He asserts that local conjunction and strict domination exhaust the ways in which constrajnts may interact. In particular, he argues that complex constraints with the sentantics of naterial implication must not be allowed, because admitting such constraints would have the consequence of allowing OT to model synchronic circular chain shifts. A circular chain shift takes the form $A \rightarrow B \rightarrow A$ (where $B$ can be expanded to accommodate additional links in the chain), in which a phoneme /A/ shifts to sound $[B]$, and phoneme /B/, also present in the language, shifts to [A] (see also chapter 73: Chain shifts). The existence of a circular chain shift in which all links occurr synchronically would present a problem for the OT doctrine of Inrmonic ascent (Prince and Smolensky 1993; McCarthy 2002). This is because a change $A \rightarrow B$ could only occur if $B$ is less marked than $A$ (and this would require a particular set of narkedness constraints to outrank a particular set of faithfulness ones). But then, if B is less marked than $A$, there would be no reason for the change $B \rightarrow A$ (and the ranking that accounted for $\mathrm{A} \rightarrow \mathrm{B}$ could not account for the second change). Moreton (1999) provides a formal proof showing that an OT grammar that admits only faithfulness and markedness constraints is incapable of modeling cjrcular chain shifts. As it turns out, there are no convincing synchronic examples of a circular chain
shift conditioned by purely phonological factors, although there do appear to be examples triggered by morphological conditions (Anderson and Brown 1973). Diachronic examples of phonologically conditioned circular chain shifts are quite common (e.g. the flip-flop /i/ $\rightarrow$ /i/ $\rightarrow$ /i/ in Siriono: Crowhurst 2000; the Cermanic Kreislanf: Iverson and Salmons 2008), but these might be best handled by an analysis that assumes changes in constraint rankings at various stages of a language's development, along the lines proposed in Holt (2003).

### 5.2 Other proposals for promoting restrictiveness

Several other proposals aimed at promoting restrictiveness should be mentioned.
Some researchers have proposed restrictions (beyond the locus of violation) on the kinds of constraints that can combine. As noted earlier, Itô and Mester (1998) argued against the conjunction of narkedness with faithfulness constraints. Fukazawa and Miglio (1998) proposed that conjunction should be limited to constraints within the same family, which would have much the same effect. These proposals have been countered by persuasive demonstrations of the benefits of conjoining faithfulness and markedness constraints (see §2.5).

A commonly accepted restriction has been to allow only complex constraints whose parts are independently necessary constraints. To do otherwise would permit unsatural results. Smolensky (2006) provides the example of a rule spreading [+ATR] from a [-high] vowel (e.g. $[\mathrm{o} \ldots \mathrm{e}] \rightarrow[J \ldots \mathrm{E}]$ ). This pattern is exactly what we don't find in ATR harmony, because [-ATR] non-high vowels are marked, and only unmarked feature bearers propagate their features (Archangeli and Pulleyblank 1994). Smolensky (2006) notes that ranking the conjunction *[+ATR, + hi] \& HD-L[+ATR] above F[ATR] (the constraint requiring a feature domain to be faithful) could produce this result. However, the conjunction*[+ATR, +hi] \& HD-L[+ATR] could simply never exist; one of its conjuncts *[+ATR, +hi] is not a member of Con, since from a markedness perspective, [+ATR] favors high vowels.

However pernicious, conjunctive relations of this type have in fact been proposed in the literature, sometimes to acconnt for very real phenomena. An example would be the implication in (46b), used by Balari et al. (2000) to account for directional stress effects. Their constraint LichtHead, which demamets that stressed syllables be light, has no independent motivation - it is in fact an anti-harmonic constraint (since stress on light syllables is less harmonic than stress on heavy syllables). If I, lghtHead is not a plausible candidate for membership in Con, then it would seem reasonable to conclude that Balari ef al.'s conjunction LigirtHead $\rightarrow$ Heads-L is not an admissible complex constraint. Another example would be the constraint *Larse in (51), employed by Elenbaas and Kager (1999: 282), who are proponents of the view that only independently motivated constraints may be combined.
*Larse
Every weak beat must be adjacent to a strong beat or the word edge.
Elenbaas and Kager note the disjunction in the requirement imposed by (51), but they point out that one of the disjuncts has mo justification as a constraint in its own right. The first requirement, "every weak beat must be adjacent to a strong beat," is a cross-linguistically common restriction. However, Elenbaas and Kager note that there is no clear and independent notivation for the second requirement, that
"every wreak beat must be adjacent to the wrord edge." For this reason, they conclude that "Lafse should not be treated as a complex constrajnt. However, whether acknowledged or not, *LA1'se is a form of disjunction (local conjunction), and a proper definition of the constraint would have to take account (more on th is below). "Lapse is more problematic than the previous example, because the need for *Lapse is well established: as we showed in the last section, the Balari et al. implication is unnecessary; alternatives are readily available.

## 6 Concluding remarks

Proponents of allowing devices for combining constraints have argued that they further the goal of deriving empirical generalizations about markedness from irreducible principles (Itô and Mester 2003b; Snnolensky 2006) and (a related point) that they promote greater precision and formal explicitness. Resistance to accepting complex constraints has been due largely to the observation thent despite the advantages claimed, devices for combining constraints greatly increase the expressive power of the formal architecture, especially in regard to the constraint inventory Con. On the other luand, Ito and Mester (2003b: 22) note that in fact, the use of comectives keeps in check the prol:feration of inexplicit constrajnts that duplicate aspects of others without a formal account of their components and the relations among them. (That is, since the need for the constraints in (6a) and (6b) is uncontroversial, and if we can combine them as in (4c), then we don't need the coda condition in (5).)

In closing, I will put forward a consideration that nay seem provocative, but which ought to be taken seriously. Smolensky (2006) points out that the statement normally given for a constraint such as (51) (of which there are many examples in the literature) may pass as a translation of the definition of a constraint into English (or pseudo-formal language blended with English), but it is not a proper definition of that constrajnt (i.e. stated in the precise language of formal logic). A precise definition of (51) in formal language must necessarily take account of the disjunction it contains; it cannot do otherwise. Whether complex constraints should be allowed is a non-issue. In fact, they have been used without controversy from the inception of OT, camouflaged as informal descriptions that have been accepted as definitions of constraints. The issue that deserves consideration is whether the position that complex constraints should be excluded can be naintained in light of its implications - most seriously, the implication that an enormous number of generally accepted constraints ought to be expelled from Con, or at least rethought. On the issue of overgenerat 10 , we may perhaps leave the last wrord, for now, to Itô and Mester:
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# 63 Markedness and Faithfulness Constraints 

Paul de Lacy

## 1 Introduction

Objects and mechanisms called "constraints" have featured in many theories of the phonological and syntactic modules. However, the explicit bifurcation into "markedness and faithfulness" constraints is specifically found in Optimality Theory (OT; Prince and Smolensky 1993) and its developments (especially McCarthy and Prince 1999), as well as in theries based on OT (Stochastic OT: Boersma and Hayes 2001; Targeted Constraint Theory: Wilson 2001; OT with Candidate Chains: McCarthy 2007; Stratal OT: Bermídez-Otero, furthcoming; Kiparsky, forthconing). So this chapter focuses on the things called "constraints" in OT (specifically the "classical OT" of Prince and Smolensky 1993 and McCarthy and Prince 1999). In particular, it focuses on OT constraints in the phonological module; there are also OT theories of the syntactic module and OT theories of morphology - they will not be discussed here.

This chapter's aim is to examine the basic syntax and semantics of constraints. On the syntax side: What is the form of constraints? What is the "constraint construction language"? On the seınantics side: How are constraints "interpreted" - i.e. how are constraints used to assess a candidate's violation marks?

This chapter focuses on the basics of constraints, so it does not aspire to identify every constraint theory or list every constraint and constraint generator ( $\$ 4.2$ ) that has been proposed; for that, see the ongoing ConCat project.'

An OT constraint is commonly treated as a function that takes a candidate and returns "violation marks" (see Prince and Smolensky 1993). Violation marks are discrete elements; they are usially written as a string of asterisks with one asterisk per unique element (but violation marks in their formal implementation are not necessarily a string). For example, a constraint *Dorsal returns one violation mark for each instance of the representational element [dorsal] in an output representation (constraint naınes are usually written in small capitals). So for a candidate that includes an output representation [pakak], *Dorsai. returns ${ }^{\text {** }}$, because there are two [dorsal] features in the form (one for each [ $\mathbf{k}]$ ). "Candidates" are sets of

[^101]forms including at least an output and input representation, but probably many other related representations as well as relations between them ( $\$ 3.3$; Prince and Smolensky 1993).

Constraints fit into the overall plonological system thus (following Prince and Smolensky 2004). An input is drawn from the lexicon; the input consists of phonological material with morphological and syntactic annotation/structure. A generation inechanism (GEN) produces many (perluaps an infinite number of) candidates. One or more candidates is selected from the array; the selection process (EVAL) involves constraints generating violation marks for candidates and an algorithm that uses the violation marks and otluer factors io determine the winning candidate(s). EVAL refers to "ranking" - a total order on constraints. Ranking does not influence how violation marks are calculated; however, ranking is crucial in discovering the winning candidate. The phonetic module then takes (one of) the winner(s) and realizes it (i.e. converts it into articulatory novements that produce speech sound).

In short, constraints are just one part of many mechanisms that work together to determine the winning output representation. Constraints do not determine winners on their own.

The term "markedness and faithfulness" as applied to constraints was coined in Prince and Smolensky (1993: §1.4). "Markedness constraints" return violation marks based solely on the form of the output representation. *Dorsal above is a markedness constraint. Unfortunately, the term "markedness" can cause confusion because it seens to imply an inherent connection to theories of markedness (see CHAPTER 4: MARKEDNESS). However, theories of markedness are expressed in OT via both markedness and faithfulness constraints (e.g. de Lacy 2006). The term "output constraint" is therefore less confusing than "markedness constraint," and I will use it here. However, the phrase "markedness constraint" is in such widespread use that I fear "output constraint" will never catch on, in spite of my efforts in this chapter (to add to the confusion there are constraints called "output-r.sutput constraints," which are actually faithfulness constraints; see §3.3).

As originally used, "faithfulness constraints" are those that return violation marks based on comparison of the output representation with the input (Prince and Snıolensky 1993: §1.2; though strictly speaking the output includes the input, as discussed in §3.1). Later work, especially NICCarthy and Prince (1999), broadens the term to include any constraint that assigned violations by comparing any pair of inter- or intra-representational forms (e.g. the base of reduplication and the reduplicant (McCarthy and Prince 1999); the derivational base and the output (Benua 1997); a designated form and the output (McCarthy 1999)). The majority of work in OT now uses McCarthy and Prince's Correspondence Theory, so in these cases it is accurate to refer to "correspondence constraints" - i.e. those that use correspondence relations in their calculation of vishlation marks. However, non-correspondence faithfulness constraints exist in some versions of OT (e.g. containment theories -§3.1), so "faithfulness constraints" is still a usefully broad tern.

This chapter focuses on a few important issues about constraints. $\$ 2$ discusses constraint form in output constraints: What are constraints made of, and how do they return violation marks? §3 deals with faithfulness and correspondence constraints. $\S 4$ discusses the source of constraints - whether they are innate and how/whether they relate to external sources.

## 1.1 "Constraint" in other theories

The term "constraint" is used in many different ways in many different theories. In some rule-based theories there are objects called "constraints" or "filters" that - if their conditions are net - doom the derivation or block rules from applying. If an input I undergoes a series of rules to create a representation $\varphi$ and there is a filter ${ }^{*} \varphi$, the derivation is doomed (i.e. input I has no corresponding output). See Chomsky and Lasnik (1977) for early examples in syntax, and Itô (1986) for conditions on syllable structure. The filter/condition concept does not have a direct analogue in OT - OT constraints assign violations; EVAL is the source of (relative) doom for candidates.

Occasionally, "constraint" is used to refer to the side-effects of conditions on representational primitives and to restrictions on the algorithm that generates output candidates (GEN). Obviously, output representations can only be constructed out of objects and relations that are available (i.e. prosodic nodes, features, planes, tiers; precedence, dominance). For example, there is no candidate in which a node can both precede and follow another node, because the phonological precedence relation is asymmetric (i.e. if $a$ and $b$ are on the same tier and $a<b$ (i.e. a precedes b) and $b<a$ then $a=b$ ) (see chapter 34: precedence relations in phonology for a discussion of precedence). One could informally call the asymmetry of ploonological precedence a "constraint," but it is not an OT constraint.

## 2 Output constraints

A constraint takes a candidate and returns violation marks. ${ }^{2}$ For example, the constraint *Dorsal returns one violation mark for [ka], two for [kax], and so on. A constraint's violation assignnent can be described in informal terms: e.g. "*k returns a violation mark for each [dorsal] segment." This informal description is useful, but far from being a formal definition. A formal definition of a constraint must be couched in a Constraint Definition Language (CDL). A comprehensive CDL specifies representational primitives and relations and restrictions on their combination in constraints.

The same distinction can be made for rule-based theories like Chomsky and Halle ( $1968 ; S P E$ ). Suppose we observe a rule $R$ that takes an input representation/ak/ and converts it to the representation [a?]. R could be described as "change $/ k /$ into a [ $]$ ] word-finally." However, R inust be defined in terins of a Rule Definition Language (RDL); an RDL is the elements and relations that can be used to construct a rule and limits on their combination. Most of Chomsky and Halle (1968) is devoted to developing such an RDL; R is defined as $/ \mathrm{k} / \rightarrow[?] / \ldots[-\mathrm{seg}$, $-\mathrm{FB},+\mathrm{WB}]$ (the rightmost cluster of features is a word boundary).

[^102]Some work in OT uses informal descriptions to talk about constraints. Formal objects (representational elements like prosodic nodes, features, etc.) are often mentioned in the informal descriptions, but the constraints are nevertheless not defined in terms of an overarching CDL. There have been attempts to develop a comprehensive CDL (Eisner 1997; Potts and Pullum 2002), but most work has either focused on particular groups of constraints, or treated constraints as "black boxes."

To explain, it is possible to fruitfully investigate some (perhaps many) aspects of OT theories without knowing the precise definition of constraints, but only knowing which violation nuarks constraints assign in which situations. After all, the uvinning candidate is not directly determined by constraints, but by their violation marks. So, if the violation marks are known then the winner can be determined - the exact ineans by which the violation marks came to be assigned is of ten not crucial. For this reason I believe it is fair to say that there has been less focus on developing a CDL in OT theories than on developing RDLs in rule-based theories like Chomsky and Halle (1968).
Even so, there have been detailed proposals of CDLs fur groups of OT constraints (see $\S 4$ below), and some proposals about aspects of the general CDL. In iny own (joint) work, for example, Bye and de Lacy (2000) propose restrictions on how constraints can refer to constituent edges; de Lacy (2006) proposes that constraints cannot include both prosiodic nodes and segmental features in their definitions.

An explicit CDL is both useful and ultimately essential to a complete optimality theory. A CDL can tell us which constraint formulations are valid, and thus set a bound on which constraints can and cannot exist.

The following subsections will discuss a CDL. There is a strong uniformity in constraint descriptions and definitions that suggests broad agreement about certain aspects of the CDL. For expository reasons, I will start with the CDL for output constraints. As a word of warning, due to space limitations I will discuss only a few CDLs, and focus on the basic components of just one. The CDL discussed below deals with a broad set of output constraints that I believe every phonologist would accept as possible constraints. I will not attempt to comprehensively discuss all extant CDLs or aspects of CDLs, but instead focus on basic CDL properties.

### 2.1 Output constraints: Representation

There is not a lot of explicit discussion about how constraints work in OT. It seerns to me that the majority of work in OT treats constraints as functions from candidates to violation marks. Output constraints inspect the output representation in a candidate, and return a string of violation marks. So *Dorsal returns one violation for candidates with an output representation [ka], two for [kag], three for [gaxikan], and so on, leading to the description: "Assign one violation for each dorsal segment."

We are seeking a CDL in which *Dorsal can be formulated. One issue to address is the CDL's representational primitives. For example, *Dursal night be cast in terms of a representational theory in which velar consonants are [+back, +high] (Chomsky and Halle 1968: 303), or one in which a Place node dominates a dorsiol node which dominates [+back] and [+high] terminal nodes, or one in which an oral cavity node dominates a C-place node which dominates a dorsal terminal node (see Hall 2007 for an overview of feature theories). There are many extant representational theories, but for the purposes of this chapter I will adopt

Clements and Hume's model (there is no widespread consensus on which representational theory is correct, though; even less now than in 1995, I suspect; see also chal'ter 27: THE ORGANIZATION OF fEATURES).

The CDL also must specify how representational elements can be combined in constraints. For example, a relatively lax CDL could allow several different versions of "Dorsale as in (1). I use - for "root node" - the lowest node that dominates all seginental features. The symbol ${ }^{\downarrow}$ stands for the immediate dominance relation: $a^{\downarrow} b$ nteans "a inmediately dominates $b$ " (i.e. a doninates $b$ and there is no $c$ such that a dominates $c$ and $c$ dominates $b$ ); $a^{\downarrow} b^{\downarrow} c$ means "a imnediately dominates b and b immediately dominates c ." Dominance is an asymmetric transitive relation that holds between nodes on different autosegmental tiers. The descriptions are given in (1); the violation marks the constraint assigns are shown for [ $k$ ], [ $k$ :] (assuming a one-root geminate theory), and [nk] (assuming obligatory feature sharing for adjacent elements; Schein and Steriade 1986).
*Dorsal versions

| Return a violation for . . . | [k] | [k:] | [ r k ] |
| :---: | :---: | :---: | :---: |
| a. each distinct root node - s.t. - ${ }^{\text {CPlace }}$ [dorsal] | * | * | ** |
| b. each distinct [dorsal] feature | * | * | * |
| c. each distinct prosodic node p s.t. $\mathrm{P}^{\bullet} \cdot{ }^{\text {b }}$ CPlace ${ }^{\prime}$ [dorsal] | * | ** | **3 |

I do not know which of the constraints in (1) exist. Suppose it turns out that we need only (1a). The non-existence of (1b) and (1c) could be achieved by placing restrict ions on the CDL such that all output constraints must refer to a root node in their definition and no constraint may mention both prosodic nodes and segmental features. Every extant theory of representation provides a CDL with a great deal of potentially expressive power. So, it is highly likely that any CDL theory will have to incorporate extensive limitations on permissible representations in constraints; it is probably too hopeful that all limits on constraints will be a side-effect of inherent limitations on representations (see \$4).

The CDL must also specify how the representation is used to assess violation natark. For example, suppose a constraint mentions the structure $\left[{ }^{\downarrow}{ }^{\downarrow} \mathrm{CPlace}{ }^{\downarrow}\right.$ [dorsal]]. How is this structure used to assess violation marks relative to some candidate? In the constraint description (1a), I assumed that the constraint searches the candidate's output representation and one violation mark is returned for each distinct structure that has the form [ $\bullet^{\downarrow}$ CPlace ${ }^{\downarrow}[$ dorsal]]. However, could there be a constraint which returns one violation regardless of how many [ $\bullet^{\downarrow}$ CPlace ${ }^{\downarrow}$ [dorsal]] structures there were? Such a constraint would return * for [ka], [kax], and [kaxga]. Let's turn to this issue now.

### 2.2 Function or representation?

I asserted without comment above that a constraint is a function: i.e. it takes a candidate as an input and returns violation marks. Conceiving of constraints as

[^103]independent functions opens up the possibility that different constraints could assign violation marks in very different ways.

For example, the Align scheina from McCarthy and Prince (1993) takes four arguments and assesses violation marks with respect to designated prosodic constituents. The violation marks from Align(Ft, R; PrWd, R) are the sum of the number of syllables between the right edge of each foot and the right edge of the $\operatorname{PrWd}$. So, the constraint returns nine violations for $[(\sigma \sigma)(\sigma \sigma)(\sigma \sigma) \sigma]$ (see McCarthy and Prince 1993: 15-16 for details; to understand this constraint see especially 1993: 10 and definitions $14-16$ ). It is clear that the way in which this Align constraint assesses violation marks is quite different from the way in which violations of *Dorsal are assessed (cf. McCarthy 2003).

If constraints are self-contained algorithms that return violation marks and the CDL is sufficiently powerful, we might see pairs of constraints that refer to the same representational structure but differ in how they calculate violation narks. For example, there could be a pair of constraints * $\forall$ Dorsal and * $\operatorname{DDORsal}$, where * $\forall$ Dorsal returned as many violation marks as there are [dorsal] features in an output representation, but * $\exists$ Dorsai returned only one violation mark regardless of how many [dorsal] features there are in a form, as long as there is at least one (see Wolf 2007a for relevant discussion). The two constraints refer to the same structure - [ * CPlace [dorsal] - and differ only in terms of how that structure is used to assess violation marks from a candidate. A pair of constraints like this - i.e. that refer to the same representational structure but differ only in their quantification - would be strong evidence that each constraint is an independent algorithm that assigns violations (or at least that there are several groups of constraints that differ in how they assign violations).

However, my impression is that the constraints-as-functions approach is too powerful. The output constraints that have been proposed in phonological literature are often very similar: they essentially have the form *R, where $R$ is a representation; one violation mark is assigned for each distinct occurrence of $R$ in a candidate's on.utput representation. *Dorsal is an example of such a constraint. The apparent uniformity in how constraints assess violations suggests that it is worthwhile considering an alternative theory of constraints in which constraints are not functions but solely representations.

In such an approach, there would be a single algorithm, Violation Assigner (VR). VR takes as its input an output constraint and a candidate and returns violation marks. VR works the same way for all constraints, thus imposing uniformity in how violation marks are assigned. So the constraint *Dorsal is really a representation [ ${ }^{*}$ CPlace ${ }^{\downarrow}$ [dorsal]]; ${ }^{*}$ Dorsal itself does not assess violation marks.

There are many ways to formulate a VR algorithm that does the job described above. For example, one could take the set of all sub-representations of a candidate's output representation and compare each member of the set to a constraint representation; the number of violation marks returned for a particular constraint would be the number of subsets that were equivalent to the constraint's representation. I will instead discuss a somewhat inore efficient algorithm that does a similar job. ${ }^{+}$

[^104](2) Violation Assigner (VR): Outline

Inputs:

- a constraint C;
- a candidate that includes an output representation $R$;


## Output:

- a set of violation marks (a set of unique identifiers) indexed to $C$ and the candidate.
a. Take a node c in C.
b. For each node r in R :

If $r$ is the same type and value as $c$, then check whether $r$ is connected to a structure equivalent to $C$. - if it is, return a violation mark, and continue to the next $r$.
c. Add no other violation marks to the result.

For example, take a constraint *[+voice], which consists of one [voice] node with a value" + ." Each node in the candidate's output representation is checked. If a node is a [voice] node and has the value " + ," a violation inark is added to the result.

The VR might seem straightforward, but it has interesting complexities, particularly in the procedure that checks whether a node is "connected to a structure equivalent to [the constraint] C."

Take a more complex constraint - one that involves two nodes: e.g. * $\sigma_{\mu \mu}$ "Don't have bimoraic syllables." * $\sigma_{\mu \mu}$ has three nodes ( $\sigma, \mu_{1}, \mu_{2}$ ) and three relat ions ( $\sigma^{\downarrow} \mu_{1}$, $\sigma^{\downarrow} \mu_{2}, \mu_{1}<\mu_{2}$ ). A node is selected from the constraint (it doesn't matter which one) - let's say os in this case. The output representation is searcleed for or nodes. When one is found, the next step is to check whether $\sigma$ is connected to a structure equivalent to the constraint. The implementation of this checking procedure is that $\sigma$ is checked to see if it is in any of the relations mentioned by the constraint: i.e. does the particular $\sigma$ in the representation dominate two different $\mu$ nodes? If it does, then the $\mu$ nodes that are dominated by or are checked to see whether their relations have equivalents in the constraint. After nodes and relations are found in the output representation that are equivalent to those in the constraint, a violation mark is returned.

The procedure that checks whether $n$ is connected to a structure equivalent to $C$ means that constraints carmot be unconnected. For example, suppose that there is a constraint ${ }^{*} H_{1}, \mu_{2}$ which is violated if a word contains twro (not necessarily adjacent) moras; these moras are unconnected in this constraint - there is no precedence relation between them, nor is there a node that dominates them both. VR can evaluate such a constraint, but the constraint will never return any violation marks. VR checks relations between nodes: i.e. VR will search for a $\mu_{1}$ node, and then check its relations. Since $\mu_{1}$ has no connection to $\mu_{2}$ via either precedence or dominance, VR will never find any structure in any $\mathbf{R}$ that is equivalent to the structure described by the constraint.

So the VR algoritlun itself, through how it compares the constraint's structure to structures in the output representation, imposes a weak connectedness requirement on constraints. For a constraint $C$ ever to return a violation mark, every node in C must be connected to every other node. Nodes $x$ and $y$ are "connected" here if it is possible to trace a direct route through precedence and dominance relations from $x$ to $y$.

The connectedness requirement that results from VR is Tvenk, because a much stronger requirement could be imagined and implemented: i.e. in a constraint, every pair of nodes on the same tier must be in a precedence relation, and every pair of nodes on different tiers nust be in a dominance relation. The difference between weak and strong connectedness can be seen in a less connected version of * $\sigma_{1 \mu}$ : one where $\sigma^{\frac{1}{2}} \mu_{1}$ and $\sigma^{\dagger} \mu_{2}$, but there is no precedence relation between $\mu_{1}$ and $\mu_{2}$. Such a constraint would not be evaluated by a VR that imposes strong connectedness because it has two nodes on the same tier ( $\mu_{1}, \mu_{2}$ ) that are not in a precedence relation. However, it is perfectly acceptable in the weak-connectedness VR described above, because every node is connected to every other node.
Weak connectedness allows constraints of the form ${ }^{*}[x \ldots x]_{n}$, where there are tivo nodes of type $x$ within a particular domain $D$ (e.g. Suzuki 1998; see als.) the discussion of local conjunction in $\$ 4.2$ ).

The connectedness side-effect of VR is desirable - as far as I ant aware, no one has proposed constraints that have completely unconnected elements.
The larger point here is that the nature of the algorithm that assigns violation marks is crucial in any theory of constraints. The algorithm not only determines how violation marks are assigned, but whether particular constraints will ever assign violation narks (i.e. it effectively puts restrictions on constraint fornt just as VR means that constraints must contain connected representations).

If constraints are representations and there is a single VR, there should be broad uniformity in the way that violation marks are assigned. For example, the constraint [ ${ }^{\bullet}$ CPlace [dorsal]] will assign violations for each occurrence of its representation in the candidate's output representation. In contrast, there is no way to formulate a constraint like ${ }^{*} \exists$ dorsal: if the constraint consists of the representation [ ${ }^{\downarrow}$ CPlace ${ }^{\downarrow}$ [dorsal]], then the VR will return a violation for each occurrence of $\left[\bullet{ }^{+}\right.$CPlace ${ }^{\downarrow}[$ dorsal] $]$; it cannot be limited to assigning one violation regardless of the number of occurrences of $\left[\bullet^{\downarrow} \mathrm{CPlace}{ }^{\downarrow}[\right.$ dorsal $\left.]\right]$.

So the VR theory neeans that output constraints should all assign violations in fundamentally the same way, while the constraints-as-functions theory allows fror significant differences. It is even possible that there is a middle ground: there could be several violation assignment algorithms, with VR being just one of them. With several VRs, we would expect to see uniformity in how violations are assigned, but only withirl particular groups of constraints.

Which view is correct? How much uniformity in violation mark assignment is there?

### 2.3 Regularities and irregularities in violation assignment

There is a great deal of regularity in the way that violation marks are assessed in output constraints. In fact, there is so inuch regularity that I am sure there would be no confusion among phonologists about how a constraint like *fs works (even though I concocted it just now): it would return a violation mark for each

[^105][ $\int$ ] immediately followed by [ $r$ ] in the output representation. There is an implicit "quant:ficational" regularity here: one vinlation nuark is returned for each distinct
 would return just one violation).

As mentioned above, such "quantification" regularity is expressed straightforwardly in VR. The process of iterating through every node in the representation means that a violation will be returned each time a node is found that is part of a representation that matches the constraint's.
There are other wridespread similarities in constraints. Many output constraints refer to tier-contiguous representations. For example, a constraint like *yk refers to nedjacent ront nodes; ${ }^{1}$ r)k returns one violation for [arjko], but [arjok] gets none (i.e. "t)k is $\eta<\boldsymbol{k}$, where "<" is used here to mean "immediately precedes"). I have not yet seen a constraint ${ }^{*} 1$. . \% . . . k proposed which is violated whenever [ n ] and [ k ] appear in the same output in any order (i.e. one violation for each of [ar)ko], [arock], [aknol], [ak(m)], etc.) (tlue "\%/\%" notation is from Bach 1968).

The particular implementation of VR discussed above has intra-tier contiguity as a side-effect of the way that the algorithm works. When a node is encountered in the output representation, the node's relations (i.e. precedence and dominance) are checked against the constraint's. If the node is in a precedence or dominance relation with some other node, that other node's relations are then checked, and sn on. This method of checking means that only nodes that are connected in the representation will be examined. So, for a constraint ${ }^{*} \mathrm{y}$. . . \% . . . k , a node [ r ] might be found in the representation, but [n] does not precede any other node, so [k] will never be found by the VR procedure, and the constraint's representation will never be matched. (See citapter 34: precedence relations in pionology for more discussion of precedence.)
Some authors have proposed constraints with wreakly contiguous representations to deal with processes like long-distance assirsilation and dissimilation (e.g. Suzuki 1998; see also CHAPTER 77: LONG-DISTANCE ASSIMILATION OF CONSONANTS). These constraints refer to segmental nodes that are not in a precedence relation, but are related by dominance (i.e. with the form ${ }^{*}[x \ldots \% \ldots y]_{\text {rx }}$ where $x$ and $y$ are nodes dominated by constituent $D$. Such constraints always require or ban identical elements (not non-identical ones, as above), leading some recent work to recast such processes as involving local correspondence relations (e.g. Rose and Walker 2004) or to restrict the domain of such constraints so that the representations they refer to are mostly always tier-contiguous (e.g. Łubowicz 2005). Such a move might mean that VR should implement a strong contiguity requirement, where within a constraint every node on a particular tier is in a precedence relation with every other node on that tier.

There is a widely accepted constraint type thait does not alvays easily fit with VR: "positive" constraints. A positive constraint penalizes a representation for lacking a particular property, while negative constraints like *Dorsal return violations for having a particular structure. A well-known constraint that is often positively formulated is OnSET: "Syllables nust have onsets." ${ }^{6}$ Another example is Pi.acf. $\rightarrow$ Dorsal: "Every Place node must dominate a [dorsal] node." Because positive constraints do not mention a representation but rather the lack of a

[^106]representation, they cannot be fed into the VR. That is to say, Place $\rightarrow$ Dorsal dnes not mention the representation [ ${ }^{\cdot}$ Cplace ${ }^{\downarrow}$ [dorsal]]. Instead, it requires that for every root node - there must be some member of the set of all sub-representations of a candidate that includes $\bullet$ and has the structure [ $\bullet^{\downarrow}$ Cplace ${ }^{-}$dorsal]]. It is not hard to formulate a VR algorithm that can handle positive constraints (VR ${ }^{\mathbf{P}\left(x_{s}\right) \text {, but such }}$ an algorithm is different from the one that handles negative constraints (VR ${ }^{\text {Ner }}$ ).

Are both $V^{\text {NF/G }}$ and $V^{\text {Pes }}$ necessary? Many positively formulated constraints can be refornulated negatively, and many negative ones can be reformulated positively. However, the success of reformulation depends entirely on the particular CDL used. For example, within fairly standard representational theories it is not possible to reformulate *Dorsal as a positive constraint or even a set of positive constraints without resulting in the "pile-up problem" (de Lacy 2002: 90ff., 2006: chapter 2). Similarly, the success of reformulating positive constraints as negative ones depends on the CDL's representational primitives and restrictions. For example, can Onset be reformulated as * $[$, $V$ "Return a violation mark for each vowel at the left edge of a syllable" (Kager 1999)? Yes, but only if the CDL allows reference 10 syllable edges in this way and the VR can process it. Whether such boundary reference is possible depends entirely on the CDL and VR.

There are a variety of popular positive constraints that seem to defy easy negative reformulation; e.g. FTBin: "Assign a violation for each Foot node that does not dominate exactly two moras or two syllables" (after McCartlyy and Prince 1986; Prince and Smolensky 1993; see also charter 4e: the foot). Elías Ulloa (2006) proposes breaking the constraint down into constraints that put upper and lower bounds on moraic content. A constraint against more than two sub-foot elements
 prosodic nodes (i.e. $\mu$ (or $v$ ) and $\downarrow$ here is dominance, not immediate dominance ( ${ }^{\downarrow}$ ). A constraint against having ferver than two sub-foot daughter nodes is more difficult: How do we penalize a monomoraic/monosyllabic foot structure using a representation ( $\mathrm{Ft} \|_{x}$ ) and the VR, without also penalizing larger structures? Perhaps the VR could be tweaked, making it seek out complete constituents in evaluating constraints. Or it might be possible to capitalize on boundaries, banning a sub-foot prosodic node that is both a left and right font boundary (e.g. *[ $\left.{ }_{\mathrm{F}} \mathrm{K}\right]_{\mathrm{F}_{1}}$ ), depending on how boundary reference is permitted in the CDL.

The literature is full of examples of positively and negatively formulated constraints. If there is a single VR, a big challenge is to, figgure out how to recast the positive constraints into negative ones (or vice versa, depending on one's VR), or alternatively identify sets of negative constraints that take over the effect of the positive ones.

The VR has other interesting side-effects, such as its inability to deal with ALIGNtype constraints and "gradient" constraints generally (MrcCarthy 2003).

Which option is right? Is there a single VR algorithm and output constraints are really representations? Or is every constraint its own violation mark calculation algorithm, opening the possibility that constraints could assign violation marks in wildly different fashions? The fact that there is such widespread sinilarity in how constraints work makes me hope for the former uption. However, there is no doubt that recasting every extant output constraint in VR-friendly terms is extremely challenging. It is also quite possible that there are several VR-like algorithms, and that constraints are indexed for which violation calculation algorithn they undergo.

The issues become more complicated when we consider the other major set of constraints - correspondence constraints.

## 3 Faithfulness constraints

Output constraints refer to the output representation in candidates when violation marks are calculated. However, if only output constraints exist, each grammar would produce the same output, regardless of what the input is. So, constraints are needed to regulate inter-and intra-representational relations. For example, there must be constraints that keep outputs from being altered reliative to the input form (see McCarthy 2007 for discussion). There is after all a significant difference between ['aki] and [ki] in terms of how they relate to the input /aki/. How are constraints used to decide which one of these competitors wins? In more comnon parlance, how do constraints regulate the failly fulness of the output to the input?

### 3.1 Containment and correspondence

Prince and Smolensky (1993) proposed a theory - Containment - that expresses differences in the output relative to the input in terms of output symbols. In the process of generating output representations from an input, a segment can be marked as unparsed (e.g. $<\mathrm{k}\rangle$ ), which means that it will not be phonetically realized. A segment can also be epenthesized - added to the output - and marked as such (e.g. ㅌ. $)^{\top}$

Containment Theory provides a straightforward way to ban deletion and epenthesis. Constraints against deletion are simply output constraints thot ban unparsed segments: * <e> bans deletion of root nodes, and * $\oplus$ bans epenthesis. Such constraints fit straightforwardly into the VR algorithm.

However, McCarthy and Prince (1999) argue for a very different approach. Their proposal - Correspondence Theory (CT) - is now the most ividely used theory of inter- and intra-representational identity.

CT proposes a relation - "correspondence" - that holds between ront nodes (at least; see §3.2). For example, the ront node /k/ in the input/aki/ can be in a correspondence relation with the root node [ $\mathbf{k}$ ] in the output ['aki]. However, in the process of making output candidates from an input, GEN has a free hand in generating correspondence relations. So, there will also be a candidate consisting of the input /aki/ and an output [?aki], where /k/ corresponds to [?]. Correspondence relations are often written with subscript numerals when it is not obvious which elements correspond (e.g. /al $k_{2} i_{3} /:\left[{ }^{2} a_{1} k_{2} i_{3}\right]$ us. $\left[{ }_{2}{ }_{2} a_{j} k_{2} i_{3}\right]$ ).

With a free assigninent of correspondence relations, there are many candidates consisting of the input /aki/ and output [?aki], where the only difference is correspondence. However, due to the way correspondence constraints work, the vast majority of such candidates will never win under any ranking.

Constraints that regulate the correspondence relations between input and output root nodes are responsible for keeping outputs looking like inputs. For

[^107]example, IO-Max returns a violation for each input root node that is not in a correspondence relation with some output root node. So, candidates consist of (at least) an input representation, an output representation, and the correspondence relations that hold between then.

Correspondence was a new concept in phonological theory. In SPE and its rule-based successors, input-output faithfulness is an epiphenomenon of rule non-application; an output form is perfectly faithful to its input if no rules apply to it. The more rules that apply, the more likely the output is to becone less faithful (though not necessarily: later rules could undo the effect of preceding rules). However, at any point in the derivation of a rule-based theory, except for the first rule application, the origine input is not accessible; the only accessible representation at any point for a rule theory is the current one (i.e. the input to the rule). In contrast, for every candidate in CT, the input representation is always directly accessible via correspondence: constraints regulate how the output candidate fares relative to the input via correspondence relations.

McCarthy and Prince (1993) proposed a framework of correspondence constraints that has remained substantially unchanged in most subsequent work (see §3.3); see their Appendix A for detailed formulations. I discuss a select few here.

IO-Max returns a violation mark for every input root node that has no output correspordent. So, IO-Max returns a violation for $/ p_{1} a_{1} r_{9} / \rightarrow\left[p_{1} a_{2}\right]$, because $/ \mathrm{n} /$ has no output correspondent; it returns no violation for $/ \mathrm{p}_{1} \mathrm{a}_{2} \mathrm{n}_{3} / \rightarrow\left[\mathrm{p}_{1} \overline{\mathrm{a}}_{2,3}\right]$, because $/ \mathrm{n} /$ corresponds to [ $\mathfrak{a}$ ]. Notice that correspondence is not a function; an output segment can correspond to nore than one input segment, and vice versa.
lO-Dep returns a violation for every output root node that has no input correspondent; 10-DEP is violated by epenthesis: one violation for $/ i_{1} / \rightarrow\left[{ }_{i},\right]$, but none for $/ i_{l} / \rightarrow\left[j_{1} i_{1}\right]$.
lO-Iment[F] regulates feature change; it returns a violation for each input root node whose output correspondent does not have the same value for feature $F$. There are probably individual IO-Ident[F] constraints for every feature, and possibly for groups of features too. For example, lO-Ident[continuant] is virlated once in $/ k_{1} a / \rightarrow\left[x_{1} a\right]$.

Other correspondence constraints regulate multiple correspondence: Uniformity (preventing coalescence), Integrity (preventing breaking/diphthongization/split), Contiguity, Linearity (preservation of precedence and adjacency), and Anchor (preservation of edge proximity).

A caveat is in order here. It is common in informal discussion to say that a constraint does some particular task: "Max bans deletion"; "DEP nilitates against epenthesis," "Uniforiulty eschews coalescence," and so on. It is dangerous to take such statements too seriously. Max does not ban deletion; it simply returns violations if an input root node has no output correspondent. In fact, Max has effects that do not fit easily into the traditional concept of "deletion." For exanuple, in the mapp:ng $/ p_{1} a_{2} i_{3} / \rightarrow\left[p_{1} e_{23}\right]$, there has not been any violation of MAx, though a standard SPE account wrould say that there has been deletion relative to the input (/pai/ $\rightarrow$ [pei] $\rightarrow$ [pe]). In the mapping $/ k_{1} \mathrm{a}_{2} / \rightarrow\left[? \mathrm{a}_{2}\right]$, it looks as if $/ \mathrm{k} /$ has changed into [ $?$ ], rather than being deleted, yet there is a violation of Max (in an SPE-type analysis there is a step with deletion: /ka/ $\rightarrow$ [a] $\rightarrow$ [?a]). See Gouskova (2007) for detailed discussion of this point in relation to Dep.

Correspondence constraints essentially encourage identity - i.e. preservation of a particular input property in the output, or vice versa. IO-MAX and lO-Der require identity of the number of root nodes; IO-IuEnr[F] requires identity of feature values, and the other constraints preserve precedence and position.

McCarthy and Prince's correspondence constraints have a simplicity and symmetry that is surprising compared to the complexities of output constraints. For example, IO-Dbr is actually IO-Max with an output-rriented focus (i.e. IODEp is just "OI-Max"). There also tnay be constraints of the OI-Ideni[F] form; they differ from IO-Ioent[F] constraints in terms of coalescence and breaking (see Pater 1999).

### 3.2 Constraint Definition Languages for correspondence

There are many ways to conceive of a CDL for correspondence constraints. Regardless of the CDL, though, it seems challenging to conceive of how the VR algorithm discussed in $\$ 2.2$ could process correspondence constraints straightforwardly; correspondence constraints demand identity in a way that is not inherent to VR. It is therefore possible that each faithfulness constraint is its orvn function. Hosvever, there is such an overwhelming regularity in terms of how they behave that it is very tempting to assume that there is one algorithm that calculates violations for correspondence constraints, even if it is different from VR.

There is therefore a temptation to set up a separate violation mark calculation algorithm just for correspondence constraints (C-VR). However, it is also possible to combine containment and correspondence so that correspondence constraints are expressed in terms that the VR can process, and regulation of identity follows from the VR. In fact, this is essentially how Prince and Smolensky's Containment Theory works. Here I wrill discuss an updated version as an example.

For IO-Max, suppose that there is a connputable function K over correspondence that is included in each candidate. For every root node in the input, K returns the output root node it corresponds to. If the root node does not correspond to any output root node, $K$ returns a unique phonetically uninterpreted element $\psi^{+}$ that is designated as belonging to the output ( $\psi$ is unconnected to the output representation, though). ${ }^{2}$ Much like the other containment theories, then, IO-Mlax is ${ }^{*} \psi{ }^{\bullet}$, effectively incurring a violation for each output $\psi$ returned by K. IO-Dep is ${ }^{*} \psi^{1.9}$ More complex constraints like IO-Max[vowrel], which preserve segno.ents that


IO-Ioent[F] poses a greater challenge in such a quasi-containment implementation. However, the containment approach essent lally replaces identity requirenents with a ban on dissimilarity, and this method can be capitalized on for IUENT. Tet us define a relation $G$, such that if a root node a dominates feature $F$, then any $\alpha$-corresponding $\beta$ (including $\alpha$ itself, assuming that correspondence is reflexive) is in the relation $\beta G \mathrm{GF}$. The structure in (3) shows two corresponding root nodes $\alpha$ and $\beta$. It provides their $G$ relations.
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The constraint IO-IdENT[voice] can then be expressed as * $\left\lfloor\bullet^{\prime} \mathrm{G}[-\right.$ voice $], \bullet^{\prime} \mathrm{G}[+$ voice $\left.]\right]$ - i.e. a ban on an input segment having different instances of the same feature with different values. The virtue of this approach is that interrepresentational identity here is recast as avoidance of dissimilarity, which is what inany output constraints strive to do (e.g. assimilation constraints; de Lacy 2002: chapter 7; Baković 2007).

However, there have been proposals that support the idea that correspondence constraints are independent functions (or at least that there are several FVRs). Alderete (2001) and Struijke (2000) propose that there are correspondence constraints that differ only in terms of how they assess violations in relation to quantification.

Strujike (2000) argues that there are counterparts to correspendence constraints that differ solely in terms of "quantification." So, while IO-Ident[nasal] returns a violation for each pair of corresponding input-output segments that have different values for [nasal], IO-ヨldent[nasal] returns a violation for each input segment for which there is some output that has a different value for [nasal]. The difference is seen when an input segment corresponds to more than one output segment. For example, if $/ \bar{a}_{7} /$ splits to become [ $a_{1} n_{1}$ ], IO-Ident[nasal] returns one violation, because there is an IO pair that disagrees in [nasal]: </a/, [a]>. However, IO- Jloent[nasal] does not return any violations, because for every input segnent (i.e. /ã/) there is some pair that preserves the [nasal] value (i.e. </ā/, [n]>).

Alderete (2001) argues that at least some faithfulness constraints have "antifaithfulness" counterparts. For example, OO-IdENT[voice] returns a violation for each corresponding segment that has different values of [voice] (for the OO-part, see §3.3). However, -七OO-Ident[voice] returns a violation if there is ne pair of correspondents that disagrees on [voice] values. The constraints differ in terns of how they assess violations rather than the representations they refer to.

If Struijke's (2000) and Alderete's (2001) proposals are correct, they pose a serious challenge to an approach that seeks to find a single F-VR algorithm. Their proposals inean that there are sets of constraints that differ only in terns of the procedure of violation mark assignment, not in the representation and relations they refer to.

### 3.3 Developments in correspondence constraints

The theery of correspondence constraints has been reduced, altered, and extended since McCarthy and Prince (1993).

For example, Keer (1999) argues that Uniformitr does not exist, with the effect that coalescence is obligatory in certain situations. Similarly, a number of authors have argued that Der does not exist (e.g. Bernhardt and Stemberger 1998). They -bserve that output constraints do a similar job to IO-DEp; output constraints
(usually) prefer less representational structure over more, and so does IO-Dep. However, Gouskova (2007) argues that the effects of IO-DEP can be distinguished from structural constraints.

Must work has frocused on extending correspondence to new nodes (§3.3.1) and dimensions (§3.3.2).

### 3.3.1 Loci of correspondence

McCarthy and Prince (1993: 14) proposed that correspondence holds between segments. I have adopted a particular theory of representation (autosegmental theory) in this chapter that does not provide an easy way to define "segment"; in this theory, the most natural understanding of McCarthy and Prince's proposal is to say that correspondence holds between "root nodes." McCarthy and Prince also suggest that correspondence could hold between other nodes: tonal nodes, prosodic nodes, and terminal and non-terminal feature nodes.

Myers (1997) develops this idea for tonal nudes. For example, Ю-Max-T requires that every input tone node correspond to some output tone node. The most significant effect of the proposal is that tones can survive even when their segmental sponsors are deleted. See Yip (2007) for an introduction to tone constraints; also Chapter 45: THE REPRESENTATION OF TONE.

McCarthy (2000) argues for a variety of constraints that require (at least some) prosodic nodes to be in correspondence. Since (most) prosodic structure is apparently absent in inputs, evidence for correspondence between syllables and feet comes from identity across other forms (e.g. base-reduplicant, base-derivative; see §3.3.2),

A widely discussed extension has been feature correspondence. Lombardi (2001) argues that feature-to-feature correspondence is essential in explaining differences between how place features and voice features differ in their behavior.

However, coalescence can be achieved without feature correspondence (e.g. Pater 1999; de Lacy 2002: chapter 8), and a general concern with Max-feature approaches is the lack of observed feature autmomy. In several theories, features do not seem to have the same kind of independence as tones: while tones can survive if their sponsors are deleted, there may not be similar effects for features (featural morphemes are special cases, howrever; see Wolf 2007b: $\$ 2.2$ and charter 82: featural affixes for discussion).

### 3.3.2 Dimensions of correspondence.

The discussion above has focused on correspondence between inputs and outputs. However, there have been many proposals that extend the reach of correspondence. The proposals fall into two categories: intra-representational correspondence and inter-representational correspondence.

McCarthy and Prince (1999) propose that intra-representational correspondence is found in reduplication (see also chapter 100: reduplication). A reduplicant morpheme has no input content, but its output segments can correspond to certain other output segments (the reduplicant's "base"). For example, one of the reduplicated forns of Máori [parau] 'baffled' is [paraparau]. The reduplicated segments correspond to other output segments thus: [ $\mathrm{p}_{1} \mathrm{a}_{2} \mathrm{r}_{3} \mathrm{a}_{4} \mathrm{p}_{1} \mathrm{a}_{2} \mathrm{r}_{3} \mathrm{a}_{4} \mathrm{u}_{5}$ ].

McCarthy and Prince (1993) argue that constraints on Base-Reduplicant (BR) correspondence have the same form as constraints on IO correspondence. BR-M1ax requires every base element to have some correspondent in the reduplicant
(violated once in [ $\left.p_{1} a_{2} r_{3} a_{4} p_{1} a_{2} r_{3} a_{4} u_{5}\right]$ ), BR-DEF requires every reduplicant segment to have a correspondent in the base, and BR-IdEnt[F] regulates featural identity between base and reduplicant.

What is surprising about the extension of correspondence to the BaseReduplicant dimension is that there is essentially one formal mechanism that accounts for both the input-output relation and reduplication. Other theories of reduplication conceive of the phenomenon as involving templates or a type of long-distance assimilation, perhaps through autosegmental spreading (see e.g. McCarthy and Prince 1986). Urbanczyk (2007) gives an overview of BR correspondence and reduplication.

Other intra-representational correspondence relations have been proposed. Kitto and de Lacy (1999) argue that epenthetic seginents can correspond to other output segnents, resulting in "copy epenthesis": e.g. Winnebago [bo:pûnũs] 'hit at random' (Miner 1992). The reason for proposing correspondence here is "overappl ication": nasal vowels only occur after nasal consonants in Winnebago. except when epenthetic vowels copy a post-nasal vowel, as above. Such "overapplication" is expected with correspondence, since featural identity of corresponding elements can trump phonotactic restrictions; and is also found in reduplication and other types of correspondence (see Urbanczyk 2007 for discussion of under- and overapplication in reduplication; and Benua 1997 for output-output corresporu lence).

Hansson (2001) and Rose and Walker (2004) go further in arguing that any output segment can correspond to another output segment. The effect is seen in long-distance agreement. For example, in Chunash sibilants agree in anteriority within a word: /s-ilak $\int / \rightarrow$ [filaks] 'it is soft'; cf. [s-ixut] 'it burns'.

There have been many proposals for inter-rep resentational correspondence, too. Benua (1997) proposes that segments in the output representation can correspond to segments in the "trans-derivational base" of that output. The trans-derivational base of a word is basically the word minus its structurally outermost affix. So, the base of original [[origin]al] is origin. Original itself is the base of originality, and origin is also the base of originate.

OO-correspondence can be used to explain why some morphologically complex words do not follow expected phonological patterns, but instead remain similar to their base. For example, in miy idiolect (and in many other English-based idiolects) the head foot avoids final syllables in nouns, but otherwise is drawn to the right edge of a PrWd: [ad('moso)bu] admissible, [idmosar('bolin)ri] admissibility ([a] can be stressed in my dialect, and /l/ $\rightarrow$ [u] outside onsets). However, with some affixes the foot does not get drawn rightward as expected: [ad('masa)bunas] admissibleness, *[adma('sabu)nas]. When ness appears in a word, it subjects the candidate to an OO-faithfulness requirement that has the effect of forcing the correspondent of the base's head syllable to also be a head. So *[^dmo('sobu)nas] loses to [ad('masa)bunas] because the corresponding head syllable in the base [ad('nาasa)bu] is [ma], not [sa].

Further work on interword relationships has argued that candidates should consist of entire output paradigms of related word forns. See McCarthy (2005) for references and discussion.

Yet other wrork has proposed correspondence relations between the output representation and another output representation that is identified by a special selection mechanisun, with the aim being to account for phonological opacity.

## 4 Possible and impossible constraints

Even after defining the CDL's representational elements, relations, and algorithm(s) assigning violation marks, there remains the question of which constraints actually exist.

I wish I could list all the phonological constraints that exist in the human brain here. Unfortunately, there is no agreed-upon list. Many constraints have been proposed, and many algorithms too. Given the rapid changes in phonological theories and variety of constraint proposals, it is more useful to discuss general intrinsic and extrinsic restrictions on theories of constraints.

Every CDL imposes intrinsic limits on possible constraints. The nature of the elements and relations by which constraints are defined means that some imaginable constraints could not occur. For example, suppose the CDL has no disjunction operator. A constraint that assigns a violation to a segment if it is either [+voice] or [labial] is then not possible - it is impossible to formulate using the CDL's syntax. Similarly, the VR itself may impose "restrictions" on constraints in the sense that certain constraints might be well formed in the CDL, but not assign violation marks. In the VR discussed above, constraints that had unconnected representational elements would not assign violation narks; so, while such unconnected constraints could exist, they are effectively inert and will never be observed to have an effect on selecting a winning candidate. Other cases were discussed in §1.1 and §2.2.

It is also possible (even likely) that there are extrinsic limits on constraints. An extrinsic limit is a restriction on particular types of constraint even though the constraint would have a well-fermed syntactic structure in the CDL. For exannple, suppose there was a CDL that made it possible to define a constraint that banned syllable onsets, yet such a constraint did not exist: an extrinsic limit would have to be responsible. The alternative is to suppose that there are almost no significant extrinsic limits: the set of constraints includes every constraint definable using the CDL (up to a certain level of complexity). The issue of extrinsic limits is a very difficult one. The first issue addressed belorv is methodological: how can we tell whether there are extrinsic limits on constraints ( $\$ 4.1$ )? §4.2 discusses where those extrinsic limits come from.

### 4.1 Evidence for extrinsic restrictions

The inajority of OT theories and subtheories do propose many extrinsic restrictions on constraints, specified by the CDL (cf. discussion in Blevins 2004). The evidence cornes from restrictions and requirements that cannot be attributed to non-cognitive mechanisms.

To explain, suppose we never observe a particular phonological property in any human language, like an epenthetic [k] (e.g. /iti/ never surfaces as [kiti] in any grainmar). It is possible that the lack of [kJepenthesis is due to constraints. For [k] to be epenthetic, there has $t$ ) be a (set of) output constraint(s) that returns violation marks for every segment except [k]. Without such a constraint, eperithetic [k] won't occur (see e.g. de Lacy 2006: ch. 3).

However, there are potentially non-CDL reasons why epenthetic [ $k$ ] is never observed. Some other part of the phonological component could be responsible
(see §4.2). There is also luck - e.g. war, pestilence, or plague - which may have accidentally wiped out all speakers of languages with epenthetic [k]. After all, every theory of phonology predicts many tens of thousands of distinct phonological systems, and only a few thousand have existed and will ever exist.

For epenthetic [ $k$ ] to be observed, it must also be learnable. Actuation of a phonological change comes about through learner misperception or misarticulation. So if epenthetic [ $k$ ] cannot come about through such a situation, it won't be observed. Even if a sound change can be actuated easily, it will quickly disappear if it cannot be transmitted effectively. In this particular case, though, there is evidence thent learners could misperceive vowel hiatus as involving a $[\mathrm{k}]$ (Kingston and de Lacy 2006).

So, suppose a phonological situation $P$ never occurs. Suppose further that the lack of P cannot be ascribed to non-constraint granunatical processes or extraphonological mechanisnns. In such a case, phonological extrinsic restrictions on constraints are responsible for the lack of $P$. For epenthetic [ $k$ ], it is easy to come up with a set of constraints that penalize everything except [ $k$ ] (e.g. ${ }^{*}$ Labial, *Coronal, *Glottal), so the CDL must not permit this set of constraints (or at least, this set of constraints with free ranking).

There are several other methods of deternining that a particular phonological situation is due to constraints. See Kingston and de Lacy (2006: §3.3) and references cited for discussion.

### 4.2 Origins and universality of constraints

If there are restrictions on possible constraints, where do those restrictions come from? There are furdamentally two different proposals: (a) innateness and (b) constraint-construction mechanisms that refer to phonology-external structures.

The innateness view is that constraints are hard-wired into the brain (i.e. part of our genetic make-up). The "hard-wired" view contes in two versions. One is that each constraint is specified independently. In this version, only those constraints that are hard-wired into the brain exist, so extrinsic limits on constraints boil down to genetics. The other version is that there are hard-wired algorithms that automatically generate constraints - "constraint generators" (sometines called "schemnas"). For example, there would be an "Ibent[F]" constraint generator that produces constraints with the form D-Ident[F] where $D$ is a pair of dimensions (input-output, base-reduplicant, etc.), and F is a subsegmental node. The generator is "complete" in that it would generate constraints for every D and every F (Green 1993). The constraint-construction algorithms determine which constraints exist.

The alternative is to propose mechanisms that are derived from phonologyexternal mechanisms, or at least can take phonology-external factors into account. A growing body of work argues that there are many algorithms that take phonetic factors like ease of articulation and perceptual distinctiveness into account in evaluating which phonological constraints to generate. In this view, limits on constraints are a combination of the ir herent limits of the constraint-construction algorithm and the restrictions imposed by the phonology-external factors that those algorithms refer to.

For example, Hayes (1995) discusses phonological constraints on voiced stops. Phonetic voicing in stops is hard to maintain; the further back the stop is, the more
difficult it is to maintain voicing during the closure phase: it is harder to maintain voicing during the closure phase of [g] than for [d], and it is harder for [d] than for [b]. Suppose there is a constraint generator that produces constraints on voicing in stops. It could innaginably generate many constraints, e.g. ${ }^{*} \mathrm{~g},{ }^{*} \mathrm{~d}$, ${ }^{*} \mathrm{~b}$, ${ }^{*} g / d,{ }^{*} g / b,{ }^{*} d / b,{ }^{*} g / d / b$ (where ${ }^{*} x / y$ means "Return a violation for any segment that is $x$ or $y^{\prime \prime}$ ). However, if the mechanism referred to articulation in a way that reflected voicing difficulty, the constraints would be winnowed down to * g , *g/d, "g/d/b. Hayes (1995) further observes that the CDL's intrinsic representational restrictions could impose further linnits on the possible constraints: *g/d, for example, is not definable in some feature theories, as there is no feature that $[\mathrm{g}]$ and [d] share to the exclusion of [b]; with such representational theories, the only constraints generated by the mechanism would be *g and *g/d/b (i.e. *[+voice, -continuant, -nasal]).

To sunımarize, the majority of work in OT adopts the idea that there are constraint generators. However, there is ongoing disagreement over whether constraint generators can refer to phonology-external factors like ease of articulation and perceptual difficulty. Gordon (2007) provides discussion and references; see also Chal'ter 98: speech perceltion and phonology.

A related issue is constraint universality. A constraint is "universal" if it exists in every grammar. A constraint can exist in every grammar because it is hardwired into CON (the set of constraints), or because it is produced by a constraint generator (see §4.2) that produces the same constraints in the same way for every gramnar. A "language-specific" constraint is one that exists in only some languages; it must be learned. For specific discussions of constraint universality, see Green (1993), Prince and Smolensky (1.993), and McCarthy (2002: §1.2.1, §3.1.5.2).

There is an important nuance to constraint universality/language specificity. It is possible that constraints are not universal, but rather constraint generntors are. For example, Alıgn is a constraint generator that exists in every grammar. However, if Align is allowed to take individual morphemes (or morphs) as argunents, it could produce language-specific constraints like Align ([um $]_{A 1}$, L; Stent, L), "The affix um occurs stem-jnitially, is a prefix" for Tagalog, and Align $\left([k n]_{A r}, L ; \mathrm{Ft}^{\prime}, \mathrm{R}\right)$, "The affix kn follows, is a suffix to, the head foot" for Ulwa (McCarthy and Prince 1993). So, while Align( [um $]_{A \in}$ L; Stem, L) does not exist in every language, the constraint generator that created it does. The point could be extended to other constraint generators, and even those that refer to phonology external factors. If a constraint generator refers to an articulatory or acoustic factor that varies among speakers, it could be that the same constraint generator will produce speakerspecific constraints.

## 5 Summary

This chapter lias left a vast number of issues about constraints untouched and only barely skimmed over a few others. However, a few points about constraints emerge. A formal theory of constraint form - a "Constraint Definition Language" - provides valuable insight into which constraints can and cannot exist. There is fairly widespread (if tacit) agreement on many aspects of such a CDL, but also many disagreements about both fundamental issues and the details. Constraints are only one part of a complex system that determines phonological wimers;
constraints themselves do not determine winners, and no constraint or set of constraints has any predictive power on its own. Only when the entire collection of constraints, GEN, EVAL, and the phonetic module interface are examined together can anything be asserted about the predictive power or restrictive nature of the theory.
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# 64 Compensatory Lengthening 

Randall Gess

## 1 Types of compensatory lengthening

Compensatory lengthening is the lengthening of one segment, referred to here as the "target," in compensation for the loss or reduction of another, referred to here as the "trigger" (see also chapter 37: Ceminates and chapter 20: the retresentation of vowel lencth). The segments are usually in close proximity to one another - either adjacent or in adjacent syllables. Theoretically, a consonant can be lengthened in compensation for the loss or reduction of another consonant or vowel, and a vourel can be lengthened in compensation for the loss or reduction of another vowel or consonant. In fact, an argument can be made that all types of compensatory lengthening exist, although as Table 64.1 indicates, some types are far more common than others. There is also a problem in the classification of some types as compensatory lengthening proper rather than as instantiations of other processes, such as total assimilation (2A, B) or rhythmic lengthening (1D).
In Table 64.1, Row 1 lists cases in which the target for lengthening is a vowel, and Row 2 lists cases in which the target for lengthening is a consonant. Column $A$ lists cases in which the trigger for lengthening (the reduced or deleted segment) is a reduced consonant following the target, Column B those in which the trigger is a reduced consonant preceding the target, Column $C$ those in which the trigger is

Table 64.1 Types of compensatory lengthening

|  |  | Trigger |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ${ }_{1}^{A} \mathrm{C}$ | $1 C^{B}$ | $\begin{gathered} c \\ /-(X) V \end{gathered}$ | $\begin{gathered} D \\ / V(X) \end{gathered}$ |
| Target | 1. $V$ | numersous | limited | numerous | limited |
|  | 2: C | limited | numerous | isolated | limited |

a reduced vowel following the target, and Column D those in which the trigger is a reduced vowel preceding the target.

Examples representative of each cell in Table 64.1 are provided in the following brief sections.

### 1.1 Type 1A (Target V; Trigger / _ C )

(1) Old French (Gess 1998, 1999)
a. blasmer [blazmer] > [bla:mer] 'to blante'
b. angle [ānglı] > [ā:glo] 'angel'
c. large [larsetja] $>$ [la:ctza] 'wide'

The type of compensatory lenythening in (1) is common. Kavitskaya (2002: App, 1) lists 58 languages in which it is manifested. Other cases not mentioned by Kavitskaya can be found in Cordon (1949) and Beltzung (2008).

More exotic types of compensatory lengthening triggered by a following consonant are ones in which the trigger is an intervocalic consonant, or in which the target and trigger are separated by an intervening consonant, i.e. in which the triggering consonant is the second of a sequence of two intervocalic consonants (e.g. Ancient Greek *odwos > East Ionic /o:dos/ (Wetzels 1486: 310). Hayes (1989) refers to this type of compensatory lengthening as a "double f.op," a term which has gained currency in the literature (see Beltzung 2008 for an extensive discussion of "exotic" types of compensatory vowel lengthening triggered by consonant loss).

### 1.2 Type 1B (Target V; Trigger / C __)

(2) Smmothraki Greek (Katsanis 1996, as reported in Topintzi 2006; see also CHAPTER 55 : ONSETS)
a. 'rafts $>$ 'a:fts 'tailor (masc)'
b. 'ruxa $>$ 'u:xa 'clothes'
c. 'rema $>$ 'e:nla 'stream'
d. 'protos > 'po:tus 'first'
e. 'vrisi $>$ 'vi:s' 'tap'
f. me'trun > mi'tu:n 'they count'
g. 'extra $>$ 'exta: 'hostility'

The type of lengthening shown in (2) is rare and somewhat controversial (see Beltrung 2008 for an overview), as it is predicted not to occur by the framework of Moraic Phonology developed in Hayes (1989). In Samothraki Greek this process is limited to rhotics in word-initial or post-consonantal position - it does not occur vohen the segment is in intervocalic position or in a coda position (there is no deletion of syllable-final /r/ in Samothraki Greek). According to Beltzung (2008), the segnents implicated in this type of compensatory lengthening are rhotics, pharyngeals, and laryngeals.

### 1.3 Type 1C (Target V; Trigger / _ CV)

(3) Hungarian (Kálmán 1972, as reported in Kavitskaya 2002)

| a. | *wizi | $>$ vi:z | 'water' |
| :---: | :---: | :---: | :---: |
| b. | "tyzy | $>$ ty:z | 'fire' |
| c. | *utu | $>\mathrm{u}: \mathrm{l}$ | 'road' |
| d. | *ludu | $>$ lurd | 'goose' |
| e. | *nezi | > ne:3 | 'four' |
| f. | *modoru | modorr | 'bird' |
|  | "teheni | > tehe:n | 'cow' |

Cases like the one illustrated here are relatively common, but appear to be more phonologically restricted and less widespread than the type shown in §1.1. Kavitskaya (2002: App. 2) lists 21 languages (neglecting to include Yapese (Jensen 1977), where it appears in be a synchronic process) in which this process occurs or has occurred, whereas she lists 58 languages (App. 1) in which the CVC type of compensatory lengthening shown in $\S 1.1$ is manifested. As indicated in Table 64.1, this type of compensatory lengthening does not alsways involve an intervening consomant (e.g. Old French [fi:] < [fiz]; Pope 1952: 205).

### 1.4 Type 1D (Target V, Trigger / VC __)

According to Hayes (1989:284), this type of compensatory lengthening "appears not to exist." However, a process in Macuxi may prove problematic for this claim. In a section entitled "Compensatory length," Carson (1981:50) states that "[w]hen a short vowel is suppressed, the vowel that immediately precedes a stop consonant in its vicinity is lengthened." Representative data are shown in (4).
(4) Macuxi (Carson 1981)

$$
\begin{array}{ll}
\text { kasa'pan } & \rightarrow \text { ksaa'pan } \\
\text { 'sand' } \\
\text { kusupa'ra } & \rightarrow \\
\text { 'ksuu'pra } & \text { 'machete' } \\
\text { 'wakiri'pe } & \rightarrow \\
\text { 'wakrii'pe 'agreeable' } \\
\text { 'miki-'rì } & \rightarrow \text { 'mi'kri }
\end{array}
$$

It appears in all the examples but the last one that the lengthened vowel is the one that follows the deleted one. However, the absence of otherwise expected * ['mi'krizt in the last example nay be attributed to what Pessoa (2006: 78, 2009. 117), citing Abbott (1991), refers to as the absence of "silaba alongada fonologica na última posiçao," since final syllables are already rhythmically lengthened.

According to Kavitskaya (2002: 149), lengthening in Macuxi (as described in Kager 1997) is not a case of compensatory lengthening, and "should be attributed to the properties of iambic systemis" since it "happens regardless of syncope" (see also chapter 4a: the iambic-trochaic law). She cites the following examples from Kager (1997: 466-467).
(5) More examples from Macuxi
$\begin{array}{lll}\text { /piripi/ } & \text { (.pri:).('pi:) } & \text { 'spindle' } \\ \text { /waimujami/ } & \text { (,wai).(nja:).('mi:) } & \text { 'rats' }\end{array}$

The first example is taken by Kager (1997) from Hawkins (1950:89), and the second from Abbott (1991: 147). In both examples, the final syllable of the form in question is apparently lengthened, and there is no vowel syncope to point to as a trigger. However, with respect to the first form, no lengthening in any position is indicated by Haw kins (1950), who says nothing more about final vowels than that " $[t]$ he last vowel in each stress contour in the basic form of any utterance is always retained," and he transcribes the form as 'pripí', with the acute accent narking "the end point of contours" (Hawkins 1950; 89).

It may be that length is present and not noted by Hawkins, but if so, it is just as easily described as phrase-final lengthening that is independ ent of iambic (foot-level) lengthening. According to Abbott (1991: 145), "[t]he final CV in a phonological phrase (i.e. a phrase bounded by a pause) is always long and stressed." Abbott describes rhythmically derived length on even-numbered V or CV syllables, counting from the left, as well as on final syllables. Again, though, Hawkins (1950) says nothing about lengthening in any context, and does not indicate it in any transcriptions. Nevertheless, Kager (1997) introduces foot-level lengthening systematically in forms taken from both authors, as well as syncope in forms where Abbott indicates none. Hawkins (1950) does discuss "stress contours" in which the contour consists of "a stretch of speech narked by loud stress on the last vorvel," and he notes that "[ $w^{\prime}$ ] hen more than one word occurs in a stress contour, the last vowel in each non-final word in the contour is retained." However, retention of a vowel is a far cry from lengthening.

Carson (1981) does not indicate final lengthening either. Kager (1997) chooses to ignore the data from Carson (1981), cited above, noting that she posits "lexical tone rather than stress," and that her data must be "based on a different dialect than those studied by Hawkins and Abbott" (1997: 466). In fact Carson describes lexical pitch accent (1981: 42-45), which may be "disturbed" at the phrasal level (1981: 46). If Carson is correct, that the variety she documented manifests pitch accent, then the lengthen ing she describes cannot appropriately be attributed to iambic lengthening.

Two points arise from the preceding discussion. First, it is not clear that rhythmic lengthening, independent of vowel reduction or deletion, does occur in the Macuxi variety described by Abbott (1991) (and Hawkins 1950, if lengthening other than in final syllables even occurs in the variety he describes). Second, the lengthening described by Carson (1981) cannot be dismissed on the grounds suggested by Kavitskaya (2002).

An important question arises with respect to the first point in the preceding paragraph: If rhythmic lengthening is always tied to vowel reduction or deletion, can it properly be considered comıpensatory lengthening? Kavitskaya's point is that it is not - that it is better in this case to consider it a property of iambic systems, together with rhythmic vowel deletion. It is unclear, liowever, why a foot-based process that can be described as CVCV > CvCV: (where "v" represents a reduced vowel) should be treated any differently than one that can be described as CVCV > CV:Cv, i.e, the fairly convmon type of compensatory lengthening described in (3) (1C in Table 64.1), that is uncontroversially labeled as such.

Two other types of compensatory lengthening can result from a triggering vowel preceding the target vowel, in these cases with no intervening consonant. The first of these is compensatory lengthening through glide formation (typically from high vowels), a relatively common synchronic process in Bantu languages (e.g. Ganda
/li+ato/ 'boat' $\rightarrow$ [Ijaato]; Clements 1986: 47). The other type of process is also attested in Ganda, involving the deletion of non-high vowels in prevocalic position (e.g. /ka+oto/ 'fireplace (vim)' $\rightarrow$ [kooto]; Clements 1986: 49).

### 1.5 Type 2A (Target C; Trigger / _ C)

(6) Scmitic (Lipiński 2001: 195)

| *us tabbit | $>$ us's'abbit | 'he imprisoned' | (Assyro-Babylonian) |
| :---: | :---: | :---: | :---: |
| *at tarad | $>$ at tiarad | 'I sent' | (Assyro-Babylonian) |
| *it'talaba | $>$ it ${ }^{\text {f }}$ ¢alaba | 'he sought' | (Arabic) |
| *2atzakkar | > 'əzzzkkar | 'I remember' | (Ge'ez) |
| *jil kodenhu: | > jilkadennus | 'he shall capture hime.' | (Hebrew) |
| *gomaslathu: | > goma:lattu: | 'she weaned him' | (Hebrew) |
| *wesfi | $>$ wessi | 'awl' | (Gurage) |
| *nisf | $>\mathrm{nas}{ }^{\text {s }}{ }^{\text {c }}$ | 'half' | (Colloquial Arabic) |

This type of compensatory lengthening appears to be relatively uncommon, and like the type described in the following section, it is not formally distinguishable from total assimilation.

### 1.6 Type 2B (Target C; Trigger / C __

(7) Bendrali (Hayes and Lahiri 1991: 81)
borfa ~ boffa 'rainy season'
bordi ~ boddi 'elder sister'
$b^{\text {horti }} \sim b^{\text {holti }}$ 'full'
kort ${ }^{\text {h }} \mathrm{e}$ ~ ko- $\mathrm{t}^{-j \mathrm{l}} \mathrm{e}$ 'do-3pres'
kor-lo ~ kol-lo 'do-3fut'

Although this type of compensatory lengthening is quite common, unlike the type illustrated in (6), it shares with that process the lack of any formal distinctiveness from total assimilation.

### 1.7 Type 2C (Target C; Trigger / _ V)

(8) Bullgarian (Shishkov 2002)

| 'balite | $>$ 'bal'ste | 'the bales' |
| :--- | :--- | :--- |
| er'genite | $>$ er'gen'ste | 'the bachelors' |
| ku'farite | $>$ ku'far':te | 'the (sheep) pens' |
| 'belezite | $>$ 'belesite | 'the scars' |
| 'babinata | $>$ 'babinsta | 'the grandmother's (things)' |
| ven'tiloto | $>$ ven'tilitu | 'the wedding' |
| ameri'kancite | $>$ amer:'kancite | 'the Americans' |
| done'sa | $>$ don:'se | 'bring (3sc)' |

Cases such as the one illustrated in (8), in which a consonant is lengthened before a following reduced vowel, appear to be isolated. It is noteworthy that the
consonants involved in the Bulgarian process are of relatively high sonority - only sonorants and $/ z /$, although there is at least one attested case of synchronic compensatory lengthening in this category in which sonority does not appear to be relevant (compensatory lengthening resulting from glide formation, as in Ilokano /'luto+en/ $\rightarrow$ /lutt'v-en/ 'cook-goal pecus'; Hayes 1989: 269).

### 1.8 Type 2D (Target C; Trigger / V __)

(9) Ganda (adapted from Clements 1986: 62-63)

$$
\begin{array}{lll}
\text { /li+kubo/ } & > & \text { [kkubo }] \\
\text { li }+ \text { tabi/ } & > & \text { [ttabi }] \\
\text { lli+ daala/ } & > & \text { [ddaala] }
\end{array}
$$

According to Clements (1986: 6), the synchronic rule deriving geminates from a CV prefix is "a restructuring of the historical situation, in which a phonetically motivated rule is replaced by a morphologically conditioned one." Clements assumes the geminates to have arisen historically from earlite *Vi sequences (j represents an upper high front vowel), "with the process giving rise to consonant gemination [being] one in which the articulation of a consonant is anticipated on a preceding postvocalic * $j^{\prime \prime}$ (1986:65). They are now associated with a certain class of nominal prefixes.

## 2 Approaches to compensatory lengthening

Most documented cases of compensatory lengthening, at least those formally distinguishable from total assimilation of adjacent consonants, involve the compensatory lengthening of vowels. Furthermore, the riost common types of compensatory lengthening of vowels involve those in which the trigger follows, rather than precedes, the target-i.e. the types of cases illustrated in $\$ 1.1$ and §1.3. These two types of compensatory lengthening are commonly referred to as CVC and CVCV compensatory lengthening, respectively. In this section, I focus on these most common types and, since synchronic cases of compensatory lengthening are derived from historical ones, I focus on the diachronic instantiation of the processes.

I first sumnarize three general approaches to compensatory lengthening, all of which have in common an implicit assumption that the phenomenon is speaker-controlled. A fourth section outlines an alternative approach put forth in Kavitskaya's (2002) quite conlprehensive treatment of compensatory lengthening, which may be considered somewhat radical in proposing a strictly listener-oriented account of the process. The relevance of the varitous apprnaches to synchronic cases of compensatory lengthening, as well as to the other types illustrated in $\S 1$, is discussed in §4.

The first three approaches to be examined in this section fall into twro categories, as described by Kavitskaya (2002): one that treats compensatory lengthening as a type of conservation and one that does not. The first category is the most common, and assumes that compensatory lengthening is fundamentally teleological in that its goal is to preserve length present in the input in the output string. Being
the most common category, it comprises two of the three approaches: a phonetic conservation approach and a phonological conservation approach. The third approach, in a category of its own, is the non-conservation approach, which denies the existence of any intrinsic connection between the loss of a segment and the lengthening of anotlwer.

### 2.1 Phonetic conservation approach

In a phonetic conservation approach, compensatory lengthening is viewed as a goal-oriented process functioning to preserve some or all of the physical duration of lost segmental material.

Timberlake (1983) discusses a case in Slavic in which a number of modern dialects have long or tense vowels in syllables that preceded a wreak jer in Late Coinmon Slavic (see also chapter 122: slavic yers). This is a case of CVCV conpensatory lengthening (Timberlake does not discuss CVC cases). According to Timberlake, a long reflex of a vowel in a syllable before a Late Common Slavic weak jer "is in some way a result of the phonetic weakening and the eventual phonemic loss of the following jer vorvel" (1983: 293). He suggests that:

Late Common Slavic was subject to a constraint on the preservation of word timing, such that phonetic reduction in one syllable (containing the "weak" jer) was compensated for by increased phonetic duration in the preceding, "strong" syllable.

In Timberlake's model, compensatory lengthening takes place phonolog'ically through re-analysis. Re-analysis depends upon both the phonemic elimination of jers and the surpassing of a "critical duration" on the part of the phonetically lengthened preceding vowel. If, when jers are "eliminated phonemically, either by identification with another vowel or by identification with null" (1983: 299), phonetically lengthened vowels are sufficiently lengthened, the latter are reanalyzed as phonemically long (or tense). Timberlake sets the critical duration for re-analysis arbitrarily at anything beyond 1.5 times "full duration (nearly or exactly 1.0 morae. [. . .] numerical values for duration [. . .] are intended to be highly approximate)" (1983: 298).

Timberlake's model is an additive one, "in which the duration of vowels is adjusted by adding or subtracting increments of duration depending on variols factors." The various factors at phoy in Late Common Slavic were the consonant intervening between the jer and the lengthened preceding vowel; the position of the CVCa sequence in the word (final or internal); and the accent of the lengthened vowel.

The phonetic process of compensatory lengthening is described by Timberlake (1983: 298) as in (10).

## (10) <br> Compensatory lengthening as a phonetic process

/CVCa/ > [CV $\left.{ }^{10+(1)} \mathrm{Ca}^{-\alpha}\right]$

The formula in (10) states that for any reduction of value $\alpha$ in the phonetic length of a jer, a preceding vowel is realized at full duration (1.0) plus $\alpha$.

In order to model the gradual nature of phonetic lengthening, Timberlake breaks the process down into discrete stages, arbitrarily shown in 0.2 increments, as illustrated in (11), from Timberlake (1983: 298).
(11) Jer reduction and compensatory lengthening
a. /CVCə/ $>\left[\mathrm{CV}^{\mathfrak{1} 2} \mathrm{Ca}^{-0.2}\right] \quad\{\alpha=0,2\}$
b. /CVCə/ $>\left[\mathrm{CV}^{1,} \mathrm{Ca}^{-0.4}\right] \quad\{\alpha=0.4\}$
c. $/ \mathrm{CVCa}^{2}>\left[\mathrm{CV}^{1.6} \mathrm{Ca}^{-0.6}\right] \quad\{\alpha=0.6\}$
d. $\left.\left./ \mathrm{CVC}_{3} />\left[\mathrm{CV}^{18} \mathrm{C}_{0}^{-}\right)^{-0.8}\right] \quad \mid \alpha=0.8\right]$

Finally, as indicated above, Timberlake assumes re-analysis at anything beyond 1.5 times full duration. Regarding the cut-off, Timberlake (1983: 299) explains:

When reduced jers were eliminated phonemically, the phonetic phase of CL was necessarily interrupted, and the lengthened variant of a vourel in strong position had to be identified as phoseroically long (ten.se) or short (lax).

This view of re-analysis is illustrated schematically in (12).

## (12) Phonemic amalysis

a. $\quad\left[C^{1.2} \mathrm{C}^{-0_{2}}\right] \Rightarrow / C V C / \quad\{\alpha=0.2\}$
b. $\left[C V^{1.4} \mathrm{Ca}^{-0.4}\right] \Rightarrow / C V C / \quad\{\alpha=0.4\}$
c. $\left.\left[\mathrm{CV}^{1.6} \mathrm{Ca}^{-0.6}\right] \Rightarrow / C V: C / \quad \mid \alpha=0.6\right\}$
d. $\left.\quad\left[\mathrm{CV}^{1.8} \mathrm{C}{ }^{\bullet \bullet}\right] \Rightarrow / \mathrm{CV:C/} \quad \mid \alpha=0.8\right\}$

Timberlake's account of CVCV compensatory lengthening can be straightforwardly extended to CVC compensatory lengthening. A demonstration of this is provided in Gess (forthcoming).

Explicit criticisms of phonetic conservation approaches to compensatory lengthering are minimal. The most obvious thing to point out here is the limited relevance of this approach to synchronic cases of compensatory lengthening. That is, while the approach may be useful in showing how compensatory lengthening may arise historically, it is not well suited for modeling the processes in synchronic grammars unless the process at hand is, or at least could be, a change in progress (i.e. it is a gradient, post-lexical process). Another problem with the phonetic conservation approach, pointed out by Cess (forthcoming), is that its extension to CVC cases of compensatory lengthening, while straightforward in a mechanical sense, seems to entail at least implicitly the problematic assuinption that moras associated with consonants are equivalent in duration to those associated with vowels. This problem could be overcome by making assumptions regarding the formalisms used more explicit.

### 2.2 Phonological conservation approach

In a phonological conservation approach, compensatory lengthening is viewed as a goal-oriented process functioning to preserve some aspect of the phonological representation (a suprasegmental unit) associated with the loss of segmental
material. In fact, compensatory lengthening phenomena crucially informed the debate as to the best way to characterize the prostodic tier (or timing tier) assumed in autosegnental phonology, i.e. in terms of C - and V-slots, X-slots, or noras (McCarthy 1979; Clements and Keyser 1983; Hyman 1984, 1985; Levin 1985; Lowenstamm and Kaye 1986; McCarthy and Prince 1986; Hayes 1989; Beltzung 2008 (especially Chapter 3); see also chapter 54: the skeleton).

In order to explain constraints on compensatory lengthening (e.g. that triggers in CVC cases are only coda consonants and not onset consonants [an assumption later proven problematic; Topintzi 2006; Beltzung 2008], and even more speci'fically that coda consonants are triggers only when they contribute to syllable weight in the language in question), Hayes (1989), in probably the most influential single article on compensatory lengthening, suggests that lengthening only occurs when deletion results in an einpty prosodic position and that only a prosodic frame defined in terms of nooras yields the correct typological results. (Hayes 1989: 260-261 also provides a simple and straightforward demonstration of the inability of a linear approach to account for compensatory lengthening.)
Hayes (1989) accounts for CVC compensatory lengthening as illustrated in (13), with Latin [kasnus] > [ka:nus] 'dog'.
(13) Compensatory lengthening in CVC sequences (Hayes 1989: 262)
a. $/ \mathrm{s} /$-deletion

$$
s \rightarrow \varnothing /-\left[\begin{array}{c}
+ \text { son } \\
+ \text { ant }
\end{array}\right] \quad \text { (segnental tier only) }
$$

b. Compensatory lengthening


A theory assuming a prosodic frame defined in ternis of X-slots can account for the example above, but not for the fact that in the same language (Latin), $/ \mathrm{s} /-$ deletion does not trigger lengthening when it is word-initial, as in snurus > nurus (the same problent holds for the type of compensatory lengthening illustrated in §1.2). In a segmental theory based on X-slots, any deleted segnent should trigger lengthening, whereas in a moraic theory only those segments that are mora bearing will do so.

The moraic theory of compensatory lengthening accounts for CVCV cases as illustrated in (14) with Middle English [tala] > [ta:l] 'tale' (see Minkova 1982 for an in-depth discussion of this case).
(14) Compensatory lengthening in CVCV sequences (Hayes 1989: 268-269)
a.

b.

c.

d.

e.


Parasitic delinking, illustrated in (14c), is a principle that eliminates ill-formed syllable structure, caused in this case by the loss of the vowel segment via schwa drop.

A very positive aspect of Hayes (1989) is that a wide range of cases of compensatory lengthening are discussed (although a potentially problematic empirical gap is discussed belowr). Besides the classic CVC and CVCV ca.ses, Hayes (1989) treats the so-called "double flop" cases in which the deletion of a glide triggers compensatory lengthening of a vowel in a preceding syllable, as in Ancient Greek *odwos > /o:dos/ (1989: 265-266), and compensatory lengthen ingfrom glide formation, as in the llokano case mentioned earlier /'luto+en/ $\rightarrow$ /lutt'w-en/. He also mentions (without providing a formal treatment) "straightforward" cases like compensatory lengthening through progressive and regressive total assimilation of consonants, compensatory lengthening through prenasalization, and so-called "inverse compensatory lengthening," which involves the lengthening of a consonant triggered by the shortening or loss of a vowel (1989: 279-281).

Fox (2000) points out a number of what he sees as problems for Hayes's (1989) approach. The first is that the principle of parasitic delinking is "a radical measure which is not required in most other processes of Compensatory Lengthening." The second relates to the required linking of the vowel of the first syllable to the mora stranded by deletion of the second syllable. According to Fox (2000: 100-102), this is:
unmotivated by the normal principles of the model, since, according to one view' at least, the syllable would be perfectly well-formed without this linking; the final mora svould be linked to the final consonant and is thus not left stranded.

Finally, Fox (2000) suggests that Hayes's (1989) principle of mora conservation is inappropriate as a motivation for CVCV compensatory lengthening. This is because Hayes defines the mora as "the basic unit for syllable weight" (1989: 285) and syllable weight is not maintained in these cases. Rather, what is maintained is the length of the foot (2000: 101).

One might also argue that a problem for phonological conservation approaches generally is that they are ill equipped to deal with the gradual nature of diachronic compensatory lengthening. For example, the Middle English case discussed above did not take place as a discrete change in one fell swoop. According to Minkova (1982: 50):

Before becoming identified with existing long vowels or developing into new ones, i.e. prior to the establishment of a phonological length contrast, the short vowels in the enviromnent / _ Cle\# undergo phonetic lengthening. I. . . In a situation where forms with and without the second syllabic element, the -c, are both available to the speaker, there will be a negative correlation between it and the first syllabic element. Phonetically, "the word as a whole has a certain duration that tends to remain relatively constant." (Lehiste 1970: 40)

One way to show intermediate length in moraic phonology is to have segments share a mora. In this case, a standard interpretation of the formalism prevents this because it would involve the crossing of association lines, as illustrated in (15).
(15) Potential inadequacy of Hayes's mora conservation approach with respect to modeling gradual change: CVCV cases


If one adopts a strict and unuruanced view of the ban on crossed association lines, since parasitic delinking (illustrated in (14c)) is triggered only when ill-formed syllable structure is present, the moraic account of compensatory lengthening is only able to succeed if the final vowel is entirely deleted and parasitic delinking applies. That is, the account is unable to account for the allophonic lengthening that nust be assumed to precede phonemic lengthening. However, a more relaxed view
might interpret the ban on crossed asseciation lines as applying separately to distinct $C$ and $V$ tiers.

Gradual change might alse be seen as a problem for the nora conservation approach in diachronic cases involving CVC compensatory lengthening. Hock (1986) mentions a case reported in Brockelman (1908) from Tunisian Arabic (with similar instances in Ge'ez and Tigrinya), in which a preconsenantal glottal stop is reduced (not deleted), with compensatory lengthening on the preceding vowel. The examples provided are shown in (16).
(16) Compensatory lengthening triggered by segmental reduction in Tumision Arabic (Hock 1986: 444)

$$
\begin{array}{ll}
\text { Jeffa?ni } & >\text { Seffa:'ni } \\
\text { sma?tkum } & >\text { sma:'tkum }
\end{array}
$$

In autosegnental representation, the output of this process would be as illustrated in (17).
(17) Potential inadequacy of Hayes's mora conseraation approach with respect to modeling gradual change: CVC cases


While the shared mora representation in (17) is adequate for representing an intermediate stage between a fully moraic glottal segment following the short vowel and a long vowel with no following glottal, one might argue that it cannot represent any inore than a single such stage, whereas nore stages might well be warranted. Hewever, this potential criticism disregards the pessibility of a single phonemic representation having different phonetic interpretations at different periods (or indeed across speakers at a single period).

We must also note (as have others) one apparent empirical weakness with the phonological conservation approach, as put forth in Hayes (1989). This involves cases in which compensatory lengthening is triggered by a prevocalic consons int that in normal circumstances would not be associated with a merra. Some such cases are discussed in Hock (1986), a paper cited by Hayes (1989), but without mention of these specific examples. Strangely, the cases are also problematic for Hock, although he does not treat them as such. Hock's interest in the cases is that they involve compensatory lengthening triggered not by deletion of a segment, but by its weakening only (as in the case illustrated in (17), but in intervocalic position). The first case is from Tyrone Irish (as discussed in Stockman and Wagner 1965), where:
vosvels are dialectally distinctively lengthened before the highly reduced glottalfricative outcome of earlier voiceless fricatives (as wrell as before sonorant + consonant etc. and in "ordinary" CI. environnentis, but not is rupers syflables). (Hock 1986: 443-444, emphasis added - RG)

The fact that Hock takes care to note that compensatory lengthening does not take place in open syllables suggests that the reduced segments in question might be anmbisyllabic, but this is not made explicit anywhere, including in the original source. If it is the case that the segments in question are ambisyllabic, then an argument could be made that they are doubly linked - to a mora in the first syllable and to the onset of the second. The relevant data are shown in (18).
(18) Contpensatory lengthening triggered by segmental reduction in Tyrone Irish (Hock 1986: 444)

| srathar | [stra: ${ }^{\text {h }}$ [ ${ }^{\text {r }}$ |
| :---: | :---: |
| tachas | [to:'as] |

The second problentatic case nientioned by Hock (1986) is fron the West phalian dialect of Soest, as reported in Holthausen (1886: 28-29). In this dialect, as illustrated in (19), compensatory lengthening occurs before highly reduced, voiced labial and velar fricatives, and before a deleted "secondary" (analogically reinserted) voiced alveolar stop.
(19) Compensatory lengthening triggered ly segmental reduction in Westphatian (Hock 1986: 444)

$$
\begin{aligned}
& { }^{*} \text { hege 'hedge' }>\text { (*)hirgi }>\text { hitaro } \\
& \text { *seven 'seven' > (*)siav(e)n }>\text { si:avn } \\
& \text { *snede 'slice' }>\left({ }^{*}\right) \text { sniade }>\text { sni:a (ivith วə }>\text { a) }
\end{aligned}
$$

Again, there is no suggestion that the consonants triggering compensatory lengthening in these cases were ambisyllabic, nor is there any reason to believe that they were. This case therefore represents an apparent problen for Hayes's (1989) mora conservation approach, aside from the issue of the gradient nature of the triggering segmental reduction. (The case also poses a problem for Hock 1986, which represents a mora conservation approach as well, although one not couched in an autosegmental framewrork.) As mentioned earlier, other cases of compensatory lengthening triggered by the loss of intervocalic consonants are discussed by Beltzung (2008: especially ch. 2).

Finally, the phonological conservation approach ì la Hayes (1989), particularly in the case of CVC compensatory lengthening, has proven difficult to model in Optimality Theory (OT). The basic problem is that in order for lengthening to occur, consonants must be assigned weight before deletion happens, thus suggesting a serial analysis. Getting around this problem has necessitated the abandonment of some of the basic tenets of OT. For example, one could simply assume that consonants are moraic in the input (Sprouse 1997), but this requires a sidestepping of OT's principle of Richness of the Base, whereby output well-formedness is determined solely by constraints and their ranking, and not by restrictions on input. Other ways of handling the problem involve treatments designed to handle opacity more generally, such as stratal OT (Kiparsky 2000), which rejects strict serialism, Turbidity Theory (Goldrick 2001), Synnpathy Theory (McCarthy 2003), or OT with candidate chains (McCarthy 2005; Shaw 2009), which require reference to what amounts to one or more intermediate representations.

### 2.3 Non-conservation approach

In an influential article, de Chene and Anderson (1979) take a novel approach to compensatory lengthening by rejecting the notion that such a process exists as "an independent mechanism of phonetic change" (1979:505) (they discuss only cases of CVC compensatory lengthening). For them, putative cases of compensatory lengthening can be decomposed into two independent processes: weakening of the consonant in question to a glide, and subsequent monophthongization of the resulting vowel + glide sequence. De Chene and Anderson further contend that monophthongization will result in a long vowel only if the language in question has a pre-existing vowel length distinction. The latter claim is about a structurepreserving condition on compensatory lengthening and not about the process itself. Discussion of it is explored further in $\S 3$. For now, let us look in more detail at the first clainı.

The proposal that cases labeled compensatory lengthening are in fact the result of two unrelated processes has generated much discussion. Gess (1998) points out that it has been challenged by numerous scholars, including Hock (1986), Poser (1986), Sezer (1986), and Gildea (1995). According to Gess (1998: 353), "[E]ach of these scholars provides a strong case against the view that compensatory lengthening is always decomposable into two distinct stages. The ensemble of their ar'guments renders this claim simply untenable." Without laboring the point, then, we simply illustrate de Chene and Anderson's hypothesis with one straightforward exainple. According to de Chene and Anderson (1979: 512):

In Latin, compensatory lengthening involving loss of a dental spirant is limited in source to ${ }^{*} \mathrm{~V}=\left[\mathrm{C}_{1}+\right.$ dent $]$ sequences, where ${ }^{*} z$ is the reconstructed allophone of ${ }^{*}$; before a voiced segment. Thus we have ${ }^{*} n i-s d-0>m i d t u s ~ ' n e s t ' ~ a n d ~ * s i-s t-\bar{o}>s i t h \bar{o} ' 1$ sit down', broth involving the sero grade of *sed 'to sit' (cf. seded I sir').

De Chene and Anderson continue: "Our posited intermediate development involves the loss of occlusion in (preconsonantal) *[z], leading to the voiced glotral spirant [6]" (1979: 512). In this type of analysis, de Chene and Anderson were not in fact alone. Jeffers and Lehiste (1979) propose the analysis in (20) for the remarkably similar clange from Proto-Indo-European (PIE) *nisdo to Sanskrit /ni:da-/.
(20) Jeffers and Leliste's analysis of PIE *nisdo > Sanskrit /ni:da-/ (as presented in Hock 1986: 435)

```
nisd-
nizd- voicing assimilation
nizd- retroflexion
nizd- retroflex assimiation
nijd- gliding
nisd- contraction
```

In noting the similarity in analyses, Hock (1986: 435) points out that what distinguishes Jeffers and Lehiste's analysis from de Chene and Anderson's is the fact that the former is "not proposed as explanations for all cases traditionally labeled loss with compensatory lengthening, but only for a certain subset, however poorly that subset may be defined." (Note that Kavitskaya 2002: 38 incorrectly
interprets this sentence as referring to de Chene and Anderson 1979, rather than to Teffers and Lehiste 1979.)

Hock (1986: 435) continues by saying that he is:
ready to concede that many instances of what has traditionally been called loss with compensatory lengthening may well be ambiguous, and can be analyzed either as weakening-cum-assimilation or as cases of loss-with-mora-retention. However, in light of the fact that there are [...] cases of loss with CL which cannot be explained in terms of weakening-cum-assimilation, any theory which recognizes only the latter process must be considered insufficient.

One of the examples provided by Hock that is not amenable to explanation under de Chene and Anderson's non-conservation approach is from Icelandic, and is provided in (21).
(21) Compensatory lengthening in Icelandic (Hock 1986: 442)

|  | 'lie' | , |
| :---: | :---: | :---: |
| *keosan | 'choose | $>\mathrm{kjo}$ |
| ${ }^{*}$ )priar | 'three-FEl | $>$ prja:r |
| ${ }^{+}$)setan | 'see' |  |

In this case, which is similar to the Ganda case at the end of $\S 1.4$, although there is weakening to a glide, it involves a preceding vowel rather than a following consonant, and there is no monophthongization involved.

Hock's (1986: 435) reproach of de Chene and Anderson (1979) fur proposing an alternative explanation of all cases traditionally called compensatory lengthening while neglecting to treat all types extends to other cases as well. For example, while de Chene and Anderson are aware of CVCV compensatory lengthening, they choose not to discuss it (1979:506, n. 1).

### 2.4 Kavitskaya (2002)

Kavitskaya (2002) puts forth a inodel of compensatory lengthening that can be considered a radical departure from previous treatments, in that it assumes the process to be entirely listener-oriented (see chapter 98: speecil perception and phonolocy). In this respect, her model is representative of the overall approach to phonological change espoused in Blevins (20(4, 2006), Evolutionary Phonology. This is a model that rejects any explanations for historical phenomena that involve the synchronic phonologies of speakers (e.g. by assuming a role for phonological rules or markedness constraints) when there is an alternative, diachronic explanation available. This essentially removes the speaker from the story of phonological change, except as a source of variation from which potential changes inay or may not take root through "innocent nisperception" on the part of the listener. This variation is constrained by
speaker-specific anatomical differences, and within the speech of a given speaker, due to phonetic transforms of speech dependent (at least) on: rate of speech; degree of physical effort involved; and the humanly physical impossibility of making exactly the same sound twice. (Blevins 2006; 125-126)

According to Kavitskaya's (2002) listener-oriented account of compensatory lengthening:
diachronic CL through consonant loss [CVC > CV:] ultimately has its origin in the phonetic lengthening of vowels in the environment of neighboring consonants; the subsequent loss of a consonant conditioning such length causes the length to be re-analyzed as phonological. (Kavitskaya 2002; 8)

Further, according to Kavitskaya, with respect to diachronic compensatory lengthening through vowel loss [CVCV > CV:C]:

Prior to the deletion of the final vowel, the longer vowel duration characteristic of open syllables is correctly parsed by listeners as a phonetic consequence of syllable structure in the first syllable of a CVCV sequence, and is discounted [...] Upon deletion of the final vorvel, however, the duration of the vowel in the newvly clused syllable becomes inexplicable, since it is longer than is expected in the closed syllable. (Kavitskaya 2002: 9)

If Kavitskaya's arguinents are right, then compensatory lengthening is not really compensatory in nature. For the process to be conipensatory, the compensatory aspect would rely on a role for the speaker, as is assumed at least implicitly in all other models of compensatory lengthening.

In so far as Kavitskaya (2002) is representative of the Evolutionary Phonology framework proposed in Blevins (2004, 2006), it is susceptible to the general criticisms that have been leveled against that framework. Lindblom (2006) criticizes the Evolutionary Phonology framework for its reliance on sor-called "extraphonological" explanations over phonological accounts. According to Blevins (2006: 20), "principled extra-phonological explanations for sound patterns have priority over competing phonological explanations unless independent evidence demonstrates that a purely phonological account is warranted." Lindblom takes exception to this stance on the grounds that it highlights a "phonetics/phonology split" and traps the framework in "the conceptual prison of the form/substance distinction" (2006: 242).

As the title of his response to Blevins (2006) declares very loudly, Lindblom (2006) rejects the phonetics/phonology split. Lindblom admonishes us to:

Deduce sound structure from lan guage u.se. Anchor theory construction in the universal conditions under which all speech communication must take place. Start from "first principles" and not circularly from the datak be explained (cf. "markedness"). At the level of the individual user, model phonologicnl structure, not as autonomous form, but as an emergent or ganization of phonetic substance acquired by each native speaker in the context of socially shared, ambient knowledge. At the population level, model this knowledge as a use- \& user-dependent process that undergoes change along the historical time scale. Get rid of the distinction between "phonological" and "extraphonological." Here is a key step: Make the "intrinsic content" om integral part of the theory from scratclz. Treat "intrinsic content" as the source that helps generate discrete structure and that constrains both synchronic and diachronic phonological patterning. (2006: 243)

In §4, we will explore how a rejection of the phonetics/phonology split might be helpful in accounting for the many types of conipensatory lengthening as a
unified phenomenon. We conclude this section by looking at an empirical challenge to Kavitskaya's listener-oriented approach - a syncluronic case of compensatory lengthening that suggests an explanation in terms of speaker-controlled behavior.

McRobbie-Utasi (1999) provides evidence for a synchronic case of compensatory lengthening that is apparently speaker-controlled and that suggests the relevance of a principle of isochrony in a synchronic production grammar. In an acoustic analysis of quantity in Skolt Saami, McRobbie-Utasi shows a clear connection between the distribution of duration in V1, intervening $C$, and $V 2$ sequences in disyllabic groups, and a phonological process realized as "an optional rule that either reduces word-final short vowvels or deletes them" (1999: 111). Deletion of the final vowel is a feature of casual speech. The relevant optional rule is shown in (22).
(22) Word-final vowel deletion in Skolt Saami (McRobbie-Utasi 1999: 111)

V $\rightarrow$ Ø / _ \#
Voavel deletion rule
A word-final vowel is optionally deleted in Type 1-5 disyllabics.
It is important to note that in the $V 1$, intervening $C$, and $V 2$ sequences, the intervening $C$ can be long and ambisyllabic (in four of the five types mentioned), or short and affiliated as the onset of the second syllable.

The principal relevant passige from McRobbie-Útasi (1999) is shown below, where the "stress-group locations" referred to are the V1 and following $C$ in the relevant sequences. V2 constitutes a third "stress-group location." According to McRobbie-Utasi (1999: 114-115):

> From the [...] measurements an important tendency can be deduced: namely, that the presence or absence (or reducedl duration) of the vowel in the second syllable has clear consequences for the distribution of duration in the first syllabic vowel and the oonsonant(s) following it. Thus,s, an increase in duration takes place as a result of compensatory lengthening. It will be recalled that seoond syllabic vowel durations were constant in all the structural types once they were realized as full vowels, with an average of $87 \mathrm{msec}[\ldots .$.$] ; also, that durations signaling differences between the$ structural types and/or gradation types are manifested in the first syllabic vowel and the consonant(s) following it. The fact that the presence or absence of the second syllabic has a considerable effect on these durational distributions in the segments preceding has important implications. The durational changes noticeable in these two stress-group locations (i.e. first syllabic vowel and the consonant(s) following) must be recognized as exemplifying the phenomenon of compensatory lengthening. The absence or reduced status of the second syllabic vowel results in an increase of duration in both of the stress-group locations referred to above.

Compensatory lengthening in Skolt Saami, triggered by the reduction or deletion of a final vowel, affects both the preceding vowel and consonant in four of five types (those in which the consonant is long and ambisyllabic), and the lengthening that occurs does so in a way that precisely preserves the overall V/C ratio. In the remaining type, in which the consonant is short and syllabified as the onset of the second syllable, "reduced duration of the second syllabic vowel results in compensatory lengthening in the first syllabic voivel only. There is practically
no durational increase in the consonant following this vowel" (McRobbie-Utasi 1999: 118).

It is difficult, although perhaps not impossible, to reconcile McRobbie-Utasi's (1999) find ings with a listener-based approach. Although McRobbie-Utasi's study involved only two speakers of Skolt Saa mi, their behavior with respect to the 550 test words used (recorded three times by both speakers, for a total of 3079 usable tokens) was remarkably consistent. Nor do the types of sequences involved lend themselves readily to Kavitskaya's line of explanation for CVCV contpensatory lengthening, since they do not involve (except for Type 3) phonetically lengthened vowels in upen syllables. (As expected, V1 in Type 3 sequences is longer than in other types, both when V2 is fully realized and when it is not.) Nor has any rea nalysis occurred (whatever that might look like given the sequences involved and their variety [five types]) since the trigger for compensatory leng thening is still synchronically recoverable. Rather, it appears that the speakers are guided directly or ind inectly by a principle of isochrony with respect to the di syllabic group.

Other empirical problems for Kavitskaya's approach, from historical French (manifesting types 1A and 1C), are discussed in Gess (forthcoming).

## 3 A putative constraint on compensatory lengthening

This section briefly explores the second claim made by de Chene and Anderson (1979): that compensatory lengthening can only occur in a language with a pre-existing vowel length contrast - i.e. that it is strictly structure preserving (cilapter 76: structure plieserviation: tide resilience of mistinctive information). This issue is discussed in detail in Cess (1998), which treats the very data from Old French on which de Chene and Anderson base their claim, thus adding a particularly severe blow to a clain already questioned in other work (for example, in Hock 1986, Hayes 1989, Morin 1994, and Lin 1997, as well as two further cases discussed more recently in Beltzung 2008: 20-21).

According to de Chene and Anderson (1979:517), "a necessary condition for the development of contrastively long vowels through monophthongization is the independent existence of a length contrast in the language." With respect to historical French, de Chene and Anderson compare two distinct processes (in the ninth and sixteenth centuries) of monophthongization of the diphthong [aw]. At the earlier stage, the resulting monophthong [0] was short. However, at the later stage, the outcome was the long vowel [o:]. (Strangely, de Chene and Anderson (1979: 519) also suggest a sixteenth-century date for the loss of preconsonantal [1] - the same century in which they contend that monophthongization of the vowel + glide sequence resulting from its loss had occurred. However, Gess (1999) provides strong evidence for a much earlier date for the loss of syllable-final [1], after the latter part of the eleventh century - and many scholars assume a much earlier date still.)

The difference in outcomes in the monophthongization of derived [aw] was due, according to de Chene and Anderson, to the introduction of vowel length into the language $v$ in the loss of intervocalic consonants, in the late ninth and early tenth centuries (1979: 521). This introduction of vowel length also allowed for compensatory lengthening, according to de Chene and Anderson, following the loss (through an interniediate stage as a glide) of syllable-final [z], [s], and nasals.

Loss of the latter is incorrectly dated by de Chene and Anderson in the sixteenth century, while loss of the former, $[\mathrm{z}]$ and $[\mathrm{s}]$, is dated in the twelfth and thirteenth centuries. According to Gess (1999), loss of nasal consonants dates from the thirteenth century, and loss of [z] and [s] dates from the eleventh to the thirteenth centuries.

De Chene and Anderson (1979:522) make the following claim with respect to the establishment of long vowels in Old French:

> There is a solid body of long vowels, however, that were established by 1100 throngh deletion of the consonant in original $V_{i} C V_{i}$ sequences. In these cases, no leveling or assimilation being necessary, along vowel is the automatic result of looss of the consonant.

They go on to provide a list of several words illustrating the relevant consonant loss and the resulting putative long vowels. However, Gess (1998) found each of the forms listed by de Chene and Anderson in twelfth- and thirteenth-century Old French poetry and, in each case, the forms are clearly treated as consisting of two syllables. Cess (1998: 358) "found many other examples of orthographic geminate vowels in 12th and 13th-century Old French poetry, all of which are treated as bisyllabic."

The fact that sequences of two vowels were still counted as bisyllabic in the thirteenth century, when the loss of [7] at the very least had occurred, with compensatory lengthening, shows that a pre-existing vowel length contrast in the language was not a prerequisite for compensatory lengthening to take place. Rather, Hayes's (1989) assumption is likely the right one, that a syllable weight distinction in the language in question is necessary and, crucially, sufficient for compensatory lengthening to take place. Cess (1998: 364) points out thent from an optimality-theoretic perspective this would be a rather unsurprising consequence of the general principle of minimal violation, in this case of faithfulness to the input. While a given constraint ranking may allow for the erosion of segmental features, it may still protect prosodic structure.

## 4 Assessment and recent directions

§2 outlined various approaches to compensatory lengthening: a phonetic conservation approach, a phonological conservation approach, a non-conservation approach, and a listener-based approach. We saw that the non-conservation approach, proposed only in the context of CVC compensatory lengthening, is basically untenable, both because it fails to account for any other type of compensatory lengthening and because there are instances of CVC compensatory lengthening that appear not to be decomposable into the stages suggested by de Chene and Anderson (1979). This leaves us with two conservation approaches, both suggestive of a speaker-based process, and a listener-based approach.

We have noted problems with each of these approaches, which I will summarize briefl.y here. We have observed that the phonetic conservation approach proposed in Timberlake (1983) is most relevant to those instances of compensatory lengthening that are gradient in nature and that inay be characterized as changes in progress. This approach seems ill suited for dealing with synchronic cases of
compensatory lengthening that involve complete loss of the trigger. Without some refinement, the approach also has difficulty with CVC cases of compensatory lengthening given the assumption implicit in its formalisın that moras associated with consonants are of equal duration to those associated with vowels.

With respect to synchrony/diachrony dichotomy, the phonological conservation approach suffers the opposite problem from the phonetic conservation approach. That is, while it can account for most, if not all, cases of synchronic compensatory lengthening, it is not ideally suited to account for contpensatory lengthening as a gradual diachronic process or as a process that involves a trigger that is only reduced and rutentirely lost. Other criticisms of the phonological conservation approach relate to formalisms (e.g. motivation for parasitic delinking in a rule-based approach and required mechanisıns for dealing with opacity in an OT approach) and empirical weakness (its inability to account for compensatory lengthening involving non-moraic segments).

The listener-based approach is explicitly an historical approach. That is, it aims to account only for the diachronic development of compensatory lengthening and does not attempt to model synchronic instantiations of the process. For synchronic cases, it is compatible with (but also limited by) the formalisns required by the phonological conservation approach so long as the process involves a trigger that is synchronically recoverable (see Kavitskaya 2002: ch. 5). The principal problent with the listener-based approach is its inability to account for cases that do not lend themselves to re-analysis via misperception. One such case is the synchronic process in Skolt Saami, which involves a prevocalic VC complex as the target, with lengthening affecting the complex as a whole, and with VC ratios precisely maintained. Also problematic for the listener-based approach is left-to-right CVCV compensatory lengthening (1D), which is why it is so important for Kavitskaya to dismiss such cases as instances of non-compensatory, rhythmic lengthening. Further research is necessary to shed light on this particular issue.

The listener-based approach will also have difficulty accounting for left-to-right compensatory lengtliening processes in which both target and trigger are consonants (2A). Note that this difficulty will obtain for an Evolutionary Phonology inspired approach whether one labels the process as compensatory lengthening or as total assimilation since the second consonant in such sequences will normally be perceptually stronger. Further challenges for the listener-based approach come from the compensatory lengthening of consonants triggered by either a following vowel (2C) or a preceding one (2D). Whether the approach can be developed sufficiently to meet these challenges will be interesting to see.

It may be worthwhile for future work to explore the compatibility of the different approaches to compensatory lengthening. Note, for example, that a phonetically based speaker-oriented a nalysis neither denies a role for the listener, nor necessarily discounts phonological (e.g. moraic) structure. Timberlake (1983), for example, makes clear reference to the mora as the "full duration" of a vowel. Hock (1986: 432), who does not cite Timberlake (1983), also points out that "at least some traditional historical linguists have offered a phonetic explanation of CL in terms of the concept 'mon'a'." Note that mora-based phonological approaches do not necessarily deny a gradual, phonetic aspect either, at least those prior to autosegmentalist accounts. Minkova (1982) provides a clear phonological account of compensatory lengthening in Middle English, based on syllables and rhythmic units (inetrical feet) "described [. . .] with reference to their phonological/moric
composition" (1982: 48), but is careful to "complete the picture by adding some considerations of purely phonetic nature" (1982: 50). Minkova also touts as an advantage of her revised environment for Middle English Open Syllable Lengthening the fact that "it is the only way in which the shift from allophonic to phonemic length of tlue stressed vowvel can be accounted for" (1982: 51).

Hock (1986: 434) cites the "striking extent" to which historical evidence coincides with "fine-phonetic" experimental data. Indeed, Hock goes even further (1986: 445), citing the apparent fact "that CL nay set in before the complete loss of a segnient, simply as the result of TC [temporary compensation] for the reduction of the segment" (emphasis in the original). An important consequence of this is that:
> the situation just described requires an important modification of the notion "mora": Rather than referring to a temporal unit measureable in terms of segment length, it must - at least for CL - be permitted to refer to time spans which are fractions of ordinary segment length. (Hock 1986: 445)

This view of the "mora" is entirely in keeping with an analysis along the lines of the one proposed in Timberlake (1983). It is also in keeping with the spirit of Lindblom's (2006) vjew of phonological structure as non-autonomous and emergent from phonetic substance, at least if we assume both that the mora is an abstract temporal unit and that reference is permitted to time spans that may be fractions thereof.

A rejection of the phonetics/phonology split with respect to the mora may be the only way to achieve real explanatory adequacy with respect to compensatory lengthening. It allows us to explain the gradual nature of compensatory lengthening - a clearly phonetic aspect of the process. On the phonological side, it also accounts for the fact that CVC compensatory lengthening tends to occur mostly in languages with moraic consonants and for the fact that the process in general functions to preserve moraic structure. In conceptual terms, it is the phonological status of the mora, as an abstrict unit of weight functioning in the grammar, that provides the motivation for preserving it when an associated segment is subject to gradual reduction and eventual elimination. On the other hand, it is the physical timing associated with moraic elements that guides the actual articulatory implementation of reduction with concomitant compensatory lengthening, a process that is gradual (and variable) in nature. Since all segments have physical timing associated with them, the only (unsurprising) assumptiten we have to make is that preservation of timing associated with weight-bearing units is generally privileged over the preservation of timing associated with units that do not bear weight.

Recent work: by Topintzi (2006) and Belt zung (2008) dernonstrates the continuing relevance of compensatory lengthening for phonological theorizing. It has directly tackled the problems that compensatory lengthening poses for OT and manages to maintain the basic tenets of the framework. Both pieces of work must be categorized as phonological conservation approaches, both seek to expand the empirical coverage of previous approaches (notably to account for non-moraic consonant triggers of compensatory vowel lengthening), and, interestingly, both demonstrate the need for formal appeal to the preservation of segment positions in addition to moras. Both appear compatible, therefore, with a rejection of the phonetics/phonology split as described above (whether or not the authors
themselves agree with such a rejection). Both also appear compatible with a potential complementary, phonetically based OT approach that inight focus on the functional motivation for and phonetic implementation of non-categorical reduction with concomitant lengthening, as it has for assimilation (Jun 1995) and lenition (Kirchner 1998, 2004; Cess 2003, 2004, 2009) (again, whetluer or not the authors themselves agree with such a move, which is not part of the OT orthodoxy). It seems safe to conclude that compensatory lengthening will continue to be a topic of some interest in the phonological community.
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# 65 Consonant Mutation 

Janet Grijzenhout

## 1 Introduction

The phenomenon of "consonant mutation" occurs in a wide array of unrelated languages and comprises changes that are also known as "consonant weakening" (or lenition), "consonant strengthening" (or fortition), and "nasalization." In this chapter, "consonant mutation" will be defined as a change in one phonetic property of a consomant that affects its degree of sonority and that does not depend on the position of the consonant within a prosodic domain (i.e. neutralization and enhancement phenomena are excluded), nor on the position immediately adjacent to a segment with which it forms a natural class (i.e. progressive and regressive voicing and place assimilations are not regarded as instances of "consonant mutations"). More specifically, the term "consonant mutation" refers to a class of processes by which a consonant turns into a segment with a different degree of voicing, continulancy, or nasality that is not due to neutralization or assimilation to a neighboring segment of the same natural class. ${ }^{1}$
Some types of consonant mutation can be described as alternations that take place in a particular phonological environment; for instance, an oral stop may turn into a fricative between a sonorant consonant and a vowel. Other types of consonant mutation take place in a certain morphological or lexical context; for example, stem-initial oral stops are realized as continuants under certain morphosyntactic conditions, while continuants are deleted or realized as a laryngeal sound under the same conditions in Modern Irish (e.g. Ní Chiosáin 1991; Chal'rek 117: celtic mutations). The interesting aspect of consonant mutation in general is a diachronic one: what starts unit as a purely phonological alternation induced by neighboring segments may gradually turn into a morphological alternation for which the phonological context is no longer transparent (charter 43: sound CHANGE). In the course of this chapter, we will encounter various examples of such developments.

[^109]Typically, mutations are "scalar." In the languages of the wrorld, we find consonant mutations where a consonant's degree of stricture decreases (e.g. in Archaic Irish and Finnish an underlying geminate stop is realized as a singleton stop, while an underlying singleton stop is realized as a continuant sound) or increases. Another example of a scalar mutation is one in which a consonant's degree of laryngeal specificity and/or nasality increases (e.g. in Old Irish, an aspirated voiceless stop is realized as an unaspirated one in the same context in which an unaspirated oral stop is realized as a prenasalized stop).

This chapter first discusses possible consonant alternations in more detail (\$2). As examples of languages that have relatively nany types of consonant mutations (i.e. spirantization, gemination, nasalization, and/or prenasalization), we discuss Southern Paiute ( $\$ 3$ ) and Fula ( $\$ 4$ ). Balto-Finnic, Sami, and some Australian languages show scalar inutations ( $\$ 5$ ). $\$ 6$ points out the inerits and drawbacks of some theoretical accounts of consonant mutation that exist in phonological literature. $\S 7$ summarizes the discussion.

## 2 Consonant alternations within prosodic and morphological domains

Consonants are highly adaptable elements that may change their properties for a variety of reasons. This section will focus on some phonological and morphological environments that may trigger a change in one phonetic property of a consonant. We start with consonant alternations that are characterized by the fact that a phonological opposition is neutralized in a certain prosodic environment, viz. final devoicing and debuccalization. We will also briefly consider consonant alternations that occur at the left edge of a prosodic domain. Next, five consonant alternations that are not triggered neerely by a prosodic environment (i.e. that are independent of the position within a prosodic domain) and that fall under the rubric of "consonant mutation" are introduced: (a) stopping (Soninke), (b) obstruent voicing (Burmese), (c) spirantization or fricativization (Djapu; the first stage of Grimm's Law), (d) devoicing (the second stage of Grimm's Law), and (e) deaspiration (the third stage of Grinum's Law). Other types of consonant mutation that are frequently encountered in languages - both diachronically and synchronically - are gemination, degemination, and (pre)nasalization. The latter phenomena will be discussed in later sections.

Many consonant alternations are characterized by the fact that a phonological opposition is neutralized in a certain prosodic environment. In a variety of unrelated languages, e.g. Catalan, Czech, Dutch, German, Ojibwa, Polish, Russian, Turkish, and Wolof, we find that the opposition between voiced and voiceless obstruents is neutralized in one particular environment only, viz. at the end of a prosodic domain (usually the syllable; see Brockhaus 1995 and chapter 69: final devoicing and final laryngeal neutralization). In other languages, place of articulation contrasts are neutralized at the end of a prosodic domain - ustally the syllable coda-and this phenomenon is known as "debuccalization" (Chapter bo: mercers and neutralization). In some generative frameworks, alternations at the end of a prosodic domain are described as processes where consonants "lose" their underlying marked specification for laryngeal features or place of
articulation features. ${ }^{2}$ Conversely, in other positions of the word, consonants may become reinforced phonetically, e.g. by initial aspiration (which is seen as a form of enhanceınent, for instance, by Keyser and Stevens 2006: 42ff.). Consonant alternations that involve neutralization of an opposition in a particular prosodic context (e.g. the contrast between voiced and voiceless obstruents in Dutch and German is neutralized at the end of a prosodic domain), or that involve adding a feature to enhance an opposition in a particular prosodic domain (e.g. the contrast between voiced and voiceless stops is enhanced by adding aspiration for the voiceless plosives at the left word edge in English) do not fall under the category of "consonant mutations" as understood here.

In the examples in (1), stem-final consoncints optionally change their laryngeal properties to become more similar to the neighboring consonants within a phonological phrase (e.g. Berendsen 1983 for Dutch) and in (2) the consonant /n/ changes its place of articulation to the same place of articulation as the following obstruent (Chapter 81: local assimilation).
(1) Regressive laryngeal assimilation ir obstruents
a. Dutch

$$
\begin{array}{llll} 
& \begin{array}{lll}
\text { zeep }+ \text { doos } & \rightarrow & \text { zee[bd]oos } \\
k n s+\text { bock } & \rightarrow & \text { soap + box }
\end{array} & \text { 'soap-box' } \\
\text { zack } & \text { cash + book } & \text { 'cash-book' }
\end{array}
$$

(2) Regressive place assimilation of n-( (marker of noun classes 9 and J0) in Kisukuma (data from Batibo 2000: 169)

$$
\begin{array}{llll}
n+\text { buli } & \rightarrow & \text { mbuli } & \text { 'goat' } \\
n+\text { dama } & \rightarrow & \text { ndama } & \text { 'calf' } \\
n+\text { guzu } & \rightarrow & \text { nguzu } & \text { 'strength, energy' }
\end{array}
$$

Cases where consonants change a laryngeal or place feature under the influence of an adjacent consonant within a certain prosodic domain are most commonly referred to as "assimilations" rather than "mutations," and these processes are relatively easy to describe in theoretical frameworks, e.g. in autosegmental theory as spread ing of laryngeal or place features or in Optimality Theory (OT) as phenomena that are the result of ranking Agree[feature] and *[afeature] constraints higher than the corresponding Ioenrr[feature] constraint (e.g. Lombardi 1996). The reason for assimilation is not to increase or decrease the degree of sonority of a segment, but rather to become "more sitnilar" with respect to laryngeal or place properties to an inmediately adjacent obstruent (in the Dutch or Hungarian examples) or a stop (in Kisukuma).

[^110]The set of data below illustrates a process whereby the oral stricture of initial consonants of nouns increases, i.e. voiceless fricatives or voiced continuants are realized as oral stops (3a), /l/ (3b), or nasal stops (3c) after nasal segments. ${ }^{3}$

## (3) Consonant alternations after nasals in Soninke

| a. fare | 'donkey' | n pare | 'my donkey' |
| :--- | :--- | :--- | :--- |
| si | 'horse' | $n$ ni | 'my horse' |
|  | xore | 'charcoal' | n gore | 'my charcoal'

In the examples in (3), all continuant consonants are affected and the trigger of the change is always the same, i.e. a nasal element. Intuitively, we may formulate the consonant alternation as a process that increases a consonant's oral stricture after a nasal stop or nasalized vowel. Nevertheless, it is not easy to describe this process as one in which a single feature of the stem-initial consonant changes under the influence of a preceding nasal vowel or stop.' Furthernore, some nouns (especially names) "resist" change and do not participate in the consonant alternation process. Moreover, under some morphological conditions, the nasal trigger is absent, but the change takes place nonetheless, for instance in some imperative forms, e.g. /pagu/ 'fill up!' and /tti/ 'shave!' (cf. /si/ to shave'). According to Kendall and Bird (1982), the language is thus in a transitional stage in which the phonologically triggered process of consonant change has developed into a process that is no longer purely phonological; there are exceptions as well as overapplications, i.e. cases where the consonantal change takes place without an overt phonological trigger.

We next consider another type of consonant alternation where the phonological context determines the shape of a consonant: in Burmese, voiceless stops are voiced in intervocalic position (4a), (4b) or following a nasal (4c).
(4) Intersonorant stop gradation in Burmese (data from Campbell 1995: 98-102)
a. Owa + pa $\rightarrow$ Өwàba 'please go'
b. Ewa $+t 0+[u \rightarrow$ Ewàdjlu 'the man who is going'
c. kaur + kaur $\rightarrow$ kaungaun 'to be good'

[^111]In the Australian language Djapu, stops are only realized as such in lexical wrords after obstruents and nasal stops. Thus the dative suffix/-ku/ appears as such in [buuruti-ku] 'mosquito'; when preceded by a vowel or a liquid, however, the labial and velar stops become a labial-velar glide (e.g. [najmil-wu] 'Ngaymil clan') and the dental stop becomes a palatal glide (Morphy 1983).

Cases where consonants change in an intersonorant environment are most often referred to as "gradations" or "mutations." When glides become fricatives, when underlying continuants becomes non-cont inuant segments (as in Soninke), or when singleton stops are geminated, the mutation is often referred to as "consonant hardening" or "fortition." If the mutated consonant increases its degree of sonority, this type of mutation is often referred to as "consonant wreakening" or "lenition." The environment for gradation in Soninke can be characterized as "after a nasal"; gradation in Burmese is "in intervocalic position or between a nasal stop and a vowel," whereas the environment for gradation in Djapu is "in intervocalic position or between a liquid and a vowel." citapter 6k: lenition provides more examples of intervocalic voicing and spirantization.
The interesting problem that constonant mutations pose for phonological theory is that they change the degree of sonority of a segnent (CHAl'ter 49 : sonority) and that they are not easily accounted for by means of autosegmental processes such as spreading, inserting, or deleting a phonological feature or class of features within a natural phonological context (снAPTER 14: autosecments). Neither is it easy to account for them by means of wellformedness constraints that correctly predict surface forms in non-mutation contexts and the corresponding alternating forms in mutation contexts. Consider in this respect that a possible constraint that penalizes intersonorant voiceless stops could be *[+son][-son, -voice][+son] (i.e. no voiceless obstruent in between two sonorants). This constraint would be violated in a potential output [Owàpa]. If the markedness constraint in question is ranked higher than the faithfulness constraint IDENT[voice] - which, presumably would be the case in Burneese - the output [ध)waba] would win. Now consider the fact that the winning candidate in Burmese would be a form that is disallowed in Spanish (see e.g. Harris 1969). Whereas Spanish allows intervocalic voiceless stops suggesting that *[tson][-son, -voice][+son] is low-ranked - it does not have output forms with intervocalic voiced stops (resembling the winning candidates for Bur'mese). In an optimality-theoretical framework, we could again propose a constraint, e.g. *[tson][-son, - cont, +voice $[+$ son] (i.e. no voiced stop betwreen two sonorants), which would have to be ranked higher than a faithfulness constraint, e.g. Ident[-son, -cont] to generate the correct output for Spanish. Apart from the fact that there is an ad hoc flavor to the OT accounts suggested immediately above, a further complicating factor is the fact that some languages exhibit both consonant alternations in their grammars. In Northern Corsican, for example, voiceless stops become voiced where voiced stops spirantize. Moreover, we find exactly the same consonant alternations in contexts that cannot be described in a straightforward way as being "inter-sonorant." Rather, as will be shown in subsequent sections, the satme consonant alternations as described here appear in different morphological contexts or are lexicalized in various unrelated languages.

The cases presented so far all reflect synchronic processes. The interest in consonant mutations, however, first arose with respect to diachronic changes such
as the first consonant shift in West Germanic (also known as Grimm's Law) and early Celtic consonant mutations (Pedersen 1897; Thurneysen 1898). ${ }^{5}$

Grimm's Law is often formulated as follows: the Indo-European stops /p tk $\mathrm{k}^{\mathrm{w}} /$ spirantized and becante fricatives, the unaspirated stops /b dg gw/ became voiceless aspirated stops, and so-called "breathy voiced" stops $/ \mathrm{b}^{h} \mathrm{~d}^{h} \mathrm{~g}^{h} \mathrm{~g}^{w h} /$ were replaced by voiced unaspirated stops (charter 73: chain shifts). Iverson and Salmons's (1995) account of the first shift in Grimm's Law runs as follows. The voiceless aspirated stops became voiceless fricatives when aspiration was audible (i.e. only when the stop was released, so that stops followving /s/, geminates and stop-stop clusters did not undergo the shift). The unaspirated stops - in which voicing was optional - had a "stronger and longer" closure phase, which made them unlikely candidates for fricativization. Thus, the outcome of the first shift in Crinnis Law is a systemı in which we find fricatives (specified for [stiff vocal folds]), unaspirated stops (unspecified for laryngeal features), and voiced aspirated stops (specified for [slack vocal folds, spread glottis]). The second stage of Grimm's Law is the process whereby the contrast between stops unmarked for laryngeal features ( $/ \mathrm{bdg} g g^{w /}$ ) and stops marked as "slack with aspiration" (/b ${ }^{\text {b }} \mathrm{d}^{\mathrm{h}} \mathrm{g}^{\text {h }} \mathrm{g}^{1 \mathrm{wh}} /$ ) is increased by introducing [stiff vocal folds] (which is available already in the fricative series) for the unmarked stops. In the system where [stiff vocal folds] stops contrast with [slack vocal folds] ones, there is no need to maintain the aspiration contrast and hence the feature [spread glottis] for breathy voiced stops gradually loses its place in the stop system. The three subsequent mutations may thus be characterized as follow's: (a) fricativization of voiceless stops (/p $\mathrm{kkw} / \rightarrow / \mathrm{f} \theta \times \mathrm{x}^{\mathrm{w}} /$ ), (b) fortition or devoicing of lax stops ( $/ \mathrm{bd} \mathrm{g} \mathrm{g}^{\mathrm{w}} / \rightarrow / \mathrm{p} \mathrm{k} \mathrm{k} / \mathrm{k}^{\mathrm{w}} /$ ), and (c) deaspiration of aspirated lax stops $\left(/ b^{h} \mathrm{~d}^{h} g^{h} g^{w h} / \rightarrow / b \mathrm{~d} g g^{w} /\right)$.

This section has introduced five consonant alternations that affect the degree of sonority and that fall under the rubric of "mutations": stopping, obstruent voicing, spirantization or fricativization, devoicing, and deaspiration. Other mutations that are frequently encoluntered in languages - both diachronically and synchronically - are gemination, degemination, and (pre)nasalization. In the following sections we will discuss informative examples of synchronic consonant mutations. We start with Southern Paiute, a language that exhibits spirantization, gemination, and nasalization.

## 3 Southern Paiute consonant mutations

Sapir (1930) describes the Shoshonean dialect Kaibab Paiute, as it was spoken in southwestern Utah and northwestern Arizona during the 1910s. In this dialect, consonants can appear in one form when in suffix-initial position after a consonant or in word-initial position, and in various alternating forms when - by the process of derivation or compounding - they are immediately preceded by a vowel. The particular process that a suffix undergoes is dependent on the lexical item it is attached to and is not phonologically predictable in any obvious way.

[^112](5) Southern Paiute consonant mutations (Sapir 1930: 62) ${ }^{6}$

| underlying | $\begin{gathered} \text { spirantized } \\ \beta \end{gathered}$ | geminated <br> p: | nasalized mp |
| :---: | :---: | :---: | :---: |
| , | I | t | $n \mathrm{t}$ |
| k | $\gamma$ | k: | nk |
| $k^{\prime \prime}$ | $8^{15}$ | $\mathrm{k}^{\prime \prime}$ : | nk $\mathrm{k}^{\text {c }}$ |
| ts/4 | ts/G5 | ts:/ts: | nts/nt |
| s/f |  | s:/f: |  |
| m | 9" | m : | m : |
| n |  | n: | ก: |

Under spirantization, oral stops change into voiced continuants, affricates do not change, and the labial nasal beconies a "back palatal" labialized nasal consonant (represented as /rivivivis bapir). Harms (1966) attempts to describe Paiute spirant:zation as a regular phonological rule ([+consonantal, -vocalic, -strident] $\rightarrow$ [+continuant, +voice] / [-consonantal, +vocalic, +voice] __), but such a rule only accounts for part of the alternation, and leaves the change from labial nasal to dorsal labialized nasal unexplained. Before we turn to another analysis of Southern Paiute consonant mutations, we first introduce some examples.

To illustrate the effect of mutation, Sapir $(1930: 63,67)$ mentions the verbalizing suffix /-ka/ and the agentive suffix /-pi/, with their respective mutated initial consonants following adjectival (6a)-(6c) and nominal stems (6d)-(6e):
(6) Consonant mutations affecting norpheme-initial $/ \mathrm{k} /$ and $/ \mathrm{p} /$ in Southern Paiute
a. anka + -ka $\rightarrow$ aukaya 'to be red' spirantization
b. kutfa $+-k a \rightarrow$ kutfak:a 'to be gray' germination
c. pai $+-k a \rightarrow$ paingka 'to be smooth' prenasalization
d. nu + -pi $\rightarrow$ novi 'carrier' spirantization
e. tana $+-\mathrm{pi}^{i} \rightarrow$ tarjampi 'kicker' prennsalization

Note that the stem /aıjka/ 'red' triggers spirantization in a following suffix (6a), but is followed by a geminated consonant in compounds (7):
(7) Consonant mutations affecting stem-initial $/ \mathrm{k} /$ and $/ \mathrm{p} /$ in Southern Paitte compounds

$$
\begin{array}{llll}
\text { anka }+ \text { kani } & \rightarrow \text { ankak:ani red + house 'red house' } \\
\text { anka }+ \text { pajł } & \rightarrow \text { aıkap:aji } & \text { red + fish } & \text { 'trout' }
\end{array}
$$

As a possible explanation for the difference in the choice of consonant mutation between derivation and compounding in some nouns, Sapit (1930: 70) suggests that "the tendency to use geminated consonants in composition is probably due to the greater phonetic similarity thus brought about between a simplex and its compound."

[^113]McLaughlin (1984: 70-71) notes that prefixes are followed by one fixed mutation, i.e. all prefixes affect the initial consonant of a following stem, and Southern Paiute distinguishes "spirantizing," "geminating," and "nasalizing" prefixes. In compounds, noun stems may trigger one of three mutations, but in most cases nouns in compounds trigger gemination only. In verbal compounds, the verb of the second member has its initial consonant geminated in the majority of cases. To MrcLaughlin, these facts suggest that prefixes show the strongest reflection of an earlier stage in the language, viz. one in which a prefix-final phoneme triggered a change in the following consonant. The phoneme in question is lost, but the mutation that it triggered is still in effect. Nouns also showv this effect, but are in a transient stage; nominal stems are cautiously on their way to induce one particular mutation only, i.e. gemination. Verbs have developed even further and generally geminate a following consenant.

To account for Southern Paiute consonant mutations, McLaughlin (1984) proposes that all prefixes, most nour stems, some adjectival stems, and a few verb stems end either in (a) a vowel, (b) an unspecified stop $C$, or (c) an unspecified nasal N.? The last two are reflexes of final stops and nasals that used to be present in earlier stages of the language. If a stem is preceded by a prefix or another stem ending in a vowel, its first consonant will undergo a rule of spirantization. A suffix or stem following an unspecified stop or nasal, however, will undergo a place assimilation rule (e.g. /tana $\mathrm{N}+\mathrm{pi} / \rightarrow[$ tanampi] $)$. Finally, stems follow ing an unspecified stop will also be subject to a lengthening rule, so that the result will be a geminate consonant. Another rule may subsequently degeminate the stop in question when it follows an unstressed vowel.

McLaughlin's analysis of spirantization thus involves a regular spirantization rule, which turns stops into voiced spirants in inter-sonorant position. The analysis of gemination and nasalization, on the other hand, depends on "ghost" elements, i.e. a final stop or nasal that never surfaces, but has a geminating or nasalizing effect if another consonant follows in the nexi morphente (i.e. a suffix in the case of derivation and a stem in the case of compounding). These processes are thus lexical in the sense that in the lexicon, the morphemes in question (prefixes, most noun sterns, and some adjectival stems) end either in a vowel or in an unspecified stop or nasal. The inutation triggered by verb stems is becoming noore and more morphologized; i.e morphological leveling is producing ever larger numbers of geminating verb stems.

Since oral stops become continuants under spirantization, we would perhaps expect the labial nasal stop to turn into a labial approx:mant [ w ] (chapter 2 : the rel'resentation of fricatives), as is the case in Celtic (see chapter 117: celtic mutations). The question arises why this is not the case. With respect to the quirky character of spirantized. /m/ McCarthy and Prince (1995: 349ff.) make the following suggestion. They first observe that the segments [ $w$ ] and [ $\mathrm{n}^{\mathrm{\prime k}}$ ] are in complementary distribution: the former is found word initially and the latter occurs post-vocalically. ${ }^{8}$ This distribution follows from the following

[^114]ranking of constraints: *VwV >> ${ }^{*} \mathrm{n}^{\prime \prime} \gg{ }^{*}$ *w. Even though this ranking accounts for the fact that we are more likely to find [ y$)^{\text {"in }}$ ] rather than [w] in intervocalic position, it is not immediately clear why /ın/ alternates with [ $r,{ }^{\text {T}}$ ] ] in the first place, i.e. why /m/ surfaces as a nasal with a "back palatal" place of articulation in a spirantization context. If spirantization means that oral or nasal stops are realized as continuants, and if there is an operation or constraint ( ${ }^{*} \mathrm{~V}_{w} \mathrm{~V}$ ) that prevents the nasal / m/from being realized as the corresponding continuant [w], it is still not evident that / m/ undergoes a transformation whereby it turns into a labialized dorsal nasal stop. I will leave this issue for further research.

## 4 Fula consonant mutation

Fula (also known as Fulani, Fulbe, Fulfulde, Pular, Pulaar, and Peul) is spoken in West Africa; the majority of the speakers live in Nigeria (Campbell 1995: 178). In all dialects of Fula, initial consonants of verbal radicals and nominal, numeral and verbo-nominal stems can have different forms. In contrast to Southern Paiute - where stem-initial consonants change their form depending on the mutating requirements of the preceding prefix or stem - one cannot argue that in Fula a segment has a different surface form depending on a preceding vowel or a morpheme specified for a mutating feature. Arnott (1970) shows that in the Gombe dialect of Fula, stem-initial consonants surface as homorganic stops, continuants or prenasals, depending on the adjective or noun class.
(8) Fula consonant mutations (based on Arnott 1970: 42-43) ${ }^{9}$

| stop | spirant | prenasal |
| :---: | :---: | :---: |
| P | f | P |
| b | w | mb |
| d | r | nd |
| $\mathrm{f}^{10}$ | s | f |
| J | j | nj |
| k | h | k |
| g | $\mathrm{j} / \mathrm{w}^{11}$ | 10 g |

According to Arnott (1970), adjectives and nouns are marked as belonging to one of 25 possible classes. Class membership is indicated by a suffix ${ }^{72}$ and a particular manner of articulation of the initial consonant of the stem: 11 classes are marked by a stem-initial voiceless or voiced stop, six classes are ınarked by

[^115]an initial spirant and eight are marked by an initial voiceless oral stop or a prenasalized stop. The marker of noun class 1 (singular nouns referring to persons), for instance, is a suffix ending in the vowel /o/ and a stem-initial stop. The inarker of noun class 2 (plural nouns referring to persons) is a spirant-initial stem consonant and the suffix $/-6 e /$. The marker of class 7 is a suffix ending in the vowel /a/ and a stem-initial oral voiceless stop or prenasalized stop for consonants that alternate with a voiced stop in class 1 :
(9) Stem-initial consonant alternations in Fula nouns (data from Arnott 1970: 98-99)

| class 1 | class 2 | class 7 |  |
| :---: | :---: | :---: | :---: |
| pull-o | ful-be | pul-r | 'Fıula' |
| beer-o | weer-be | mbeer-a | 'host' |
| dim-0 | rim-6e | ndim-a | 'free man' |
| sook-o | seok-6e | fook-a | 'poor ınan' |
| juul-do | juul-fe | njuul-r.ga | 'Moslim' |
| kor-do | luar-be | kor-ga | 'female slave' |
| gim-a'o | jim-6e | 1.g.im-r)ga | 'person |

In an autosegmental fraınework that assumes radical underspecification (Cilapter 7: feature specification and underspecification), Wiswall (1989) proposes that Fula voiceless continuants are underlyingly specified for [-voice], but not for manner of articulation. The voiceless stops are specified for [-voice] as well, and all underlying oral stops have a specification for [-continuant]. Underlying non-alternating nasal stops have a specification for [+sonorant] and [+nasal]. Wiswall furthermore suggests that noun class markers in Fula have floating features that associate to the initial consonant of the stem (Chapter 82: featural arrixes); the stop classes have a floating [-continuant] feature (which is problematical for the sound $/ \int /$ ), the prenasal classes have a floating [+nasal] feature (which presumably cannot dock onto sounds underlyingly specified as being [-voice]), but the spirant classes do not have a floaring feature. After association of the floating features, redundancy rules (e.g. [-continuant] $\rightarrow$ [-sonorant]), and default rules ( $\varnothing \rightarrow$ [+continuant]) fill in the unspecified feature values. Grijzenhout (1991) points out some problems relating to the rule ordering (Charter 74: rule ordering) that Wiswall has to assume, especially related to the account of prenasals, which would involve a late counterintuitive redundancy rule [+rasal] $\rightarrow$ [-sonorant].

For an alternative account of the data involving the theory of "charm and government," the reader is referred to work by Paradis (e.g. Paradis 1987a, 1987b, 1992), Elzinga (1996) provides an OT account of Fula consonant mutation, which makes use of alignment and parsing constraints on the nutating features [continuant] and [nasal]. He furthermore enploys morphente constraints, i.e. constraints that indicate the type of stem ("invariable," "partially variable," or "fully variable"). The morpheme constraints are placed in between the feature alignment and parsing constraints, so that invariable stems and suffixes are ranked higher in the hierarchy than the mutation constraints, partially variable stems and suffiixes are ranked below some mutation constraints and above others, and fully variable stems and suffixes are ranked lower than the mutation constraints.

We now turn to cases of scalar mutations, i.e. mutations that cause a change from one underlying consonant to another consonant, which also mutates into a different one.

## 5 Balto-Finnic and Sami consonant gradation

Most languages belonging to the Balto-Finnic group (i.e. Finnish, Estonian, Votic, Ingrian, and Karelicnn; excluding Livonian and Veps), as well as northern and eastern dialects of the closely related Sami group, exhibit ansonant gradations. It is striking that a similar phenomenon, by which long stops were shortened and short stops were turned into spirants, occurred in the history of Iwaidjan languages in Australia (e.g. Evans 1998). The phonological condition that generated consonant gradation in languages belonging to the Balto-Finnic group was originally the following: after a vowel or sonorant consonant in a stressed syllable, stops in the so-called "strong grade" that appeared in the onset of a syllable that was closed by certain inflectional or derivational endings were mutated such that they appeared in the corresponding "weak grade." Under this condition, underlying long (or "gemlnate") stops were reduced to short (or "singleton") stops and underlying short stops were replaced by voiced and fricated consonantal variants. Thus, in the Balto-Finnic languages, long /p:/ alternated with short /p/ while short / $\mathrm{p} /$ alternated with /b/ or /v/, and long /t:/ alternated with short /t/ while short /t/ alternated with /d/ or / / /. Similarly, in the history of Iwaidjan languages, long intervocalic stops were shortened and short intervocalic stops became approximants or liquids (e.g. /p:/ $\rightarrow / \mathrm{p} / \rightarrow / \mathrm{w} /$ and /c:/ $\rightarrow / \mathrm{c} / \rightarrow / \mathrm{j} /$ ).

Different varieties of Sami and Estonian now have a three-way opposition between the strongest grade or quantity, the strong grade, and the weak grade, but the phonemes involved in the alternations are somewhat different for each language or language variety. We most often find that in contexts where gradation applies in these languages, (a) "overlong stops" (usucolly written as <pp it kk>, corresponding to the sounds /p:: t:: k::/) are realized as "long stops," (b) "long stops" (orthographic $\langle p t k\rangle$, corresponding to the geminates /p: $\mathrm{t}: \mathrm{k}: /$ ) are realized as "short" consonants, and (c) underlyingly "short stops" (i.e. those with the shortest closure duration, usually written as <b dg>, corresponding to unaspirated /p, t, k/) spirantize.

Consonant gradation is more or less regular in most dialects of Sami. In many Saıni dialects, consonant gradation was extended to consonants that had not been subject to gradation in earlier stages of the language and now also affects sonorant consonants; see (10d). Gradation applies when an affix closes an unstressed syllable. Moreover, gradation still occurs in genitive forms - see ( 10 c ) and (10d) - even though the original inflectional ending [- $n$ ] has been lost in some variations of Sami, so that the final syllable is no longer closed:
(10) Sami consonant gradation (Gordon 1998; Campbell 2004: 322) ${ }^{13}$

|  |  |  |  | non-gradated |
| :--- | :--- | :---: | :---: | :---: |
| a. bapppa | 'priest (nom SG)' |  |  |  |
| b. loppe | 'permission (NOM SG)' |  |  |  |
| c. jokkâ | 'river (NOM SG)' |  |  |  |
| d. guolle | 'fish (NOM SG)' |  |  |  |

gradated
bappast (Elat SC)
lobest (elat sG)
jogâ (GEN SG)
guole (GEN SG)

[^116]Interestingly, in some Sami languages, the original gradation process now also works in reverse; single consonants are geminated in open syllables:
(11) Sami "reversed" consonant gradation; i.e. ganination (cf. Uralic languages 2010)

| geminated |  | gradated |
| :---: | :---: | :---: |
| tuotte *guote | 'hundred (nom sc)' | tuode 'hundred (GEN SG) |
| borra | 'eats' | borâın 'I eat' |

Thus, by "reversed gradation," the contrast between two related forms is enhanced: instead of a short stop-fricative contrast, we now have a geminate-fricative contrast in (11a).

The examples below illustrate the phenomenon of consonant gradation for Modern Finnish (e.g. Karttunen 1970; Skousen 1972; Keyser and Kiparsky 1984; Vainikka 1988); geminate stops degerninate (12a) in the same environment in which the singleton stops lessen their degree of stricture and become continuants (12b), ${ }^{1 / 4}$ assimilate to a preceding sonorant consonant with the same place features as the stop in question (12c), or are not realized (12d).:15
(12) Finnish consonant gradation in closed syllables
underlying form gradation
(nominative) (genitive)
a. lappur lapran 'piece of paper'
matto maton 'ruy'
kukkn kukan 'flower'
b. tater traian 'custom'
mato madon 'worm'
c. rampa ramman 'lame'
lintu linnun 'bird'
d. poikn pojon 'boy'
selkä selän 'back'

As is the case in some variations of Sami - see (10c), (10d), and (11a) above - the original genitive ending /-17./ has been lost in Estonian, but gradation still occurs in genitive forms:
(13) Estonian consonant gradation in genitive nouns (Harms 1962)

| nominative genitive |  |  |
| :--- | :--- | :--- |
| a. leib | leiva | 'bread' |
| b. madu | mao | 'snake' |
| c. lind | linnu | 'bird' |
| d. selg | selja | 'back' |

[^117]We again witness how a phonologically triggered mutation gradually changes into a morphologically triggered mutation. The original consonantal morphological ending caused the syllable in question to become closed and thus provided the phonological envirorunent for gradation to take place. When the consonantal ending disappeared in the course of history, gradation still took place. In presentday Estonian, consonant gradation is thus triggered by morphology rather than phonology.

The type of consonant gradation presented in this section is not unique to Balto-Firınic languages and varieties of Sami. Similar processes are found in some langucnges belonging to the Samoyedic branch of the Uralic language family (in particular Nganasan and Selkup; see charter 39: stress: phonotactic and rhonetic evidence for examples and an OT account of consonant gradation in Nganasan).

## 6 Mutation and phonological representations

Our first examples of consonant mutation - i.e. stopping after nasal vowels and consonants in Soninke, inter-sonorant voicing in Burnese, and inter-sonorant spirantization in Dja pu - have been accounted for in phonological literature as cases where one feature of a preceding segment (e.g. [-continuant] in the case of nasal stops, [+voice] in the case of vowels and sonorant consonants, and [+continuant] in the case of vowels) spreads to the target consonant. ${ }^{16}$ The first drawback of such an analysis is the obvious fact that spreading of [ $\pm$ continuant] is hardly attested in obstruents (Citapter 13: the stricture features); cases where an oral stop induces a change in a preceding or foll owing fricative (e.g. hypothet ical /t $t$ fure/ $\rightarrow$ [tpare]) are hardly - if ever - attested. Moreover, even though we find relatively many cases where vowels cause spirantization of stops, fricatives never cause spirantization of adjacent stops (see Wetzels 1991), and this makes the suggestion that intervocalic spirantization is analyzed best as a case of spreading the feature [+continuant] problematic (cilapter 28: tile representation of fricatives).

Furthermore, a spreading analysis is problemat icfor cases where there is no phonological segment that triggers the mutation. In those cases, e.g. Southern Paiute gemination, McLaughlin (1984) and others have suggested underlying underspecified segments that usually do not surface and only affect a followring segment in mutation contexts, resulting in, for instance, a geminated consonant. Others, e.g. Wiswall (1989), propose "floating" features such as [+nasal] to account for initial prenasialization in, for instance, Fula (chapter 82: featural affixes). Mutation, then, is viewed as the change of one sound into another sound due to feature insertion; it is unpredictable which feature will cause a change under which circumstances in which language. The problem with this particular approach is the existence of the "scalar" mutations witnessed in Northern Corsican, Finnish, or Sami, for instance, which cannot be accounted for by means of insertion of a

[^118]single "floating" feature. Scalar mutations are changes in underlying consonants that result in more sonorant segments (e.g. voiceless stop $\rightarrow$ voiced stop $\rightarrow$ voiced continuant), or in segments with a higher degree of oral aperture (e.g. geminate stop $\rightarrow$ singleton stop $\rightarrow$ continuant consonant, with perhaps eventual segmental loss); feature-based analyses seem to be unable to capture this aspect.

Van der Hulst and Ewen (1991) suggest that the scalar nature of consonant mutation is most adequately accounted for by a framework in which sonority (Chapter 49: sonority) is expressed by $C$ and $V$ nodes that can either function as governing or governed nodes. In their systent, the interpretation of a governing "C" is "some degree of oral closure that characterizes an obstruent" ([-sonorant]) and the interpretation of a governing " $V$ " is "sonorant." The tivo elements " C " and " $V$ " can also be adjoined to a governing element; an adjoined " C " is interpreted as "oral closure for sonorants" (in the case of nasal stops and laterals), and an adjoined "V" is interpreted as "periodic sound source" or "vocal cord vibration" (as expressed in feature-based frameworks by the feature [ + voice]). An element " $V$ " that is governed by an element " $C$ " is interpreted as "continuous airflow" ([+continuant]):
(14) C and V components in phonological representations (van der Hulst and Ewen 1991)


Van der Hulst and Ewen (1991) further view the consonant mutations referred to as "inter-sonorant lenitions" as the result of imposing the element "V" from neighboring sonorant segments onto the consonant in question. Thus, in intersonorant positions, " $V$ " can be added to the structure of a consonant either by adjunction - to give a voiced obstruent (/p/ $\rightarrow$ [b] and /f/ $\rightarrow$ [v]) - or by subjunction, to give a continuant $(/ \mathrm{p} / \rightarrow[\mathrm{f}]$ and $/ \mathrm{b} / \rightarrow[\mathrm{v}]$ ). With in this theory, we might thus account for Northern Corsican consonant mutation as a process by which the element " $V$ " is (a) adjoined to " $C$ " segments that do not have an adjoined node and (b) subjoined to segments that involve " C " and an already adjoined " $V$ " (thus, $/ \mathrm{p} / \rightarrow[\mathrm{b}]$, while $/ \mathrm{b} / \rightarrow[\beta]$ ).

Under this approach, another scalar mutation may involve a process by which the element " $V$ " is adjoined to " C " seginents that do not have an adjoined node and by which the element "V" is turned into the head element, so that the element " C " becomes the adjunct (thus, /p/ $\rightarrow$ [b], while /b/ $\rightarrow$ [m], as in e.g. Modern lrish initial nasalization).

The advantage of the approach suggested by van der Hulst and Even (1991) is clearly the fact that consonant mutations generally known as "lenitions" can be described as a more or less unified process involving an increase in the dominance of the elentent "V" (i.e. sonority). An account of stopping after nasals as observed in Soninke is less straightforward in this framework. Also, it is not immediately clear how the different mutations that do not have an overt phonetic trigger - such as the ones found in Southern Paiute or Fula - can be explained, and it is even less obvious how graded mutations in the Balto-Firnic and Saıni languages would fit in this picture.

Another proposal for the representation sonority - especially soncority related to the degree of oral stricture - is formulated by Steriade (1993, 1994). Ster a ade defines slots to which laryngeal, place, and other features attach in terms of degrees of oral aperture. Released stops and affricates are viewed as sequences of a phase with coin plete oral closure (zero aperture, i.e. $\mathrm{A}_{0}$ ) followed by a release phase ( $A_{\text {ris }}$ or $A_{\text {mixi }}$ alstis) referred to as $A_{\text {rel }}$ below).
(15) The phonological representation of consonantal segments in Aperture Theory (Steriade 1993, 1994)


Grijzenhout $(1995,1996)$ uses this framewrork to describe lenition as a form of loosening oral stricture and fortition as a procedure that increases oral stricture. The process by which a fricative is realized as a stop in Soninke can thus be described as ore by which $\boldsymbol{A}_{0}$ is inserted; the process by which a stop is realized as a fricative, e.g. in Spanish, involves deleting the $A_{11}$ slot from the representation:

[^119]b. Spirantization (reduce stricture) as deletion of $\mathrm{A}_{\mathrm{u}}$ $A_{0} A_{\text {tell }} \rightarrow A_{\text {rel }}(\mathrm{e} . \mathrm{g} . / \mathrm{b} / \rightarrow[\mathrm{B}]$ in Spanish)

Assuming that the articulation of long stops or geminates involves a long closure phase, long stops can be represented as elements with two $A_{11}$ nodes (17) (chal'ter 37: ceminates). Southern Paiute gemination thus involves the same procedure as indicated above for Soninke stopping, i.e. insertion of $A_{11}$. Under consonant gradation, constriction loosens, which can be described as the loss of an $\mathrm{A}_{0}$ slot (17b):
(17) a. Gemination (i.hcrease stricture) as insertion of $\mathrm{A}_{0}$
short stop long slop
$\mathrm{A}_{0} \mathrm{~A}_{\text {rel }} \quad \rightarrow \quad \mathrm{A}_{01} \mathrm{~A}_{01} \mathrm{~A}_{\mathrm{rel}}$
$/ \mathrm{p} / \rightarrow$ [p:] Southern Paiute
b. Consonant gradation (reduce stricture) as detetion of $\mathrm{A}_{11}$
long stop short stop approximant
$\mathrm{A}_{0} \mathrm{~A}_{0} \mathrm{~A}_{\text {mix }} \rightarrow \mathrm{A}_{0} \mathrm{~A}_{\text {tnax }} \rightarrow \mathrm{A}_{\text {trix }}$
$/ \mathrm{p}: / \rightarrow \mathrm{p}] \quad$ Finnish
/p/ $\rightarrow[w]$
Other cases where single released stops are realized as fricatives also often involve a preceding vowel. Examples are Tigrinya and Biblical Hebrewr postvocalic spirantization; stops become more sonorant in the context of vowels, and the phonetic effect is that they are realized as fricatives. In Biblical Hebrew, post-vocalic singleton $/ \mathrm{p} /$ is realized as $[\mathrm{f}], / \mathrm{k} /$ is realized as $[\mathrm{x}], / \mathrm{t} /$ as $[\theta], / \mathrm{b} /$ as $[\mathrm{v}], / \mathrm{g} / \mathrm{as}[\mathrm{\gamma}]$, and /d/ as [ $\delta$ ] (Sampson 1973; Kenstowicz. 1994: 53, 411, 417): ${ }^{17}$
(18) Bihhical Hebrew post-vocalic spirantization of single short stops

| /pargal/ | [pa:xaf] | 'meet (PERF)' |
| :---: | :---: | :---: |
| /ji-pgos// | [jifgo: $]$ | 'meet (imperf)' |
| /ka:tab/ | [ka:0av] | 'write (perf)' |
| /ji-ktob/ | [jixtov] | 'write (1mPERF)' |
| /ga:dal/ | [ga:ðal] | 'become great (1'ERE) |

Note that in the same context, geminate stops are not affected, i.e. post-vocalic geminate stops do not alter:
(19) Biblical Hebreav post-vocalic geminate stops

$$
\begin{array}{llll}
\text { /sappir / } & \text { [sap:ir] } & \text { *[safpir] } & \text { 'Sapphire' } \\
\text { /gibbo:r/ } & \text { [gib:o:r] } & \text { *[givbo:r] } & \text { 'hero' } \\
\text { /gidde:l/ } & \text { [gid:e:l] } & \text { *[giðde:l] } & \text { 'magnify (rerf)' }
\end{array}
$$

[^120]In Aperture Theory, we can capture the fact that vorvels cause a change in oral stops and, at the same time, explain that a fricative does not cause a change in an oral or nasal stop (*/aspa/ $\rightarrow$ [asfa]; see Wetzels 1991). The change from released stop to fricative in the context of a preceding vowel involves decrease of constriction, which is expressed by deletion of an aperture node, as in (16b) and (20). After deletion of the aperture node for complete obstruction in the oral tract (i.e. $A_{0}$ ), the place feature is associated to the $A_{\text {rel }}$ node and the result is a single fricative.
(20) Post-vocalic spirantization as reduction of complete constriction in single stops (represented as deletion of an aperture node)
a.

/p/
b. $\left.\right|_{\text {[labial] }} ^{\mathrm{A}_{t e]}}$
/f/

Ceminate stops do not undergo this process in Biblical Hebrew, due to the "uniformity condition" (Hayes 1986), which says that if a certain environment incurs a change in a feature or node of a particular segment - in this case a vowel that incurs ontission of an aperture node of a following siop - every dominating slot linked to that feature (or node) must satisfy that environment. The second A0 slot dominating the place feature is not adjacent to a vowel, and deletion of the aperture node in (21) is therefore blocked.
(21) Geminate stop: Two aperture slots for closure sharing one place fenture
$\bigvee_{\text {[labial] }}^{/ p: /}$

Note that the "unifornity condition" does not apply in the case of consonant gradation in Balto-Finnic languages and Sami, because the process of gradation is not triggered by a preceding vowel. In the languages discussed in \$5, no vowel incurs gradation (or omission of an aperture node). Rather, the morphology determines whether or not gradation takes place, so that our account of this process is as shown in (17b) above.

Another case where Aperture Theory offers a more straightforward explanation than feature-based theories is Yukatec Maya degemination. In Yukatec Maya, a sequence of two homorgan'icstops is illicit. When two stops become adjacent due to a morphological process, the first one is realized as the placeless sound $/ h /$ and the other retains its place of articulation $\left(/ k+k / \rightarrow[h k]_{;} / t+t^{j} / \rightarrow\right.$ [h $\left.t^{\mathrm{t}}\right]$ ). In cases where an affricate is inmediately followed by an oral stop, it is realized as the corresponding fricative $\left(/ t^{s}+t / \rightarrow[s t] ; / t^{\prime}+t / \rightarrow[\mathrm{f}]\right)$; see McCarthy 1988; Lombardi 1990; Padgett 1991: 358-362. Under the assumption that this process involves delinking of the feature [-continuant], it is curious that oral stops do not retain their place of articulation when they are realized as a
continuant, whereas affricates do. Under the proposal advocated here, this comes as no surprise. If a language disallows two adjacent stops, one of the aperture nodes for complete closure is deleted and in Yukatec Maya it is deleted together with the elements it dominates; i.e. when in oral stops the node for complete obstruction in the oral cavity (i.e. $A_{11}$ ) together with the node for the location of obstruction (i.e. the place feature) is deleted, an "empty" consonantal position remains that is phonetically realized as placeless /h/ (22a); conversely, when in affricates the $A_{0}$ node is deleted, a $A_{\text {rel }}$-Place association (which characterizes fricatives) rentains (22b):
(22) Delinking of one aperture node triggered by the OCP in Yukatec NInyn



In Aperture Theory, mutations that involve voicing or nasalization may be described as processes whereby the features [voice], [nasal], and/or Sonorant Voicing are attached to one of the aperture slots (Grijzenhout 1995, 1996). The framework of Aperture Theory encounters problems in accounting for the type of gradation that is attested in Northern Corsican, where voiceless stops alternate with voiced ones in the same context in which voiced stops alternate with continuants. Voiced stops have a shorter closure duration than voiceless ones, and the intuition behind lenition processes is thus that they reduce closure phases of stops (by degemination, voicing, reduction to incomplete closure, or even reduction to segnent loss).

## 7 Summary and conclusion

This chapter discussed some cases of consonant mutation. By consonant mutation we understand here a change in a consonant that is not the result of neutralization (e.g. syllable-final obstruent devoicing) or assimilation (e.g. nasal place assimilation). Rather, consonant mutation is viewed as a process that increases or decreases the degree of sonority and/or the length and degree of oral
stricture of a segment when there is: (i) a purely phonological context in which the mutation always takes place irrespective of speech style, e.g. inter-sonorant voicing in Burmese; intersonorant spirantization in Djapu and Spanish; or (ii) a "mixed" morphophonological envirorment, e.g. stopping in Soninke, where the mutation is sometimes brought on by a preceding nasal consonant or vowel, but may also have a morphological function, and consonant gradation in Estonian and Sami, where the consonant alternations sometimes take place in well-defined phonological contexts and sometines in a context where the mutation has a grammatical function; or (iii) a morphosyntactic environment that induces mutation, e.g. word-initial spirantization in Southern Paiute and stem-initial spirantization in Fula.

Even though, from a historical perspective, consonant mutations may originally have had a phonological trigger (usually a preceding vowel or nasal), the fact that they also occur independently of a phonological enviromment is the first indication that an account that relies on the plonological contexts may be lawed. Moreover, accounts that regard mutations as phonological processes that involve spreading of a feature from a vowel or nasal onto the mutating consonant encounter problens when explaining why vowels and nasals spread these segmental features rather than fricatives and oral stops.
$\S 6$ discussed one theory that elegantly acconnts for those mutations that involve increasing or decreasing sonority and one theory that provides an insightful account of mutations that involve increasing or decreasing oral stricture. Van der Hulst and Ewen (1991) propose to represent segments by means of $C$ and $V$ elements. In their view, senority-increasing mutations involve adding a V elentent either as a governing node, an adjunct, or a governed node; sonority-decreasing mutations would presumably involve adding a $C$ element or taking away a $V$ element. $\S 6$ showed that this framework not only works for mutations that alter one class of segments into another class of segments (e.g. when voiceless stops become voiced, when stops become fricatives, or when voiced oral stops become nasal stops), but also for scalar mutations that induce a change in different classes of segments (e.g. when underlying voiceless stops become voiced while underlying voiced stops are nasalized or when underlying voiceless stops become voiced stops in the same environment where voiced stops are spirantized). This theory is less successful, however, in explaining other types of consonant gradations, for instance those where geminates become singletons in the same context where singletons spirantize (Balto-Finnic and Sami consonant gradation).

Ster tade (1993, 1994) proposes using aperture nodes indicating the degree of oral stricture in phonological representations. This theory is useful in explaining processes where oral stricture increases (e.g. when continuants become stops or when the closure duration of short stops is extended) or decreases (e.g. when geminates degeminate where short stops spirantize). The downside of the theory is that it encounters difficulties in explaining scalar mutations of the type where underlying voiceless stops are voiced while underlying voiced stops are nasalized (e.g. Modern Irish initial nasalization), or when underlying voiceless stops are voiced in the same environment in which voiced stops are spitantized (e.g. Northern Corsican intervocalic consonant gradation).
§fin thus focused on two theories that are an improvement compared to featurebased accounts in the sense that they are able to explain scalar mutations that
take place without an overt phonological trigger. However, the mutations that the one theory elegantly accounts for pose a puzzle for the other theory and vice versa. The problem for phonological theory thus remains the fact that there is as yet no unified account for the different types of consonant mutations that we can describe in layman's terms as changes that increase or decrease the level of sonority (a) expressed by laryngeal and nasal configurations, or (b) expressed by changes in oral aperture. Even though the description of consonant mutation is thus relatively simple, a phonological account is not.
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## 87 Neighborhood Effects

Adam Buchwald

## 1 Introduction

The organization of lexical knowledge at the phonological level has long been tluought to incorporate some encoding of similarity neighborhoods: in the network structure of the lexicon, words that share phonological components are more closely connected to one another than words that are different. The notion of a "neighbor" as a similar word has provided tremendous insight into a variety of psycholinguistic phenomena related to spoken word recognition and spoken word production. The present chapter explores this notion of neighbor, focusing on the characterization of neighbors of a target word as the other words that are activated when that target is active. As we will see, this notion allows us to predict inhibitory or facilitatory effects depending on the task. These effects are well documented across tasks and participant populations. Following a brief description of the notion of the mental lexicon and competition in lexical access, we review research in spoken word recognition and production, and describe how the neighborhood construct (and similarity more generally) has been applied in phonologically based psycholinguistic research. We then examine how the notion of neighbor has been applied to domains such as language acquisition, language impairment, and other modalities of commonication, including written language processing and audiovisual speech perception.

### 1.1 Neighbors compete for lexical selection

The term "mental lexicon" is typically used to refer to a network of words representing an individual's lexical knowledge (Oldfield 1966; Forster 1978). Accounts of lexical knowledge posit multiple types of lexical organization, notably including meaning-based organization and form-based organization. The notion of similarity among lexical itenss varies at these levels; at the level of meaning-based organization, neighbors share semantic features (e.g. doy and cat are semantic neighbors, sharing several semantic properties, such as "four-legged," "domesticated," and "animal," among others). With respect to form-based organization, neighbors are defined words that share phonological and phonetic detail, such as cat [kæet] and cap [kæp] (e.g. Luce and Pisoni 1998; see also Greenberg and Jenkins 1964 and

Landauer and Streeter 1973). The phonological neighbors of a word (e.g. cat) are the other words that share phonological structure (e.g. cap, hat, kit) and becorne activated when the word is activated in spoken word recognition and in word production. In short, these are the other words thrit are competing for lexical access. As all psycholinguistic accounts of lexical processing posit separate levels of meaning-based and form-based processing, the neighbors of a word at each of these levels are the other words competing for lexical selection (Dell et al. 1997; Vitevitch and Luce 1998, 1999; Levelt et nl. 1999; Luce et al. 2000; Rapp and Goldrick 2000).

The first part of the chapter discusses how the fundamental description of neighbors as competitors in lexical selection processes affects spoken word recogrition and spoken word production. We begin with a discussion of some of the seminal results in word recognition that have helped to shape our understanding of neighborhood effects, and explore how neighborhood effects relate to other lexical and sub-lexical properties. This is followed by a review of the spoker word production literature, including both lexical-level processing and phonetic differences that arise due to neighborhood structure.

## 2 Neighborhood effects in spoken word recognition

While there are many differences among accounts of spoken word recognition, there is widespread agreement that when a word is heard, recognition involves a selection process in which the listener accesses a lexical item annong several competing alternatives (Morton 1969, 1979; Marslen-Wilsun and Welsh 1978; Elman and McClelland 1986; Norris 1994; Luce and Pisoni 1998; Luce et al. 2000; Norris et al. 2000; see J lusczyk and Luce 2002 for a review). Luce and Pisoni (1998) formalize the Neighborhood Activation Model (NAM), in which it follows from the nature of lexical comperition that ceteris puribus words with a lot of active neighbors (i.e. words in dense lexical neighburhoods) are harder to access than words with few active neighbors (i.e. in sparse lexical neighborhoods), as there is more competition during lexical selection (see also Luce et al. 2000 for a computational implementation of NAM). Because lexical selection is a competitive process, factors that strengthen a word's activation (e.g. high frequency) also help in recognizing that word. Therefore, high-frequency words from low-density neighburhouds are easier to access thar low-frequency words from high-density neighborhoods (see also chapter go: frequency effects).

Luce and Pisoni (1998) examined the performance of participants on a variety of word recognition tasks with "easy" stimuli (high-frequency words from lovvdensity neighborhoods) and "hard" stimuli (low-frequency words from high.density neighborhoods). The tasks they used included perceptual identification (written response to aural presentation), lexical decision, and word repetition. For each task, they reported that participants responded faster and/or more accurately to words from sparse phonological neighborhoods compared to words from dense phonological neighborhoods. The results indicated that the best predictor of performance was frequency-weighted neighborhood density, a measure indicating the frequency of a word compared to the total frequency of that word and its neighbors (also see Newnan et al. 1997). These results are consistent with the claim that an increase in the number of neighbors leads to inore competition in
tasks that involve spoken word recognition and that more competition makes recognition slower and less accurate.

To determine whether these neighborhood properties affect online word recognition errors, Vitevitch (2002b) analyzed a corpus of spoken word recognition errors ("slips of the ear") and determined that words occurring in dense phonological neighborhoods were more prone to recognition errors than $\mathrm{w}^{\prime}$ ords in sparse neighborhoods. Taken together, these results suggest that the density of a word's phonological neighborhood is directly related to the strength of competition in word recognition; words from high-density neighborhoods have stronger, more active competitors, and recognition of these words is slower and more likely to engender spoken word recognition errors than words with low density neighborhoods (cf. Vitevitch and Rodríguez 2005).

Other studies have shown variance in neighborhood effects that are based on the structure of a neighborhood, even when the number of neighbors remains constant. Vitevitch (2002a) reported that subjects were slower to perform shadowing and lexical decision tasks for words with high onset density (i.e. a large proportion of neighbors sharing the initial phoneme) compared to words with lower onset density. Vitevitch (2007) reported on an auditory lexical decision task, a repetition task, and an AX (sante-different) discrimination task using groups of words matched for neighborhood density but differing in neighborhood structure. In particular, Vitevitch used CVC words with different neighborhood sprend - that is, the number of segment positions in the word that can be changed to form a new word. For example, cat has a spread of 3 , as each segment can be changed to form a new word (e.g. hat, kit, can2), whereas mob has a spread of 2 (e.g. lob, mop, but there are no $[\mathrm{mVb}$ ] words where V is not [a]). Some stimulus words had neighbors that could be formed by substitutions of each segmental position, and others only had neighbors that could be formed from substituting one or two positions. Vitevitch (2007) found that participants were slower at responding to words with a spread of 3 than words with a spread of 2 , even when the overall neighborhood size and frequency were controlled. The findings from these studies indicate that both the size and the structure of a lexical neighborhood affect spoken word recognition.

Magnuson et al. (2007) reported on the results from an eye-tracking study that provides more insight into the time course of lexical competition based on neighborhood properties. Magnuson et al. asked participants to perforin an auditory word-picture matching recognition task. Participants heard instructions to click on a picture of an object which was in an array of four pictures. Rather than relying on accuracy or reaction time paradigms which infer the nature of cognitive processes from a single response, Magnuson et al. measured the participants' gaze toward different pictures in the array over time; thus, the eye-tracking paradigm allowed them to examine competition over the course of processing. Their findings indicated an early facilitatory effect of neighborhood density (revealed by participants looking toward the target), followed by a later inhibitory effect such as those more typically seen in word recognition studies (discussed above). Thus, by examining processing throughout the course of lexical access, Magnuson et al. were able to uncover a more nuanced characterization of competition effects in lexical access.

Thus far, whe have discussed neighborhood density without providing a definition of a neighbor. The definition of a neighbor that is niost comnionly used in the word recognition literature is a word that differs front the target by a single
segment deletion, addition, or substitution; in other words, words that differ from each other by an edit distance of 1 . Thus, the neighbors of cat include hat (first segment substitution), kit (second segment substitution), cap (third segment substitution), scat, cats (insertions), and at (deletion), alnong others. This definition of neigh bor has been used in large part because many of the seminal studies have focused on either CVC words or monosyllabic words more generally (Luce 1986; Luce and Pisoni 1998; Benkí 2003). For these words, there is a fair amount of variation in neighborhnod density. However, when one looks over the entire lexicon rather than at a subset, more than half of the words in the lexicon are "hermits" by this definition; that is, they do not have any neighbors (Vitevitch 2008).

Buchwald et al. (2008) and Felty et al. (2008) attempt to examine this issue by inferring the most accurate definition of a neighbor from spoken word recognition errors. Felty et al. (2008) reported on a large database of spoken word recognition errors obtained by having participants identify words mixed with noise. Their 1428 stimulus words were designed to be representative of the English lexicon, including a range of syllable length, stress patterns, frequency, and familiarity. The words were randomly selected from a larger lexical database. The word recognition errors reported by the participants were taken to be a direct refection of the words that were highly competitive with the target. They reported that, particularly for longer words, the responses typically differed from the target by an edit distance of greater than 1 . Thus, while it remains likely that using words with a ploneme edit distance of 1 to define the lexical neighborhood can reasonably approximate neighborhood density effects in CVC words, it may not be the most appropriate definition of a lexical cometitor.

### 2.1 Phonotactic probability and lexical neighborhoods

The nature of the competition effects we lave been discussing focuses on the lexical selection process; that is, competition antong lexical forms at a level of processing with word-level representations. However, it should be noted that the notion of lexical neighbor rests on some measure of sub-lexical phonetic similarity; for two words to be neighbors, they must share sub-lexical structure (e.g. cat and hat share [æt]). If a word has a lot of neighbors, then by definition there are many words that share its sub-lexical structure. Thus, it is wrorth asking whether having a lot of shared sub-lexical structure is directly related to the competition effect; that is, what is the role of phonotactics?
"Phonotactics" is the term used to refer to the sequential arrangements of segments in the words of a language (see also chapter 33: syllable-internal sTRUCTURE). Consider the word hang [hær)], which is a perfectly well-forined word of Fnglish (i.e. it is phonotactically legal), with [h] in word-onset position and [ו]] in the word-final coda position. However, a non-word such as ngall ${ }^{*}[\mathrm{~m} \hbar \mathrm{~h}]$ is not phonotactically legal, because it does not conform to the phonotactics of English, since English has phonotactic constraints both against [ h ] in coda and against [ n ] in onset. The fact that languages have different phonemic inventories and that some languages restrict the segments in certain positions is a direct reflection of categorical phonotactic constraints (see cilapter 86: morpheme structure constraints). In addition to these within-language constraints, it has been shown that participants can learn new phonotactic rules that do not exist in their language over the course of an experiment (Dell el al. 2000),

Of course, with respect to lexical selection, all lexical items in a language are phonotactically legal. Thus, many investigations in phonotactics have been more concerned with probabilistic phonotactics; that is, the likelihood that segments appear in specific syllabic positions, and the likelihtood with which segments may co-occur (Jusczyk ot al. 1994). Juscayk et al. (1994) slonwed that 9-month-old infants prefer listening to phonotactic patterns that occur often in their native language to those that are attested, but occur less frequently.

The concept of phonotactic probability is closely tied to that of neighborhood density; phonotactic sequences that have high probability will be shared by many words. Thus, words containing thwse sequences will be likely to belong to high-density neighborhoods. In a variety of tasks, including wordlikeness judgments and non-word repetition, English speakers have been shown to process non-words with high phonotactic probability faster and rate these non-words as more "English-like" conupared to their low phonotactic probability counterparts (Vitevitchet al. 1997; Vitevitch et ol. 1999; Frisch et ol. 2000). This leads to an apparent contradiction: acoustic stimuli are processed faster and more accurately when they have high phonotactic probability but slower and less accurately when they are words from dense neighborhoods.

Vitevitch and Luce $(1998,1999)$ explored this apparent contradiction by contrasting words of high and low phonotactic probability (and neighborhood density) with non-words of high and low phonotactic probability. Vitevitch and Luce (1998) had participants perform a repetition task on these four stimulus types. Their results indicated that the competition effects of words from high-density neighborhoods slowed processing - even though those words lhad high phonotactic probability. In contrast, having a high phonotactic probability facilitated the processing of non-words. Thus, while words with a Int of competitors were processed less efficiently, the processing of non-words was faciitated when they had substantial lexical support for their segments and segmental sequences, indicating that the mechanisin for non-word processing is sensitive to phonotactic probability. These results were interpreted as evidence for separate lexical and sub-lexical representations and processing systems. High phonotactic probability faci.itates sub-lexical processing in production tasks whereas low neighborhood density faciitates lexical processing in perception tasks.

Bailey and Hahn (2001) raised the issue that the data of Vitevitch and Luce do not specifically show separate lexical effects (i.e. neighborhood density) and sublexical effects (i.e. phonotactic probability). To address this issue, Bailey and Halın presented participants with a wordlikeness judgment task in which they directly contrasted phonotactic probabiity and neighborhood density for non-words. They reported that the best predictors of wordlikeness judgnents incorporated lexical neighborhood influences, phonotactic probability, and the relationship between the two. One important innovation of Bailey and Hahn's work was to incorporate a measure of phonetic similarity that considered similarity among segnents (e.g. that treated $/ \mathrm{k} /$ and $/ \mathrm{g} /$ as more simiar than $/ \mathrm{k} /$ and $/ \mathrm{b} /$ ), thus using a more linguistically sophisticated notion of phonetic similarity among words. Pylkkěinen et al. (2002; see also Pylkkänen and Marantz 2003) provided MEC (magneto-encephalography) support for the claim that lexical neighborhood effects and phonotactic probability effects are neurally distinct.

Storkel et al. (2006) further separated the effects of phonotactic probabiity and neighborhood density in a word-learning task. Participants had to learn novel words
that varied orthogonally in phonotactic probability and neighborhood density. The results indicated that the participants were better at learning words from high-density neighborhoods than low-density neighborhoods, but worse at learning high-probability words than low-probability words. Storkel et al. argued that these findings revealed a facilitatory effect of neighborhood density in encoding and integrating novel lexical representations with previously stored lexical representations.

### 2.2 Summary

Neighborhood effects in wrord recognition may be described as effects of competition: words with a lot of phonetic neighbors that are strong competitors have a lot of competition for lexical access. Thus, having a large number of neighbors typically increases response latency in word recognition tasks. The precise properties of the neighbors and their relationship to the target can modulate these effects to some extent; in other words, some competitors are stronger than others. More recent work has begun to exaınine both the changes in lexical competition over the time course of word recognition and how different degrees of sub-phonemic similarity affect the strength of competitors in word recognition. The relat ionship between lexical competition resulting from neighborhood size and other phonological phenomena driven by similarity effects (e.g. gradient OCP constraint based on consonant similarity: Frisch et al. 2004; Coetzee and Pater 2008) remains relatively unexplored.

## 3 Neighborhood effects in spoken word production

As noted above, the neighbors of a target word are the other words that become activated when the target word is active. In the process of spoken word recognition, these other words compete for lexical selection and can make lexical access slower and more error prone. In spoken word production, however, the opposite pattern is seen; words from dense neighborhoods are produced faster and are less error prone than words from sparse neighborhoods.
In a variety of tasks examining speech production errors, Vitevitch and colleagues have reported that words from dense neighborhoods are produced faster and more accurately than words from sparse neighborhoods in English (Vitevitch 200)2c; Vitevitch and Sommers 2003; Vitevitch et al. 2004). Vitevitch and Sommers (2003) performed a tip-of-the-tongue (TOT) elicitation task in which the lexical retrieval process is thought to stall before production of a word's form, even when the speaker may be able to access a variety of information about a word (meaning, gender, etc.). Vitevitch and Sommers reported that adults were significantly more likely to achieve a TOT state for words from sparse neighborhonds compared to words from dense neighborhoods. Similarly, Vitevitch (2002b) reported that speech errors were more likely for words from sparse neighborhoods compared to words from dense neighborhoods for two additional speech error-inducing tasks. These results are consistent with data from picture naming tasks as well (Vitevitch 2002c; Vitevitch et al. 2004), indicating that laving a large number of similar words seems to facilitate the process of lexical retrieval in production.

Here we have anuther apparent contradiction: in spoken word recognition tasks, words from high-density phonological neighborhoods are recognized more slowly and less accurately, whereas in spoken word production tasks these words appear to be facilitated by their neighbors. The facilitatory effect of neighborhood density in speech production has been argued to follow in a straightforward fashion from interactive theories of speech production in which words are activated at a lexical level for lexical selection, and there is feedback froın a "lorver" sub-lexical level back up to this lexical level (Dell 1986, 1988; Dell et al. 1997; Rapp and Goldrick 2000; Dell and Gordon 2003; cf. Levelt et al. 1999, and see Vitevitch et al. 2004 for discussion). When a word is activated at the lexical level, it sends activation downstream to its phonemic constituents. Through the interactive process of feedback, the units representing the active phonemes send activation back up to the items at the lexical level that contain thent. Thus when the unit(s) representing the word cat are activated on the lexical level, the units representing [ $k$ ], [ $\mathbb{Z}]$, and $[t]$ on the sub-lexical level receive activation from this lexical unit. In a system with feedback, these sub-lexical units then send activation not only back up to cat, but also to the other words they are connected to (e.g. cap, lat, etc.), i.e. the neighbors of cat. This in turn provides more lexical support for the units representing those sounds, and thus nakes the target word more likely to be produced than a semantic competitor which is not receiving additional activation from feedback. Thus, it is the interaction of lexical information and sub-lexical information that creates the facilitatory effect of high-density neighborhoods.

### 3.1 Phonetic effects of neighborhood density in speech production

In addition to examining speed and accuracy of production, researchers have looked at the effect of neighborhood density on a variety of phonetic and acoustic propertives of speech production. One phemomenon that has been well documented is the expansion of the voivel space in the production of words from high-density neighborhoods compared to lov-density neighborhoods (Munson and Solomon 2004; Wright 2004; Munson 2007). Each of these studies shows that vowels in words from dense neighborhoods are produced closer to the periphery of the vorvel space., whereas vowels in words frorn sparse neighborhoods are produced closer' to the center of the vowel space; in other words, the distinctiveness of the vowels in words from high-density neighborhoods is enhanced relative to vowels in words from lorv-density neighborhoods.

Vorvel space expansion such as is documented in words from high-density neighborhoods is typical of what speakers do when they are producing "clear" speech (Bradlow 2002), and is also associated with more intell igible speakers (Bradlow et al. 1996). Thus, when speakers are producing words from dense phonological neighborhoods, they adopt the strategies used in clear speech, referred to as hyperarticulation in Lindblon's Hyperspeech and Hypospeech (H\&H) theory (Lindblom 1990). Additionally, Scarborough (204) found that vowels in low-frequency words from ligh-density neighborlwods exhibit more co-articulation (e.g. V-to-V co-articulation) than vowels in high-frequency words from low-density neighborhoods, which she argued (contra Lindblom 1990) is helpful to the process of lexical access for the listener.

In recent work, Baese-Berk and Goldrick (2009) address a specific type of neighborhood effect: the presence or absence of a specific minimal pair lexical item. They examined the productions of words beginning with a voiceless consonant that have a voiced consonant-initicl cognate (e.g. cod ~god) and compared them to voiceless-initial words without a voiced cognate (e.g. cop ~ *gop). Their data revealed that participants produce more extreme voice onset times (VOT) when producing words with the minimal pair neighbor than when producing words without a minimal pair neighbor. As VOT is a key indicator of the voicing contrast (Lisker and Abramson 1964), the enhanced VOT in the presence of a minimal pair neighbor can be viewed as another type of hyper-articulation due to a lexical item being from a lexical neighborhood with a particular neighborhood structure.

As can be inferred from this limited review of phonetic consequences of neighborhood density and structure, there have been relatively few attempts to understand how lexical phonological properties such as neighborhood density can affect the acoustic details of speech production. Nevertheless, this remains a fruitful area of research for the future and will likely lead to further insights regarding the relationship between lexical representations in the lexicon and the processing systems that allow those representations to be articulated in speech production.

## 4 Lexical neighborhoods: Language acquisition and language impairment

### 4.1 Language acquisition

If the neighbors of a word are other phonetically similar words, then it stands to reason that, as we learn more words, the structure of our lexical neighborhoods will change. This issue of how lexical neighborhoods develop during language acquisition and how lexical neighborhoods affect children's language ability has been addressed in the literature in several ways. Many of the attempts to study this issue focus on analyses of children's phonological lexicons. In a straightforward analysis of age-appropriate lexicons, Charles-Luce and Luce $(1990,1995)$ reported that words in the vocabulary of younger children (5-year-olds) have fewer neighbors than the words in the vocabulary of older children (7-year-olds), which in turn have fewer neighbors than those words in the vocabulary of adults. In other words, as children learn more words, their lexical neighborhoods become denser. Charles-Luce and Luce argued that these findings indicate less need for detailed phonetic representations of words in younger children's lexicons, as there are fewer confusable words (cf. Dollaghan 1994).

One influential account of lexical acquisition holds that children's initial phonological representations are more holistic and only become more differentiated by encoding phonological and phonetic structure after their lexicons have grown (Walley 1993; chapter 72: consonant harmony in child ianguage). Consistent with this account. Metsala (1997; see also Carlock et al. 200.1) reported that during a word recognition task using the gating paradigm, children required less phonetic material to recognize words from sparse neighborhoods as they got older and their vocabularies increased. She argued that this reflects a nore
differentiated representation as children get older such that wrords can be recognized from their constituent parts rather than requiring the whole word for recognition.

Storkel (2004b) reported that children learn words froni dense neighborhoods earlier than they learn words from sparse neighborhoods. Storkel (2002) argued that in the developing child's lexicon, words from dense neighborhoods have more detailed representat ions than words froun sparse neighborhnods. Coady and Aslin (2003) reported that the early developing lexicon contains more wrords from high-density neighborhoods thenn the later lexicon, suggesting that infrequent sound patterns are learned later. Thus, they claimed that this is not consistent with an account of children's lexical representations in which they start impoverished and become more detailed later (as in Walley 1993).

In a direct comparison of neighborhood density effects in typically developing children, Munson et al. (2005) found that children at the age of 4;3 did not exhibit effects of neighborhood density on response time in a repetition task, but older children $(7 ; 2)$ did exhibit effects. However, children in both age groups showed an effect of phonotactic probability on onset-toronset latency in non-word repetition. As with understanding spoken word processing in adults, the covariance of phonotactic probability and neighborhood density frequently makes effects of these properties quite difficult to disentangle (see Storkel 264a, 2009 for discussion).

### 4.2 Lexical neighborhoods and language impairment

Effects of lexical neighborhood in language innpairment have been studied in two broad populations: adults with acquired language impairment and children with developmental language impairment. While neighborhood effects have been reported in the language processing skills of each of these populations, there are differences that follow from differences in the populations.

With respect to adults with acquired language impairment (i.e. aphasia), Gordon (2002) reported that aphasic speakers produced words from high-density phonological neighborhoods more accurately in both spontaneous speech and in controlled picture-naming tasks, with a strong effect of neighborhood frequency in production as well. Goldrick et al. (2010) reported on analyses comparing the phonological errors of aphasic speakers with the intended target words. These analyses inferred neighborhood structure by using the word production errors as an index of the other active lexical competitors. They reported that responses and targets were more likely to share position-specific segmental information than is predicted by chance - in other words, neighbors that share the same segments in the saine position within a word were more likely to be produced in error than neighbors of the same edit distance in which the segments did not share segmental position. They also reported an independent effect of sharing the first segment, in which responses sharing the first segment as the target were more likely to be selected than other possible words of the same edit distance from the target.

These effects seen in aphasic productionerrors presumably follow from the nature of the impairment. The individuals in these studies were adult speakers of the language with fully formed lexicons, and their later impairment had affected retrieval and production of words in production tasks. Thus, if the structure of the lexicon encodes similarity neighborhoods, it is unsurprising that these
similarity neighborhoods would affect production errors. This contrasts with individuals with developmental language deficits (including phonological impairnent as well as hearing impairment which may affect speech input), in which the impairment affects language processing alongside lexical development.

Newman and Cerman (2002) examined the performance of 7 - to 12 -year-old typically developing children and children with word-finding difficult ees on a series of repetition tasks. Their analyses revealed a number of interesting findings. First, children from both groups were more accurate at repeating words from sparse neighborhoods compared to words from dense neighborhoods, a result that likely reflects the facilitation that words from sparse neighborloods receive from having fewer competitors for word recognition. Second, children in both groups were more accurate at repeating words from neighborhonds with high average neighborhood frequency. This result seemingly contrasts with the first finding, suggesting that word recognition in a neighborhood facilitates other recognition in that neighborhood. Here we have a facilitatory effect of having frequent neighbors, whereas the first finding was an inhibitory effect of competition. To address this apparent contradiction, Newman and German (2002) examined the number of neighbors that had a higher frequency than the target. Words with fewer neighbors of higher frequency were repeated more accurately than words with many neighbors of higher frequency. Thus, both groups of children were more accurate in repeating words from sparse neighborhoods with high-frequency neighbors. This suggests that the word recognition process for both groups was affected by the neighborhood size and structure, indicating that even children with word-finding difficulties appear to be sensitive to acoustic-phonetic similarity annong words and organize their lexicons into lexical neighborhoods that are used in lexical processing tasks.

Another group of children who have been examined with respect to neighborhood effects are children with cochlear implants (CIs). The children that have been studied are typically born profoundly deaf and receive their CI - a neural prosthesis - early in life to provide auditory input from which spoken language abilities may be developed (Svirsky et al. 2000). Kirk et al. (1995) examined accuracy on word recognition tasks for children with Cls, and reported that they were more accurate at identifying "easy" words (high-frequency words from sparse neighborheods) compared to "lhard" words (low-frequency words from dense neighborhoods). Other work with adults with CIs and other hearing-impaired adults has reported similar effects, though sometimes diminished relative in healthy controls (CI: Collison et al. 2004; hearing-impaired: Dirks et al. 2001).

### 4.3 Summary

Research with typically developing children and individuals with language impairment demonstrates that the effects of lexical neighborhood are not limited to neurologically intact adults. There is evidence that these populations are also sensitive to acoustic-phonetic similarity and organize their lexical knowledge accordingly. Given the articulatory differences beiween words from high-density neighborhoods and words from low-density neighborhoods discussed in §3, it renains unexplored whether children acquiring language are able to explnit these differences in some way that facilitates the organization of lexical knowledge into acoustic-phonetically defined similarity neighborhoods.

## 5 Lexical neighborhood effects in orthographic processing and audiovisual perception

Thus far, we have discussed lexical neighborhood effects in the perception, acoustics, and articulation of spoken language. This work has largely focused on the storage and processing of acoustic-phonetic lexical knowledge. In this section, we briefly discuss findings indicating that lexical knowledge is stored in terms of lexical similarity neighborhoods in other modalities (e.g. orthography and visual speech) as well as in multimodal processing (e.g. audiovisual speech perception). These findings suggest that the effects of lexical organization on phonological processing are part of a broader class of effects from the organization of lexical knowledge.

### 5.1 Orthographic similarity neighborhoods

The literature on the effect of orthographic similarity neighborhoods on written language processing is extremely large, and much of it is outside the scope of the present chapter. We focus here on parallels between findings in orthography and the findings discussed in this chapter on phonological similarity neighborhoods. In a seminal paper on visual word recognition, Coltheart et al. (1977) defined a word's orthographic neighbors as those words that can be formed with one letter changed but letter positions remaining unchanged. This measure has become known as Coltheart's N (or just N , as used here), and has been used quite frequently in studies of visual word recognition (i.e. reading) as well as written language production (i.e. spelling).

Coltheart et al. reported that in a lexical decision task for visually presented words and non-words, participants were faster to respond to low N non-words than high N non-words. Coltheart et al. did not obtain the analogous finding for words. Later studies have been equivocal on the effect of N and neighborhood frequency for words in visual lexical decision tasks. It is common for studies to report a facilitatory effect of N (e.g. Andrews 1989, 1992; Sears et al. 1995) but an inhibitory effect of neighborhood frequency, or even a single high-frequency neighbor (e.g. Grainger et al. 1989; Grainger 1990; Grainger and Segui 1990; Carreiras of al. 1997). Recent attempts to disentangle this issue ha ve shown that some neighbors appear to be stronger competitors than others (Davis and Taft 2005), and that rigid coding of letter position and word length may not be the best predictor of the make-up of orthographic similarity neighborhoods (see Grainger 2008 for a review, and Yarkoni et al. 2008 for a proposal).

In research on written language production, there have been relatively few studies, but the results have consistently shown a facilitatory effect of highneighborhood density. For example, Roux and Bonin (2009) reported that healthy adults demonstrate faster and more accurate spelling of words from dense neighborhoods compared to words fron sparse neighborhoods. Sage and Ellis (2006) reported on the spelling performance of BH , a brain-damaged individual with acquired dysgraphia. BH's impairment affected the working memory mechanism in written language production and she showed less impairment producing words from dense neighborhoods connared to words from sparse neighborhoods. The authors reported that there was a beneficial therapeutic effect for neighbors
of trained words; if a word was trained, spelling accuracy on the neighbors of that word improved. Taken together, these studies suggest that orthographic similarity neighborhoods affect the cognitive processing involved in producing written language.

### 5.2 Similarity neighborhoods in visual and audiovisual speech processing

While researchers examining speech perception and spoken word recognition typically focus on the auditory modality, there has been longstanding evidence that shows that visual speech perception actively contributes to word recognition, even in normal hearing adults in clear listening conditions (Sumby and Pollack 1954; McGurk and Mac onald 1976). Over the past two decades, characterizations of speech perception and the sensory processing of speech signals have become more focused on the multinnodal nature of speech (Massaro 1987, 1998; Sumnerfield 1987; Massaro and Cohen 1995; Massaro and Stork 1998; Calvert et al. 2004; Kim et nl. 2004; Bernstein 2005; Rosenblum 2005). One line of work on this topic has explored the processing of linguist ic information conveyed in visual speech, including the ability to identify words from visual-only speech signals (e.g. Auer and Bernstein 1997; Lachs et al. 2000; Auer 2002; Mattys ct al. 2002).

Expanding on the notion of the perceptual equivalence class from Miller and Nicely (1955) (see also Shipman and Zue 1982 and Huttenlocher and Zue 1984), Auer and Bernstein (1997) developed the construct of lexical equivalence class (see also Lachs et al. 2000 and Mattys et al. 2002), which is an equivalence class for words that are indistinguishable from the visual speech stream (e.g. pin and bin, which differ only in voicing, a feature that is not detectable in visual speech). Mattys et al. (2002) and Auer (2002) showed that words with a large lexical equivalence class - the visual speech similarity neighborhood - were less recognizable than words with a small lexical equivalence class for both hearing and deaf observers. This is consistent with the notion of other words in the similarity neighborhood as competitors for word recognition, so words with few competitors are easier to recognize. Further, Tye-Murray ot al. (2007) demonstrated that both auditory speech-based similarity neighborhoods and visual speech-based similarity neighborhoods are predictive of word recognition in audiovisual speech perception.

### 5.3 Summary

This section has explored the effects of similarity neighborhoods on other modalities of processing, including orthographic processing, visual speech processing, and audiovisual speech processing. In each of these domains, we have seen effects of similarity neighborhoods on task performance reflecting that the organization of lexical knowledge into neighborhoods of similar words is a general cognitive mechanism that is not specific to acoustic stimuli.

## 6 Conclusion and future directions

The research on form-based lexical similarity neighborhoods las been influential in revealing the nature of lexical processing as competition among lexical nodes.

This conception helps explain a variety of findings in spoken word recognition, as well as word recognition in other modalities. In language production, two distinct types of effect of lexical neighbors have been reported. First, there is a facilitatory effect of neighborhood size in tasks of lexical access in word production. This is likely due to feedback from a segmental level of processing to a lexical level - when words similar to the target are activated, they activate their constituent segments. These segments in turn send activation back up to the lexical nodes they are connected to, thus providing a facilitatory effect of density. Second, there are reported effects of neighborhood structure on the acoustic details of speech production. Many of the reported effects lead to hyperarticulation of words in dense neighborhoods (e.g. expanded vowel space; more extreme VOT), which presumably helps to keep these words distinct from their neighbors. Many of these effects of neighborhood are also seen in acquisition, in cases of language impairment, and in other modalities of form-based lexical processing.

One issue that arises in each domain we discussed is the relationship between lexical effects of neighborhood structure and sub-lexical effects of phonotactic probability. The widely held view on these related phenomena is that they exert their effects on different levels of processing, with a large neighborhood associated with slower and less accurate word recognition at a lexical processing level but high probability associated with faster and more accurate recognition at a sub-lexical processing level. While drawing the distinction between the two levels is parsimonious and fits with both behavioral and neural evidence, it is worth noting that phonotactic probability is an emergent property of the structure of the lexicon; that is, phonotactic probability is defined over the lexicon. Thus, these two properties that appear to generate opposite effects in wrord recognition come from different levels of generalization over the same representations, and each can be thought of as an effect of similarity. The relationship between these similaritybased effects and other similarity effects that have been explored in phonology (e.g. Frisch at al. 2004; Coetzee and Pater 2008) remains somewhat unexplored in the literature.

Another direction of future research, which builds on some recent work, involves generating a more detailed definition of similarity and of what it means to be the competitor of a target word. While many of the previous investigations into lexical similarity neighburhood effects have used relatively coarse-grained metrics for discussing similarity, a variety of more recent efforts have been made to generate a more plonetically driven notion of similarity (Bailey and Hahn 2001; Hahn and Bailey 2005; Albright 2006; Felty et al. 2008). One promising direction involves using graph theory to better understand the network structure of the mental Jexicon (Vitevitch 2008; Gruenenfelder and Pisoni 2009). Future attern.pts to refine these metrics will hopefully provide a more precise, gradient measure of similarity which can better predict effects and perhaps be useful in designing treatment protocols that help people with acquired form-based lexical inpairment (as in Sage and Ellis 2006).

Finally, it is critical to consider the possible role of lexical neighborhood density and neighborhood effects in phonological alternations. The notion that lexical frequency may play a role in phonological alternations has been advanced (e.g. P'errehumbert 2001) with the argument that frequent words may be more likely to undergo sound change, but whether other lexical factors such as
neighborhood density affect the likelihood of a word participating in alternations has received less attention. Hall (2005) reported that the incidence of Canadian Raising (i.e. where /aI/ $\rightarrow$ [ II ] before voiceless obstruents, as in worite $\rightarrow$ [rait]; cf. ride $\rightarrow$ [ratd]) among English speakers was actually affected by the neighbors sharing the CV biphone, even though Canadian Raising is thought to be conditioned by whether the following consonant is voiced. However, whether lexical neighborhoods can be shown to predict the application of a phonolog ${ }^{*}$ alal process (as lexical frequency has been shown to) remains largely unexplored. ${ }^{1}$
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## 66 Lenition

## Naomi Gurevich

Lenition (German Lenierung, from Latin lenire 'weaken') is most commonly defined as "a 'relaxation' or 'weakening' of art iculatory effort" (Hock 1991: 80). The termı was coined by Thurneysen as one "used to describe a mutation of consonants which normally originated in a reduction of the energy employed in their articulation," and affects mostly consonants in intervocalic position (Thurneysen 1946: 74).

Below I present the processes that most commonly fall under the label of lenition, and make some observations that emerge from this list. The similarities between these processes and the way in which they pattern support the mostly uncontroversial view thent lenition is indeed a group of similar phenomena. Kirchner writes that to his knowledge "no linguist has ever explicitly maintained the contrary view, that 'lenition' is merely an arbitrary collection of unrelated processes" (1998: 5). But while most acknowledge that the processes considered leniting are indeed related and form a coherent group, defining the exact criteria for group membership remains largely controversial and debates about the formalization, motivation, and even goal of lenition abound.

Three main approaches to lenition are presented here: formal, phonetic, and functional. The formal approach is the generative theory-based search to formalize synchronic rules of lenition processes. The phonetic approach seeks to determine what motivates the som.nd changes in question and what exactly constitutes "articulatory effort." The third, functional, take on lenition looks to matters of contrast maintenance, which exhibit an additional way :n which lenitions pattern with great similarity, :n its search for what constrains and sometimes triggers lenition phenomena.

## 1 Leniting processes

In this section I summarize the processes most commonly considered to fall under the cover term lenition. There is general agreement in the literature that all the processes listed below may be considered lenitions, but there is little agreement regarding the exact criteria required for membership in the lenition group.
In coining the term, Thurneysen suggests that leniting processes are characterized by some reduction in articulatory effort, but to date there has been no agreement
on exactly what this entails. Among linguists there are intuitwons regarding articulatory effort, some more accepted than others. Voicing, for example, has an explanation rooted in the laws of physics, specifically aerodynamics: intervocalically the vocal cords may continue to vibrate after the first vowel, through the consonant, and into the second vowel; but in final position - where final devoicing is encountered - aerodynamic conditions are not conducive to voicing (Westbury and Keating 1986). Other processes listed below have explanations that are more difficult to quantify, such as "some reduction in constriction degree or duration" (Kirchner 1998: 1).

Both open questions, criteria for group membership, and low to formalize effort reduction, are reiterated in the discussion of the formal and phonetic approaches to Jenition (\$3.1 and §3.2).

### 1.1 Degemination

Degemination is the shortening of a CC cluster, where both consonants are the same, to a singleton $C$ (see also chapter 37: eeminates). Two examples are diachronic degemination in Numic "kk > k / V _ V (Manaster Raıner 1993) and word-final degemination in Tiberian Hebrew.
(1) Word-final degemination in Tiberian Hebrew (Malone 1993: 73)
[qal] 'light (masc)' [qalloz] 'light (Fem)'

### 1.2 Deaspiration

Deaspiration is the Joss or reduction of aspiration. For example, in the Pattani dialect of the Sino-Tibetan language Lahaul, aspiration of the bilabial voiceless stop is reduced in pre-accented syllables. In medial and final contexts, $\left[\mathrm{p}^{h}\right]$ is in free variation with [p].
(2) Deaspiration in the Pattani dialect of Lahaul (Sharına 1982: 48)
a. Reduction of aspiration
i. aspiration in accented syllable $p^{\text {lh uka 'body' }}$
ii. reduced aspiration in pre-accented syllable $p^{\text {h }} u k a n$ 'four'
b. $\quad\left[p^{\mathrm{h}}\right] \sim[\mathrm{p}]$
i. dagegphi $\sim$ dagegpi 'to tremble, shiver'
ii. hjup'tri $\sim$ hjuptti 'to open'

### 1.3 Voicing

Voicing involves a change from a voiceless sound to a voiced one and is a very common lenition process, second in prevalence only to spirantization (Gurevich 2004). Voicing usually affects whole series of sounds in the language where it applies. And although voicing can affect fricatives as in Sekani, a Na-Dene language spoken in Canada (3), where voiceless initials of noun and postposition stems voice when prefixed or preceded by a nominal possessor or object, it is much more common with stops, such as the intervocalic voicing in the Yanomam language Sanuma (4).
(3) $/ \mathrm{s}!$ ¢̧ $\times \mathrm{m} / \rightarrow[\mathrm{zlj} \mathrm{y} \mathrm{w}]$ in Sekani (Hargus 1985: 27()-271)
a. xàs 'planning tool' səyàsè 'my planning tool'
b. çən 'song' səjənè 'my song'
c. xàz. 'windfall roots' tse yàz-e 'Old Friend Mt. (roots stem)'
(4) /ptts k/ $\rightarrow[\mathrm{bddzg} / \mathrm{V} \ldots \mathrm{V}$ in Sammen (Borgman 1990: 220)
a. ipa [ipa] or [iba] 'my'
b. hute [hute] or [hude] 'heavy'
c. hatsa [hatsa] or [hadza] 'deer'
d. ǎka [ăka] or [ăga] 'tongue'

### 1.4 Spirantization

Cross-linguistically, this is by far the most common lenition process. Spirantization involves the change of a stop to a fricative, nost commonly in intervocalic position. This quite often affects whole series of sonurds in a language's inventory, as for example in the Paya dialect of the Chibchan language Kuna (5), or in the Tümpisa dialect of the Uto-Aztecan language Shoshone (6).
(5) b dg $\rightarrow$ § д у / V _ V folloiving a stressed syllable in Paya Kuna (Pike et al. 1986: 459)
a. paßa 'father'
b. peठ̌e 'you'
c. naya 'foot'
(6) ptck k" $\rightarrow \boldsymbol{\varphi} \boldsymbol{\theta} \subset \times x^{\text {"v }} / \mathrm{V}$ _ [voiceless] C in Timpisa Shoshone (Dayley 1989: xxviii-xxix)
a. wisipir [wifici! 'thread'
b. tapettsi [taßett $\left.\mathrm{i}_{\mathrm{i}}^{\mathrm{i}}\right]$ 'sun'
c. citoohin [ciöo:hì] 'push'
d. petis ${ }^{8 / m m}$ [peđi] ~ [pe0it $\quad$ daughter' (ends with a geminating
katisem [kari] [kari] ,git
e. katt [kari $] \sim\left[\mathrm{kar}_{\rho_{g}^{2}}\right] \quad$ sit
f. mi`akwa [mîªy"a] ~ [mĩay"a] 'go away!'

### 1.5 Flapping

Flapping is a process whereby a sound is replaced by a flap (usually either alveolar [ $\kappa$ ] or retroflex [ r ]; see chapter 113: flapping in amierican english). Two examples are intervocalic flapping of the trill in the Sino-Tibetan language Kagate spoken in the village of Phedi (7) and final flapping of the retrofex stop in the Indo-European language Gujarati (8).
(7) Flapping in Kagate: /r/ $\rightarrow$ [r]/V__V (Hoehlig and Hari 1976: 19)
a. /tari/ [târi] 'axe'
b. /tihrity/ [tĭrint] 'today'
c. /guhri/ [guri] 'cat'
(8) Free variation of $[d]$ and $[r]$ in final position in Gujarati (Cardona 1965: 24)
[ $\left.j^{h} a d.\right]$ ~ [jar] 'tree'
Quite often the alveolar and retroflex stops undergo flapping as part of a more general spirantization process that affects other stops. For example, in the CalabarCreek Town dialect of Efik (a Niger-Congo language) /b d k/ $\rightarrow$ [ $\beta$ r $\quad \mathrm{f}]$ noninitially in a word stem and before a vowel: where /b/and /k/ spirantize, the alveolar /d/ flaps (9). In the case of the retrofex, the [r] appears to be the usual output of a process where the rest of the stop series spirantize. For example, in the Afro-Asiatic language of Somali, /b d d, g/ spirantize to [ $\beta$ д г у] intervocalically, especially after a stressed syllable: where /b d g/ spirantize, the /d./ flaps (10). In the case of the alveolar stops, however, there is a discernible pattern: spirantization of the stop series in languages whose inventories include a phonemic trill usually results in a / $\mathrm{d} / \rightarrow[\mathrm{\partial}]$ substitution, while in trill-less languages the alveolar stop flaps (/d/ $\rightarrow[f]$ ) where the rest of the stop series spirantizes. This hafpens with regularity in all 33 languages where alveolar stops are affected (Gurevich 2004).
(9) Non-initinl in a word stem and before a wowel in the Calabnr-Creck Toun dinlect of Efik (Dunstan 1969: 38)

(10) Spirantization of stops in Somali (Armstrong 1964)
a. 'Jaba ['laßa] 'two'
b. 'badag ['badag] 'gonse'
c. 'tid.i ['tiri] 'she said'
d. 'sagaal ['sayaal] 'nine'

### 1.6 Debuccalization

Debuccalization is the loss of place of articulation, preserving only glottal constriction, resulting most commonly in either [ h ] or [ ${ }^{2}$ ] (see also CHAPTER 22: consonantal. piacf. of articulation). For example, in the Cuisnahuat dialect of the Uto-Aztecan language Pipil, a syllable-final /w/becomes [ h ] in word-final or preconsonantal position (11). In the Austronesian language Toba Batak, preconsonantal voiceless stops surface as glottal stops (12).
(11) Debuccalization in the Cuisnahmat dialect of Pipit: /w/ - /h/ (Campbell 1985: 34)
a. Kuwa 'to buy' kuhki 'bought'
b. Fuwa 'to couní' puhki 'counted'
(12) Debuccalization in Tobn Batak: /p $\mathrm{k} / \rightarrow[\mathrm{p}] / \ldots \mathrm{C}$ (Hayes 1986: 341) halak 'person' hala? batak 'Batak person'

### 1.7 Gliding

Gliding is the replacement of stops or spirants with a homorganic glide (see Chapter 15: glides). For exaniple, in the Djapu dialect of the Australian language Yolngu, [d J] ~[j], [b g] ~[w] in word-medial position following a vowel, liquid, or semivewel (13).
(13) Gliding in the Diapu dinlect of Yolngu (Morphy 1983: 29)
a. minj'ci 'colour, paint' + darpu-NG 'pierce'
minj’ ci-jarpu-NG 'paint'
b. jarakala?ju-N 'move in an uncontrolled way'
jarakala?-jarakalaju-N keep moving in an uncontrolled way'
c. da: 'mouth' + birka? ju-N 'try'
da:-wirka’ ju-N 'ask'
d. dawal 'country' + gujaNi- $\varnothing$ 'I think' dawal-wujaNi-Ø 'be born'

### 1.8 Loss

Loss is the deletion of a sound (most commonly a glide or a glottal) in certain contexts (see chapter 6x: deletion), for example, the occasional loss of the intervocalic glottals [ 7 ] and [ h ] in the Uto-Aztecan language Tïmpisa Shoshone (14), $w$ here the presence and absence of these sounds is in free variation.
(14) [7h] ~ O in Timpisa Shoshone (Dayley 1989: xxix)
a. mi’akwa [mīay"a] ~[mīay"a] 'go away!'


### 1.9 Devoicing

Devoicing is the loss of voicing, usually in final positions (see Chapter 69: final devoicing and final larynceal neutralization). For example, the final devoicing of obstruents in Standard Bulgarian (15):
(15) Final devoicing in Bulgarian (Scatton 1984: 73)
a. grad-ove 'cities'
b. grat
'city'

## 2 Patterns of lenition

The examples in $\S 1$ touch on the cross-linguistic prevalence of some leniting phenomena, how common they are among the world's languages, and how widespread their effect may be within the languages where they apply. In this section 1 elaborate on a few other patterns that emerge from the list of leniting processes. The degree to which each theory of lenition discussed in the following section accounts for these patterns provides added perspective into the differing points of view.

The processes described above operate in two main contexts: syllable/ word-finally and intervocalically. The bulk of the processes, those that apply in intervocalic context, line up in a discernible sequence: the products of degemination and deaspir'ation (/tt $\mathrm{t}^{\mathrm{t}} / \rightarrow[\mathrm{t}]$ ) are the sounds that undergo voicing (/t/ $\rightarrow$ [d]), resulting in the sound that most commonly undergoes spirantization, flapping, debuccalization, or gliding (/d/ $\rightarrow$ [ $7 / \mathrm{hr} \mathrm{j}]$ ), and glides and glottals are the sounds most commonly lost ( $/ \mathrm{j}$ ? $\mathrm{h} / \rightarrow \varnothing$ ). This chain shift alignment of intervocalic lenition processes, where the output of some is the exact input of others, is illustrated in (16). In (17), the processes are listed in the order they could apply if they were to affect the same phoneme or its currespondent diachronically, although in some cases like spirantization and flapping or debuccalization and gliding, this order is arbitrary.
(16) Hierarchy of inputioutput sounds in intervocalic lenition processes
$\mathrm{tt} \mathrm{t}^{\mathrm{h}}>\mathrm{t}>\mathrm{d}>(\theta) \delta \mathrm{r}>\boldsymbol{\mathrm { h }} \mathrm{j}>\varnothing$
(17) The general order in which intervocalic lenition processes might apply

| Degemination | $\mathrm{tt} \rightarrow \mathrm{t}$ |
| :--- | :--- |
| Deaspiration | $\mathrm{t}^{\mathrm{h}} \rightarrow \mathrm{t}$ |
| Voicing | $\mathrm{t} \rightarrow \mathrm{d}$ |
| Spirantization | $\mathrm{td} \rightarrow(\theta) \mathrm{d}$ |
| Flapping | $\mathrm{td} \rightarrow \mathrm{r}$ |
| Debuccalization | $\mathrm{t} \rightarrow \mathrm{h}$ |
| Cliding | $\mathrm{t} \rightarrow \mathrm{h}$ |
| Loss | $? \mathrm{~h} \rightarrow \varnothing$ |

If the oft-cited observation that "a segment $X$ is said to be weaker than a segment $Y$ if $Y$ goes through an $X$ stage on its way to zero" (Venneman, cited in Hyınan 1975: 165) is an accurate diagnostic of inter vocalic consonant strength, then (16) lists consonants in order of their relative strength, fromı strongest to weakest (where $[\mathrm{tt}]$ is stronger than [ t ], which is stronger than [ d ], etc., to the weakest possible outcome of lenition, which is $\varnothing$ ). The resulting "weakening hierarchy" gives birth to the notion of lenition as gradation toward loss.

There are two ways in which the patterns illustrated in (16) and (17) manifest themselves in language data: as an outline of attested diachronic sound changes of the same phoneme or its correspondent, and as a list of synchronic sound substitutions that occur, often simultaneously, in any given language. Two examples of attested diachronic sound changes where some of the lenition processes listed in (17) sequentially affect the sane phoneme are French, where intervocalic stops were voiced then spirantized before eventual gliding (not shown in the exannple) and deletion (18), and Latin, where there was a similar intervocalic voicing, spirantization/gliding, then loss (19).
(18) French lenition: $t \rightarrow d \rightarrow 0 \rightarrow \varnothing$ (Jacobs 1994: 2)
fratrem $>$ *[fradre $]>[$ fraờre $]>$ frère 'brother'
(19) Latin Ienition (Hock 1991: 81)
pacatum > (*)pargado >Sp. [рауабо] > dialectal [payao] 'pac:fied, pleased'

Lenition processes that operate simultaneously in a given language may also exhibit the pattern in which the output of one process is the exact input of another, but in some cases these actually affect different phoneınes. For example, in a given language there could be synchronic voicing of voiceless stops and spirantization of voiced ones. In such cases the chain-shift pattern of $[\mathrm{t}] \rightarrow[\mathrm{d}]$ and $[\mathrm{d}] \rightarrow[\check{\delta}]$ is maintained, but the phone [d] that is the output of voicing and the phonetically comparable [d] that undergoes spirantization do not represent the same phoneme. Two examples of such phonemic overlap, an intersection of phonemes where "a given sound [...] may belong to two or more different phonemes in the same dialect" (Bluch 1941: 93), are the interactions between intervocalic voicing and spirantization in Northern Corsican, and between debuccalization and loss in Nepali. In Northern Corsican, intervocalic voiceless stops are voiced (20), while existing voiced stops in the language are spirantized in the saıne context (21). The phonetic contrast beinveen intervocalic voiceless and voiced stops shifts to spirantization and is maintained. In the Indo-European language Nepali there is intervocalic debuccalization of [ts ${ }^{\mathrm{h}}$ ] to [ h ] (Bandhu and Dahal 1971) and in the same context loss of the existing $[\mathrm{h}]$ in normal speech (22). So while the chain-shift pattern of $\left[t s^{\mathrm{L}}\right] \rightarrow[\mathrm{h}]$ and $[\mathrm{h}] \rightarrow \varnothing$ is maintained, the output of the first process and the input of the second are not the same phoneme, and the previous contrast beiveen the phonemes $/ \mathrm{ts}^{\mathrm{h}} /$ and $/ \mathrm{h} /$ is preserved, and shifts to $/ \mathrm{h} /$ and $\varnothing$.
(20) $[\mathrm{p} t \mathrm{k}] \rightarrow[\mathrm{bd} \mathrm{g}] / \mathrm{V} \ldots \mathrm{V}$ in Northern Corsican (Dinnsen and Eckman 1977: 6)
a. [pede] 'foot' [u bede] 'the foot'
b. [tengu] 'I have' [u dengu] 'I have it'
c. [kaza] 'house' [a gaza] 'the house'
(21) $[\mathrm{b} \mathrm{d} \mathrm{g}] \rightarrow\left[\beta \mathrm{C}_{\mathrm{y}}\right] / \mathrm{V} \ldots \mathrm{V}$ in Northern Corsican (Dinnsen and Eckman 1977: 6)

| a. [bokka] 'mouth' | [a ßokka] | 'the inouth' |
| :--- | :--- | :--- | :--- | :--- |
| b. [dente] 'tooth' | [u סente] | 'the tooth' |
| c. [gola] | 'throat' | [di yola] 'of throat' |

(22) Inter vocalic loss of /h/ in Nepali (Bandu and Dahal 1971: 26)
a. /bahirul [bairu] 'deaf'
b. /mihal [mss] 'honey'

The discussion of phonemic overlap brings up two additional features common to most lenition processes. First, Nepali intervocalic /h/-loss is reported to occur in normal speech. This added dimension to what we know about the context of many lenition processes is rather common cross-linguistically, and many leniting sound substitutions are reported mostly to uccur in relaxed, fast, and normal speech (see chapter 7y: reduction).

Second, the matter of contrast ina intenance is raised (see chapter 2: contrast). In both the Northern Corsican and the Nepali examples the phonetic distinction between two phonemes is threatened by a leniting suund substitution (in Corsican the $/ \mathrm{p} /: / \mathrm{b} /, / \mathrm{t} /: / \mathrm{d} / \mathrm{l} / \mathrm{k} /: / \mathrm{g} /$ uppositions are threatened by the voicing of $/ \mathrm{p} \mathrm{tk} /$, and in Nepali the $/ \mathrm{ts}^{\mathrm{h}} /: / \mathrm{h} /$ opposition is threatened with the debuccalization of $/ \mathrm{ts}^{\mathrm{t}} /$ to $[\mathrm{h}]$ ). In both cases, however, the distinctions are maintained by an additional leniting sound substitution in the same context (in) Corsican the intervocalic
spirantization of the existing voiced stops shifts the $/ \mathrm{p} /: / \mathrm{b} /, / \mathrm{t} /: / \mathrm{d} /, / \mathrm{k} /: / \mathrm{g} /$ contrast to $/ \mathrm{b} /: / \beta / \mathrm{l} / \mathrm{d} /: / \mathrm{c} / \mathrm{/} / \mathrm{g} /: / \mathrm{\gamma} /$, and in Nepali the loss of intervocalic $/ \mathrm{h} /$ shifts the $/ \mathrm{ts}^{1 /} /: / \mathrm{h} /$ contrast to $/ \mathrm{h} /: \varnothing$ ). As it turns out, lenition phenonena in general very rarely lead to neutralization, and alinost never result in homophonic forms. A survey of 230 mostly leniting processes in 153 languages found that 92 percent avoid neutralization, while only 8 percent could potentially result in the kind of homophony that leads to the loss of lexical distinction that may interfere with comnunication (Gurevich 2004).

In sumnary, several ways in which lenition behaviors pattern together have been outlined in this section. These are listed in (23).

## (23) Patterns of lenitions

a. The prevalence of certain processes (that is, how common some lenition processes are cross-linguistically and whether they affect a single sound or an entire series).
b. The fact that many lenition processes are reported to occur in notural or $\int$ ast speech.
c. The gradation pattern of intervocalic lenition processes.
d. Phonemic overlap.
e. The strong tendency of lenition phenomena to avoid neutralization.

Current debates on lenition focus on formulating a unified description of all leniting processes, isolating what exactly motivates them and in some cases what constrains them. Exploring how and the degree to which each approach accounts for the patterns presented here sheds light on the foundation of each theory and its capacity to accommodate empirical data.

## 3 Theoretical approaches to lenition

There is sornewhat of a general agreement armong phonologists about the main processes that can be considered leniting, but formalizing this agreement has proved controversial. In this section, three main approaches to the question are explored. The formal approach (§3.1) seeks to define unified rules that would encode all vital information about lenition processes. These rules should form a nodel that can be used to deternine unambiguously which processes are leniting, including all those that are and excluding all those that aren't. The phonetic approach (§3.2) seeks to isolate the underlying physical causes of all lenition processes. The third approach (§3.3) builds on the contrast-maintaining behavior of most lenition processes to identify the forces that may constrain the progress and outconve of such sound changes.

### 3.1 The formal approach

The formal approach to lenition is taken by generative grammarians. Its goal is to formalize a set of purely synchronic rules that would model all cases of lenition. Three notable formalizations of lenition under this approach are feature spreading, sonority promotion, and simplification. Additional formalizations exist, but they are
mostly variations on these three models. All three models attempt to subsume the various sound changes that can be considered leniting, while excluding all other processes, under one formal expression. Success in this endeavor would result in a rule to be included in Universal Grammar (UG).

Lenition as autosegmental fenture spreading (e.g. Jacobs and Wetzels 1988) involves the spreading of some feature of the surrounding sounds to the element undergoing lenition (see chapter 8I: local assimilation), for example the spreading of either the [+voiced] or [+cont inuant] feature of the vowels surrounding an intervocalic stop to that stop, causing it to either voice or spirantize. This formalization works well for voicing and spirantization, but not for the leniting process of debuccalization which, if anything, involves the delinking of features rather than the acquisition of new ones. Additional rules would be required to predict when a stop is voiced and when it is spirantized, since the surrounding vowels possess both features.

Lenition as sonority promotion (e.g. Hock 1991; Lavoie 1996) for malizes lenition rules as replacing a sound by a more sonorous version of itself in certain contexts. Sonority is determined based on the principle that "requires onsets to rise in sonority toward the nucleus and codas to fall in sonority from the nucleus" (Kenstowvicz 1994: 254; see also CHAPTER 49: SONORITY). On tlie scale of sonority, stops are least sonorous, followed by fricatives, nasals, liquids, glides, and finally vowels, which are most sonorous. Lenition as sonority promotion is descriptively accurate for some of the leniting processes such as spirantization and gliding, but as a unified formalization of lenition it fails to include other processes connnonly considered leniting such as deaspiration and degentination, neither of which has a more sonorous output than input.

A third formal view of lenition is one of simplification, where segmental complexity is measured by the number of features required to describe a consonant, and lenition is a process that simplifies this complexity by delinking some of the features. For example, deaspiration would involve the delinking of laryngeal features and debuccalization would delink place of articulation features. When this formalization is faced with a leniting sound change that does not appear to reduce the number of basic features of a given element, it turns to markedness for help: markedness is used as a measure of some degree of "naturalness," meant to make phonological features less abstract in terms of their intrinsic content (e.g. Chomsiky and Halle 1968; Guitart 1976; McMahon 1994; Rice 1999). An element is considered narked by definition if it is less natural or more complex than another. In this way, every case that does not immediately conform to the view of lenition as simplification is solved, because within this approach the input of any lenition process, by definition, is more marked than the output, hence every lenition process is one of a move to the umarked, or less complex state (see CHAPTER a: markedness).

Let us examine how the formal models presented here account for the patterns of lenition discussed in §2. Although there is not an explicit concern with the prevalence of some lenition processes over others (23a), the frequency of any element in comparison with another can be accommodated within generative theory as part of the UC principles of markedness: the less marked elements are expected to be more frequent. The view of lenition as gradation (23c) is relevant to both the sonority promotion and the simplification models: both formalize lenit ion as a nove along a graded scale, either of sonority or of segmental complexity.

The sonority scale emulates to a large extent the lenition hierarchy mapped out in (16), and the case of loss especially provides compelling support for lenition as simplificalion. Due to its superlative nature, the output of loss is arbitrarily the least complex, least marked, and most natural segment, which, as the ultimate step in the gradation pattern, gives the impression that it is the goal. The remaining three patterns, fast speech (23b), phonemic overlap (23d), and contrast maintaining behavior of lenitions (23e), are not addressed.

The advent of Optimality Theory (Prince and Smolensky 1993) allows for the incorporation of elements of phonetic and functional detail into the formal grantmatical expression of lenition patterns. Kirchner (1998), for exa mple, incorporates notions of "articulatory ease" directly into his formal statement, in the form of so-called "lazy" constraints that are ranked with respect to (presumably "non-lazy") faithfulness constraints. Such a research progrant provides a very promising link to the phonetic and functional pressures that are demonstrably acting on patterns of lenition. We hold off our investigation of such approaches - despite their formal rigor - until the next section.

To summarize, the formal approach to lenition arises from the generative tradition. Its main goal is to find a unified formal rule that would subsume all the various processes that can be considered leniting. If such a rule is defined, it would be recognized as a linguistic universal, and the question of lenition would be solved. If a model is posited that does not apply to all processes generally considered leniting, then the offending processes are either amended (as in the case of the simplification ınodel's use of markedness) or removed from the list of lenitions, using the argument that the model is sound, and if it is sound and does not include $X, X$ must not be relevant. For example, degemination does not fit the view of lenition as "delinking of privative features" (a var lation on the simplification model), so it is argued that this process should be excluded from the list of unambiguously agreed-on lenition phenomena (Szigetvári 2008).

### 3.2 The phonetic approach

The second approach is more in the spirit of how the term lenition came to be coined: an observation of how common certain processes are in certain environments and that there is some "reduction of articulatory energy" associated with these sound changes. Research in this direction is especially concerned with the physical motivation behind lenition, be it articulatory effort reduction, prosody ruaintenance, related to acoustics and perception, or possibly some combination of these factors.

Ohala (1981) notes that sound changes which are attested in diverse and urrelated languages are likely to have a phonetic origin. The degree to which lenition processes are common cross-linguistically suggests that they are motivated by what is common among speakers, i.e. biological factors which include the physical shape of the vocal organs, their movement, and their acoustic correlates. Howvever, while it is wridely assumed that lenition is conditioned by phonetic properties such as ease of production and perception (e.g. Flemaning 1995; Jun 1995; Kirchner 1998; Steriade 2000), how exactly these properties should be described and measured is far from settled.

The concept of effort minimization precedes formal generative theories: Zipf, as early as 1935 , suggests that the frequency of sounds depends on their degree of
articulatory complexity. Rejection of this concept, based on the fact that effort is difficult to measure, was swift: Trubetzkoy (1939) argues that it is difficult to pinpoint the degree of connplexity of sounds (e.g. which is more coinplex: tense vocal cords and relaxed mouth organs, or lax vocal cords and tense mouth organs?). Trubetzkoy's objection to describing sounds in terms of phonetic complexity leads to the introduction of markedness values and the eventual move toward formalizing phonology rules completely removed from phonetic information. But interest in characterizing lenition in terms of effort ininimization has not waned.

Kirchner's (1998) phonetically based approach posits an effert ninimization mordel of lenition where greater articulatory movement constitutes greater effort, and the push to reduce this effort results in the reduction of constriction degree or duration of an affected sound. Kirchner incorporates phonetic theory into a formal approach and models it within the framework of Optimality Theory (Prince and Smolensky 1993), where conflicting universal constraints are ranked with respect to each other. Articulatory effort minimization is therefore identified as a constraint (Lazy) that is ranked with respect to the counter-force constraints of faithfulness and fortition. Lenition is thus viewed as a force, encoded in universal grammar, to reduce articulatory effort by reducing articulatory inovement and tirring which results in falling short of articulatory targets.

Kingston argues that:
the differences in effort between the lenited and unlenited pronunciations are so miniscule that they can hardly be what motivates a speaker to lenite. Both the differences in the distance the articulators travel (mere millimeters) and the time scales (at most tens of milliseconds) are much too small for effort to differ detectably between the two pronunciations. (Kingston 2008: 1)

He suggests that lenition's purpose is to maintain prosodic structure. He shows that lenition occurs most commonly inside prosodic constituents and argues that it is meant to communicate a continuing constituent, thereby reducing a sound's interruption of the stream of speech. Within this view, lenited pronunciation is the result of achieving a specific target that produces the desired acoustic consequences, such as greater intensity, rather than falling short of the desired target. Kingston also notes that "[l]enition is more likely in more frequent words than less frequent ones, because the listener needs less information to recognize more frequent words" (2008: 17); see also citapter 90: frequency effects.

Acoustics and perception must also play some role in lenition, even if only as part of the natural interaction between speaker and hearer: "Speaker and hearer are interested in coinmunicating and will pronounce words only as they have heard them (or think they have heard them) pronounced by others" (Ohala 1981: 1.97); see also citapter ge: speecti perception an pitonolog. Acoustic considerations may affect the perceived differences between certain sounds in certain contexts, which may facilitate or otherwise influence lenition phenomena. For example, acoustic theory suggests that prevocalic distinctions are more perceptible than precunsonantal ones (e.g. Silverman 1.995; Ségéral and Scheer 1.999; Steriade 1.999). Since lenition processes are most frequent in intervocalic contexts, it is possible that lenition may proceed more easily in contexts where a sound is easier to perceive even when it is lenited. Kaplan (2008) suggests another angle: that in certain contexts the perceptual difference between a sound and its lenited counterpart plays a role
in the prevalence of some lenition processes. She has had some success in showing that the perceptual difference between intervocalic voiced stops and spirants is snaller than between voiced and voiceless stops, which is sonvewhat consistent with the frequency of spirantization, although it is too soon to draw any broad conclusions based on such a limited study. The interaction between articulation and perception, speaker and hearer, also plays a role in the functional approach discussed in the following section.

Turning to the patterns listed in §2, by attributing the sound changes to physical properties comnon to all speakers, a unified approach to lenition that is based on phonetic considerations accounts for the similarities between, and to some extent the frequency of, cross-linguistic lenition processes (23a) and the fact that many leniting changes are reported to occur in relaxed or fast speech (23b). In fact, it is these empirical observations that suggest lenition phenomena may be phonetically driven in the first place. The view of lenition as gradation (23c), and especially the weakening hierarchy in (16), are central to effort-reduction theories. As with some formal models discussed above, the case of loss provides compelling support for the view of lenition as a graded move along a scale of effort minimization: loss is the ultimate step in lenition and it results in an element that unambiguously requires the least effort to articulate. Phonenvic overlap (23d) is not addressed, but the strong tendency of lenition phenomena to avoid neutralization (23e) is inherent in Kingston's observation that lenition is more likely to affect more common words which rely less on acoust iccues to be recognized. Lenition is less likely to proceed unhindered and have widespread consequences if it obliterates meaning distinctions to the point where it interferes with communication (Gurevich 2004). This is also supported by the acoustic studies that suggest distinctions are more perceptible in prevocalic contexts, where most lenition phenomena occur. I return to this point in the following section.

### 3.3 The functional approach

The functional approach focuses on the effect that Ieniting sound substitutions have on contrasts in the languages where they apply, that is, the fact that lenition phenomena very rarely result in obliteration of contrast (neutralization). This is the goal of Gurevich (2004), who investigates 230 mostly leniting processes in 153 languages, and fiinds that 92 percent of these avoid neutralization. This approach is termed functional because the meaning distinction of words depends on the systent of contrasts in a given language, and these distinctions affect communication, which is the primary function of language.

This approach to lenition is not independent of phonetically based motivation, and does not explicitly contradict any of the models presented in the previous section. It does, however, influence the extent to which physical properties can drive sound changes. If there is a physical "push" - whatever that push may be - to lenite, the degree to which this substitution may affect contrast in a given language may hinder the progress of the sound change. Lenition processes that threaten contrast may lead to loss of lexical distinctions which, in turn, could induce a significant amount of homophony that would result in confusion. And since confusing signals are less likely to be reproduced as listeners become speakers (Silverman 2006), the neutralizing sound substitutions, regardless of the physical "push" to invoke thenn, are less likely to become widespread.

Gurevich (2004) clearly shows that the progress and outcome of lenition processes are constrained by the functional considerations of contrast naintenance. The systems of contrast in languages appear to exert a gradual diachronic force over phonetic processes, affecting the progress and outcome of such processes depending on the degree to which they threaten contrast. Lenition processes that do not threaten contrast are far more likely to proceed unhindered, with the widespread consequences of affecting entire series of sounds in a language (this most commonly happens with voicing and spirantization). Clanges that somewhat threaten contrast pattern according to the shapes of the phonemic inventory of a language. An example of this is the flapping that patterns with spirantization discussed in §1.5: in languages where the entire stop series is spirantized, the retroflex stop [d] always results in a flap [t], while the alveolar stop [d] results in a flap [r] only in languages that do not have a phonemic trill; otherwise it spirantizes to [ $\delta]$. This suggests that flapping may be the preferred outcome of alveolar spirantization, as in the case of the retroflex stops, but is avoided when contrast is threatened. This threat comes in the form of a phonemic trill, a sound that is phonetically similar to a f.ap (the $/ \mathrm{r} /: / \mathrm{s} /$ contrast exists, but is rare; it is found in only three of the 153 languages investigated). Finally, changes that clearly threaten contrast, such as sound mergers and loss, of ten induce further changes that reshape phonological systems, thereby avoiding contrast obliteration: for example, cases of phonemic overlap discussed in §2 (e.g. in (20), where [ pt k ] $\rightarrow\left[\begin{array}{ll}\mathrm{b} & \mathrm{g}\end{array}\right]$, and (21), where [bll g$] \rightarrow\left[\begin{array}{lll}\beta & \mathrm{d} & \mathrm{y}\end{array}\right]$ intervocalically in Northern Corsican, which results in the avoidance of neutralization between the output of the voicing process and existing voiced stops in the language), or contrast shifts, where a sound may be deleted but its absence maintains contrast with $\emptyset$, an example of which is provicled below in (24).
Phonetically conditioned sound changes that are found to be neutralizing ( 18 of the 230 processes, or 8 percent) are more common in preconsonantal positions where contrast is less perceptible and harder to maintain (see again Silvernan 1995, Ségéral and Scheer 1999, and Steriade 1999). That is, the potential obliteration of contrast to the extent where it could interfere with lexical distinctions occurs more frequently in contexts where contrast is already less perceptible, in which case fewer words should depend exclusively on such contrasts for their distinctions. Hence the potential of these few neutralizing sound substirutions to hinder communjeation by inducing homophony is reduced, which further suggests that the relationship between leniting sound substitutions and contrast is not arbitrary.

Turning again to the patterns listed in §2, the cross-linguistic simiarities of lenition processes are accounted for by relying on phonetically based motivation, and, in addition, the prevalence of certain processes, and possible wide-reach ing consequences of affecting entire series of sounds within a language's inventory (23a), are accounted for directly by the degree to which these sound substitutions affect contrasts in a given language. That is, the less likely a sound substitution is to induce homophony, the more likely it is to proceed unhindered and have a ividespread effect on the sound system of a language, as is in fact the case for both voicing and spirantization. Voicing, which comprises 39 cases of the 230 investigated, never results in neutralization and is not only common cross-linguistically, but is also most likely to affect whole series of sounds in the languages where it applies. Spirantization, of which there are 76 cases, is 95 percent non-neutralizing,
is the most common cross-linguistic form of lenition, and is also likely to affect entire series of sounds.

The fact that lenitions commonly occur in natural or $f$ ast speech (23b) is not explicitly addressed within the functional approach, except as a natural consequence of its reliance on phonetic motivation as the force that drives most lenitions. The gradation pattern of intervocalic lenition processes (23c) has no implications for the functional approach. Interestingly, although the effect of contrast considerations on lenition is not related to the view of such processes as a trajectory of consonants toward their weakest state, the case of loss - which provides compelling support for the gradation view of several models discussed above - also plays a key role here. Th is final step in the view of lenition as erosion also has a superlative consequence for contrast: loss always results in phonetic neutralization because the elimination of a phoneme in some context always obliterates the phonetic distinction between that phonente and $\emptyset$. But meaning distinctions are actually preserved in 71 percent of the cases of loss in the corpus of 230 processes. The most common ways in which contrast is maintained in such cases are phonemic overlap, like the examples in (20)-(22) above, and contrast shifts such as the one in Bulgarian (24), where nasals are lost between vowels and fricatives, followed by nasalization of the vowel. Here the / $n$ / is lost, but the nasalization of the preceding vowel maintains the distinction between $/ \pi /$ and $\varnothing$.

Loss of nasal and masalization of rowel in Buldarion (Scatton 1984:57)
/onzi/ [ôzi] 'that'

Phonemic overlap (23d) is central to the functional approach. It shows how leniting processes that threaten contrast may induce further changes, and suggests that some leniting changes nay actually be, at least partially, triggered by contrast maintenance. Finally, the strong tendency of lenition to avoid neutralization (23e) is, of course, the basis of the functional approach, which posits that this tendency is what constrains the progress and outcome of lenitions. One could question the significance of a pattern that is so important to one approach but is not addressed by others. However, it is a pattern that is extremely prevalent and something that lenitions have more in common than alnoost any other characteristic. Its omission from all formal and most phonetically based models stems in part from the fact that this pattern had not previously been investigated, and in part from the general belief that, because contrasts are language specific, they have no place in universal gramnar.

## 4 Conclusion

Leniting sound changes are common and exhibit similar cross-linguistic behaviors - this much we know. How to formalize this inforınation in a unified model of lenition that all phonologists can agree on has so far eluded us. Depending on one's approach, such strong cross-linguistic similarities must be encoded in the UG and/or grounded in the physical properties of both speakers and hearers. Current debates range from the generative approach of how to encode lenition as purely phonological synchronic universal rules, to isolating the physical driving
force that motivates these sound changes, to how the systems of contrasts in a given language play a role in constraining the progress and outcome of lenition processes.

The various models of lenition presented in this chapter have differing approaches to the questions of how to delimit the collection of processes that almost everyone agrees are related. Five general patterns of lenitions - all based to some extent on empirical data - are identified. The relative significance of each tendency depends on the theory one supports. Below is the summary of each pattern's role within the differing approaclues to lenition.
(a) The prevalence of certain lenition processes as well as their overall crosslinguistic similarity: cross-linguistic frequency of certain lenitions is implicit in the morkedness constraints of formal models, where the less marked element is more natural and therefore inore frequent, and explicit in the phonetic approach's reliance on physical properties which are common to all speakers and hearers. The prevalence of some processes over others, as well as how widespread their consequence may be, is predicted by the contrast-maintenance considerations of the functional approach, where the less a process threatens contrast the more prevalent it is.
(b) The fact that inany lenitions are reported to occur in natural or fast speech: this pattern is not addressed by the formal models but is inherent in the view of lenition as motivated by physical properties and therefore works with both the phonetic and the functional approaches.
(c) The gradation pattern of intervocalic lenition processes; this pattern emerges from the juxtaposition of diachronic lenition processes, and is critical to the sonority scale and simplification models of lenition under the formal approach, and to the view of lenition as consonant erosion within the effort-minimization model. This view of lenition is crucial to the characterization of lenitions as all part of one general process, a notion that is most advantageous to theories concerned with building a UG, whose hypothesized existence is directly tied to encoding rules in their most general and simple nanner.
(d) The phonemic overlap pattern of some lenitions: this is a pattern that often emerges in languages where two synchronic lenition processes interact in the sense that the output of one is phonetically similar to the input of another. It is only addressed by the functional approach, which views such cases as an indication that the threat of contrast obliteration may trigger additional lenitions.
(e) The strong tendency of lenition phenomena to avoid neatralization: this recently identifued tendency is the foundation on which the functional approach is built. Since this pattern is based on contrast considerations, which are languagespecific, formal models do not address it in their search for universals.
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## 67 Vowel Epenthesis

Nancy Hall

## 1 Introduction

The tern "vowel epenthesis" can refer to any process in which a vowel is added to an utterance. Beyond this simple description, however, vowel epenthesis processes vary enormously in their characteristics, and many aspects of their typology are still not well understood. Accordingly, the empirical focus of this chapter is on the heterogeneity of vowel epenthesis processes.

This chapter is organized around several empirical questions, namely: What is the function or cause of vowel epenthesis (§2)? What determines the location (§3) and quality ( $\$ 4$ ) of an epenthetic vowel? Do epenthetic vowels differ phonetically or psycholinguistically from lexical vowels (§5)? What distinguishes an excrescent vowel (§6)? How does vowel epenthesis interact with other phonological processes (§7)? Finally, $\delta^{8} 8$ reviews research on epenthetic vowels in loanwords, and revisits some of the previous questions to discuss how the answers may differ in the case of Ioranwords.

Throughout this chapter, epenthetic vowels are underlined for visual clarity.

## 2 What is the function/cause of vowel epenthesis?

In most cases, the function of vowel epenthesis is to repair an input that does not meet a language's structural requirements. In partic ular, vowel epenthesis allows the surfacing of consonants that underlyingly appear in phonotactically illegal contexts. For example, Lebanese Arabic epenthesizes vowels into nuany CC codas to break up undesirable coda clusters. Epentluesis is more or less obligatory in coda clusters of an obstruent followed by a sonorant, as in (1a), and optional in most other clusters as in (1b) (see Haddad 1984a for a detailed breakdown of coda types).
(1) Epenthesis in Lebanese Arabic (Abdul-Karim 1980: 32-33)


There is controversy over exactly how to analyze the phonotactic requirements that motivate epenthesis. Probably the inost popular approach is to assume that epenthesis allows the syllabification of stray consonants (Itô 1989), but Broselow (1982) explores the idea that some epenthesis is simply triggered by particular sequences of consonants, irrespective of sylla ble structure requirements. Côté (2000) argues that epenthesis is motivated primarily by the need to make consonants perceptible, based on the Licensing by Cue approach of Steriade (1994). For example, one of the main cues that listeners rely on to ident:fy place features of consonants is the formant transitions on neighboring vowels. Hence, a consonant that is not adjacent to a vowel is less easy to identify (see citapter 46: positional effects in consonant clusters).

In a case like Lebanese, it might be argued that claiming a structural motivation for vowel epenthesis is circular, given that this optional vowel epenthesis is the only evidence that sucl clusters are narked in this language. But in some languages, vowel epenthesis is only one of a "conspiracy" of processes removing a particular cluster type. In Welsh, for example, codas with rising sonor ity are repaired through deletion, as in (2a), lenition (2b), metathesis (2c), or vow'el epenthesis (2d), while codas writh falling sonority are left intact.
(2) Welsh repair of obstruent-sonorant codas (Awbery 1984)
a. /fenestr/ $\rightarrow$ fe:nest 'window' (southern dialect)
b. kevn > kぇwn 'back' (Pembrokeshire dialect)
c. sJvl $>$ solv 'stubble' (northeast dialect)
d. /kevn/ $\rightarrow$ ke:ven 'back' (southern dialect)

The fact that all four processes target the same cluster type supports the idea that this cluster type is marked, and that vowrel epenthesis is one of the repairs for the marked structure.

A second common reason for epenthesis is to bring a word up to a certain minimal size. Some languages require each lexical w'ord to have a minimum of twe moras or two syllables. Ofter, roots of smaller size are augmented with an epenthetic vowel, as shown in (3a) for Mono (Banda, spoken in Congo). The epenthetic vowels do not appear when the same roots appear in longer compounds, as in (3b).
(3) Mono voivel epenthesis (Olson 2003)
a. $/ 3 \bar{i} / \quad \rightarrow$ in $3 \bar{i} \quad$ 'tooth'
/bè/ $\rightarrow$ èbè $\quad$ liver'
/mã/ $\rightarrow$ à̀mà 'inouth'
/ndà/ $\rightarrow$ à̀ndà $' h o u s e '$
b. /mà+ndà/ $\rightarrow$ màndà 'door' *ìmààndà

Metrical structure above the word level can also affect epenthesis. In Galician, vowvels are optionally added at the end of an intonational phrase (Martínez-Gil 1997). This is illustrated in (4), where the word frm 'bread' can be pronounced writh funal [i] only if it directly precedes a prosodic break (a-c), not within an intonational phrase (d).
(4) Epenthesis at intonational phrase boundaries in Galicion (Martínez-Cil 1997)
a. Ela vai tracl-o pan ( $\sim \operatorname{pan}[\underline{i}]$ ).
'She's going to bring the bread.'
b. O pon ( $-\operatorname{pan}[\underline{i}]$ ), fixo-no onte.
'(As for) the bread, (s)he made it yesterday.'
c. Dille que traia pan (~pan[i]), non viño.
'Tell him/her to bring bread, not wine.'
d. Ela vai trae-lo pan (*pan[i]) que comprou.
'She's going to bring the bread that she bought.'
This epenthesis occurs only with words whose final syllable is stressed: words like ['bo] 'good' and [ka.'f $\varepsilon$ ] 'coffee' have the variants ['bo.i] and [ka.' $\mathfrak{i}$.i], but words with nun-final stress like ['la.pis] 'pencil' cannot be pronounced "['la.pis.i]. Martínez-Gil proposes that the function of this epenthesis is to create a well-formed bitnoraic trochee at the edge of each intonational phrase. A similar pattern occurs with optional [ə]-insertion in Parisian French (Fagyal 2000).

A different aspect of phrasal metrical structure affects epenthesis in Dutch. As shown in (5), Dutch has optional schwa epenthesis in coda clusters that consist of a liquid followed by a non-coronal consonant, as well as coda /rn/.
(5) Uutch [ə]-epenthesis (Booij 1995)

$$
\begin{array}{ll}
\text { tylap } \sim \text { tylp } & \text { 'tulip' } \\
\text { helap } \sim \text { hqlp } & \text { 'help' } \\
\text { herəfst ~h\&rfst } & \text { 'autuınn' } \\
\text { kalam ~kalnı } & \text { 'quiet' }
\end{array}
$$

Kuijpers and van Donselaar (1997) find that speakers are more likely to insert the schwa if this will create a rhythmic alternation of stressed and unstressed vowels. Epenthesizing a schwa in /trlp/ changes the word from a single stressed syllable (' $\sigma$ ) to a stressed-unstressed sequence ('ag) (see also Chalrer 40: i'he foot). This happens significantly more often when the first syllable of the following word is stressed than when it is unstressed, as shown in (6).
(6) Effects of sentence rhythm on epenthesis in monosyllabic words

| context | [ə]-epenthesis |  |
| :---: | :---: | :--- |
| $\sigma \sigma-1 \sigma$ | $50 \%$ | ['tylp] and ['tylap] equally preferred |
| ' $\sigma \sigma \ldots \sigma$ | $35 \%$ | ['trlp] preferred over ['tylop] |

Metrical structure above the word level only has gradient effects on vowel epenthesis; there do not seem to be cases of obligatory vowel epenthesis for rhythmic purposes, aside from the minimal word requirement discussed above. Perhaps this is because phrase-level metrical structures themselves tend to show much optionality.

While most analyses of vowel epenthesis focus on structural motivations, there is a little research examining the effects of epenthesis on perception. Van Donselaar et al. (1999) bring evidence that vowel epenthesis in Dutch enhances the perceptibility of the consonants adjacent to the epenthetic vowel, particularly the preceding liquid. In lexical decision and phoneme identification tasks, subjects
react faster to forms with epenthesis, like [tylap], than to forms without epenthesis, like [tylp], even though the form without epenthesis is more canonical and closer to the spelling. The authors suggest that speakers epenthesize the vowels to help the listener.

Finally, there are sume cases where epenthetic vowels (or, at least, vowels widely described as epenthetic) have no apparent function in terms of phonotactics, metrics, or any other structural requirements. This is seen in Scots Gaelic, where epenthetic copy vowels historically arose in sonorant-obstruent coda clusters following short stressed vowels, as in (7). These vowels are widely analyzed as being still epenthetic today. As discussed further in §5, these vowels are phonetically marked by a special pitch and duration pattern, and they have a number of distinguishing phonological characteristics. Speakers are reported to consider these VRVC sequences monosyllabic, in contrast to other VRVC sequences.

## (7) Scots Gnelic (Burgstrem 1937, 1940; Oftedal 1956)

$$
\begin{array}{ll}
\text { falak } & \text { 'hunting' } \\
\mathrm{k}^{h} \varepsilon n^{\dot{i} \underline{\varepsilon} \underline{p}} & \text { 'hemp' }
\end{array}
$$

Interestingly, there are many words where one of the consonants that or iginally triggered the epenthetic vowel has deleted historically, yet the epenthetic vowel has remained - and retained its unique phonetic and phonological characteristics. In the words in (8), the underlined vowel is one that sounds like an epenthetic vowel in terms of pitch and duration, yet synchronically, there is no consonant cluster present to trigger epenthesis. The epenthetic vowel now precedes a word boundary or another vowel, and hence plays no role in terms of improving phonotactics. In fact, it often creates a V.V sequence, which is cross-linguistically dispreferred.
(8) LInpredictnble voavel eperntlesis in Scots Gnelic

| mara.i | marbhaidh | 'will kill' |
| :---: | :---: | :---: |
| durr ${ }^{\text {j }}$ | duirgh | 'fishing lines' |
|  | aitlmichidh | 'will recognize' |

There are many pussible interpretations of such facts. One theory might be that the triggering consonants are present underlyingly and removed through a separate process; another theory is that vowrels originally introduced through epenthesis have been reanalyzed as something else (see Hall 2003 for an argument that all "epenthetic" vowels in Scots Gaelic actually refl.ect a diphthong-like structure in which a vowel and sonorant are phonologically adjoined, and where their art coulations overlap so that the same vowel is heard in two pieces). While cases like Scots Gaelic are unusual, they are a reminder that snme vowel epenthesis patterns do not seem to have clear structural motivations.

## 3 What determines the location of an epenthetic vowel?

When vowel epenthesis is used to break up a consonant cluster, there is of ten more than one location where the vowel could be placed to produce a phonotactically
acceptable output. For example, if a language has the syllable structure ( $C$ ) V(C), hence disallowing CC clusters at the beginning of a word, an initial CCV could be broken up by putting a vowel before the consonants (VC.CV) or betwreen the consonants (CV.CV). In a medial CCC cluster, the vowel could occur before the second or third consonant. The choice of epenthesis locations is languagespecific. Arabic dialects, for example, systematically differ in this regard. As shown in (9), "onset" dialects like Egyptian syllabify the second consonant as an onset, meaning that the epenthetic vowel follows the second consonant, while "coda" dialects like Iragi syllabify the second consonant as a coda, meaning that the epenthetic vowel follows the first consonant (Broselow 1992; Kiparsky 2003; Watson 2007).
(9) Treatment of /CCC/ in Aralic dialects (Ito 1989)

$$
\begin{array}{llll}
\text { Cairene } & \text { /Pul-t-l-u/ } & \text { ?ul.iti.lu } & \text { I said to him' } \\
\text { Iraqi } & \text { /gil-t-l-a/ } & \text { gi.lit.la } & \text { 'I saict to him' }
\end{array}
$$

Temiar (Mon-Khmer, Malaysia) has a much-studied pattern of epenthetic vowel placement in long consonant clusters. Temiar allows only CV and CVC syllables. Given an onset of three or four consonants, Tenviar inserts epenthetic vowels to form a string of open syllables terminated by a closed syllable. The epenthetic vorvel is a schwa in open syllables; [e] in closed syllables.
(10) Temiar syllabification (Itô 1989)

| /slog/ | salog | 'sleep, marry (ACT PERF)' |
| :--- | :--- | :--- |
| /snlog/ | SEnlog | 'sleep, marry (ACT PERF NOMINALIzED)' |
| /snglog/ | snegglog | 'sleep, marry (ACT CONT NOMINALIZED)' |

It $\hat{o}$ (1989: 241) argues that these patterns of vowel placement can be explained if syllabification is directional. Abstracting away from certain theoretical details, the insight is that languages like Temiar and Iraqi compute maximal syllables starting from the end of the word, while languages like Egyptian compute maximal syllables from the begiming of the word. A stray consons nt that could be syllabified more than one way becomes an onset of a following syllable in right-to-left languages, but the coda of a preceding syllable in left-tn-right languages, and the placement of the epenthetic vowel varies accordingly.

Directionality in syllabification

| Left-to-right syllabification | Right-to-left syllabification |  |
| :---: | :---: | :---: |
| Crirene | Irapi | Temiar |
| /?ultlu/ | /gittla/ | /snglog/ |
| ? ul. | .la | .log |
| ? ul.tio. | list.la | neg.log |
| 'ul.tị.lu | gi.lit.la | sa.neg.log |

While directional syllabification works well to explain epenthetic vowel placement in ınany languages, I wrill discuss in §8 some cases of loanword adaptation where directional syllabification cannot explain epenthetic vowel placenent.

## 4 What determines the quality of an epenthetic vowel?

The quality of an epenthetic vowel inay be determined in one of two ways: it is either a fixed, default quality (which mnay, of course, be subject to normal allophonic variation according to the language's phonology), or else the quality is determined by some part of the phonological context.
Lebanese Arabic is an example of a language with fixed-quality epenthetic voivels: the epenthetic vowel is always [i]. Different languages have different qualities for their epenthetic vowels, and some qualities are found nore conmonly than others. Epenthetic [i] and [z] are especially frequent, but de Lacy (2006: 289) also lists examples of epenthetic [ j ], [e], and [a]. It is rare for fixed-quality vowrels to be [+round], but examples do occur in Quebec French (Martin 1998) and in the Austronesian languages Buol and Kambera (Rice 2008). (There are, of course, also many cases where a basically fixed-quality vowel becomes predictably rounded in some contexts through additional processes such as vowel harmony.)

In "copy vowel epenthesi's," the epenthetic vowel must have the same quality as a nearby vowvel. In Welsh, for example, final CC clusters are broken with a vowel that is a copy of the preceding vowel. The forms in the left column of (12) illustrate how the epenthetic vowel is absent when a suffix renders the CC cluster non-final.
(12) Copy vowvel epenthesis in Welsh (Awbery 1984: 88)

| gwadne | gwardan | 'soles, sole' |
| :---: | :---: | :---: |
|  | ke:ven | ks, back |
|  | pu:dur | o rot, rotten' |
| jxri | O:X | to side, side |

The direction of copying varies by language; both right-to-left and left-to-right copying are well attested.

In rare cases, the quality may relate to more than one nearby segment. In Scots Gaelic, the quality of the epenthetic vowel depends on both the preceding vowel and the preceding consonant. Sonorants in Scots Gaelic contrast for backness. When epenthesis occurs in a /VRC/ sequence where the vowel and sonorant disagree in backness, the epenthetic vowel shares the backness specification of the sonorant (Clements 1986; Ní Chiosáin 1995; Bosch and de Tong 1998; CHAl'TEK 73: CONSONANT-VOWEL PLACE FEATURE INTERACTIONS).
(13) Incomplete zowel copy in Scots Gaelic (vowel transcription following Ní Chiosáin 1995)
frerak 'anger'
inexintia 'brain'
bulijk 'bellows'
ditlieki 'sorry'
mariev 'dead'

There has been controversy over whether the grammatical mechanisms that allow epenthetic vowvels to copy other vowels' quality inight be similar to the inechanisms
involved in reduplication (where a morpheme copies its segmental content from other segments in the base word; chapter iw: redurlication). Kitto and de Lacy (1999) argue for a unified theory of the two processes, in which segments in reduplicants and epenthesized segntents both have a "correspondence" relation with anotluer segment elsewluere in the word. Kawahara (2007), however, points out a couple of basic differences between these kinds of copying. First, epenthetic copy vowels always copy a vowel in an adjacent syllable, whereas reduplicants may skip adjacent syllables to copy more distant naterial. For example, in Nakanai (Oceanic; Tohnston 1980), a vowel in a reduplicant copies the most sonorous vowel in the base, regardless of its location. Kawrahara finds no cases of epenthetic vowels copying distant vowels in this manner. Secondly, copying in epenthet ${ }^{1 c}$ vowels (especially in loanwords; see §8) is sometimes blocked when particular kinds of consonants intervene, but blocking effects like this are not found in reduplication, where copying can occur over any type of intervening segment. Kawahara proposes that long-distance, correspondence-based cupying is available only for mor phological operations like reduplication, and that onpying of quality in epenthesis always ref.ects local feature spreading.

## 5 Do epenthetic vowels differ phonetically or psycholinguistically from lexical vowels?

### 5.1 Phonetic characteristics of epenthetic vozvels

There is evidence that in sume languages, epenthetic vowels differ articulatorily and acoustically from lexical vowels, and tests thet probe speaker intuitions may also find differences. Since these phonetic or psycholinguistic differences may have implications for phonological questions, I will briefly review the evidence.

As shown in (1), Lebanese Arabic optionally inserts an epenthetic vowel in certain CCC or CC\# clusters (/mitl/ $\rightarrow$ [nitill] 'like'). The epenthetic vowel is normally transcribed as [i], but Haddad (1984b: 61) impressionistically notes that "this representation is rather inadequate since an inserted vowel is more prone to suprasegnental features such as 'guttural' and 'emphatic' [pharyngealized] than an underlying vowel is." An acoustic phonetic study by Gouskova and Hall (2009) finds that for some speakers, epenthetic "[i]" is significantly shorter in duration than a lexical [i], and has a lower second formant value. The low F2 indicates that the articulation is relatively back, so that a more appropriate transcription might be [i].

Sonetimes the phonetic differences involved in vowel epenthesis are reported to extend over a longer string of the word. The Siouan language Hocank has epenthesis in certain CCV sequences, as in /kre/ $\rightarrow$ [kere] 'depart returning'. Although no instrumental study has been done, Susman (1943) and Miner (1979) agree that CVCV sequences resulting from epenthesis are audibly shorter in duration than lexical CVCV. The duration difference appears to involve not only the epenthetic vorvel, but also the lexical vorvel next to it.

Another kind of phonetic difference is reported in Scots Caelic, where, as shown in (7), epenthesis occurs in certain CC sequences following a short stressed vowel (/tarv/ $\rightarrow$ [taragv] 'bull'). These epenthetic vowels are often longer than lexical vowels in the same position (Bosch and de Jong 1997). The pitch of the resulting

CVCVC sequence is distinctive: although a normal CVCVC disyllable has a rise and fall in pitch, Ladefoged et al. (1998) show that epenthetic CVCVC has only a pitch rise, confirming Oftedal's (1956) description. Speakers are reported to consider such sequences monosyllabic (Oftedal 1956: 29) or "nearly monosyllabic" (Borgstrom 1940: 153).

Several studies couched in Articulatory Phonology have offered evidence that epenthetic schwa in English differs articulatorily from lexical schwa (see chapter 26: SCHWa). Davidson and Stone (2003) present an ultrasound study of English speakers pronouncing pseudo-Slavic words that began with consonsาnt clusters that are illegal in English, such as /agomu/. Subjects frequently inserted an audible epenthetic schwa, producing [zagomu]. However, when the articulation of schwa was compared to the lexical schwa of similar words like stuccumb [səkam], the tongue position differed significantly. Davidson and Stone suggest that the acoustic schwa does not correspond to a distinct articulatory gesture, but is essentially a transitional sound, the result of a low degree of overlap between the articulatory gestures comprising / $z /$ and $/ \mathrm{g} /$. Smorodinsky (2002) uses EMA to study the epenthetic schwas in English inflectional morphology, and reports differences (though not very robust ones) in tongue position betwreen the epenthetic schwa in chented ['ty irad] and the lexical schwa in cheetah'd ['tirad].

Gick and Wilson (2006) give a related analysis of the schwa that many English speakers insert between a high tense vowel and a liquid, as in five (farr ~faizr). They argue that the schwa sound is not an inserted phonological unit, but an incidental result of the tongue passing through a schwa-like configuration as it transitions between the opposing tongue root positions of the high front vowel and the liquid.

As of yet, few examples of epenthetic vowels have been instrumentally studied, so it is not clear whether epenthetic vowels differ phonetically from lexical vowels in every language. There are plenty of cases where epenthetic vowels are iunpressionistically described as being acoustically identical to lexical vowels (e.g. Moharvk; Michelson 1989: 40, 48). It is also unknown whetleer the vowels' phonetic nature correlates with any aspect of their phonological behavior (such as whether the vowel is obligatory or optional, or whether the vowel interacts opaquely with processes like stress assignment). This is likely a rich area for future research.

### 5.2 Speaker intuitions about epenthetic vozvels

There are indications that speakers are not always conscious of epenthetic vowels in the same way as lexical vowels. One type of evidence cones from situations where speakers are asked to write their pronunciations phonetically. Pearce (2004: 19) asked speakers of Kera (East Chadic, spoken in Chad, with no tradition of writing) to choose between two possible spellings for acoustically CVCVCV words, where the middle vowel was analyzed as epenthetic. The speakers chose CVCCV spellings, suggesting that the middle vowel was not part of their conscious segmentation of the word. On the other hand, when I have asked Lebanese Arabic speakers to write colloquial pronunciations (which are not usually written, as orthography follows Classical Arabic), they do write in the epenthetic vowels. This suggests that speakers' consciousness of epenthetic vowels may differ from language to language.

Van Donselaar et al. (1999) argue that in Dutch, where vowel epenthesis is optional ([tylp] - [tylap]), speakers treat the form without epenthesis as canonical. In an experiment, Dutch speakers were asked to perform different language-game-like revers. l ls on monosyllables and disyllables: subjects were to reverse monosyllables segment by segment, changing [tap] to [pat], and reverse disyllables syllable by syllable, changing [hotel] to [telho]. Over 9 percent of words with vowel epenthesis were treated like monosyllables, so that [tylap] 'tulip' changed to [plyt] rather than [lapty]. The authors suggest that speakers have a unitary representation for the forms with and without epenthesis. It might be objected, however, thent the exper iment is contaminated by orthographic differences between lexical schwa, which is written, and epenthetic schwa, which is not. Another objection, raised by a reviewer, is that [laptr] is not a possible word in Dutch, due to its final lax voweI.

Speakers may be particularly likely to lack awareness of the kind of weak epenthetic vowels often called "excrescent" (discussed further in §6). For example, Harms (1976) reports that Finnish speakers are unaware of an epenthetic schwa that is easily perceived by some non-native speakers:
> [melakein] (inclkein) 'almost' has essentially the same vowel qualities ([ $\varepsilon$, a, ei]) and relative durations as the English verb delegatc - [dklogeit]. From a descriptive phonetic point of view, the Finnish [epenthetic] schwa and the English reduced-vowel schwa represent very nearly identical classes of vowel sounds; i.e., they vary over a wride central area, with their range of variation conditioned by the preceding and following segments. But here the similarity ends. The schwa in the above Finnish forms is purely transitional in nature. Speakers perceive these forms as containing only two syllables, not three.

Few studies of vowel epent hes is tra ve probed the intuitions of rative speakers about the vowels, and it would be useful to have data from more languages on how speakers perceive epenthetic vowels, including how the vowels are written, treated in metrics, and treated in language ganes (see charter 96: Experimental APPROACHES IN THEORETICAL PHONOLOGY).

## 6 What distinguishes an "excrescent" vowel?

A number of proposals distinguish a special class of epenthetic vowels often called "excrescent" (Levin 1987) or "intrusive" (Hall 2006). These terms are usually used for vowels that are noticeably phonetically weaker than other vowels. Typically, excrescent vowels are short in duration and centralized in qua lity. The excrescent vowel may have a quality not present in the language's lexical vowel system; for example, excrescent schwa may exist in a language that otherwise has no schwas. Excrescent vowels are systematically ignored by other phonological processes. The coinnonly expressed insight is that excrescent vowels are a kind of phonetic effect, likely a transition between consonant articulations.

A classic example of excrescent vowels is the short vowels that occur in consonant clusters in Piro (Arawakan), as shown in (14). Matteson and Pike (1958) note that these vowels differ from the short phonemic vowels of Piro (/ie o a ï/) in several ways. The excrescent vowels are subject to extensive free variation. Their
quality can be highly variable, as in /hwï/ below, where the excrescent vowel has been recorded with five different qualities. Also, in some cases the presence of the excrescent vowel varies with "syllabification" of a consonant, as in /whene/ below. The vowels cannot bear any kind of stress, and they are of much shorter duration than lexical vowels. In terms of timing, the authors report that "in the rhythm of a phrase, a consonant plus the transition vocoid corresponds in timing to a single consonant rather than to a sequence of consonant plus vowel." The excrescent vowels fail to block a pattern of co-articulatory rounding that is blocked by other vowels. In Piro orthography, the excrescent vowels are nut written.

Excrescent vowels in Piro (Matteson and Pike 1958)

| /kwali/ | $k^{*}$ walí ~ $\mathbf{k}^{\nu}$ wali | 'platform' |
| :---: | :---: | :---: |
| /tkat 5 i/ | $t{ }^{\text {a }}$ atsi | 'sun' |
| /Sjo/ | S ${ }^{\text {jo }}$ | 'bat' |
| /hwi/ |  | 'O.K.' |
| /whene/ | whene ~ wohere ~ w"luene ~ whene ~ w"hene | 'child' |

Based on the vowels' exceptional phonological and phonetic characteristics, the authurs analyze them as "nun-phonemic transitional vocoids." Vowels with similar characteristics occur in Finnish (Harms 1976), Sanskrit (Allen 1953: 173), South Hamburg German (Jannedy 1994), and other languages listed in Hall (2006).

Recently, a number of authors have forınalized similar ideas about excrescent vowels in an Articulatory Phonology framework. Articulatury Phonology (Browman and Coldstein 1986, 1992) treats abstract articulatory gestures as primitives, and allows the grammar to regulate the timing of articulatory gestures with respect to one another. Vowel-like percepts can be created when two consonant gestures are phased to have a low degree of overlap with one another, leaving a period between the consonant constrictions wluere the vocal tract is relatively upen (Browman and Coldstein 1992). See Cafos (2002) and Hall (2006) for arguments that excrescent vowels lack an independent gesture, and hence are not present as phonological units in the way that lexical vowels (and most epenthetic vowels) are.

## 7 How does vowel epenthesis interact with other processes?

One of the must interesting characteristics of epenthetic vowels is their tendency to interact opaquely with other phonological processes. It is common for phonological patterns to treat epenthetic vowels as if they were not present. This observation has many theoretical interpretations. Some argue that epenthetic vowels are repiesentatione. Ily defective: Piggott (1995), for example, argues that sume epenthetic vowels are weightless, lacking a mura. Other approaches handle opaque interactions through rule ordering, with the epenthetic vowels being inserted late in the derivation. Here, I wrill focus on the empirical issues to be explained, with examples of the kinds of interactions that have been reported.

### 7.1 Metrical patterns

Syllables whose nuclei are epenthetic vowels frequently fail to count as syllables in patterns such as stress assignment, minional word requirements, and the conditioning of open syllable lengthening. This section gives an example of epenthesis interacting with each of these processes.

In Lebanese Arabic, a closed penult is stressed when it contains a lexical vowel, as in (15a), but not when it contains an epenthetic vowel, as in (15b) (see also CHAPTER 124: WORD STRESS IN ARABIC').
(15) Stress-epenthesis interaction in Lebanese Arabic

$$
\begin{array}{lll}
\text { a. /fihim-na/ } & \text { fi.'hirm.na 'he understood us' } \\
\text { b. /fihm-na/ } & \text { 'fi.him.na 'our understanding' }
\end{array}
$$

In words without a closed penult, stress normally falls on the final syllable if it is superheavy, i.e. CV:C or CVCC, as in (I6a), and on the antepenult otherwise, as in (16b). Again, vowel epenthesis disrupts the pattern. If an epenthetic vowel is inserted into a final CC cluster, breaking up what would otherwise be a final superheavy syllable, stress is assigned to the penult, as in (16c). This is the only case in which a light penult can be stressed.
(16) Lebnnese Arabic (Haddad 1984a)
$\begin{array}{lll}\text { a. } & \text { /nazzal-t/ } & \text { naz.'zalt } \\ \text { b. I brought down' } \\ \text { b. /katab-it/ } & \text { 'ka.ta.bit } & \text { she wrote' } \\ \text { c. } & \text { /katab-t/ } & \text { ka.'ta.bil }\end{array}$
For all of the patterns above, stress is simply assigned as if the epenthetic vowel were absent. The only exception to this generalization is an epentluetic vowel inserted in an underlying CCCC sequence. In this case alone, the epenthetic vowel is treated the same as a lexical vowel for stress. In (17), the epenthetic vowel falls in a closed penult, and is stressed, as is normal for a heavy penult (cf. (15a)).

## /katab-t-l-ha/ ka.tab.'til.ha 'I wrote to her'

Such patterns, where epenthetic vowels are visible to stress under some circumstances but invisible in others, also occur in Mohawk (Michelson 1989) and Selayarese (Broselow 1999).

In languages that require wrords to have a minimal size, epenthetic vowels may not count in determining this size. Mohawk, for example, requires each lexical word to contain two syllables, as in (18a). A verbal stem containing orly one syllable is augmented with an epenthetic [i], as in (18b). Mohawk also inserts an epenthetic [e] after the first consonant of certain CC and CCC clusters. This [e] counts for metrical purposes if it is in a closed syllable, but not if it is in an open syllable. Hence, a two-syllable word containing an open epenthetic syllable, as in (18c), is augmented with epenthetic [i] as well. However, a two-syllable word containing epenthetic [e] in a closed syllable is not augmented, as seen in (18d).
(18) Minimal word augmentation in Mohaivk (Michelson 1989)
a. /k-hninu-s/ 'khni:.nus 'I buy'
b. $/ k-j \Lambda-s /$ 'ik.j $\Lambda s$ 'I put it'
c. /s-riht/ 'i.sériht 'cook!'
d. /s-rho-s/ 'ser.hos 'you coat it with something'

This interaction highlights anotleer interesting problem: the fact that there may be multiple vowel epenthesis proesses in a single language, which differ in whether they are metrically "visible."

Epenthetic [e] in Mohawk also shows another type of metrical invisibility: it fails to trigger a rule by which stressed vowels lengthen in an open syllable. In (19a) we see this rule apply normally. In (19b), it appears that the stressed [i] is an open syllable, since the following epenthetic vowel has syllabified [r] as an onset; yet the stressed syllable fails to lengthen.
(19) Stressed voivel lengthening in Mohazk
$\begin{array}{ll}\text { a. /wak-ashet-u/ wa.kas.'he:.tu 'I have counted it' } \\ \text { b. /s-riht/ } & \text { 'í.se.riht }\end{array}$

In sum, although epenthetic vowels are usually added in order to syllabify stray consonants, the syllables they form do not necessarily count as syllables for other aspects of the phonology.

### 7.2 Segmental processes

In some cases, epenthetic vowels fail to condition other segmental processes, such as deletion or allophonic variation, in the same way that lexical vowels condition them. In Dutch, for example, underlying /an/ is optionally reduced to [a], as in (20a). Yet when schwa epenthesis occurs before $/ \mathrm{n} /$, as in (20b), the epenthetic schwa does not condition deletion of the following [n]. Some speakers thus eliminate underlying $/ \mathrm{an} /$, yet create surface [ən] through epenthesis.

Dutch [n]-deletion (Booij 1995; Hall 2006)

| a. regen /reyan/ | $\rightarrow$ reyan ~ reya | 'rain' |
| ---: | :--- | :--- |
| loren /horan/ | $\rightarrow$ horən ~hora | 'to hear' |
| b. hoorn /horn/ | $\rightarrow$ horn $\sim$ horan *hors 'horn' |  |

Similarly, Herzallah (1990) describes a Palestinian Arabic dialect in which a pharyngealized [ $\mathrm{r}^{〔}$ ] loses its pharyngealization before lexical [i], but not before epenthetic [i] (chapter 25: pharyngeals).

Tust as different epenthetic vowels within a single language may show different netrical behavior, they may also differ in whether they condition other segmental processes. For example, in Tiberisาn Hebrew, one kind of epenthetic vowel does condition spirantization in following stops, and anotlver does not. Normally a stop becomes a fricative after vowels, as in (21a). One type of epenthetic vowel, which splits up final CC clusters in non-derived words, also causes spirantization. In (21b), we see /b/ spirantize to [ $\beta$ ] following the epenthetic [e]. But another epenthetic
vowel, which occurs in final clusters of a guttural and a follouring consonant, does not condition spirantization. In (21c), the /t/following the epenthetic vowel is realized as $[t]$ rather than $[\theta]$.
(21) Tiberian Hebrew spirantization (McCarthy 1979)
a. /katab $+\mathrm{t} / \mathrm{maCa} \mathrm{\beta t}$ 'you (FEM SG) wrote'
b. /kelb/ $\rightarrow$ kele $\beta$ 'dog'

Thus, there is vartation both within and between languages in how vowel epenthesis interacts with other processes.

## 8 How does epenthesis happen in loanwords?

Typological studies of vowel epenthesis frequently consider loanword data side by side with cases of epenthesis within languages, under the assumption that similar phonological mechanisms produce both (e.g. Broselow 1982; Kitto and de Lacy 1999; among many others). Since vowel epenthes is is particularly comrron in loanwords, loanword data have played a large role in theorizing on epenthesis, probably more than most other phenonena. However, I would like to argue that conflating loanword and native-language epenthesis is a serious methodological mistake. A growing body of evidence suggests that epenthesis in loanwords differs from epenthesis writhin languages in its formal characteristics, and may have different causes and functions. For this reason, facts about loanword epenthesis are reviewed here separately from within-language epenthesis, to highlight some likely empirical differences between the two kinds of epenthesis. I will also include some references to epenthesis in "inter language," which is the language produced by second language learners. While interlanguage and loanwrords are not the same thing, they are related in the sense of both involving language contact, and many loanwords may arise historically from interlanguage forms (see alse CHAPTER 95: LOANWOR PHONOLOGY).

### 8.1 Perceptual origin?

There is considerable debate over whether epenthesis in loanwords happens through perceptual errors by speakers of the borrowing language. Traditionally, it was assumed that a speaker of the borrowing language (likely a bilingual) would hear a foreign word, construct some reasonably accurate representation of the way the word was pronounced in the foreign language, and then alter that representation to fit the phonotactics of the borrower's native language. But Peperkamp and Dupoux (2002) argue that the borrower is likely to perceive the foreign word incorrectly, and that these perceptual errors are the main source of phonological alterations in loanwords (see also CHAPTER 98: SPEECH PERCEPTION AND PHONOLOGY and CHAPTER 99: L.OANWORD PHONOI. OGX for further discussion).

One piece of evidence for this view comes from Japanese, which inserts an epenthetic vowel to remove :llegal codas in loanwords (only a nasal or the first half of a geminate can be a coda). The epenthetic vowel is [o] after [d] and [t], and [ $w$ ] elsewhere.
(22) Japanese lonnwords from English (Itô and Mester 1995)

| faito |  |
| :---: | :---: |
| fesumtibaruw |  |
| sufirkurus | sphin |

Dupoux et al. (1999) argue that Japanese speakers actually believe they hear this [uu] in the pronunciation of foreign CC clusters. In a perception experiment, Japanese and French listeners were asked to judge whether a middle vowel was present in nonsense words like [ebzo] and [ebuzo]. For words like [ebzo], where no middle vowel was acoustically present, noost tapanese listeners reported hearing a vowel, while most French listeners did not. Japanese listeners also had great difficulty in discriminating between tokens like [ebzo] and [eburzo] in an ABX discrimination test. Dupoux et al. point out that Japanese [uı] is frequently devoiced and shortened, and shows considerable allophonic variation. Knowing this may make listeners likely to fill in an illusery [w] when they hear consonants with no vowel between them.

The idea that epenthesis in loanwords has a perceptual origin is controversial; see Rose and Demuth (2006), Smith (2006), and Uffmann (2007) for arguments that perceptual factors cannot account for all facets of Ioanword adaptation. Nevertheless, we will see below several additional arguments that perceptual factors play a special role in loanword vowel epenthesis.

### 8.2 Function of vozvel epenthesis

For within-language phonology, epenthesis usually occurs to repair an input that does not meet the language's phonotactic or metrical requirements. In most cases, epenthesis in loanwords can be analyzed as having the same function, like the Japanese examples in (22). Yet surprisingly, there is at least one case where speakers add epenthetic vowels to loanvords thent were phonotactically permissible in the borrowing language without the vowel. Korean (Kang 2003) frequently epenthesizes a final vowel after English loanwords ending in a stop, as in the examples below.
(23) English loanwords in Korean (Kang 2003: 223)

$$
\begin{array}{ll}
\text { yag } & \rightarrow \text { kæki } \\
\text { pat } & \rightarrow \mathrm{p}^{1} \text { itt } \\
\text { tribe } & \rightarrow \mathrm{t}^{\mathrm{j}} \text { jup }
\end{array}
$$

There is no phonotactic need to add vowels to these words. The consonants $/ \mathrm{kt} \mathrm{p} /$ are among the acceptable codas of Korean, occurring in native words such as [krek] 'guest', so epenthesis cannot be explained as a means of syllabifying stray consonants. Kang argues that the purpose of the vowel is to maximize perceptual similarity between the English word and the Korean word. English has more release of firkell stops than Korean does, and Kang claims that to Korean listeners, the release of a final stop of an English word sounds vocalic. She shows that final vowel insertion in Inanwords from English is most common in precisely the environments where final stop release is most conmmon in English, such as after voiced stops and
when the preceding vowel is tense. Thus, epenthesis may be a means of preserving phonetic details of the source language, rather than a repair.

### 8.3 Relation to native phonology

The epenthetic vowel used in loanwords often differs from any vowel epenthesis process that exists in the native phonology, and epenthesis may be used in Ioanwords in contexts where other repairs would be used in the native plonology.
In Tapanese, for example, consonant clusters that arise through morpheme concatenation in the native language are repaired through deletion of one of the consonants, as shown in (24). Yet consonant clusters in loanwords are repaired with vowel epenthesis, as in (22).
(24) Deletion in Japanese native phonology (McCawley 1968; Smith 2006)

| non-past /-su/ | causative /-sase/ |
| :---: | :---: |
| /jomi-rus/ jo.mur | /jom-sase/ jo.ma.se |
| /tob-rw/ to.bu | /tob-sase/ to.ba.se |

Karimi (1987) reports a similar case for Farsi: CCC clusters are subject to consonant deletion in the native phonology, but repaired through epenthesis in loanwords and interlanguage.

In general, vowel epenthesis seems to be a heavily favored repair type in loan adaptation, more than in native phonologies. Uffmann (2007) surveys case studies of loanword adaptation and concludes that consonant deletion is a inarginal phenumenon, compared to epenthesis. Paradis and LaCharité (1997) invoke the "Preservation Principle," which states that segmental material is maximally preserved (see also chapter 76: structure preservation: the resilience or distinctive information). Hence, addjng extra segments is less undesirable than deleting segınents from the source word. It is possible that the prevalence of vowel epenthesis in loanwords is related to its prevalence in interlanguage. Jenkins (2000) observes, based on a corpus of conversations betwreen non-native speakers of English, that more misunderstandings are caused by deletion of consonants than by addition of vowels. If bilinguals are aware of this fact and therefore favor vowel epenthesis in their interlanguage pronunciations, then any loanwords based on these interlanguage forms would also tend to favor vowel epenthesis.

### 8.4 Quality

As in native language phonology, epenthetic vowels in loanwords may have a default quality or copy their quality from nearby consonants or vowels. However, the patterns of vowel quality in loanwords are often strikingly complex in ways that are not conmon (and perhaps not attested at all) in native language epenthesis.

Consider the patterns of epenthetic vowrel place in words borrowed from English or Afrikaans into the southern Bantu language Sotho, as described in Rose and Demuth (2006). This study examines only the front-back dimension of epenthet ${ }^{1}$ ic vowel place. In word-initial CC clusters, the epenthet ic vowel is back when it follows a labial (25a), and front when it follows a coronal (25b). When the initial

C is velar, the epenthetic vowel copies the place of the following vowel, as in (25c). In word-medial or word-final /CC/ clusters, usually the vowel copies its place from the preceding vorvel, as in (25d). (A few further sub-patterns are ignored here. Only epentlhetic vowels discussed in the text are underlined.)
(25) Epenthesis in lommords in Sotio (Rose and Demuth 2006)

|  | source word | borrowed form <br> a. blık | baleke |
| :--- | :--- | :--- | :--- |$\quad$ 'tin can, dish'

Sotho also shows epenthesis for minimal word purposes within the native vocabulary, but in this case, the epenthetic vowel is always [1], regardless of context. Sotho is not the only case tvhere vowel epenthesis in loanwords follow's such a complex pattern; Uffmann (2007) analyzes similarly complicated rules for epenthetic vowel quality in Shona, Sranan, Nyarwanda, and Samoan, each of which shows an interplay between copying the features of consonants, copying the features of vowrels, and insertion of default features.

An informal survey of the literature gives the impression thent such complex effects of phonological context on vowel quality are more or less confined to loanword epenthesis. Within languages, it is far more common to find epenthetic vowels of default quality, as in Arabic, or relatively simple kinds of copying, such as always copying in one direction, as in the Welsh pattern in (12). An extensive typological comparison of the formal qualities of vowel epenthesis in loanvords and non-loanwords would be a valuable contribution to understanding the difference between them.

Another important difference between loanword and native language epenthesis is that epenthesis in loanwords is often not fully predictable. As we saw in the Korean examples in (23), epenthesis in a given location may be optional, and in languages like Shona and Sotho, "rules" for epenthetic vowel quality in loanwords are not exceptionless. Uffmann (2007: 9-13) argues that loanword epenthesis needs to be studied by looking for statistical patterns in large corpora of loanwords, because incorrect generalizations are easily reached from impressionistic or limited data.

Both the complexity and unpredictability of some loanword epenthesis patterns may indicate that these patterns have not been internalized by speakers as true phonological "rules" - again, an argument for not considering them side by side with language-internal epenthesis.

### 8.5 Vowel placement

The problem of where to place an epenthetic vowel arises in loanword phonology in the same way as in native language phonology: initial CC clusters, or medial CCC clusters, can potentially be split in two ways.
In some cases, epenthesis location in loanwords or interlanguage appears to follow the same placement pattern as the borrowing language shows in its native epenthesis patterns. For example, we saw in (11) that Iraqi and Egyptian Arabic
differ in how they break up word-medial CCC clusters in the native phonology: Iraqi puts the epenthetic vowel after the first consonant, and Egyptian after the second. These dialects differ in exactly the same way in how they epenthesize into CCC clusters in interlanguage phonology, as seen in (26). This pattern can be explained by the same mechanism, directionality of syllabification, that is commonly used to explain vowel placement in the native phonologies of these languages.
(26) Iraqi vs. Egyptian epenthesis in CCC clusters (Broselow 1987)

|  |  | Iraqi | Egyptian |  |
| :--- | :--- | :--- | :--- | :--- |
| native language | /kitab $+\mathrm{t}+\mathrm{l}+\mathrm{V} /$ | $\rightarrow$ | ki.ta.bit.la | kitab.ti.lu <br> interlanguage <br> children |
| $\rightarrow$ | chilididren | childiten |  |  |

Yet in other cases the placement of the epenthetic vowel is not explainable as a transfer of native language epenthesis rules, and cannot be analyzed through directional syllabification alone. Fleischhacker (2001) presents a typological study of epenthesis in initial CC(C) clusters in loanwords and interlanguage, focusing on the question of whether the vowel precedes the cluster (VCC) or breaks up the cluster (CVC). She show's that in many languages, the placentent of the vowel depends on what kind of consonants are in the cluster, as in the Egyptian Arabic examples in (27). In word-initial clusters consisting of a voiceless sibilant plus a stop, it is cross-linguistically more common to insert a vowel before the first consonant, as in (27a), while in word-initial clusters of an obstruent and sonorant, it is more common to place the vowel between the consonants, as in (27b).
(27) Egyptian Arabic eppenthesis in interlangunge (Broselow 1987)
a. study $\rightarrow$ istadi
special $\rightarrow$ izbasjal
ski $\rightarrow$ iski
b. swenter $\rightarrow$ siwetar
slide $\rightarrow$ silaid

Fleischhacker argues that the reason for this pattem is that epenthetic vowels are inserted where they will cause the least perceptual difference between the foreign word and the epenthesized adaptation (a theory which follows the P-map hypothesis of Steriade 2003). She presents an experiment in which English listeners were asked to judge auditory similarity between English words and modifications of those words with epenthetic vowels in different Incations. Words beginning with sibilant-stop clusters, like spar, were judged more similar to versions with epenthesis before the cluster ([zspar]) than to versions with epenthesis. within the cluster ([szpar]). Words beginning with obstruent-sonorant clusters, like fit, were judged more similar to versions with epenthesis within the cluster ([filit]) than to versions with epenthesis before the cluster ([ afllt f$]$ ). The results of the perception experiment thus match the cross-linguistic tendencies in epenthetic vowel placement, and add to the body of arguments that perceptual factors have a special role in loanword epenthesis.

## 9 Conclusion and suggested directions for future research

In the discussion above, I have tried to highlight some of the inajn empirical questions about vowel epenthesis, and to show that vowel epenthesis processes are greatly heterogeneous. A better understanding of vowel epenthesis will require work on two dimensions. One is detailed case studies of individual languages, in particular studies that combine the traditional, structural description of vowel epenthesis with attention to the acoustics, articulation, and perception of the epenthetic vowels, and also probe speaker intuitions about the vowels. Epenthetic vowels in Dutcl are probably currently the best-studied in this regard, and it would be useful to have similar experiments done with epenthetic vowels in other languages. It would be interesting to examine whether the phonetic nature of an epenthetic vowel (for example, whether it is acoustically identical to a lexical vowel) correlates with any aspect of its phonological behavior (for example, whether it is visible to other phonological processes in the same way that lexical vowels are). The second area is typological work that looks for correlations between different characteristics of epenthetic vowels. Often, typological studies that focus on one variable, such as vowel quality, have lumped together vowel epenthesis processes that differ on other inportant paraneters, such as whether the epenthesis occurs in native words or loan words, whether the vowels are excrescent or not, whether they are rnurphologically conditioned, etc. However, it is possible that there may be relations between these variables. For example, it would be interesting to see more systematic comparisons of epenthesis in loanwords $v$ s, native phonology, given the growing evidence that these processes may work differently.
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John Harris

## 1 Introduction

In language, we often cone across situations where a morpheme shows up in two alternating phonological shapes, one of which contains a vowel or consonant segment that is missing from the other. For example, in Samoan the root meaning 'twist' has two alternants: [milos] and [milo]. The form ending in [s] is found before a vowel-initial suffix (as in [milos-ia] 'be twisted'), while the form lacking the [s] is found when the root falls at the end of a word.

In such situations, the two alternants usually stem from a single historical source, and we can attribute the alternation between segment and zero to the action of some sound change. The question then is whether or not the historical form contained the segment that alternates in the present-day forns. Either the segment was absent from the original form and has since been inserted in certain phonological contexts, or it was present and has since been deleted in certain contexts. Which of these scenarios is correct depends on whether the segment's occurrence is phonologically predictable or not.
In the case of Samoan, the [s] nust have been part of the original form of the root neaning 'twist', because its presence is unpredictable. There is no regular sound change that could have inserted the consonant without also incorrectly inserting it in other morphemes. The unpredictability of the root-final consonant is confirmed by observing roots that show alternations with consonants other than [s], such as [oso] - [osof-ia] 'jump', [tau] - [taul-ia] 'cost'. The conclusi'on then is that Samoan has undergone a change that deleted consonants at the ends of words.

Whole-segment deletion is a pervasive phenomenon in the world's languages. Much of the terminology phonologists use to describe it - including the term deletion itself - dates from nineteenth-century philology. Although the terms were initially applied to historical deletion processes, they lave subsequently been extended into synchronic phonology. This is largely due to a well-established tradition of assuming that when a solu7d change affects a gramnor it can remain there as an active phonological process. According to this model of grammar, a synchron'tally live process allows regularly alternating forms to be derived from a single underlying form that strongly resembles the historical form (CHARTER 93: sound change). In our Samoan exanple, this means that the form [milo] is derived
from underlying /milos/ through the operation of a synchronic process that deletes a consonant when it is final in the word.

General terms used to describe whole-segment deletion include elision, loss, drop, and truncation. Although these terms continue to prove useful for descriptive purposes, they retain a strong favor of the philological tradition within which they were concejved. There are at least two connotations that more recent research has shown should not be allowed to determine how we approach synchronic deletion. First, there is a procedural favor to the terminology: deletion might suggest that a phonological form is derivationally altered by tlee irretrievable elintination of a sound. Second, there is an implication that what gets deleted is a phonemesized unit - an impression undoubtedly reinforced by the practice of using alphabetic transcription to present the relevant data. As we'll see, neither of these cormotations accurately reflects how deletion is treated in modern phonological theory.

This chapter is laid out as follows. $\S 2$ catalogues the main types of vowel and consonant deletion, sticking as far as possible to theory-neutral descriptions. §3 discusses different approaches to how deletion effects are represented in plonological grammars. The next two sections examine the phonological conditions under which deletion occurs. $\$ 4$ addresses the issue of what causes consonant deletion and reviews claims that it is driven by an imperative to simplify syllable structure. $\S 5$ focuses on vowel deletion and evaluates the assumption that it inevitably triggers resyllabification. The chapter concludes in $\S 6$ by considering an alternative to traditional derivational approaches to deletien.

## 2 Segmental deletion

### 2.1 Consonant deletion

The following forms expand the Sannoan example we started with (data originally from Pratt 1911, cited in Bloonifield 1933):
(1) Samonn

|  | Simple | Perfective |  |
| :---: | :---: | :---: | :---: |
| a. | olo | oloia | 'rub' |
|  | arya | arjaia | 'face' |
|  | tau | tauia | 'repay' |
| b. | api | apitia | 'be lodged' |
|  | sopo | sopo? in | 'go across' |
|  | milo | milosia | 'twist' |
|  | oso | osofia | 'jump' |
|  | tau | taulia | 'cost' |
|  | asu | asupia | 'smoke' |
|  | r.alo | 1)alomia | 'forget' |

The form of the perfective suffix, [-ia], is evident from the examples containing vowel-final roots in (la). The examples in (1b) contain consonants that appear in the perfective but not in simple forms. Since the alternating consonants vary unpredictably from one word to another, we can conclude that each belongs to a root
rather than the suffix. The phonological process responsible for the alternation can be sumnarized as follows: a consonant is deleted at the end of a word. The result is that root-final consonants are elided when word final but survive when prevocalic.
The effect of deletion in Samoan has been to bar any consonant from appearing word finally. In a more restricted version of the process, final deletion only targets consonants of a certain type. In Lardil, for example, the only type of consonant permitted finally is apical. Stem-final consonants, which show up before a suffix vowel, delete finally if not apical; compare (2a) with (2b) (Hale 1973).
(2) Lardil

|  | Bare noun | Accusative |  |
| :---: | :---: | :---: | :---: |
| a. | pimen | pirnen-in | 'womar' |
|  | ntapal | kentapal-in | 'dugout' |
| b. | toalu | naluk-in | 'story' |
|  | tarjku | taykug-in | 'oyster' |
|  | murkuni | nlurkuninı-an | 'nullah |

Lardil illustrates another restricted form of final deletion, where the targeted consonant is preceded by another consonant. The effect of simplifying final consonant clusters in this way can be seen in (3), where the second of two stem-final consonants drops when word final. The process is fed by an independent process of final vowel deletion (on which more below) and itself feeds the deletion of final non-apical consonants exemplified in (2).
(3) Lardil

| Input | Output |  |
| :--- | :--- | :--- |
| /jukarpa/ | jukar | 'Iusband' |
| /wulurka/ | wulun | 'fruit' |
| /kantu-kantu/ | kantukan | 'red' |

As the form [kantukan] in (3) attests, cluster simplification in Lardil affects any type of consonant, including apicals. In other languages, a more restricted version of this process shows sensitivity to the type of consonant involved. In Catalan, for example, final cluster simplification targets coronals but not other places; compare (4a) with (4b) (Mascaró 1983).

## (4) Catalan



Cluster simplification can also target non-final consonants. Here, which member of a cluster drops varies in a way that is often attributed to differences in syllabification (on which more below). Pali illustrates the case where the second of two consonants deletes; as shown in (5), historical liquids (evident in the cognate Sanskrit forms) have been lost post-consonantally (Zec 1995).
(5) Sanskrit Pali
prati pati 'against'
traana taana 'protection'
kramati kamati 'walks'
In syllabic terms, the deletion exemplified in (5) simplifies an onset cluster. The reverse situation, where it is the first of two non-final consonants that drops, is typically described as coda deletion. Consider the example of Diola Fogny, where the only permitted type of coda-onset cluster is a partial geminate consisting either of a nasal plus homorganic obstruent or of a liquid plus coronal obstruent (Sapir 1965; Itô 1986). As illustrated in (6a), this sequence can arise through morphological derivation, in which case it survives in output (with appropriate adjustments for homorganicity).
(6) Diola Fogny

|  | Input | Output |  |
| :---: | :---: | :---: | :---: |
| a. | /ni-gam-gam/ | nigargam | 'I judge' |
|  | /ku-boл-boл/ | kubonlbor | 'they sent' |
|  | /na-ti.ir-tiiis/ | natiintiir) | 'he cut through' |
| b. | /let-ku-jaw/ | lekujaw | 'they won't go' |
|  | /ujuk-ja / | ujuja | 'if you see' |
|  | /kob-kob-en/ | kokoben | yearn' |

If, however, the juxtaposition of two morphenees creates a consonant sequence other than a partial geminate, the first consonant is deleted. This is illustrated by the elision of the stops in the examples in (6b).

The deletion of one consonant before another is often accompanied by compensatory lengthening (see CHAPTER 6山: COMPENSATORY LENGTHENING), where one segment lengthens to make up for the loss of a neighbor. The compensation can be under taken by either the following consonant or the preceding vowel. The furst scenario is illustrated by the development of earlier Romance to later Italian [nokte] > [not:e] 'night', the second by earlier to later English [nixt] > [ni:t] ('night', subsequently diphthongized to [najt]). ${ }^{\text { }}$

### 2.2 Vowel deletion

Vowel sequences lacking an intervening consonant are cross-linguistically dispreferred. Whenever morpheme concatenation threatens to create a hiatus configuration of this sort, languages can take various measures to resolve it

[^122](chapter 61: hiatus resolution). One of the most favored of these is to delete one of the vowels, either the first, as in French (see (7a)), or the second, as in Karok (see (7b); Bright 1957).
Input Output
a. French
/lo ami/ lami 'the friend (MASC)'
/la ami/ lami 'the friend (fem)'
b. Karok
/ni-axjar/ nixjar 'fill (1sG)'
/ri-uksup/ nikfup 'point (1sG)'
c. Ganda
/ba-ezi/ be:zi 'swreepers'
/ba-ogezi/ bo:gezi 'speakers'
As with consonant cluster simplif iation, vowel deletion under hiatus can, depending on the language, be accompanied by compensatory lengthening. We see this in the Luganda examples in ( 7 c ), where a stem-initial vowel lengthens to make up for the loss of a prefix vowel (Clements 1986).

Vowel deletion can also occur between consonants. Synoope, as this process is called, is typically sensitive to stress or to the vowel's position relative to a word's edge.
The examples in (8) illustrate two forms of stress-sensitive syncope in English (syncope-prone vowels underlined).

Englisht
a. potato, parrade, career
b. opera, factory, chocolate, reference, family, camera

Syncope in English, which is both lexically and phonetically variable, targets unstressed syllables in two environments (Bybee 2001): (a) a word-initial unfooted syllable (as in (8a)) and (b) between a stressed and an unstressed syllable where the consonant following the targeted vowel is a sonorant and more sonorous that the consonant preceding (as in (8b)). The effect of the second pattern is to contract a trisyllabic sequence into a bisyllabic trochaic foot.

One type of positionally conditioned syncope targets the niddle syllable of a trisyllabic sequence located at either the left or the right edge of a word. Thee leftedge scenario is illustrated in (9a) by Tonkan'a (Hoijer 1946), the right-edge one in (9b) by Tagalog (Kenstowicz and Kisseberth 1979).
(9) a. Tonknzun

| Input | Output |  |
| :--- | :--- | :--- |
| /pifsena-n-o? / | pitsnano? | 'he is cutting it' |
| /we-pitsena-n-o? / | weptsenano? | 'he is cutting them' |

b. Tagalog

Bare root
bukas
kapit
lantan
Pationt
buksin 'open'
kaptin 'embrace'
lamnin 'fill'

In Tonkarva, it is the second vowel in a word that syncopates. As shown in (9a), this means that the first vowel of a root (here, the /i/ of input / picena/) shows up when it is also the first voivel in the word but is suppressed when the root is preceded by a prefix vowel. Meanwvile, the second root vowel (/e/ in /picena/) is suppressed when the root is unprefiixed but slows up under prefixation. In Tagalog, the last vowel in a root shows up when it is also the last vowel in the word but is suppressed when a suffix vowel follows. A similar effect is seen in Turkish and Hindi.

Deletion can also target vowels at the absolute edges of words, usually when the affected syllable is unstressed or in some other way non-prominent. We have already seen a word-final example (apocope) in Lardil (see (3)). Less common is the word-initial equivalent (aphaeresis), as in colloquial English 'bout, 'lectric.

## 3 Modeling segmental deletion

### 3.1 Linear-segmental analyses of deletion

The first basic question a model of segmental deletion needs to provide an answer to is this: how is an alternant that retains a segment related to one that lacks it? The best-established approach to this question can be broadly defined as derivational: the alternants are derived frorin a single underlying form that contains the segment, which is then removed under certain phonological conditions by some mechanism that typically recapitulates historical deletion. For several generations, this basic assumption has remained largely unchallenged in mainstream phonological theory.

The derivational approach raises a second basic question: what impact does the deletion mechanism have on the representations it operates on? Over the years, there have been quite radical changes in how phonologists answer this question.

Interpreted derivationally, the term deletion might suggest a scenario where a segment disappears without trace. Certainly that is one of the readings implicit in the tradition of representing segments as phoneme-sized units strung together linear-fashion in phonological forms. The reading is reinforced by modeling the deletion mechanism as a rule that transforms an underlying or input form containing a given phoneme into a surface or output form that lacks it (for a textbook exposition of how deletion is treated in Iinear-derivational theory, see Kenstowicz and Kisseberth 1979). Conbining these linear and derivational assumptions yields an analysis of Samoan along the lines of (10).


This type of derivation can be described as destructive: the rule ("delete a wordfinal consonant") destroys information that is present in the input. A question that immediately arises is whether this information is recoverable. That is, can a language learner or listener reconstruct an underlying segment on the evidence of an output form from which it has been renoved? In the example in (10), could
a learner/listener retrieve the underlying /s/ in Samoan /milos/ on the basis of encountering surface [milo]? If the output form [milo] were the only available evidence, the answer would almost certainly have to be no.? On the face of it, no information is present in [milo] that would alert the learner/listener to the presence of $/ \mathrm{s} /$ in the adult talker's underlying form. In declarative theories of phonology, this lack of recoverability is enough to disqualify deletion as a derivational device (see e.g. Bird 1995; Scobbie et al. 1996).
For most phonologists, however, this definition of recoverability is too narrow. There is other evidence the learner/listener can potentially draw on to reconstruct an input segment that fails to appear in the output. In cases such as Samoan, the most obvious alternative source of evidence lies in the availability of alternants that preserve the deletion-prone segment in the output. According to a broader interpretation of recoverability, exposure to the [s] in a suffixed form such as [milosia] allows the learner to construct an underlying form /milos/, which can then be accessed whenever occurrences of the alternant without [s] are encountered. (For a summary of low this line of argumentation was deployed in earlier generative phonology, see again Kenstowicz and Kisseberth 1979.)

### 3.2 Non-linear analyses of deletion

Alternations are not the only source of evidence that can be exploited to recover deleted seginents. A segment can sometimes leave its mark on output forms even in its absence. Historically, this situation can arise when a segnent exerts some influence on a neighboring segntent before being deleted. Crucially in such cases, deletion of the segment does not completely undo the effects of its influence.

By way of illustration, consider again the examples of hiatus-breaking vowel deletion exemplified by the three languages in (7). The situation in French (7a) and Karok ( 7 b ) is just as we would expect if deletion is viewed as targeting phonemes: one vorvel vacates the representation, and the other segnients simply shuffle up, leaving no evidence that the vowel was ever present in the input. In Canda, on the other hand, deletion is accompanied by compensatory lengthening of the remaining vowel ( 7 c ). This suggests that, although the vowel-quality properties of the affected segment have been removed, its position within the word has been preserved. The deletion is thus only partial. A similar effect is witnessed in tonal stability, where a tone that is cut loose by the deletion of the vorvel to which it is initially associated survives by attaching itself to a neighboring vowel (see chapter 45: the representation of tone).

Stable weight and tone effects of this type are just part of a large body of evidence indicating that it is wrong to think of segments as indissoluble phonemic units. Rather, they are composites of non-linearly linked properties, each of which can be independently targeted by phonological processes, including deletion. Embracing this insight opens up different perspectives on deletion than that offered

[^123]by linear-phonemic theory. In particular, the representational technology of nonlinear theory has a significant impact on how we conceive of the not ion of segment in deletion processes.

In a non-line九רr representation, a sharp distinction is drawn between the feature content that specifies a segment's phonetic quality and the position the segment occupies in syllable structure (chapter 14: autosegments; chapter 54: the skeleton). In principle, deletion could target either of these entities or both simultaneously. Sinultaneous targeting, equivalent to the phonemic conception of deletion, is what is required for the type of situation illustrated by French in (7a) and Karok in (7b).

Compensatory lengthening, such as we see in Ganda in (7c), requires an operation that removes the targeted segment's feature content but leaves its syllabic position intact. The usual non-linear way of implementing this is along the Iines of the derivation /ba-ezi/ $\rightarrow$ [be:zi] in (11) (front Clements 1986; see also Kavitskaya 2002; citapter gas compensatory lengtitening; and the papers in Wetzels and Sezer 1986). The x-slots represent positions in syllable structure (the syllabification details are not relevant at this point); the alphabetic symbols are shorthand for complexes of feature specifications; and the lines indicate associations between feature complexes on the one hand and syllabic positions on the other.


Deletion is impleınented by an operation that delinks the feature connplex specifying a from its syllabic position. Connpensatory lengthening consists in the insertion of a new link between $e$ and the position vacated by a.

Representing deletion as in (11) relies on the principle that a segment must be linked to a syllabic position in order to be phonetically expressed (Goldsmith's 1990 Linkage Condition). Based on this principle, regular alternations involving deletion can be modeled as the attachment ws, non-attachment of a segment to a position. There are two main ways in which this notion has been implemented. One is illustrated by the delinking step in (11): the alternating segment has an underlying association to a position but loses it under certain phonological conditions. The other approach is to assume that the segment lacks an underlying association but acquires one under the complementary set of conditions (for applications of this analysis to linison consonants in French, see for example Encrevé 1988 and Charette 1991). Applied to our Samoan example, the latter analysis would posit an unassociated $s$ at the end of /milos/. Before a vowel, this "floating" segment attaches to a position and thus surfaces (as in [1nilos-ia]); elsewhere it is left stranded and thus phonetically unrealized (as in [milo[).

### 3.3 Stray erasure

There is a consensus in the literature that unsyllabified or "stray" segments get erased and thus fail to be phonetically realized (McCarthy 1979; Steriade 1982;

Itô 1986). However, there is less than general agreement about where this erasure occurs - whether within the phonological grammar or in phonetics. These two views can be summarized as follows:

## a. Phonological erasure <br> Unsyllabified segments are absent from phonological output.

b. Phonetic erasure (Contrimment)

All input segments are present in phonological output; unsyllabified segments are phonetically erased.

The notion in (12b) that all input segments are "contained" in output, including those that remain unsyllabified, was adopted by early OT (McCarthy and Prince 1993; Prince and Smolensky 1993). Although the notion has since been abandoned in favor of phonology-internal erasure (12a) in most OT work since Correspondence Theory (McCarthy and Prince 1995), it continues to figure in some current output-oriented approaches (see for example van Oostendorp 2004, 2007).

The two principles in (12) are enpirically distinguishable, at least if we limit ourselves to a consideration of the effect each can have on phonological output. On its own, phonological erasure makes the prediction that a deleted segment will leave no trace of itself in an output form. Containment, on the other hand, predicts that, since an unlinked segment is still present in output, it should be capable of influencing or even triggering processes that affect linked segnients.

There is at least one type of evidence that, it is generally agreed, can be seen as conforming to the prediction made by Containment. It involves floating tones, which are tones that lack an association to a vowel, often as a result of their original host vowel being deleted (see chapter 45: the representation of TONE). Where such a tone rentains unassociated in output, it can usually be seen to influence the pitch of a following tone, either raising it (upstep, indicating a floating high) or Iowering it (downstep, a foating low). This suggests an analysis under which tones can be delinked without being erased.

More controversial is the claim that similar evidence can be found to support the notion that non-tonal features or feature complexes can also be delinked without being phonologically erased. Most of the relevant evidence involves derivational opacity.

A derivation is said to be opaque if it produces forms showing the effects of processes applying in specific ways not predicted by regular phonological conditions: either a process fails to occur where it would be expected to (underapplication), or it occurs where it would not be expected to (overapplication). It is worth considering this issue in this chapter, since deletion processes figure very prominently in the literature on opacity. This is because of their inherent potential to eliminate segments that trigger other processes.

As an illustration of opacity, consider the case of fortition in Cypriot Greek (Newton 1972; Coutsougera 202). The input to the process is a glide resulting from a general Creek process that desyllabifies $i$ before a vowel, as in /psumi-u/ $\rightarrow$ [psumj-u] 'bread (CEN)' (cf. [psumi] 'bread (NOM)'). The basic fortition pattern in Cypriot Greek is illustrated in (13a) and (13b): the glide hardens to a velar stop after $r$ and to a palatal stop after other oral consonants.

Cypriot Greek

|  | Input | Output |  |
| :---: | :---: | :---: | :---: |
| a. | /Seri-a/ | Serk |  |
|  | /teri-azo/ | terkazo | mat |
| b. | /mmati-a/ | nını日ca | 'eyes' |
|  | /pulluði-a/ | pullutica | little b |
|  | /őonði-a/ | dunca | 'tee |
|  | vasti-ete | sce | 'he is he |
|  | /xarti-a/ | ха |  |
|  | kar | ka | 号 |

As shown in (13b), the clusters produced by gliding and hardening are also subject to independent processes of spirantization and voice assimilation.

The opacity arises in forms that are affected by another independent process, illustrated in (13c), which simplifies input three-consonant clusters by deleting the medial segment, as in /vasti-ete/ $\rightarrow$ [vascete] ( $*$ [vastoete ]). The opaque examples appear in (13d). They contain clusters where $r$ is followed by a palatal stop rather than the velar variant that the regular conditions on hardening would lead us to expect (cf. (13a)). Looking at the input forms, we can see where the source of the opacity lies: $r$ is separated from the gliding/hardening site by a cunsonant. The intervening consonant fails to appear in output as a result of being deleted by the cluster simplification process. Expressed in traditional serial-derivation terms, hardening inust precede deletion (essentially following in the steps of historical sound changes). An ordered-rule derivation of [xarca], for example, runs something like this: /xarti-a/ $\rightarrow$ xartja $\rightarrow$ xartca $\rightarrow$ [xarca]. At the puint in the derivation where hardening applies, the consonant adjacent to the target segment is nut $r$ but $t$, which determines that the hardened consonant is palatal in output.

There are two naain output-oriented approaches to opacity involving deletion, distinguishable on the basis of whether they subscribe to the phonological or the phonetic version of stray erasure in (12).
In the version of OT assuming phonological erasure, the basic approach to opacity is to allow the granmar to select a winning output candidate by crossreferring to a losing candidate that would figure as an intermediate form in an ordered-rule analysis. For example, in Cypriot Greek the attested output form [xarca] would be judged a more optimal output thenn *[xarka] on the grounds that it is the more similer of the two to non-surfacing *[xartca]. (For discussion of different approaches to how this cross-referencing can be achieved in OT, see MicCarthy 2007.)

Contairunent approaches to deletion are equipped to treat opacity in a less obviuusly serial manner. Cuntinuing with our Cypriot Greek example, consider the following analysis of [ferka] vs. [xarca].

b. [xarca] 'papers' /xarti-a/


This analysis is of a type that was standard in early OT. It incorporates the widely held assumption that syllable structure is not present in lexical representation and is supplied by GEN, the mechanism that generates the set of candidate output forms.

In (14a), all of the input segments are parsed into syllable structure in output. The $k$ of [Jerka] is the hardened output of $i$, the velarity reflecting its adjacency to $r$.

In (14b), we see the effect of cluster simplification, driven by a high-ranked constraint banning complex codas (on which more later). The input $t$ fails to be syllabified in output. In line with the Linkage Condition, a segment that is "underparsed" in this tvay is not phonetically realized. Nevertheless, in line with Containment, it remains in the output representation, where it can influence segments the thail to syllabify. In this example, $t$ is in a position not only to trigger hardening but also to block $r$ from causing the hardened output to be velar.

## 4 Conditions on consonant deletion

### 4.1 Consonant deletion and syllabification

What are the phonological conditions that favor whole-segment deletion? In answering this question, we need also to take into account processes of obstruent devoicing and consonant weakening, since these occur under similar conditions (see chaptfr 69: einat. devoicing and finat. tarxng.ai. nfutratization and Ciapter 66: lenition). In fact, deletion figures prominently in what is perhaps the most reliable historical definition of phonological strength: segment $A$ is weaker than segment B if A passes through a B stage on its way to deletion (Hyman 1975; Harris 1994).

There is a well-established tradition of approaching the question from the viewpoint of syllable structure. This is based on two main assumptions: certain syllabic positions are particularly favorable to deletion, and deletion changes the syllabification of the phonological forms it targets. These assumptions are themselves founded on a rvidely accepted model of syllabification that can be summarized as follows:

## Standard syllabification model

a. Sonority

Syllable nuclei always correspond to sonority peaks (typically vowels).
b. Word edges
i. A word-initial consonant forms a syllable onset.
ii. A word-final consonant forms a syllable coda.

These assumptions represent what can be considered the "standard" view of syllabification (see Vennemann 1972 and the literature summarized in Blevins 1995 and Zec 2007; see also chapter 33: sytitabj.e-INTERNal. structurf, and cuapter 55: ansets). However, it has increasingly been called into question, and this inevitably impacts on the validity of syllable-based analyses of deletion.

### 4.2 Consonant deletion and syllabic markedness

There are certain phonological contexts where consonants are especially vulnerable to deletion, particularly in clusters or at the end of a word. Fron the perspective of the standard model in (15), deleting a consonant in these contexts pushes
syllable structure towards a less marked state. Removing a consonant from a cluster can open a previously closed syllable, simplify an onset, or reduce the size of a complex coda. Deleting a singleton consenant at the end of a word can be understood as having the same effect.

On the other hand, there are phonological contexts that are resistant to deletion. This is especitally true of consonants at the beginning of a domain such as the word, stent, or foot, and to a lesser extent of word-internal prevocalic consonants. Here too we can detect a syllabic preference, in this case for syllables to contain at least one onset consonant.

There is a long tradition of interpreting these patterns to mean that consonant deletion is actively driven by a preference for less marked syllable structure. The tradition has been updated in OT by furmulating the preferences in terms of marked-
 also Prince and Smolensky 1993, Zec 2007, and the papers in Féry and van de Vijver 2003). In a given language, deletion can occur if any of these constraints outrank countervailing constraints that call for input consonants to be faithfully preserved in output. In what follows, this is the format I will employ to present the standard syllable-based approach to deletion, focusing on the following constraints:
(16)
a. Syllatic markedness constraints

Codas
NoCeda
A syllable must be open.
NoComplexCoda
A coda must contain no more than one consonant.
Onsets
Onset
A syllable must have an onset consonant.
NoComplexOnset
An onset must contain no more than one consonant.
b. Segmental faith fulness constraint

MaxC
An input consonant must be preserved in output.

### 4.3 Onset simplification

(17) compares the grammars of two language types, one with complex onsets, the other without. As illustrated in (5), Sanskrit represents type (17a), while Pali represents ( 17 b ). The table shows twe different output analyses of a schematic input form /CCV/, where CC potentially syllabifies as a complex onset. In grammar (17a), NoComplexOnset is outranked by MaxC, which allow's the two input consonants to show up as an onset cluster. The reverse ranking in grammar (17b) forces onsets to be simplex: one input consonant takes up the only slot available in the onset, and the other drops (symbolized by $\underline{\underline{\mathrm{C}}}$.)
(17) Input /CCV/

| Language | Output | Structure |  |
| :---: | :---: | :---: | :---: |
| a | .CCV | Complex on | MaxC >> NeConiple |
| b | CCV | Simplex onse | NeComplexOns >> MaxC |

A similar simplification effect is widely reported in first language acquisition. A child acquiring a language with complex onsets typically starts out by deleting the nore sonorous of two onset consonants (as in bring, blue). The deletion evidently reflects a developmental stage where the only type of onset in the child's syllabic inventory is simplex. As is also typical of early plionology, the normally developing child nevertheless perceives the adult distinction between simple and complex onsets (as in 600 rs. blue). This suggests that the liquid in consmant-liquid clusters is present in the child's lexical representations, but is phonologically erased in output as result of failing to find a berth in the child's simplified onset (see Berntcardt and Stemberger 1998 and the literature reviewed there).

### 4.4 Coda deletion

The syllable coda is widely regarded as the consonant deletion site par excellence. Under the standard syllabification view in (15), the coda subsumes consonants in three phonological contexts: (a) a word-fincol singleton consonant, (b) any member of a word-final cluster, and (c) the first member of a word-internal heterosyllabic cluster.

In an OT granımar, deletion of firtal singleton consonants (illustrated above by Samoan (1) and Lardil (2b)) results fron MaxC being outranked by NoCoda. The reverse ranking defines languages that permit final consonants. This is shown in (18).

Input /VC.I/

| Langunge | Output | Structure | Constraint ranking |
| :---: | :--- | :--- | :--- |
| a | VC.] | Final closed $\sigma$ | MaxC $\gg$ NoCodA |
| b | V.C] | Final open $\sigma$ | NoCoda $\gg$ MAxC |

This basic treatment extends to consonsาnt deletion in non-fincal codas, such as occurs in Diola Fogny (6).

As to the deletion of absolute word-final consonants in clusters (illustrated by Lardil in (3) and Catalan in (4)), the standard syllable-driven account is that it is motivated by a markedness inıperative to reduce the complexity of codas. In OT ternis, final cluster simplification occu.rs in languages of the type shown in (19b), where NoComplexCoda outranks MaxC (Prince and Smolensky 1993). The reverse ranking yields languages of type (19a), those with final clusters. The fact that words can be consonant firal at all indicates that NoCoda is ranked relatively low in both of these grammars.

```
Input /VC.C.]/
```

| Lengunge | Output | Structure | Constraint ranking |
| :---: | :--- | :--- | :--- |
| a | VCC.] | complex coda | MaxC $\gg$ NoCOmillexCoda, NoCoda |
| b | VC.C] | simplex coda | NoComplexCoba $\gg$ NoCoda, MaxC |

Word-internal cluster simplification in Diola Fogny is selective in the type of coda it targets, deleting only those that do not form part of a partial geminate (see (6)). On their own, the syllabic markedness constraints in (16) are not enough to derive this selective behavior. What is required is an additional constraint that bans a coda from bearing or "licensing" certain feature specifications unless they are assimilated
from a following onset. (The formulation of constraints of this type is based to a large extent on proposals by Itô 1986 and Goldsmith 1989.) With this constraint ranked high, a faithful output candidate such as *[u.juk.ja] is non-optimal, since the coda [ $\mathbf{k}$ ] bears its own place and manner specifications. Under these circumstances, the lower-ranked constraint NoComa asserts itself, and the optimal candidate is the coda-less form [u.ju.ja] (an example of what in OT is called The Emergence of the Unmarked; see charter 58: the emercence of the unmarked).

### 4.5 Rethinking coda deletion

According to the standard view in (15b.ii), a word-final consonant has the same syllabic status as a word-internal coda. This makes the strong prediction that whenever consonant deletion targets codas it should strike both of these positions simultaneously (charter 36: final consonants).

There are certainly languages that bear this prediction out. In Lardil, for example, the set of non-apical singleton consonants that drop finally (as in (2b)) is largely the same as the set of consonants that are excluded from internal codas. In Samoan, the word-final deletion of root-final consonants shown in (1) coincides with an absence of internal closed syllables. Another example is provided by non-rhoticity in various languages, where listorical $r$ drops in exactly the combinaiion of environments defined by the final-coda analysis. For example, in non-rhotic English, constricted $r$ is suppressed both in an internal coda (as in carnal) and word finally (as in carr).

Examples such as these represent some of the core evidence in favor of the assumption that consonants in internal codas and word-final positions are syllabified the same (again see Blevins 1995 for a sumnary of the relevant literature). However, alongside these examples we find deletion evidence thent is difficult to square with the ass umption. On the one hand are languages that preserve internal codas but either delete or lack word-final consonants; examples include Italian, colloquial Tami, and Pali. On the other are languages that lack internal codas but have final consonants; examples include Kejannan (Strickland 1995), Yapese (Piggoti 1999), and Central Sentani (Hartzler 1976).

Where historical final consonants can be reconstructed for the first of these syllabically "hybrid" types of language, they have either been deleted or survive as onsets followed by an epenthesized vowel. In Pali, for example, deletion has wiped out historically word-final consonants, which can be reconstructed on the basis of a comparison with cognate forms in Sanskrit (see (20a)) (Zec 1995). However, as shown in (20b), the process has not deleted internal codas, which survive as the first position of a partial or full geminate.


It is true that internal codas in Palihave lost much of their historically contrastive feature content. However, the coda position itself has renained in place, picking up nost or all of its feature interpretation from the following onset.

The existence of syllabically hybrid languages of the Pali type is inconsistent with the prediction that deletion will target internal codas and fïnal consonants simultaneously. It could be further interpreted as undermining the assumption that final consonant deletion is motivated by syllabic structure independently of word structure. Does a final consomant delete because of its position in the syllable or because of its position within the word? Of course we could just say that a final consonant is a sub-type of coda, one that is particularly susceptible to deletion. But this is at best unparsimonious: it would be simpler just to say that deletion targets a consonant that is final in the word rather than having to say that it is final in both the word and the syllable.
In any event, the coda analysis faces additional problens, some of which become evident when we look more closely at consonant deletion in word-final clusters.

### 4.6 Final cluster simplification

According to the analysis outlined in 84.4 , final cluster simplification results from the operation of the constraint NoCemplexCoda in (16a). Two main objections have been leveled at this description. One has to do with the actual number of consonants permitted finally compared to internally, and the other with the phonotactics of firal compared to internal clusters.

Cross-linguistically, there is a clear numerical asymmetry between fincll clusters and internal codas. IVlany languages, including English, which allow two or more consonants in final position only allow up to one consonant in an internal coda (Harris 1994; Duanunu 2008). It is hard to come up with clear examples of languages where the two positions exhibit equal complexity (still less languages where internal codas are actually more complex than final clusters).

Moreover, in languages showing the numerical mismatch between the twro positions, it is noteworthy that the phonotactics of final clusters typically mimic those of initial or internal clusters containing onsets. Two basic patterns are attested in languages of this type. In one pattern, found in English, French, and Irish, for example, final clusters with a falling or level sonority profile ( $m$, it, pt, etc.) share their phonotactics with internal coda-onset clusters (citapter 53: syllable contact). In the other - found in French, Polish, and Icelandic, for example -rising-sonority clusters ( $\left.p l, g_{l}, d r, ~ e t c.\right)$, share their phonotactics with internal or initial complex onsets (Harris 1994; Dell 1995; Harris and Gussmann 2002). In soıne languages, the two patterns overlap in three-consonant clusters; in French, for example, we find [rkl] both medially (as in [serkle] 'circle (ve)') and finally (as in [serkl] 'circle ( N )').

If final clusters are treated as complex codas, the problem posed by cluster evidence from languages of this type is that the same set of phonotactic restrictions has to be assigned to two or even three different syllabic conditions. There have been two different responses to this problem, both of which challenge the claim that consonant delet ion in final clusters is driven by some need to simplify complex codas. One persists with the notion that phonotactics are syllabically conditioned but proposes an alternative syllabification of final clusters to the standard one.

The other denies that cluster phonotactics are conditioned by syllable structure in the first place.

According to the first proposal, the simplest analysis of final clusters is to syllabify them in the same way as the internal clusters with which they show phonotactic parallels (Harris 1994; Dell 1995; Harris and Cussmann 2002). That is, finnal clusters of the non-rising sonority type ( $m p, f t$, etc.) take the form coda plus onset, while those of the rising-sonority type ( $p l, g r$, etc.) are complex onsets. While this captures the phonotactic parallels between final and internal clusters, it is questionable whether it provides a syllabic motivation for final cluster simplification. This is because there is a cross-linguistically strong preference for the second consonant to be targeted, regardless of whether the cluster is of the rising-sonority type or the non-rising (see the language surveys in Blevins 1995 and Côté 2004).

French provides us with an example of final deletion in rising-sonority clusters. In some varieties of the language the liquid is deleted in final clusters of this type, as in [povr] 'poor', [ministry] 'minister' (Laks 1977; Côté 2004).

Deletion in final clusters of non-rising sonority is illustrated by the Catalan examples in (4). Feminine forms such as [askerpa] and [forta] show internal coda-nset clusters of falling sonority. The saıne clusters occurred historically in final position in masculine forms (Badia Margarit 1951). Of these final clusters, only those that are heterorganic survive into present-day Catalan, as in [askerp] (see (4a)). The rest - those consisting of partial geminates - have been subject to simplification through deletion of the final consorant, as in /fort / $\rightarrow$ [for] (see (4b)).

One conclusion that has been drawn from facts such as these is that the context for final cluster simplification is best stated in terms of word-finality without reference to syllable structure at all (as argued by Côté 2004, for example). A further reason for reaching this conclusion is the fact that the deletion that targets final clusters does not also automatically target the same clusters when they occur elsewhere in the word. For example, the dropping of the liquid in French final rising-sonority clusters does not also target initial and internal onsets. Final liquid deletion in French is thus not symptomatic of some more general simplification of complex onsets, such as has occurred in Pali for example (see (5)). By the same token, dropping the obstruent in Catalan final homorganic clusters, as in (4b), does not also target the same cluster when it occurs word internally.

Acknowledging that final cluster simplification onight be best described without reference to syllable structure naturally raises the question of whether the same might be said of deletion in other phonological contexts. This line of argumentation has led some phonologists to claim that all patterns of consonant distribution should be expressed in a strictly linear fashion by referring exclusively to innmediately adjacent segments and word boundaries (see e.g. Steriade 1999; Blevins 2003). At issue here is the fundamental question of why certain phonological positions promote deletion in the first place.

### 4.7 What causes consonant deletion?

What is it about consonants in word-final and pre-consonantal positions that makes them especially vulnerable to deletion? The answer is likely to be tied to the fact that these positions are also favorable sites for neutralization. Deletion is just one of a collection of process types that target consonants in these positions, and all of these processes tend to have the effect of neutralizing segnental contrasts. For
example, these are the preferred contexts where we find that obstruent devoicing neutralizes laryngeal contrasts, debuccalization neutralizes place contrasts (e.g. $/ p+k / \rightarrow\left[{ }^{[ }\right]$), and vocalization neuiralizes inamer contrasts (e.g. /l r/ --s [j]) (see CHAPTER 69: Final DEvoicing and final laryngeal neutralization). Deletion, too, can be seen as neutralizing, if it is understood as suspending the contrast between the presence and absence of a consonant, i.e. "merger with zero," as historical linguists put it (see Campbell 2004).
According to one proposal, the neutralizing tendency of certain positions can be attributed to the fact that they provide weaker auditory-perceptual cues to consonants than other positions (see e.g. Steriade 1999; Wright 2004). This point can be illustrated by comparing the cues projected by oral stops in different positions. The offset or release phase of a plosive provides more robust cues to its identity than does its approach phase (Bladon 1986; Ohala 1990). Moreover, the offset is most robustly cued when it is released onto a following vowel. Before another consonant or at the end of words, offset cues can be attenuated or suppressed altogether. In the first instance, they may be masked by the closure phase of the following consonant. In the second, since the end of a word often coincides with the end of an utterance, a final stop often offsets into silence.
Weakened cueing potential reduces the reliability with which listeners are able to detect consonant contrasts in particular positions, thereby increasing the likelihood that these contrasts will be eroded over time (see Ohala 1981, 1990). This would explain why preconsonantal and word-final positions are the most favorable sites for the neutralization of voice, place, and inamer contrasts. Deletion, it can be argued, is an extreme nuanifestation of this overall effeci (Cóté 2004).

The question of whether consonant distribution and deletion are motivated by cueing potential or syllabic position continues to be debated. (For critiques of the "licensing-by-cue" approach, see for example Gerfen 2001 and Kochetov 2006.) It is not clear whether the two notions are in fact incompatible: the positions across which cueing potential is differentially distributed can in principle be stated in syllabic rather than linear terms.

On the face of it, neutralizing processes in general and deletion in particular seem to be communicatively dysfunctional, in that they suppress information that might otherwise be used to help keep wrords distinct from one another. However, the particular location of favored neutralizing positions within the word means that the impact of such processes on lexical distinctiveness is not as deleterious as it might otherwise have been. In lexical access, listeners rely much more heavily on phonological information at the beginning of words than towards the end (cf. Nooteboon 1981; Hawkins and Cutler 1988). It is no surprise, then, that of all phonological positions word-initial is the most resistant to deletion.

## 5 Conditions on vowel deletion

### 5.1 Syllabification and vozvel deletion

If it is clear why there is a strong tradition of viewing consonant deletion as being driven by a pressure to simplify syllable structure, it is also easy to understand why no parallel tradition exists for vowel deletion. Deleting a vowel almost always increases syllabic markedness, at least according to the standard syllabification
account. Apocope, illustrated by Lardil in (3), creates a final closed syllable (V.CV.] > VC.]). Syncope, illustrated by English in (8) and by Tonkawa and Tagalog in (9), creates a closed syllable and thus also a consonant cluster (V.CV.CV > VC.CV).

There is probably only one pattern of vowel deletion that can be straightforwardly viewed as reducing syllabic markedness: the type of hiatus-resolving elision seen in (7). The second vowel in a hiatus configuration occupies a syllable without an onset, a marked situation (acknowledged in OT by the Onset constraint in (16a)).

Although apocope and syncope may not be syllabically motivated, they can generally be seen to be subject to other kinds of prosodic conditioning, specifically involving metrical or word structure or some combination of both. Moreover, the positions targeted by the two types of deletion can be broadly identified as prosodically weak or non-prominent. The processes are not always sensitive to stress, but when they are they typically target unstressed vowels. In stress-conditioned apocope, for example, the targeted vowel occurs either in the weak position of a foot or in an umfooted syllable. The emergence of word-fincal consonants in Catalan (see (4)) and certain other Romance languages is due to historical apocope of this type (Badía Margarit 1951; Lief 2006).

### 5.2 Resyllabification?

According to the sonority-driven model of syllabification in (15a), syncope and apocope necessarily have a much more profound impact on syllabification than consonant deletion: a vowel forms a local sonority peak and thus projects its own syllable nucleus, so removing it inevitably unleashes resyllabification. For example, by removing a final sonority peak, apocope forces a preceding consonant, originally an onset, into the coda of the preceding syllable.

This account of apocope predicts that the resyllabified consonant should take on the kind of coda-like behavior it did not exhibit when it was an onset. For example, it should now be able to trigger closed-syllable shortening in the preceding vowel. The prediction is not generally borne out. This is not surprising, since for stress purposes a final consonant typically behaves extrametrically: unlike an internal coda, it does not contribute to the weight of the syllable occupied by the preceding vowel (see Hayes 1995; chapter 43: extrametricality AND NON-FINALITY). Let us briefly consider two examples where developnients accompanying apocope have not followed the path predicted by the final-coda analysis.

Modern English bears the marks of a limited form of historical closed syllable shortening, as a result of which certain consonants (very broadly speaking, noncoronals) can now appear in a word-internal coda only after a short vowel (see, for example, Myers 1987; Harris 1994). As the alternations in (21a) show, there is ro parallel restriction when the corresponding consonants are word final.

## (21) English

a. perceptive perceive
reduction reduce
b. hopa > ho:p > ho:p > howr hope
bæka > bæ:k > be:k > bejk bake

In Middle English, apocope of unstressed schwa was accompanied by lengthening of the stressed vowel in a preceding open syllable (Minkova 1991). If consonants rendered word final by apocope had resyllabified as codas, the non-coronals amongst them would have been expected either to prevent or to undo lengthening of a preceding vowel. As the examples in (21b) illustrate, that did not happen. Apocope in English thus failed to disturb the general Cermanic pattern whereby a singleton word-final consonant, unlike an internal coda, has no influence on the length of a preceding vowel.

In Sesotho, final $i$ has undergone apocope under certain quite specific phonological conditions. The effect of the change is evident in the locative suffix [-er)], which derives historically from [-eni] (the form still attested in some of Sesotho's Bantu sister languages) (Doke and Mofokeng 1957). There is clear evidence that apocope has not resulted in the nasal being resyllabified as a coda. One indication involves the widespread Bantu process that lengthens penultimate vowels in phrases of a certain type (with accumpanying tonal effects not relevant here; see ciripter 114: bantu tone). The examples in (22a) illustrate this process in Sesotho (where vowel length is not lexically contrastive).

Sesotho
a. hase mu:thu 'It's not a person'
kra: tla 'I am coming'
b. re ter lape:n 'We are at home' *la:per)
ba ile sedibe:ry 'They have gone to the well' *sedi:ben
If the final $[y]$ of the locative were a coda, penultimate lengthening would be predicted to target the vowel inmediately preceding the suffix. However, as the forins in (22b) show, this is incorrect: the extra length falls instead on the suffix vowel itself. This suggests that the apocupe that produced [-en] has left the original bisyllabic structure of [-eni] undisturbed.

The more general conclusion we might draw from the evidence represented in (21) and (22) is that apocope has little or no impact on syllable structure. In fact it is just the sort of evidence that has led some phonologists to conclude that a word-final consonant is not a cuda but the unset of a syllable with a phunetically unexpressed nucleus (see e.g. Giegerich 1985; Kaye 1990; Burzio 1994; Harris 1994; Piggott 1999; Harris and Gussmann 2002; Scheer 2004). According to this account, apocope only targets the feature content of a vowel while leaving its nuclear position untouched. This is schematized in (23) (where we abstract away from the issue of how the suppression of feature content is best represented).

b. Pest-apocope

(A similar analysis has been applied word internally to syncope; see for example Charette's 1991 treatment of schwa in French.)

In (23), a consonant exposed to the right edge of a word by apocope remains syllabified as an onset. Since at no point does the consonant become a coda under this analysis, it is predicted not to trigger closed-syllable shortening. This is consistent with the scenario exemplified by English in (21). Similar reasoning would explain why penultimate lengthening in Sesotho targets the vowel immediately preceding word-final [ $\mathbf{r}]$ rather than the vowel before that, as shown in (22). The vowel before [ n ] counts as the penultimate nucleus in the phrase, because there is another to its right, nantely the final ennpty nucleus heading the syllable containing the nasal (as in [lapea] ]).

Bearing on the question of whetluer apocope triggers resyllabification is the fact that the process is often reported to be phonetically continuous along the dimensions of duration and periodicity (see e.g. Silva 1994; Gordon 1998; Myers 2005). Similarly continuous effects are found with syncope; examples include Japanese (Beckman 1996), and the two types of syncope in Englislı shown in (9) (Bybee 2001).

Phonetically continuous vowel deletion raises an awkward question for the standard model of syllabification: at what point do we decicte that a fleeting vowel stops projecting a local sonority peak and causes a preceding consonant to resyllabify into a coda? This is particularly problematic where the gradience occurs within the speech of individual speakers. The sonority noodel suggests an implausible scenario in which a speaker's output flickers between one syllabification and the other. Under a stable-nucleus analysis, syllabification remains unaffected by vowel deletion, regardless of whether it is phonetically continuous or not. In the case of gradience, what varies is the manner in which the affected nucleus is phonetically expressed.

A further difference between the stable-nucleus and sonority-driven app roaches to syllabification is that they offer empirically distinct perspectives on the relation between consonants flanking a syncope site. Under a sonority-driven analysis, the consonants start out as separate onsets but become syllabically adjacent after syncope. Newly formed clusters that happen to conforin to existing phonotactic restrictions are wrongly predicted to be phonetically indistinguishable form clusters already existing outside the syncope context. In English, for example, the liquids in pairs such as parade - proyed and polite - plight show differences in duration and voice onset time that listeners are able to utilize in word discrimination (Price 1980). One conclusion that might be drawn from this is that $\mu$ and $r$ are not phonotactically adjacent in parade in the way that they are in prayed. This is consistent with the view that, rather than triggering resyllabification, syncope of a vowel leaves the flanking consonants in phonotactically independent onsets separated by a stable but variably expressed nucleus.

## 6 Conclusion

Over the years, there has been a significant shift in the way phonologists nodel phonological processes in general and whole-segment deletion in particular. Previnusly, deletion processes were conceived of as rules that remove segnents from linear strings of input phonemes. That view gave way to one according to which deletion rules selectively target elements within non-linear representations. Later, input-oriented rules were largely abandoned in favor of the notion that deletion results from the operation of output-oriented constraints.

For all the differences amongst the var 100 s approaches reviewed here, there remains an important shared assumption; that morphologically related forms showing a regular alterıation between a segment and zero should be derived from a single lexical source. However, this idea too has been increasingly called into question.

Under the standard derivational analysis of deletion in Samoan, recall, the historical consonant-final form of an alternating root such as [milo] - [milos(-ia)] is preserved in a single underlying representation and is deleted in final position by a synchronic analogue of sound change (/dnilos/ $\rightarrow$ [milo]). The main argument in favor of this analysis is eanomy: speakers need memorize only one lexical form of each alternating root instead of two.

This reasoning was already being questioned as early as 1973 by Hale, cit ing evidence fromı Maori, a Polynesian relative of Sanıoan that shares the same historical deletion of word-final consonants. The evidence strongly suggests that speakers of present-day Maori have re-analyzed the original morphology of alternating forms by treating the formerly root-final consonant as now belonging to the suffix. This yields historical reparsings such as [awhit-ia] > [awhi-t ia] 'embrace (pass)' and [hopuk-ia] > [hopu-kia] 'catch (pass)'. If this is correct - and it is corroborated by more recent evidence adduced by Eliasson (1990) - it indicates that the segment-zero alternation in this case is now a matter of allonoorphy rather than regular phunology (chapter 99: Phonologically conditioned allomorrh selection): for each root, speakers simply memorize the appropriate consonantinitial suffix. (In fact, one of the re-analyzed suffix forms, -tia, has a much wider lexical distribution than the others and is the one now used by default in loanwords, neologisms, and code-switching; Eliasson 1990.) Similar historical restructurings involving consonant deletion have been reported for other languages (see e.g. the survey of the Sularvesi group of Western Malayo-Polynesian languages in Sneddon 1993).

Evidence from historical restructurings of this type presents an obvious challenge to any derivational treatment of segment deletion, be it formulated in terms of input-oriented rules or output-oriented constraints. In any case, the economy argument in favor of unique underlying forms is no longer as persuasive as it might have once seemed, since there are now known to be practically no limits on the storage capacity of lexical memory (Braine 1974; Landauer 1986).

Since Hale's (1973) paper, models of lexical storage and access have emerged that allow us to capture phonological connections between morphologically related forms without necessarily deriving them from a single lexical source. Part of the process of auditory word recognition involves a lexical search that leads to a specific neighborhood containing a number of forms with similar phonological characteristics (see the literature review in MicQueen and Cutler 1997). Even if two alternants of the same morpheme are stored as separate lexical entries, they are thus likely to show up in the same search, depending on how phonologically similar they are to one another. In the Samoan deletion case, related forms such as milo and milosia can have separate addresses in the lexicon (which would account for their allomorphic behavior) and yet still be close neighbors and thus be accessed in unison. The fact that one form lacks a consonant that is present in the other is of course a source of dissimilarity. However, this is mitigated by the location of the dissimilarity - away from the initial portion of the forms that is known to provide the nost valuable information in word recognition.
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# 69 Final Devoicing and Final Laryngeal Neutralization 

Gregory K. Iverson Joseph C. Salmons

## 1 Introduction

In this chapter, we survey a set of phenontena that have traditionally been given the simple rubric "fiinal devoicing." This nanee, however, clearly conflates a number of different phonological phenomena - deletion of other laryngeal features, even feature addition - and the relevant general pattern is better characterized as "final laryngeal neutralization." Widely attested across the languages of the world, final laryngeal neutralization represents a prototypical positional merger of phonological contrasts. Nonetheless, the attested patterns vary along several dimensions; they provide challenges to current phonological frameworks, on the one hand, and allow good testing grounds for them, on the other. In particular, the topic is highly relevant to the ongoing debates over the relationship between universal gramniar and language change in shaping sound systents, such as Blevins $(2004,2006)$ zs. Kiparsky $(2006,2008)$ (see also CTIAPTER 93: sOUND cilange).
In $\S 2$, after brefly reviewing some basic data, we provide a cross-linguistic survey of attested patterns in which (phonological) laryngeal features neutralize at right edges of prosedic constituents, while $\S 3$ introduces some aspects of the phonetics of final laryngeal neutralization with an eyetoward what those aspects mean for the phonology of such processes. In $\$ 4$, we then give an overview of the role of prosodic domains along which such patterns arise and generalize in sound change. In §5, we explore the major question in current phonology connected with this issue: the relationship between historical developnent and Universal Grammar. $\S 6$ sumnarizes and concludes.

We focus on laryngeal features, leaving aside broader neutralizations, such as loss of length distinctions in final position (e.g. Kiimmel 2007: 133-136), although it is important to note that these are often connected (see Trubetzkoy 1977: 74). We also restrict discussion to processes affecting obstruents, although final vowel devoicing and other" such phenomena are attested, as surveyed by Barnes (2002: ch. 3). Finally, we focus on "dynamic," alternation-supported neutralizations, leaving aside the "static" absence of contrasts, such as those in Thai and varieties of Quechua, in which laryngeal contrasts found in onsets (or word-initial position,
etc.) are merely missing in codas (or word-final position, etc.), without morphophonemic alternation.

## 2 The phonological typology of final laryngeal neutralization

### 2.1 Some basic data

In nany languages of the world, underlyingly voiced speech sounds do not show glottal pulsing at the ends of words, with the result that they are largely or often entirely indistinguishable from voiceless sounds. This occurs frequently with all obstruents, as in Catalan (Hualde 1992) or as illustrated here by nominal alternations from Polish (Rubach 1997: 553):
(1) nomsg nom $p l$

| klub | $[\mathrm{p}]$ | klub-y | $[\mathrm{b}]$ | 'club' |
| :--- | :--- | :--- | :--- | :--- |
| majonez | $[\mathrm{s}]$ | majonez-y | $[\mathrm{z}]$ | 'mayonnaise' |
| slawe | $[\mathrm{f}]$ | staiu-y | $[\mathrm{v}]$ | 'pond' |
| kandelabr | $[\mathrm{pr}]$ | kandelabr-y | $[\mathrm{br}]$ | 'lamp' |

As the last example demonstrates, Polish shows a variety of wrinkles in devoicing. Phonologically, extrasyllabic consonants, /r/ in this case, do not block devoicing (see also chapter 36: final consonants). As Tieszen (1997) shows, Polish manifests complex regional and acoustic patterns, which include evidence for incomplete neutralization for at least some speakers.

Targets of this neutralization vary considerably across languages. Sometimes, not all obstruents alternate. In Turkish (Kopkallı 1993; Becker et al. 2008) most stops surface as voiceless finally (and with a degree of aspiration as well, per Vaux and Sanuels 2005: 418), but may alternate with a voiced counterpart in suffixed word forms (data from Kopkallı 1993: 29; cf. also Nicolae and Nevins 2009; Feizollahi 2010):
(2) Turkish final stop neutralization

|  | noms sg | acc sy |  |
| :--- | :--- | :--- | :--- | :--- |
| /kab/ | [kap] | [kabur] | 'container' |
| /kanad/ | $[$ kanat $]$ | $[$ kanadur] | 'wing' |

This pattern, however, does not extend to fricatives:
(3) Turkish final fricative voicing alternation
[af] 'pardon' $\neq$ [av] 'hunting' [kas] 'muscle' $\neq$ [kaz] 'goose'

While our focus is on obstruent neutralizations, we note that, in other languages, final sonorants (chapter s: sonorants) may be subject to devo 'icirg, as in Kaqchikel (Campbell 1998: 41):
(4) Kapchikel sonorant devoicing

| /kar/ | $[$ kar $]$ | 'fish' |
| :--- | :--- | :--- |
| /kow/ | $\left[\right.$ korov $\left._{0}\right]$ | 'hard' |

We will not review the various techrical approaches to laryngeal alternations among obstr uents that have been offered in the past, such as Trubetzkoy's (1977:71) analysis of German funal neutralization in terıns of archiphonemes, which treats the neutralized obstruents as identical neither with the underlying Media (lenis/ voiced) nor Temuis (fortis/voiceless). In modern work, these processes have been characterized as rules deleting the feature [voice] (or sometimes imposing [-voice]) or as constraints prohibiting that feature in final position, and that is our point of departure here as well.

But final laryngeal neutralization can also consist in the addition of a contrastive property, not just the loss of one exemplified in the cases involving removal of [voice] adduced above. In particular, the work of Vaux and Samuels (2005: 418-422) has shown that the addition of aspiration to stops in final position is cross-linguistically rather more common than has been apprec ıted. As they review for Kaslmiri, contrasis between plain and aspirated final voiceless stops are merged in favor of the aspirated series, presumably via a rule that accrues the privative feature [spread glottis] (or [tspread gloitis], in a binary system) to voiceless stops at the end of the word.'
(5) Final aspiration in Kaslmiri (Vaux and Samuels 2005: 420, citing Syeed 1978)

|  | noms 8 | dat $p l$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| /wat/ | [wat ${ }^{\text { }}$ ] | [watan] | [watau] | way' |
| /kat ${ }^{\text {/ }}$ | [kat'] | [kat'an] | [kat'au] | stor |

Similarly, in Klanath a three-way contrast anmong voiceless aspirated, ejective, and plain stops neutralizes to the aspirated series in word-final position. Such patterns clearly suggest feature addition.
(6) Final aspiration in Klamatld (Vaux and Saınuels 2005: 421, citing Blev:ns 1993)

| $/ n^{\prime} \mathrm{ep}^{\text {h }}$ | [ $\mathrm{n}^{\prime} \mathrm{p}^{\mathrm{h}}$ ] | 'hand' | cf. [n'ep ${ }^{\text {he: }}$ 'a] | 'puts on a glove' |
| :---: | :---: | :---: | :---: | :---: |
| /nts'ek'/ | [ $n$ ti ${ }^{\text {c }} \mathrm{ek}^{\text {n }}$ ] | 'in little bits' | [nt'ek'a:ni] | 'small, little' |
| /nkak/ | [nkak ${ }^{\text {n }}$ ] | 'turtle (sp.)' | [nkakam] | 'turtle (ross)' |

Vaux and Samuels take the existence of patterns such as these to justify the interpretation of aspiration as "unmarked" in languages that add this feature finally, attempting to salvage the widely subscribed view that neutralization in final position regularly entails merger to the unmarked member of a contrast (chapter z:

[^124]contrast; chapter 4: markedness), albeit now defined on a language-specific rather than universal basis. More generally, however, aspiration patterns such as Vaux and Samuels reveal have been simply disregarded, with final laryngeal neutralizations often all being treated without further differentiation as "final devoicing." The idea that such non-assimilatory neutralization involves feature loss rather than addition has been particularly strong: Lombardi (2001: 13, passim) starts from the position that "The laryngeal distinctions of voicing, aspiration, and glottalization are often neutralized to plain voiceless in coda position," exemplified by what she analyzes as the removal of [voice] in Gerntan codas. More recently, Kiparsky (2008: 46) uses the term "devoicing" to characterize the Korean process of final neutralization across three series - usually treated as lenis (laryngeally unmarked), aspirated, and tense. But the phonetic feature [voice] plays no phonological role in Korean on most views (cf. Avery and Idsardi 2001; Ahn and Iverson 2004), appearing only allophonically in the otherwise voiceless lenis series in intersunorant contexts because this is a position favorable to passive voicing. This aside, however, the characterization of final laryngeal neutralization generally as final devoicing has far-reaching implications for the nature of the phonological component in human grammar. Thus, Kiparsky (2006: 222) argues forcefully that "marked feature values are suppressed in 'weak' prosodic positions." On the question of how to formalize this, he writes:

> The right way to do it in my opinion is that constraints can single out marked feature values (but not unmarked feature values). From these, with certain additional assumptions, we can build a system of constraints that asymmetrically prolubit marked feature values in weak positions. In processual terms, it predicts the existence of coda devoicing (coda depalatalization, debuccalization, deaspiration, etc.) and excludes coda voicing (coda palatalization, buccalization, aspiration, etc.).

On this view, ex nihilo feature insertion or addition is impossible, prohibited by the "design of language." In the next section, however, we develop a typology of final neutralizations that includes a broad set of counterexainples to the claim that final neutralization invaria bly entails feature loss, or merger to the unmarked, but rather may involve motivated neutralization to marked feature values as conventionally (i.e. universally) construed.

### 2.2 Overviezv

We begin this section with an overview of laryngeal features, so as to provide a framework for discussing which ones participate in final neutralization and how. But it is clear at the outset that right edges of prosodic constituents are frequent loci of neutralization and reduction of many kinds. In this spirit, final laryngeal neutralization has often been regarded as a "subtype of final weakening" (Hock 1999: 19; Harris 2009; Honeybone, forthcoming), and thus related to lenition (chapter éc: Lenition) and final consonant loss (Chapter 68: Deletion). Indeed, the view expressed just above (Kiparsky 2006) is thrat "weak positions" are actually governed by this directionality, so that final weakening in various forms is to be expected, but not final strengthening. We shall see, however, that a full typology of final laryngeal neutralization nust also recognize the occurrence of final strengthening, or, as we shall refer to it, final fortition.

### 2.3 Laryngeal features

Now common it discussions of neutralization of "voicing" and other distinctions involving glottal states is the perspective known as "laryngeal realism" (cf. Iverson and Salmons 1995, 2003, 2006, 2007, 2009, the name taken from Honeybone 2005), which we will adopt here. On this view of laryngeal phonology, three privative features are considered to be suffic lent to represent the known relevant contrasts in languages: [voice], [spread glottis] (henceforth [spread]), and [constricted glottis] ([constricted]) (see also chapter i7: distinctive features). In two-way systems, a "voice" language such as Spanish distinguishes marked voiced stops ([voice]) from unmarked voiceless unaspirated stops ([ ], using a blank space to indicate the absence of a phonological specification), whereas an "aspiration" language like English distinguishes marked aspirated or fortis stops ([spread]) from unnarked lenis (albeit often passively voiced) stops ([ ]). And a "glottalic" language like K'ekchi distinguishes marked ejectives ([constricted]) from unmarked, typically voiceless unaspirated stops ([ ]).

Combinations of these possibilities also exist to make up three-way contrasts, as in the aspirated-voiced-plain system of Thai ([spread], [voice], [ ]), the aspirated-ejective-plain systen) of Klamath ([spread], [constricted], [ ]) or the aspirated-inıplosive-plain system of Vietnamese ([spread], [constricted \& voice], [ ]). Four-, five-, and even six-way systems are also attested, as laid out first by Ladefoged (1973) and charted under the present feature system by Iverson and Salmons (1995). For example, the four-way system of Hindi adds murmured (breathy or voiced aspirated) stops to the three types of distinctions found in Thai, via paradigntatic as well as syntagnatic combination of [voice] with [spread] ([voice], [spread], [voice \& spread], [ ]). The thrust of this minimalist representation is thus to reconcile not only the phonetics but also the phonological, historical, and acquisitional behavior of speech sounds with their featural characterization.

Perhaps the most familiar neutralization of laryngeal contrasts among obstruents at the right edge of a prosodic constituent is the final neutralization process in German, documented comprehensively by Brockhaus (1995) and interpreted in the light of laryngeal realism by Iverson and Salmons (2007). Taking the realist perspective, German is an "aspiration language" in the sense described above, meaning that the laryngeal merger that takes place between fortis (aspirated) and lenis (passively voiced) obstruents syl lable-finally is in fact final fortition (as implied by the descriptive German grammatical term, Absfatuerfärtung), not final devoicing. (The domain varies regionally and stylistically between syllable-final and word-final.) In contrast to its sister Dutch, then, where final neutralization is devoicing (given that Dutch is a "voice larguage" in the sense described above), German neutralizes final laryngeal distinctions through feature addition rather than loss. The two types are illustrated below:
(7) a. Final devoicing: /d/ $\rightarrow$ [ t$]$ (Dutch)

b. Final fortition: / $\mathrm{d} / \rightarrow\left[\mathrm{t}^{\mathrm{h}}\right]$ (German)


In sume languages, lack of required final release or other factors may make it difficult to distinguish between feature addition and feature removal, but the former pattern is securely and robustly attested. ${ }^{2}$ For instance, in his treatment of Kashaya (Pomoan), Buckley (1994: 87-88) illustrates the rule of "Coda Aspiration" with respect to the palatal stop $/ \mathrm{c} /$ :

$$
\begin{array}{lll}
\text { /s'uwac-i/ } & \rightarrow \text { s'uwaci } & \text { 'dry it! (sc)' }  \tag{8}\\
\text { /s'uwac-me-?/ } & \rightarrow \text { s'uwac'mne? 'dry it! (formal)' }
\end{array}
$$

In this language, an underlyingly "plain" or laryngeally unmarked stop at the end of a w'ord-internal syllable becomes "aspirated phonologically, and not simply subject to some rule of obligatory final release at the phonet ic level" (Buckley 1994: 88). The aspiration rule also applies to word-final stops in loanwords, such as /'cajnik'/ 'teapot' (cf. Russian /t'ajnik/) and / $\int \mathrm{aki}^{\prime} \mathrm{taq} \mathrm{q}^{\text {h }}$ / 'puffin' (cf. Alutiiq / Saki'ta-q/) (1994: 100).

Kashaya, in fact, shows a three-way contrast among plain, aspirated, and glottalic stops, but other processes besides coda aspiration contribute to the nonoccurrence of plain finals. Thus, a suffix in a morphological category like the assertive (/=?/) combines with a stenn-final plain stop to yield a word-final glottalic (see Fallon 2002 on the notion of "fusion"):
/qahmat=? / [qahmát'] 'he's angry' cf. /qahnlat/ [qahmá?] 'angry'

At the same time, non-verbs ending in a glottalic retain that ejective articulation (as in [hosiq'] 'screech owl'), whereas word-final plain stops in the native vocabulary, analyzed as laryngeally ennpty, debuccalize to glottal stop ([qahmá?] $\leftarrow /$ /qahmat/). In other words, the language aspirates plain stops in native wordinternal codas (and word finally in loanwords), retains word-final phonemically aspirated and glottalic stops, but debuccalizes remaining word-final stops, with the result that final plain stops are phonetically absent.

As already noted above, a collection of similar cases, including Kashmiri and Klamath, has been adduced by Vaux and Samuels (2005). Ejectives and plain stops in Klamath neutralize to aspirates word finally (Blevins 1993), and Yu (2008, personal communication) reports the same pattern for Washo. In Kashaya, however, plain voiced stops do not undergo the neutralization to aspirates that affects the language's ejectives, just as in Kashmiri the phonemically voiced stops escape the final aspiration to which plain stops are subjected (Vaux and Samuels 2005: 419). The range of these phenomena suggests that final fortition, in addition to the expression in ( 7 b ), may be accompanied by the loss of all marked laryngeal content, not just the removal of [voice], as expressed in (7a):

[^125](10) Final Iaryngeal delinking (/ $\mathrm{d} \mathrm{t}^{h} \mathrm{t}^{\prime} \mathrm{d}^{h} \ldots / \rightarrow$ [t])


The operation in (10) thus accounts for final devoicing, as in utch or Polish, but also for final deaspiration, as in Korean; and the effect of this generalized deljnking for languages, which combines voicing with aspiration (e.g. Sanskrit) or other properies, is to neutralize all contrasting laryngeal manner types to the plain, voiceless unaspirated type. On this interpretation, then, final neutralization of the most common kind is effected by delinking of the Laryngeal node, with the consequence that the loss of any one of the contrasting laryngeal features in the system implies loss of all the others, too, if any (chapter 2\%: ine organization of FEATUREs). This appears to be accurate, as final devoicing in inore complex systeins goes hand in hand with the removal of other contrastive laryngeal gestures as well.

Final fortition, on the other hand, consists in imposition of the feature [spread], as per (7b), but appears to affect only laryngeally unmarked obstruents. Thus, aspiration in Kashaya accrues to final plain (unmarked) stops, but not to final ejectives (narked as [constricted]), and aspiration in Kashmiri similarly accrues to final plain stops, but not to phonemically voiced ones. Final fortition, in sum, affects the class of laryngeally empty obstruent configurations as per the refinement of (7b) given in (11), attracting the feature [spread] to a final Laryngeal node that is otherwise empty, or unmarked. The situation in Klamath or Washo then falls into place as a combination of firmal laryngeal delinking (10) feeding into final fortition (11).
(11) Final fortilion (/t di/ $\rightarrow$ [ $\left.\mathrm{t}^{\mathrm{h}}\right]$ (Kashmiri, Klamath, German)


As noted for Kashmiri above, neutralization to [spread] often leaves other, already laryngeally specified series untouched. For instance, Koyukon, Hupa, and Tlingit appear to aspirate unmarked stops finally, neutralizing with the [spread] series, but in each language the ejective series does not participate (Vaux and Samuels 2005: 418-441).

Final neutralization via the addition of other features appears to be far less common, according to the literature of which we are aware. Neutralization to a phonologically voiced inember of an opposition may occur, but appears to be very rare, and controversial, as reviewed in recent discussion about the analysis
of Lezgian (Yu 2004; Blevins 2006, drawing data from Haspelmath 1993). This Nakh-Daghestanian language possesses a four-way laryngeal distinction in onsets (voiceless, aspirated, voiced, ejective). In soıne monosyllabic noun classes, ejective and voiceless obstruents neutralize to voiced word-finally or after consonants, with suffixed forms showing the underlying obstruent and unsuffixed stems the neutralized realization (data from Yu 2004):

| pab | pap-a | 'ivife' |
| :--- | :--- | :--- |
| rug | ruk"-adi | 'dust' |
| q'eb | q'ep'-ini $^{\prime \prime}$ | 'cradle' |
| t'ib | thjp' $^{\text {j }}$ 'er | 'owl' |

As Blevins $\mathbf{( 2 0 0 4 , 2 0 0 6 )}$ emphasizes, there is no natural phonetic or aerodynamic reason to make stops voiced in final position, where nodal voicing in obstruents is difficult to maintain as well as to perceive; accordingly, the regular occurrence of final voicing, although in principle learnable, is expectedly uncommon. In this instance, the phenomenon arose coincidentally as the product of separate but converging historical events. Specifically, the synchronic pattern in Lezgian is the result of "natural" sound changes involving old voiced obstruents in both medial and final position: the medials under ivent gemination (and becane voiceless) and subsequently degeminated, leaving the historically voiced word-finals to stand in alternation with now voiceless word-medial stem-finals.

Blevins $(2004,2006)$ suggests other candidates for synchronic final voicing, perhaps nost clearly in Somali, where historically a neutralizing medial voicing process was followed by final vowel loss, thus creating a pattern of apparent final voicing. Kiparsky (200)6: 225) reanalyzes Somali (and some other cases), however, as an aspiration language in our sense, rather than a voice language. That is, Somali final "voiced" stops are phonetically lenis and unaspirated, contrasting with aspirated stops ntarked by [spread]. This view appears to be consistent with available descriptio ns of Somali obstruent phonetics, most explicitly that of Orwin (1993), although the possibility remains open thent some dialects of the language may employ [voice] rather than [spread].

Utterance-final position provides a potential universal starting point or trigger for anticipatory devoicing (to the following silence), whereas no such starting point exists to trigger utterance-final voicing. Phonologically, i.s a nonassimilatory addition of the feature [voice], final voicing is poorly motivated to begin with inasmuch as feature additions are almost always sourced in assimilation. On the other hand, in the structurally parallel case of final fortition as described above, non-assintilatory addition of [spread glottis] appears to serve a prosodic edge-marking function in association with the greater acoustic salience of fortis/aspirated over lenis/voiced consonants. This function is not compatible writh final voicing, and would appear to be irrelevant, too, to the other laryngeal feature, which in principle could be added finally, [constricted glottis].

Thus, neutralization per se to glottalic consonants is not securely attested in the literature, although superimposition of a glottal stop on fïnal voiceless oral stops is seemingly common. In the terminology of Michaud (20(4): 120), three different kinds of glottal gestures (glottal stop, glottal constriction, and creaky voice/ laryngealization):
can be characterized phonetically as follows: (1) Clattat stop is a gesture of closure that has limited coarticulatory effects on the voice quality of the surrounding segments. (2) Glollat constriction (also referred to here as glottal interrupt) is a tense gesture of adduction of the vocal folds that extends over the whole of a syllable rhyme. (3) Laryngenlization (i.e. lapse into creaty voice), resulting in isregular vocal fold vibration, is not tense in itself. Glottalizntion is used as a cover term for laryagealization and glettal censtriction....

Final neutralization directly via any of these three gestures is not known to us, nor are we familiar with final glottalization in the sense of Michaud's (2) and (3). At the same time, a familiar allophonic and optional instance of (1) is found in many varieties of English, e.g. in bat [brat'], perhaps as a prosodic right-edge marker appearing on fortis stops. This pattern of "glottal reinforceinent" then sets the scene for the loss of supralaryngeal stops in some dialects, especially with /t/, e.g. bat [ $\mathrm{b}_{\mathrm{B}}{ }^{2}$ ], bottle [ba${ }^{7} \mathrm{t}$ ].

Under the Dimensional Theory of feature representation advanced by Avery and Idsardi (2001, forthcoming), in fact, the gesture [constricted glottis] (which characterizes glottal closure, among other phenoınena) is inplennented via the dimension of Glottal Width, as a complement to the contrary gesture [spread glottis]. On this approach to feature organization, a relationship between these two contradictory gestures is thus predicted, so that an aspiration language such as English or German (with contrastive [spread glottis]) naturally gravitates toward impleınentation of its Glottal Width dimension in final position as either aspirated, when released (as in bat [bæath]), or as glottalically closed, when unreleased (as in but [bæt']). As noted, many American speakers realize such codas simply as a glottal stop, with no supralaryngeal occlusion.

A striking illustration of the complementary relationship between aspiration and glottalization is found in McFarland's (2007) description of Filomeno Mata Totonac: "Glottal consonants [h] or [?], or spread/constricted glottis features are required at certain donvain edges in Filomeno Mata Totonac, and are disallowed domain-internally." The process is thus not neutralizing, as the language makes no laryngeal contrasts, but the differing manifestation of Glottal Width in domain-edge consonants is entirely predictable: glottalization in sonorants, aspiration in obstruents.

Thai - with its three-way laryngeal contrast of voiceless, voiced, and aspirated - shows a pattern of glottalization similar to English, albeit with a difference in frequency. As Esling et al. (2005: 388) describe it: "In English, unreleased final glottal reinforced oral stops ['p], ['t], and ['k] are optional allophonic variants, but in Thai they are the norın." Michaud (2004) reports that dialects of Chinese that retain Sino-Tibetan historical final stops (Fujian and Cantunese) typically accompany these with a glotal stop, too, and this co-articulation is taken as a step on the historical path toward loss of final oral stops altogether, first via debuccalization leaving only the glottal stop, as in modern Burnese and Min and Hakka Chinese, then loss of all trace (save tone) of the original stops, as in modern Mandarin.

Central to accounting for the attested patterns of featural addition in neutralization is doubtless the often-noted (e.g. Blevins 2004: 98-99, 2006: 138) tendency of languages not to require or allow final release of stops, thus partially or entirely obscuring distinctions carried by release features. One superficially exceptionallooking pattern underscores the role of release in such neutralizations: in Chong
(Mon-Klumer; Silverman 2006: 79-80), final stops are unreleased, but the language nonetheless maintains a distinction between root-final (= word-fimal, since the language has no suffixes) glottalized and non-glottalized stops. This is suggested by Silverman to correlate with the timing of glottalization: Chong has pre- rather than post-glotialieation. That is, because of the timing of the gesture, the distinction between phonologically glotralized and non-glottalized stops is not dependent on final release. ${ }^{3}$
The literature contains a number of other similar instances from the languages of the world, where some set of final obstruents adds glottalization, without leading to neutralization; see Gurevich (204: 137ff., 151ff.) on optional glotralization of final voiced stops in Lahaul (Pattani) and glottalization of voiceless stops before consonants or juncture in Maidu. In all these cases, glottal stop is present in the language, but the languages lack contrastive glottalization in the obstruent system. Similarly, the phoneme inventory of Dumi (Tibeto-Burman; van Drienn 1993: 52-59) includes both $/ \mathrm{h} /$ and $/ \mathrm{T} /$, the former restricted to onsets and the latter to codas. The language has three stop series: voiceless unaspirated, voiced, and breathy or murmured. The voiceless series appears finally unreleased with "simultaneous glottal stop," e.g. /lenghok/ [lغjgว $\left.{ }^{\prime} k^{-}\right]$'throat'. The other two series do not appear in codas in native uvords, so that the effect of this glottalization is not neutralizing either. The related language Limbu (van Drien 1985: 7-16) shows similar patterns of glottalization of voiceless stops in codas without neutralization.

Debated as a possible case of final voicing (Blevins 2006; Kiparsky 2006), Tundra Nenets reinforces all consonants prepausally with a glottal stop (Salminen 1997: 31-32; see also Janhunen 1986: 81-83), which appears variably in wvord-internal codas as well.

Other less secure cases are closely parallel, like the glottalization reported for all three voiced stops (/b d g/) in syllable codas in Kamassian (an extinct South Samoyedic language), from Küïmmel (2007: 187-188):

$$
\begin{equation*}
\mathrm{b} \rightarrow 7 \mathrm{~b} \sim ? / \ldots \# \tag{13}
\end{equation*}
$$

As in all other languages we know to have final glottalization, this reinforcement is not contrastive in Kamassian. Like Chong, this involves pre- rather than post-glottalization and, like English, it appears to be connected with facultative loss of final stops for some speakers, as noted above for forms like [bat? ] bat. Kürmmel in fact suggests that loss of the original coda consonant may have triggered the glottalization. On the other hand, Barnes (2002: 210ff.) follows Hyman (1988) in arguing that "at least in many cases the epenthetic final glottal stop so commen in the languages of the world is ultimately the phonologization of allophonic phrase-final creak." In any case, the occurrence of word- or phrase-final glotralic gestures does not itself lead directly to obstruent neutralization, as far as we can tell, but rather does so only indirectly through concomitant loss of oral gestures.

The full possible typology of final laryngeal neutralization, then, includes the patterns shown in (14.).
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## (14)

Typology of possible final laryngeal neutralizations
a. deletion of [voice] (Polish, Dutch, Catalan)
b. deletion of [spread] (Korean)
c. deletion of [constricted] (Hup, as discussed below)
d. deletion of [voice] and [spread] (Sanskrit, Burushaski)
e. deletion of [voice] and [constr icted] (no clear cases)
f. insertion of [voice] (probably Lezgian, possibly Somali dialects)
g. insertion of [spread] (Kashniiri, Eastern Arınenian, Kashaya, Gerınan)
h. insertion of [constricted] (final glottalization; no clear neutralizing cases)
i. insertion of [voice] and [spread] (final murmuring; no clear cases)
j. insertion of [voice] and [constricted] (final laryngealization; no clear neutralizing cases)

Of these types, deletion of [voice] (a) and insertion of [spread] (g) are widely and securely attested. ${ }^{4}$ While Kiparsky (2008: 46) asserts that coda neutralizations in general "typically" go to unmarked values, he concludes that "the direction of voicing neutralization [is] universal" (2008:53). As we have seen, however, at least in the particular instance of laryngeal neutralizations, the strong interpreration of this claim is simply false. Indeed, it is unclear to us whether (a) is even significantly more common among voice languages than $(\mathrm{g})$ is among aspiration languages.

Neutralization via the deletion of other contrasting laryngeal features is exemplified in the deaspiration of (b) and the combination of deaspiration with devoicing in (d). Deglotalization via the deletion of [constricted], on the other hand, appears to be rare, but it is found in Hup (see below; on the view that laryngeal features are privative, thus ruling out the insertion of [-voice] or [-spread], see also chapter 7: feature specification and undersieccification). And the devoicing in (a) need not necessarily lead to the loss of [constricted]: in Dhaaseunac (Tosco 2001: 19-20; Blevins 2006: 143), for instance, woord-final obstruents devoice but do not lose contrastive [constricted], so that the implosive series surfaces in final position as voiceless glottalized stops, ['p 't 'k]. Fallon (2002) further shows that [constricted] often functions independently of other laryngeal features in other settings.

While the insertion specifically of [voice] (f) is per haps only marginally instantiated, the deletion of [spread] (b) appears to be tied to the more general removal of all marked laryngeal features. Rather commonplace, however, are the opposites of these: the deletion of [voice] and the insertion of [spread]. Like deletion of [constricted] ( $c$ ), insertion of contrastive [constricted] ( $h$ ), (i) is not securely attested, although the literature on this question is more limited to date. Notable is that

[^127]non-contrastive glottalization via insertion of [constricted], or laryngealization via insertion of simultanemus [constricted \& voice], is a frequent optinnal process across a set of languages, whereas final murmuring via insertion of [voice \& spread] is not known to us either as a neutralization or as an allophonic enhancement.

In complex laryngeal systerns, with three-way or more contrasts, it appears often that not all series neutralize in a merger context. In the Amazonian language Hup, the glottalized series of stops (variably but non-contrastively voiced elsewhere) merges in final position with the plain voiceless series, although the neutralization is perhaps not always complete in nasal contexts (Epps 2008, personal communication'. In the same environment, however, the language's phonemically voiced plain stops do not devoice (and so do not merge with voiceless and deglottalized finals), but rather post-nasalize, making them phonetically even more distinct from the other series. (Obstruent post-nasalization is an enhancement suggestive of "hypervoicing" in the sense of Henton et al. 1992.)

In summary, then, (a), (b), (d), and (g) are relatively well-attested neutralizations; (c), (e), arul (f) seem reasonable, but are not widely attested; (h) is marginal (but learnable); and (i) and ( $j$ ) appear to be unattested and are perhaps impossible, as we know of no solid cases of neutralization to compound features. Below, in 54 , we consider the diachronic paths that niay have given rise to some of these asymmetries.

## 3 How the phonetics of final neutralization informs the phonology

Phonetically, final devoicing in particular has invited appeals to the aerodynamics of speech, according to which utterance or breath group-final edges are produced with reduced pulnonary pressure; others have attributed final devoicing to a phonological assimilation to the following silence (cf. Hock 1999 on both points). And for stops, in particular, it has been argued that mod al voicing is difficult to mainta in in general; see Camkrelidze (1975), although Westbury and Keating (1986) advise that solid data on this point are limited.

While neutralization is typically categorical phonologically, the phonetic cues to laryngeal distinctions, including those in final position, have proven to be remarkably complex. With respect to the ostensibly simple issue of English "voicing," Lisker (1986) alone catalogues 16 distinct cues for stops in medial position, including glottal pulsing, consonant and vowel duration, and changes in fundamental frequency and in the first formant. Lisker notes, however, that the list is hardly exhaustive, and more recent work shows that still other factors, including amplitude, also play a role. The function of these cues varives of course by prosodic context, and while stressed word-initial position may be captured relatively straightforwardly by neeasurement of Voice Onset Time delay, final position proves particularly elusive. In fact, Rodgers et al. (2010) show that for a set of speakers from the American Upper Midwest, a different range of acoustic characteristics provides the best correlation for distirgguishing word-final /t/from /d/ in both frame sentences and running speech. These include RMS amplitude, rate of change of RMS amplitude, and, even more specifically, amplitude of individual harmonics and formants. In short, the full acoustic picture of final laryngeal distinctions is far from clear, even for a well-studied language like English.

We lay out in the next paragraphs some implications that this phonetic complexity carries for the phonology of final laryngeal neutralization. First, we argue that a successful account must pay attention to the role of nultiple cues and trading relations in producing distinctions (\$3.1). Second, we review briefly the possibility that final laryngeal distinctions undergo at most "incomplete neutralization," concluding that complete phonological neutralization is attested (§3.2). This leads to a third point reaching beyond phonetics, namely the range of other effects that come into play in neutralization (\$3.3).

### 3.1 Multiple cues

While an extensive body of research shows that final neutralization can be complete (see below for references), the presence of multiple possible and actual phonetic cues to laryngeal distinctions raises questions about the mapping between the phonetics of such cues and phonological contrasts. (For one view on the topic, see Kingston et al. 2008.) Evidence from variation in American English points to the importance of "trading relations" among cues. Purnell et al. (2005a, 2005b) show that, over several generations of real-and apparent-time speech from eastern Wisconsin, speakers have systematically changed how they realize these contrasts finally, from exploiting actual glottal pu.lsing early on to later relying on duration of the preceding wowel. ${ }^{5}$ A perception test showed that listeners who were speakers of other varieties of American English did not, in general, have difficulty interpreting either set of cues to laryngeal distinctions. That is, the phonetic realization of the distinction has changed over time in this region, but the phonological distinction, even for outsiders, has renaained stable.

### 3.2 Incomplete neutralization in production

Although many cases of final laryngeal neutralization have been described as effecting complete merger, a long thread of work has argued that neutralization is sometimes not truly complete, often in the service of challenging the notion of phonological contrasts (e.g. Dinnsen and Charles-Luce 1984; Port and O'Dell 1985; Charles-Luce and Dinnsen 1987). Fourakis and Iverson (1984) attribute the incompleteness effect reported for German to a laboratory artifact introduced by awareness on the part of participants (who presumably also spoke English, a language $w$ with a final distinction) as to the purpose of the experimentation, thus resulting in partially hypercorrect pronunciations of finals with traces of their morphophonemically lenis properties rather than as fully neutralized fortis obstruents. But under conditions in which the real purpose of the experiment is concealed in the guise of a norphological exercise (strong verb conjugation) rather than presented as an (apparently intimidating) evaluation of pronunsiation, participants neutralized German final obstruents completely. Jassem and Richter (1989) found that final neutralization under conditions such as these is also complete in Polish - contra Slowiaczek and Dinnsen (1985) - and Kim and Jongman (1996) report complete neutralization of final manner contrasis in Korean.
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### 3.3 Incomplete neutralization in perception

Studies seeking to establish perceptually incomplete neutralization ultinnately face challenges beyond what listeners glean from the acoustic signal, which is not, it turns out, the only clue that listeners have to whether even nonce forms belong to one or another class (ctiapter 98: speecil perception and pionology). Ernestus and Baayen (2003: 6), for instance, hypothesize that "Speakers recognize that there is neutralization and base their choice for the underlying representation on the distribution of the underlying representations among existing morplemes, serving as exemplars." They show that the Dutch lexicon has clear asymmetries with regard to the phonotactics of final underlying voice (cf. also Ernestus and Baayen 2007 and other papers in van de Weijer and van der Torre 2007). The distribution of word-final labial stops in Dutch, for example, is heavily biased toward underlyingly voiceless, but labial fricatives are even more heavily biased loward voiced. ${ }^{6}$ A production experiment showed that speakers treated nowel forms in line with those patterns, leading Ernestus and Baayen (2003: 31) to conclude:

First, our data show that the underlying [voice] specification of final obstruents in Dutch is predictable to a far greater extent than has generally been assumed. It is predictable not only for linguists having computerized statistical techniques at their disposal, but also for naive speakers, since they use the wpredictability in language production. Second, we see that the predictability is based on the similarity structure in the lexicon.

MLoreover, it has proven challenging for even well-designed experiments to control for issues like orthography. Warner el al. $(2004,2006)$ report a set of very low-level acoustic differences between underlying voiced and voiceless obstruents in Dutch, but then later follow up with new experiments showing that "incomplete neutralization may be entirely caused by orthographic differences" (Warner et al. 2006: 292). ${ }^{7}$ Indeed, Fourakis and Iverson (1984) noted that previous laboratory investigations of German final neutralization had found acoustic traces of lenis articulation in the orthographic $d$ of und 'and' and the gof weg 'away'. Both of these forms represent non-alternating and therefore uncontroversially phonemically fortis stops in modern Cerman that happen only for historical reasons to be spelled with the lenis graphemes $d$ and $g$ rather than fortis $t$ and $k$, respectively.

Aside from extra-phonological influences such as these, studies of ordimary speech, including present-day Wisconsin English and ınany cases cited by Blevins and others, show that early stages in the historical development of final laryngeal neutralization are prone to being both variable and partial, parallel in some ways to patterns familiar from vocalic "near-mergers" (Di Paolo 1988; Labov 1994). Moreover, even complete neutralizations are often recoverable perceptually from the pragneatic context (morphological differences aside, German Rat 'advice' and

[^129]Rad 'wheel' are unlikely to be confusable even if they occur in the same discussion) or based on phonological gaps in lexical distribution. Thus, German morphophonenvically fortis stops freely occur after lax vowels (Ecke 'corner', Beck 'brook'), but lenis stops rarely do (Ebbe 'ebb tide', gib 'give! (SG IMP)'), ${ }^{\text {b }}$ and there are numerous underlying sequences of stem-final labial or velar lax stop preceded by tense vowel (Lieb- 'love'), but hardly any with underlying fortis stop in this context. These kinds of patterns allow Piroth and Janker (2004; 99-100) to observe that, "Due to lexical and inorphological structure there are only very few minimal pairs of alternating paradigns with underlying voiceless vs. underlying voiced final obstruents." That is, the phonological contrast differentiates few homophones, so that there is little lexical competition in the sense of Blevins and Wedel (2009: esp. 169).

### 3.4 Summary

This section has surveyed some issues in the phonetics of final laryngeal distinctions, drawing especially on English, which maintains a distinction in almost all varieties and most contexts, and German, in which most varieties do not. First, we have argued here that phonetic cues to final laryngeal distinctions show remarkable complexity, and can change even as phonological contrasts remain stable in perception and production. Second, this informs the question of whether fincol neutralization is always complete or can be incomplete. At least when realized by feature deletion, it appears that complete phonological neutralization in ordinary speech is observable both acoustically and perceptually, but recovery of the neutralization is enhanced by considerations of pragınatics, skewed phonotactic distributions, spelling conventions, and lexical limitations on homophony.

## 4 The domains of final laryngeal neutralization and paths of change

Whether accomplished via feature removal or addition, final laryngeal neutralization is widely attested at all levels of the prosodic hierarchy, front utterance-final to phrase-íinal to word-final to syllable-coda position. In fact, the major route by which languages develop final laryngeal neutralization has been seen as running along that hierarchy, beginning with large units and moving downwards (e.g. Hock 1999; Blevins 2004, 2006).

For feature-removing neutralization, universal physical and acoustic motivations make voicing particularly challenging at the end of breath groups. By definition, at the end of breath groups pulmonary pressure reaches its minimum for that stretch of speech, but that can also be controlled and enhanced as part of speech. Lieberman (1967: 104) found that Anerican English speakers lower subglottal air pressure during the last $150-200$ nisecs of sentences, with acoustic effects including falling fundamental frequency. Decreased pressure exacerbates the inherent difficulties of voicing stops in particular, with further biases by place of articulation, as noted above.

[^130]While neutralization at the end of longer stretches of speech is directly rooted in the physiology and physics of speech (pulmonary pressure and the aerodynamics of vocal fold vibration), movement down the prosedic hierarchy involves steadily broadening generalizations nade by learners and speakers over generations, as argued by lverson and Salmons (2009), Salmons (2010), and many others. Blevins (2006: 140-143) presents broad evidence from a wide range of families on historical paths of development of final laryngeal neutralization. "Early stages" of devoicing co-occur with prepausal or phrase-final position, and they may be variable, gradient, and sensitive to aerodynamic properties (like a preference for devoicing / $\mathrm{g} /$ /), in addition to occurring only at tlue right edges of phrases (or presumably other longer stretches of speech). She posits an implicational hierarchy of such patterns, according to which languages may neutralize at the right edges of larger prosodic units and not at smaller ones, but never vice versa. For instance, numerous languages (Dhaasanac, Maltese, and some varieties of German) neutralize at the ends of words (and larger units), but not of syllables.: Of course the reverse pattern would be inherently odd structurally: word-final is coda position and phrase-final is word-final, for instance, so that coda neutralization should apply to higher levels. As observed above, the historical development of glottalization is reported to parallel this path over prosodic domains closely, as discussed above, but remains laryngeally non-neutralizing and often leads to the loss of final oral stops.
Overall, these patterns refect the historical paths of development laid out in the theory of Evolutionary Phonology (Blevins 2004, 2006): laryngeal neutralization by means of feature addition, especially if accompanied by mandatory relechse, appear's to function as an edge marker, arising via release of final stops in salient prosodic positions, whereas reutralization via feature loss appears driven by mandatory or facultative absence of release. Even if the motivation is different, edge marking shows distributions similar to those of neutralization by feature removal. For example, in the Tundra Nenets case discussed above, glottal reinforcement occurs with all consonants prepaussally.

Some varieties of American English may be starting down this path today. As already noted above, young speakers of Upper MIidwestern English show nascent word-final devoicing. Purnell et al. (2009) present evidence that may refect an earlier stage of this process: 2008 Republican vice-presidential candidate Sarah Palin showed variable final neutralization, with a preference for phrase-final position; i.e. what looks like a slightly earlier stage of development than that found now in Wisconsin. Palin was raised in an Alaskan community settled overwhelmingly by 1930s emigrants from northern Wisconsin, Michigan, and Minnesota, and this colonial variety of Upper Midwestern English may preserve the earlier patterns.
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## 5 History and Universal Grammar in final laryngeal neutralization

In the preceding sections, we laid out two contrasting positions with regard to how to explsin fincll laryngeal neutralization. Following the discussion in Kiparsky (2008), one position favors the view that grammatical structure constrains language change and the other favors the view that language change is the primary shaper of grammar. The former is the classic generative position, ilustrated on this issue by the work of Kiparsky, and the latter is assoc lated with various approaches, mostly recently Evolutionary Phonology, illustrated by the work of Blevins, both discussed above. Kiparsky (2008: 52) concludes that:

> The two programs can coexist without contradiction or circularity as long as we can make a principled separation between true univerivals, which constrain both synchronic gramonars and language change, and typolegical generalizations, which are simply the results of typical paths of change.

We share that ecumenical spirit, and note that it can be difficult to find the seam between such true universals and typological generalizations. We have argued above that Kiparsky has proposed a "true universal" which does not ultinıately hold up empirically. This suggests that Universal Grammar is leaner than has often been claimed, in line with many views emerging in the field today. The preceding sections aim to develop generalizations, some of which may prove to be "true universals," while others wi.l clearly be "typological generalizations." In contrast to Kiparsky's approacl, Blevins (2008: 107) concludes that "Within the phonological realne, there appear to be few, if any, substantive mniversals," with specific rejection of distinctive features as "substantive phonological universals," treating them instead as "emergent properties" (see also chapter 17: distinctive features). Full justification would go well beyond our assigned task here, but we are not prepared to abandon the core substance of phonology. Above, we have relied on abstract featural characterizations, but argued that they nust be considered in the context of phonetic variability and an array of psycholinguistic factors. History, internal and external, shapes contrasts and features through that context.

## 6 Summary and conclusions

In the foregoing, we started from a synthetic survey of what is known at present about final devoicing and laryngeal neutralization generally. Along the way, we have identified a number of phonological patterns based on the currently available evidence. Assuming privative laryngeal contrasts, neutralization can occur toward either a marked or an unnarked feature configuration, that is, by feature removal or insertion. Another form of right-edge marking, glottalization, appears to occur in languages for which [constricted] is not contrastive, thus without triggering laryngeal neutralization. These points all bear on current phonological discussions, i.e. about featural representations, the role of prosody and history in syncluronic phonology, and the nature of neutralization in "weak" positions. All of these discussions represent areas of potential progress.

While we have kept a focus on phonological theory, we have done so in the context of phonetics (especially perception), sound change, and prosody, all of which, we argue, are critical to a full understanding of final neutralization. Several conclusions follow, including these:
(i) Featural characterization matters: The delet ion of [voice], or final devoicing sensu stricto, is pervasive although not ubiquitous cross-linguistically. Addition of [voice] is rare to the point that some doubt its existence. The addition of [spread], or final fortition, is well attested, if potentially less common than devoicing. Deletion of [spread] (often with other features) is relatively common. Laryngeal realism, we have suggested, provides a robust typological generalization that would be impossible on the traditional interpretation of phonemically lenis stops with [+voice], and of phonemically aspirated stops with [-voice].
(ii) Phonetics, phonotactics, and other patterns matter: Laryngeal distinctions are carried by a wide range of phonetic cues, even within a single variety or even speaker. Still, long-standing efforts to argue for "incomplete neutralization" in German or Dutch nay reflect nothing about the acoustic signal, but much about the generalizations speakers/listeners are able to make based on their knowledge of phonotactics and lexical frequency. This is especially important because the phonetics of final laryngeal distinctions is particularly complex, a fact that has left open the possibility that seme cue to the distinction may survive neutralization. Phonologically, however, evidence indicates that final neutralization in languages like Dutch and German is typically complete.
(iii) Both structure and history matter: Both the "design" of language and historical forces play significant roles in synchronic suound patterns. In the particular example at hand, some clains about the role of language design have proven to be overstated, but such refinements are the work of healihy science.

As noted in §2, numerous scholars have treated "final devoicing" and its relatives as particular forms of final weakening, synchronic or diachronic. Research to date on final laryngeal neutralization reveals widespread patterns of feature addition and fortition. As with laryngeal realism itself, we would suggest that final neutralizations can come about by either weakening - through feature loss - or strengthening - tlurough feature addition, including glottal reinforcement where it is not contrastive in any of the languages surveyed.

This presentation raises a number of new questions, especially on the typological front. The data we are aware of suggest some striking and as yet unexplored patterns, like the tendency of [spread] to delete finally together with other laryngeal features (Sanskrit), while [voice] appears able to delete independently (Dhaasanac). The answers to questions about such patterns will doubtless sharpen our understanding of the subtle interactions between the human linguistic endowment and the historical patterns we are presented with as learners.
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## 70 Conspiracies

Charles W. Kisseberth

## 1 Conspiracies: The essential argument

The paper "On the functional unity of phonological rules" (Kisseberth 1970; henceforth FUPR) made what in essence is a very simple argument. It claimed that in the phonologies of the world's languages, it is often the case that there are phonological structures that are either barred or required, and that (from a standard generative phonology point of view) multiple rules may be involved in guaranteeing that these structures are avoided or achieved. This observation seenis to be undeniably accurate. FLJPR, however, went further and suggested that it was not sufficient to simply recognize this truth about the world's phonologies, but that somehow (a) these barred/required structures should be an explicit part of the phonological system of a given language, and (b) grammars that utilize multiple neans to ach leve/avoid a certain structure are not to be viewed as more complex than grammars that use fewer rules for the same end. As we shall discuss below, these claims are not consistent with the prevailing notion in generative phonology that all significant linguistic generalizations are expressible in terms of simplifications in the formal systemı of rules and representations. FLJPR suggested that there was instead a functional aspect to phonological rules that eluded the formal approach of early generative phonology. It should be emphasized that the use of the term "functional" in FUPR is distinct from later usage where functional refers to the idea that (a) phonological phenomena are motivated by, i.e. grounded in, phonetic considerat ions (summarized in Boersma 1997 as the "minimization of artictrlatory effort and maximization of perceptual contrast"), as well as the idea th.at (b) notions such as contrast, paradigmatic considerations and fequency may shape the phonological grammar. FUJPR emphasized the existence of avoided/ preferred structures, but not what factors make the structure in question good or bad nor what factors favor one repair over another.

The idea that phonological rules "conspire" to avoid/achieve a given phonologice. structure is one that had been suggested to me originally by Haj Ross and George Lakoff on the basis of their syntactic work (as well as that of David Perlmutter). A close reading of major pre-generative linguists (particularly Boas and Sapir) seemed to support this notion, as these linguists not infrequently linked a particular phonological phenomenon (e.g. so-called "inorganic" vowels)
to some claimed limitation on phonological structure. It was, however, Morris Halle who wisely suggested to me that I take a close look at the Yawelmani dialect of Yokuts if I wished to push this line of thought.

Yawelmani has, over the decades, been a point of reference for almost every approach to the essential problems of phonology. Newman (1944) provided the initial detailed description of Yawelmani (as wrell as three other dialects of the Yokuts language). His description of the language was in the tradition of Sapir. Harris $(1944)$ and Hockett $(1967,1973)$ looked at the Yawelmani data from the point of view of American structuralisnt, and Kuroda (1967) reworked Newman's analysis in terms of standard generative phonology. Later, Archangeli (1984 and subsequent work) applied the principles of underspecification and non-linear phonology to Yawelmani. In the optimality-theoretic literature, Yawelmani has been critical to the analysis of opacity (cf. Cole and Kisseberth 1995; McCarthy 2007).

FUPR examined a number of the essential aspects of Yavvelınani phonology, but while not differing radically fromb Kuroda's analysis, drew a conclusion that was out of the mainstream. What follows is a detailed summary of FUPR's account of Yawelmani.

Yawelmani words, in their surface form, consist of a sequence of syllables of the shape CV, CVV, CVC (where VV = long vowel). Thus all words begin with a single consonant and they may end either in a vowel or a single consonant. Internal to the wrord, vowels do not occur in succession: there is at least one and at most two consonants located between vowels. Vowels may be long or short, but when a vowel stands in the envirenment _ CC or _ C\#, it can only be short. These observations lead to the conclusion that Yawelmani bans syllables with complex margins (i.e. consonant clusters in either onset or coda position) as well as trimoraic syllables.

In the timeframe of FUPR, syllables played no role in generative phonology (see chapter 33: syllable-internal structure). As a consequence, all of the statements about phonological structures and all the rules formulated referred only to sequences of consonants and vowels. The discussion below follows the presentation in FUPR, but also translates it into a syllable-based analysis.

Underlying representations in Yawelmani are shaped in part by the above limitations on surface structure (chapter 1: underlying representations). There are no prefixes in Yawelmani, so stems always occupy word-initial position. All stems in Yavelmanj have an initial comsonant. Thus there is no need to have a rule to insert a consonant at the beginning of vowel-initial words. On the other hand, while no stem contains a sequence of three consonants, some stems do end in tivo consonants. When such stems are followed by a consonant-initial suffix, we have a situation where the ban on triconsonantal clusters (or complex margins) is endangered. An epenthetic vowel is introduced between the first two consonants in the three-consonant sequence (cifapter 67: vowel epentifests). This vowel epenthesis phenomenon is illustrated by the data in (1). (We have supplemented the data cited in FUPR for purposes of exposition.)
(1) Underlying form of stem

Stem + norist /hin/

| Pilk | Pilik-hin | 'sing' |
| :--- | :--- | :--- |
| Putj | Putuj-hun | 'fall' |
| logw | logiw-hin | 'pulverize' |
| ’ajj | Pajii-hin | 'pole a boat' |

The stems in (1) appear in their underlying form when followed by a vowelinitial suffix (e.g. [?ilk-al] 'might sing', [logw-ol] 'might pulverize', ['ajj-al] 'might pole a boat', etc.), but with an epenthetic [i] when followed by a consonantinitial suffix like the aorist /-hin/. If these stems appear in word-final position (e.g. in the imperative), then a vowel is also epenthesized between the two consonants that stand in word-final position (due to the fact that a word can only end in a single constonant, as a consequence of the ban on complex codas). Thus the stem /?ilk/ will appear as [?ilik] if not followed by a suffix. The epenthetic vowel in Yawelmani is the high front unround vowel [i], though this vowel will appear as [u] when preceded by a high round vowel (cf. [?utuj-hun]).

In FUPR, the rule in (2) is postulated for Yawelmani:

## (2) Voruel Epentliesis

$$
\varnothing \rightarrow \mathrm{i} / \mathrm{C} \_\mathrm{C}\{\text { 并, } \mathrm{C}\}
$$

These epenthetic vowels are clearly a means to avoid complex syllable margins. But Vowel Epenthesis is not the sole method for avoiding complex margins in Yawelmani. Specifically, there are two morp hologically restricted cases where one of the consonants is deleted. One case involves two suffixes that have an initial consonant cluster (in both cases, the first consonant in the cluster is a laryngeal), where the first of these consonants is deleted in position after a consonani-final stem. For example, the suffix /-hnil-/ elides its initial consonant after a consonantfinal stem like /gitiin-/ 'to hold under the arm' (this morpheme sequence occurs in the noun 'armpit' and there is other morphology and irrelevant phonology involved in the final form of this noun, [giten-nel-a-w]). The available data are not sufficient to make it clear whether the two suffixes in question are at all productive. The rule given in (3), if ordered before Vowel Epentluesis, will correctly delete the initial consonant of /-hnil-/.
(3) $C \rightarrow \varnothing / C+\ldots C$
(in fact, the only consonants that occur in the environment $C+\ldots C$ are [ 3 h])

The second case of consonant deletion occurs as an aspect of the phonology of certain suffixes which trigger moraic reduction in a preceding stem (in Newman's terninology, these suffixes require the "zero" form of a stem). For instance, stems with three consonants (e.g. /halaal-/ 'lift up') are converted to the shape CVCC(e.g. [hall-]) in front of a suffix such as /-hatin/. This suffix, in turn, will elide its initial consonant, due to the prohibition against three-consonant sequences (i.e. complex inargins). Again, we are not arvare of whether a suffix such as /-hatin/ is productive. The rule given in (4), if ordered before Vowel Epenthesis, will correctly delete the initial consonant of the specified suffixes.
$C \rightarrow \varnothing / C C+\ldots$
(affects only suffixes such as /-hatin/ that trigger the so-called "zero stem")
It is clear that both of these restricted deletion rules are functionally related to the vowel epenthesis phenomenon: they guarantee that an input that potentially violates the ban on triliteral consonant clusters and word-final consonant clusters
(i.e. complex syllable margins) will in fact obey this constraint on the surface (chapter 6x: deletion). Of course, all the potential violations of the ban on coinplex margins could be avoided by the single phenomenon of Vowel Epenthesis. The consonant deletion processes in (3) and (4) are not necessary in order to secure an outcome where there are no complex margins. However, what the existence of conspiracies tells us is that (in a rule-based approach to phonology) languages do not always opt to use the fewest number of rules possible to avoid an offending phonological structure.

Rules (2)-(4) constitute only one part of the Yawelmani conspiracy against comiplex margins. There is evidence to motivate the postulation of a rule in Yawelmani that elides a short vowel (either /i/ or /a/) in the environment VC _ CV. This rule can explain both cases where vowels in verb suffixes are elided, and also aspects of the nominal case system. Specifically, it deletes what Newman referred to as the "protective" vowel /a/ in a structure like /k'ilij $+\mathrm{a}+\mathrm{ni} /$ 'cloud (indirect objective)' but notitin a structure like /puulm $+\mathrm{a}+\mathrm{ni} /$ 'husband (indirect objective)'. In an example like $/ k^{\prime} \mathrm{iliij}+\mathrm{a}+\mathrm{ni} /$, deletion of $/ \mathrm{a} /$ yields an output where there is only one consonant in onset position and one consonant in coda position. On the other hand, there is no deletion of /a/ in /puuln $+\mathrm{a}+\mathrm{ni} /$, due to the fact that such a deletion svould yield an output with three consonants in a row: [lmn], a sequence that would require either a complex onset or a complex coda.

The rule in (5) achieves the correct result.

$$
\begin{equation*}
V \rightarrow O / V C \ldots C V \tag{5}
\end{equation*}
$$

Rule (5) does not bear any formal similarity to either the vowel epenthesis rule in (2) or the consonant deletion rules in (3) and (4). However, desp ite this lack of formal similarity, there is an obvious functional similarity: (5) deletes a vowel unless to do so would create violations of the ban on complex margins. Deleting a vowel is of course the opposite of inserting one front a formal point of view, but both actions, along with consonant deletion, reveal the overarching principle that complex margins are not permitted in Yawelmani.

There is yet one inore aspect to the Yawelmani complex margin conspiracy. Word-final verbal suffixes of the shape -CV elide their vowel when preceded by a vowel-final stem but not a consonant-final stem. In other words, the vowel of these suff xes will elide unless its elision would produce a violation of the ban on complex margins. Thus the imperative suffix $/-k^{\prime}$ a/ loses its vowel after the stem /taxaa-/ 'take', yielding [taxa-k'], but no elision takes place after the stem /xat-/ 'eat', yielding [xat-k'a] rather than *[xat-k'], with a complex coda. This second vowel deletion rule is formulated in (6):

$$
\begin{equation*}
V \rightarrow \varnothing / V+C \ldots \# \tag{6}
\end{equation*}
$$

There is of course some formal similarity between (5) and (6), since both are vowel deletion rules and only apply in the event a VC structure precedes. However, since (6) is restricted to word-final vorwels that are part of a CV suffix, there is not identity even in terms of the preceding structure: i.e. VC $\qquad$ in (5) but $V+C$ in (6).
We have now discussed the rules in Yawelmani that implement the ban on complex margins: (2)-(6). These rules, however, do not tell the entire story. In the standard generative phonology that prevailed at the time FUPR was written, it was
proposed that morpheme structure conditions (chapter 86: MORPHEme structure constraints) served to restrict the shapes of morphemes in underlying representation. In Yawelmani, there are no norphemes that contain a sequence of three successive consonants. In other words, structures are avoided inside a morpheme if they could only be syllabified by creating a complex margin.

This aspect of conspiracies was developed at greater length in Kenstowicz and Kisseberth (1977), under the rubric of the "duplication problem." Specifically, it was noted that in theories where there are both "morpheme structure conditions" and also phonological rules, it is often necessary to repeat the same generalization both as a morpheme structure condition and also as a feature-changing rule. For example, underly ing representations of morphemes may disallow a NC sequence where the nasal and the consonant are not of the same point of articulation, but a rule inay still be required that converts a morpheme-final nasal to be homorganic with a consonant in initial position in the next norpl neme (CHAPTER 81: local assimilation). As long as there is a morpheme structure component of the phoruslogy thet is distinct from the rules that account for alternations in the shapes of morphemes, then there will be conspiracies whereby structures that are banned in the underlying representations of morpheınes will trigger morphophonemic alternations as well.

To surnmarize: in Yawelmani, a morpheme structure ban on trisylla bic consonant sequences prevents morphemes from having offensive segmental material to begin with. A rule of vowel epenthesis, as well as two minor rules of consonant deletion, prevents violations from occurring at the juncture of morphemes. Two vowel deletion phenomena are constrained in a fashion to prevent the creation of complex margins.

But having pointed out this conspiracy, what are we to make of it? FUPR suggested that although there is no way in which a formal unity can be found for these various rules, nevertheless the ban on triliteral and word-final consonant clusters (i.e. the ban on complex niargins) should be part of the phonological grannoar of Yawelmani. However, in standard generative phonology, a phonology is a set of representations and a set of ordered rules that derive a surface form from an input form. A ban on complex margins cannot be part of the phonology unless it participates in the derivation of surface forms from input forms; otherwise it is simply a useless appendage that has no basis for existence in a formal system. In an attempt to find some way to make the ban on complex margins a part of the phonology, FUPR suggested that bans of this sort might function as derivational constraints.

The idea of a derivational constraint is this. Suppose that we formulate rule (5) as (7):
(7) A word-medial (short) vowel elites.

Say that the application of this rule fails if its inmediate output would violate the ban on triliteral or word-final consonant clusters (i.e. comıplexınargins). This derivational constraint would allow a word-medial vowel to delete only if deletion does not produce an illicit structure. Of course, this notion of derivational constraint would radically alter the way in which rules apply, but it would mean that a constraint like the ban on complex margins in Yawelmani would have an actual role to play in derivations.

The notion of derivational constraints, however, is only a very partial account of the Yawelmani complex margin conspiracy. It is not evident how the ban on complex margins would play any role in the derivation of words where offending structures arise across morpheme boundaries. Because the notion of a derivational constraint did not solve the conspiracy problem, it did not play a significant role in phonology unti considerably later.

## 2 Conspiracies: An historical overview

In order to fully understand the argument made in FUPR, one must begin with perhaps the central concern of early generative phonology: specifically, the question of how a language learner deduces the correct grammar from the data to which the language learner is exposed. The rough answer to this question that was advanced was that the learner adopts the "simplest" grammar. Simplicity, at least in terms of phonology, was taken to be determined by reference to the counting (particularly) of feature specifications both in rules and in lexical representations. A critical part of this enterprise was to design grammars so that the phonological patterns most commonly found in languages could be expressed in a simple fashion, while patterns that were never found in languages could be expressed only under great duress. An essential element of this enterprise was the bui.ding of a system of notation that would allow what the linguist understood to be the "same" or "related" phenomena to be subsumed under a single rule (a rule that while covering the observed data would often go beyond those data to make predictions about data the learner may not have encountered). (See Chomsky and Halle 1968 (SPE) for an extended discussion of this point of view. These ideas can be found throughout the entire early generative phonology literature.)

What FUPR showred was that in synchronic grammars one could find cases where obviously related phenomena could not be given a unitary treatment from the point of view of any available formal notation because they were related not in terms of their actions (insertions, deletions, feature changes, etc.), but rather the structural configurations that they either avoided or strove to achieve. As long as phonology was viewed as a theory of rules which married phonological actions to specific phonological contexts, a solution to the problent of conspiracies was impossible. The one partial solution suggested - derivational constraints - was a tentative step in the direction of separating the action (vowel deletion, in the Yawelmani case) from the context in which it occurs. It was, of course, not until the development of Optimality Theory (cf. Prince and Smolensky 1993) that a total solution emerged.

Although the FUPR paper itself focused on conspiracies in the synchroric grammars of specific languages, the paper developed out of my (ultimately unsuccessful) attempt to extend the ideas of "Chapter Nine" of Chomsky and Halle (1968) by developing a notion of "universal rules." What Chapter Nine attempted to do was to make it formally simpler for a granmar to conform to what is "ratural" than for it to go against what is most natural. In terms of phonol ogical representations, it did this by creating a system where an unmarked feature value was cost-free, whi.e a marked feature value rendered the representation a more costly one. The consequence was that whenever possible, an underlying representation would contain an unmarked value rather than a marked value
(since generative phonology claimed that the least costly grammar was always chosen over the more costly grammar if both grammars yielded the correct outputs). Chapter Nine went further, however, and attempted to extend the idea of making unmarked specifications cost-free when formulating phonological rules. However, it found only a very restricted way of achieving this goal. In particular, it proposed that if a phonological rule specifies a particular structural change, then markedness principles come into play to add other changes that follow naturally. For instance, Yawelmani has a vowel harmony rule whereby a vowel becomes round when preceded by a round vowel of the same height. This vowel harmony rule affects the vowel /i/when it stands after the vowel/u/. However, when /i/ rounds, it also becomes back and surfaces as [u]. Chapter Nine suggested that in a case such as this, the vowel harmony rule simply specifies that a vowel acquires the feature [tround] and then mark edness principles will automatically add the feature [+back].

In Chapter Nine, the only way that markedness considerations could play a role in "simplifying" the grammar was through this device of "linking" a natural structural change (e.g. the backing of a round vowel) to a language-specific rule (e.g. vowel harmony). As such, Chapter Nine had a proposal only for the case where a secondary structural change is natural given some primary structural change. It did not have an explanation for why the same primary changes occur under similar conditions in language after language (e.g. nasal assimilation, epenthesis of onsets, lenition).

In an earlier version of Kisseberth (1969), I attempted to develop (but later abandoned) the idea that grammars contain a set of universal rules (cost-free, so to speak). This proposal was motivated by the recognition that no matter how much tinkering one did with the system of notation, it would always be possible to state very simple rules that have linguistically implausible consequences. As a consequence, generative phonology's attempt to make more natural rules "easy" to formulate and less natural rules more difficult seemed fundamentally flawed.

The principal difficulties that the search for universal rules faced at the end of the 1960 s included:
(i) In a given language, a very natural phonolngical process accrues a significant number of language-specific restrictions that reduce the generality of the rule needed to account for the phenomenon; it was unclear how to separate the essence of a rule from all the baggage required to properly delimit its scope of application.
(ii) The conspiracy problem. Specifically, there are multiple distinct actions ('insertions, deletions, feature changes, sequencing changes) that are triggered by essentially the same context. Since a given language may utilize several rules to avoid/achieve a certain structural configuration, the scope of application of each rule must be delimited, obscuring the universal nature of the rule.
(iii) If "universal" means "in every language," why are there languages where these (proposed) universal rules are not in fact implemented in all cases or indeed at all?

Optimality Theory (Prince and Smolensky 1993 and a myriad of subsecquent references), of course, ultimately provided a solution to these problems by (a) separating the actions themselves from the "rules" (now expressed as constraints),
(b) allowing constraints to interact with one so that different actions are favored in certain situations over other actions, and (c) postulating a type of constraint (faithfulness) that could suppress the effects of other constraints by outranking them.

As the preceding discussion indicates, FUPR developed out of the problem of developing a notion "universal rule." It could not succeed in solving the problem of conspiracies, since it assumed the existence of (learned) rules. Between FUPR and the optimality-theoretic solution to conspiracies and universal rules, there were many significant phonological developments. Most of these developments have some bearing on the conspiracy problem. Perhaps it will be useful to begin with an observation in MeCarthy (1993: 169):

> The idea that constraints on well-formedness play a role in determining phonslogical alternations, which dates back at least to Kisseberth's (1970) pioneering work, has by now achieved almost universal acceptance. A tacit assumption of this program, largely unquestioned even in recent research, is the notion that valid constraints must state true generalizations about surface structure or some other level of phonological representation. Anything different swould seem antithetical to the very idea of a svell-formedness constraint.

McCarthy goes on to reject the point of view that the constraints that grammars conspire to enforce are necessarily true surface generalization. But it is important to understand the way in which the idea of conspiracies evolved and McCarthy here identifies a principal theme.

It is true that in the Yavelnani case the ban on complex onsets/codes is (largely) satisfied by the surface representations of the language. FUPR did not claim, however, that this was necessarily the case, but rather allowed for the possibility that a relevant constraint might be true of only a certain stage of the derivation. This conclusion was a necessary one, because FUPR did not propose to abandon the notion that phonological systems ar'e systems where principles interact in a possibly complex way such that some principles may not be true of the surface but only of some other level of the representation. From that point of view, it could very easily be the case that a certain configuration is favored or disfavored through much of a derivation, only to have late, low-level rules derive surface forms where the principle in question is violated. It was well known, for instance, that commonly assumed laws of syllabification in English may be violated in fast speech. In other languages, violations may result from processes operative in careful speech as well.

Although FUPR was careful not to suggest that the phonological targets of conspiracies were surface targets, the discussion that evolved over the subsequent years generally emphasized the surface nature of the constraints that rules conspired to serve (e.g. Haiman 1972; Shibatani 1973; Sommerstein 1974). This emphasis is extremely significant, since it had the consequence that the essential point of FUPR was lost as phonological thinking veered in new directions. The question raised by Kiparsky (1968), "How abstract is phonology?" led several influential phonologists to move in various interrelated directions. On the one hand, "Natural Generative Phonology" (cf. Vennemann 1971, 1974; Hooper 1973, 1979) attempted to limit phonology to surface-true generalizations. On the other hand, the "Natural Phonology" ofStampe (1973) attemıpted to re-focus
phonology away from the alternations observed in the shapes of morphemes (alternations which were often of restricted scope, were non-productive, and had exceptions, and which Stampe considered to be arbitrary and learned) towards processes that were "automatic," "exceptionless," and "innate," which could be observed in a variety of domains such as language acquisition, fast speech, unguarded speech, drunken speech, language games, etc. Both Natural Cenerative Phonology and Stainpe's Natural Phonology did not survive, for a quite simple reason: both approaches essentially removed the many examples of very regular, productive morphophonentic processes from the scope of phonology, since they were usually not surface-true generalizations due to exceptions or interactions with independent phenomensา, etc. However, Stampe's Natural Phonology did have a lasting impact, in that it eventually led to the so-called "Lexical Phonology" approach, which made a significant attempt to distinguish among principles that obtained in the lexicon and principles with a wider scope of application that were not dependent on the particulars of morphological structure (cf. Kiparsky 1982, 1985; Mohanan 1986, 1995). To this day this remains a critical issue in working out a comprehensive theory of phonology (chapter 94: lexical phonology AND THE LEXICAL SYNDROME).

The debate with regard to the "abstractness" of phonology (i.e. the extent to which surface forms may differ from their underlying sources and what sorts of evidence are required in order to postulate a divergence between surface and underlying structure) had considerable implications for the concerns of FUPR, as well as the ultimately related notion of universal rules. If phonology has little abstractness, and if nost of the rules that had been proposed during the early years of generative phonology were not really rules of phonology at all, then perhaps arguments such as the one presented in FUPR are irrelevant. If the various rules that we claimed conspire to avoid complex margins in Yawelmani are not in fact real rules of the language, then the argument in FUPR is no argument at all. And if the only phonological rules are ones that are directly represented by overt surface forms, then explaining how a phonological system is learned no longer seems so challenging, and appeal to universal considerations is less necessary.

The abstractness controversies of the early 1970s, however, were never really resolved, but instead phonologists turned to a new approach to phonological analysis and universals, namely an approach that emphasized the development of phonological representations from which outputs could be predicted with a minimal appeal to rules and rule interaction. The motio of phonology became "if the representations are right, then the rules will follow" (McCarthy 1988: 84). For our purposes, we will refer to this as representational phonology ( cf . Goldsmith 1976, 1990; Clements and Goldsmith 1984; Clements 1985; and many other references). Although representational phonology had very considerable successes (e.g. the autosegmental approach provided substantial insights into the complicated tonal phenomena of Bantu languages and the vowel harmony patterns of a variety of languages; CHAPTER 114: bantu tone; CHAPTER 45: the representation or tone; CHAPTER 91: VOWEL HARMONY: OPAQUE AND TRANSPARENT VOWELS; CHAPTER 118: TURKISH VOWFI. HARMONY; CHAPTER 123: HUNGARIAN VOWEL HARMONY), it became apparent from several of its most significant contributions that an adequate account of phonological patterns requires appeal not just to representations and rules, but also to constraints. The introduction of constraints can be found in such papers as Itô's (1989) theory of epenthesis, the extensive literature on the

Obligatory Contour Principle or concepts such as word-minimality in the work on prosodic morphology (cf. McCarthy 1979, 1981; McCarthy and Prince 1986).

The return to a role for constraints in phonological thinking naturally also triggered a return to relevance of the notion of conspiracies and constraints on derivations. Papers such as Myers (1991) on the notion of "persistent rules," the Theory of Constraints and Repairs developed in Paradis (1988), and ultimately Optimality Theory all found the issue identified in FUPR to be a significant one that needed to be addressed in phonological theory. We shall discuss the optimalitytheoretic analysis of the conspiracy phenomena later, but at this point we would like to turn to specific examples of conspiracies.

## 3 Conspiracies in various domains of phonological research

The argument in FUPR is limited to a single synchronic phonological system, but the notion is relevant to most, if not all of the domains of phonological exploration: universals, variation, and dialectology (chapter 92: variability), language change (charter 93: sound change), acquisition (char'ter 101: the interpretation of phonological patterns in first language acquisition), loanword phonology (CHAPTFR 5: J.OANWORD PHONOIOGY), etc. Space limitations do not permit an extensive discussion of all the domains where the notion of conspiracies is relevant, but we present some brief discussion of several domains: synchronic grammars, universal rules, phonological acquisition, and loanword phonology.

### 3.1 Conspiracies in synchronic grammars

We have already discussed at length the conspiracy in Yawelmani that revolves around the avoidance of complex syllable margins. There is a great variety of other examples of conspiracies that have been discussed over the past few decades. Here we will illustrate just two: hiatus avoidance conspiracies and conspiracies banning sequences of a nasal consonant followed by a voiceless obstruent.

Many languages do not allow onsetless syllables, particularly in word-medial position (cf. Casali 1997; ctiapter 61: ifiatus resolution; cilapter 55: onsets for discussion). Traditionally, such languages are said to avoid hiatus (a succession of two vowels with no intervening consonant). There are, of course, several ways in which a VV sequence (hiatus) may be avoided. The first or the second vowel may be deleted. The first or the second vowel may undergo glide fornation. A consonant may be inserted between the vowvels. While some languages may choose to avoid hiatus by invoking a single anti-hiatus action, it is not at all uncommon to find a language invoking multiple actions according to the specific VV sequence.

Chicano Spanish provides a relevant exanาple (cf. Hutchinson 1974; Reyes 1976; Baković 2007). Consider the data in (8), taken from Baković (2007). We have used orthographic representation for the input and retained that representation for the output, except that we put the surface form resulting from the hiatus avoidance rules inside brackets to highlight how the hiatus is dealt with.

| a. | tul uniforme | $t[\mathrm{u}$ niforme | 'your uniform' |  |
| :---: | :---: | :---: | :---: | :---: |
|  | lo odio | [ o ]dio | 'hate (1sc him/it)' |  |
|  | erio asi | er[a]si | 'it was like that' |  |
|  | se escapó | s[e]scapó | 'escaped (3sc)' |  |
|  | mi hijo | $m[\mathrm{i}] \mathrm{i}_{0}$ | 'my son' | ( $h$ is silent) |
| b. | paga Evita | pag[e]vita | 'Evita pays' |  |
|  | la iglesia | [ i ] ¢ ${ }^{\text {desio }}$ | 'the church' |  |
|  | casa hamilde | cas[u]milde | 'humble home' | ( $h$ is silent) |
|  | nirna orgullosa | nina[o]rgullosa | 'proud girl' |  |
| c. | mi obra | $m[j o] b r a$ | 'my deed' |  |
|  | mi ultima | $m[j \mathrm{l}]$ ltima | 'my last one (fem)' |  |
|  | mi hebra | $m[j e] b r a$ | 'my thread' |  |
|  | mi arbol | $m[j a] r b o l$ | 'ny tree' |  |
|  | tlu epoca | t[we]poca | 'your time' |  |
|  | tul alma | $t[w a] / m a$ | 'your soul' |  |
|  | tul biijo | $t[w i] j 0$ | 'your son' | ( $h$ is silent) |
|  | su Homero | s[wo]mero | 'your Homer' | ( $h$ is silent) |
| d. | me urse | $m[j u] r g e$ | 'it is urgent to me' |  |
|  | pague ocho | paguljo]cho | 'that s/he pay eight' |  |
|  | porgue aveces | porqu[ja]reces | 'because sometimes' |  |
|  | como Eun | com[we]va | ${ }^{\prime}$ like Eva' |  |
|  | tengo hipo | teng[wi]po | 'I have the hiccups' | ( $h$ is silent) |
|  | lo leablia | $l$ [wa]blir | 'speaks it' | ( $h$ is silent) |
| e. | como uritas | com[u]vitas | ${ }^{\prime}$ like grapes ( dm $^{\prime}$ |  |
|  | se binca | $s[i] n c a$ | 'kneels' | ( $h$ is silent) |

The data in (8) show that when two vowels are juxtaposed in Chicano Spanish, these VV sequences are not resolved in a single way, (7a) shows that when two identical vowels are adjacent to one another, the sequence is reduced to a single vowel. Thus in to uniforme, a single [u] vowel is found. It is of course not readily apparent whether one or the other vowel is deleted or whether one should just say the two vowels coalesce.
(8b) demonstrates that a word-final low vowel a deletes before any vowel. Thus in paga Evita, the $a$ at the end of the verb is absent in pronunciation. But the first vowel of the VV does not always delete. (8c) shows that if the first vowel is high, then it becomes the corresponding glide, whatever the second vowel might be. Thus wi obra yields [mjo] and twepoca yields [tw'e]. On the other hand, if the first vewel is mid, the results are a bit more complex. (8d) shows that if the second vowel differs from the first with respect to either [ $\pm$ low] or [ $\pm$ back], then the initial vowel glides: me urge surfaces with [rju], como Eva results in [mive] and Io habla (the $h$ of the orthography is silent) becomes [Iwa]. However, if the vowel that follows the mid vowel differs from it only with respect to the feature [ $\pm$ high], then there is no glide formation. Rather, as shown in (8e), the two vowels coalesce in a forn identical to the second vowel: como nvitios results in [mu]. What this example from Chicano Spanish illustrates is that although a single strategy might avoid hiatus, languages may chonse multiple means (for example vowel coalescence, vowel deletion, glide formation) to eliminate the problematic structures.

Combinations of a nasal consonant and a following voiceless consonant are disfavored in many languages (cf. Hayes and Stivers 2000 for discussion of the
phonetic preference for voiced consonants following nasals; see also CHAPTER 8: sonorants). There are different ways in which these ill-formed constnant sequences could be avoided. The most conmon "repairs" are voicing the post-nasal consomant or deleting this consonant (while assimilating the nasal to the same point of articulation), or devoicing the nasal or even deleting it all together.

Pater (1999) points out that in var' inos languages, nasal-voiceless stop sequences are avoided by the application of inore than one rule (even though a single rule in principle could reselve the problem). For example, in Kwanyana, a Bantu language discussed in Steinbergs (1985), there is evidence to support a ban on nasal-voiceless consonant sequences. One piece of evidence for the ban is the absence of such sequences in morpheme-internal position. It is also the case that the sounds $[k]$ and $[g]$ are in complementary distribution. [k] occurs wordinitially and intervocalically, and [g] appears only after nasals. This distributional pattern supports the proposition that there is a principle that voices a consonant after a nasal. Such a proposal is also supported by the treatment of English loanwords, as shown in (9) below.

## (9) Post-masal voicing in Kivanyama lonmwords

$$
\begin{array}{ll}
\text { [sitamba] } & \text { 'stamp' } \\
\text { [pelenda] } & \text { 'print' } \\
\text { [oinga] } & \text { 'ink' }
\end{array}
$$

In these borrowings, English nasal-voiceless stop sequences are replaced by nasal-voiced stop sequences.

But voicing of the stop is not the only repair found in Krvanyama. A root-initial voiceless stop located after a nasal prefix requires assimilation of the nasal, but then elides from the representation.
(10) Root-initial nasal substitution in Kiwanyama

$$
\begin{array}{lll}
\text { /e:N + pati/ } & \text { [e:mati] } & \text { 'ribs' } \\
\text { /oN + pote/ } & \text { [omote] } & \text { 'good-for-nothing' } \\
\text { /oN + tana/ } & \text { [onana] } & \text { 'calf' }
\end{array}
$$

In two other Bantu languages, Umbundu and Luyana, the same ban on nasal-voiceless consonants can be found. In these languages we again find two different repairs. A nasal that comes to stand in front of a voiceless fricative elides, while a nasal in front of a stop will assimilate the stop's point of articulation, but the stop itself elides. Schadeberg (1982) illustrates from Umbundu that / $\mathrm{N}+$ turna / surfaces as [numa] 'l send', while $/ \mathrm{N}+$ seva/ surfaces as [seva] 'l cook'. Givón (1970) shows that in Luyana $/ N+$ tabi/ surfaces as [nabi] 'prince', while / $\mathrm{N}+$ supa/ surfaces as [supa] 'soup'.

While Kwanyama, Umbundu, and Luyana use two distinct strategies to avoid a nasal-voiceless consonant sequence, other languages may opt for a uniform repair. According to Pater, in lndonesian a nasal assio: ilates the point of articulation of both a voiceless fricative and a voiceless stop, with the oral stop then eliding. In other languages, like Kelantan Malay, Venda, Swahili, and Maore, nasals delete before voiceless stops and fricatives alike. Although uniform avoidance strategies are possible, many languages are like Kwanyanıa, Umbundu, and

Luyana in that they opt for a (perhaps only superficially) more complex pattern of avoidance.

### 3.2 Phonological conspiracies and universal grammar

As mentioned earlier, the FUPR paper arose out of an attempt to make some sense out of the notion that there might be "universal" rules. The problem that confronted the researcher during the generative phonology period was that while one could easily find phenomena that seemed to reflect sonie universal principle, the rule-based descriptions were rarely uniform across languages in their details. Furthermore, just as in the case of conspiracies in synchronic grammars, sometimes formally unrelated rules in different languages could be involved in achieving the same outcome.

Let us take an exantple from Bantu tonal systeans (CHAPTER 45: THE REPRESENtation of tone; citarter lid: bantu tone). Early on in the research on these systems, it was recognized that a sequence of H tones is not preferred in these languages. Meeussen (1963) observed that in Tonga, for example, a succession of two H tones is converted to HL. In Leben (1973) and Goldsmith (1976), this ban on successive H tones was seen as a natural consequence of the approach to phonology that came to be known as autosegmental phonology. Specifically, autnsegmental models typically represent surface sequences of a feature value (e.g. H tone) as a single multiply linked autosegment. As a consequence, to the extent that this representation is maximized, sequences of the same autosegment will be unexpected. The proposed constraint againsi successive identical autosegments became known as the Obligatory Contour Principle (OCP). Al though some support for the idea that the OCP constrains all features emerged in the phonological literature, there is $n$ n question that its tonal instantiation is by far the most robust evidence for the principle.

The notion of a ban on successive H tones depends on the ability to distinguish between true and apparent sequences of H tones. This distinction is captured in autosegmental phorulogy as follows. A true H tone is one lncated on the tonal tier, regardless $\cap f$ whether it is associated with one or more than one tone-bearing unit. Successive H -toned inoras are not sequences of H tones if they are all linked to a single H tone on the tonal tier.

There are a number of ways in which the *HH principle can be manifested in a language. But before looking at these manifestations, two quite separates matters must be mentioned, both of which dramatically expand the diversity of the manifestations of the OCP. First of all, in the analysis of Bantu languages, it has sometimes been argued that phonologically there is just a contrast between H tone and the absence of tone. However, even in analyses that utilize inputs that lack $L$ tones, rules have been proposed that derive $L$ tones that then contrast with toneless moras. Consequently, we have some analyses where a H tone that violates the OCP may be simply deleted, and other analyses where it is changed to L. Formally, the rules are quite distinct, but in both versions the ban on successive H tones is satisfied. A second complication has to do with what it means for two H tones to be adjacent and thus in violation of the * HH ban. In some languages, adjacency of H tones on the tonal tier is the defining characteristic; in other languages, what is significant is that the H tones may not be associated with successive syllables; in yet other languages, what is critical is that the H tones not
be linked to successive moras. Because of these differences in adjacency, there will be considerable variation from language to language with respect to which representations actually violate the ban on HH in those languages.

Let us now look at sone of the different ways in which the * HH ban is implemented in different languages. One implementation has to do with the very nature of the underlying representations found in a given language (CHAPTER 1: underlying representations). For example, Cassimjee (1992) shows that in Venda (a Bantu language spoken in South Africa and adjacent parts of Zinmbabwe) noun stems, there may be sequences of H-toned moras, but in every case there is evidence that these sequences consist of a single H tone on the tonal tier assolciated with multiple successive moras. There are no morphemes with successive true H tones. In other words, underlying representations are structured so as to avoid violations of the OCP. The evidence that these H-toned sequences are a single H tone comes from a morphophonemic phenomenon known as Meeussen's Rule (Goldsmith 1984), whereby a H tone that is immediately preceded by a H tone is changed to L. For example, a noun such as /gon'ón'ó/ 'bumblebee' wil, when preceded by a verb ending in a $H$ tone, change first of all to the intermediate form: */Gòn'òn'ò / , due to Meeussen's Rule: i.e. all three syllables become L-toned (indicating that all three syllables started off linked to a single H tone that then changed to L). Subsequently, the preceding H tone spreads onto the first syllable forming a contour tone: */g $/$ /. Falling tones in Venda, however, are only permitted on bimoraic vowels and bimoraic vowels occur only in the penultimate syllable of an Intonational Plarase. As a consequence, /gô/ surfaces simply as a H-toned syllable: [górj’òn'ò]. If /góı'óı'ó/ were analyzed as having a sequence of three H tones rather than having a single H -tone multiply linked, we would have to explain why Meeussen's Rule does not affect the underlying representation of this word (see Cassimjee 1992 for more detailed discussion).

Even if underlying representations are configured to avoid violations of the ОСР (as in Venda), it still may happen that the juxtaposition of morphemes yields potential HH sequences. One very common reaction to this threat is the deletion/lowering of the rightmost of these adjacent $H$ tones as shown above for Venda. Rules that target the rightmost H in a HH sequence are said to be instant Lations of "Meeussen's Rule" (cf. Goldsmith 1984). In Venda it is necessary for Meeussen's Rule to change H to L in order to obtain the right results. In the Ikorovere dialect of Emakhuwa (spoken in southern Tanzania), Mreeussen's Rule simply deletes the H tone. For example, an underlying form like /k-a-ho-kaviha/ 'I helped' (underlining indicates the location of input H tones) has a H -toned tense-aspect morpheme /ho/ followed by a stem /kaviha/, which has a H tone (predictably) associated with its first vowel. This norpheme sequence violates the OCP ban *HH. The second of these H tones deletes, but subsequently the first H tone doubles onto the second by a general High Tone Doubling rule that applies in a wide variety of circumstances in the language: [k-a-hó-káviha]. Of course, one might ask: how do we know that the H tone on the stem-initial /ka/ has deleted if in fact this mora is pronounced on a H tone? The answer is simple. If the underlying H tone on $/ \mathrm{ka}$ / had not deleted, then it would have triggered doubling onto the next mora, resulting in the ill-formed *[k-a-hó-kíviha]. Notice that it is clear that the H tone on $/ \mathrm{ka}$ / is deleted and not the H tone on the preceding morpheine /ho/. If we had deleted the H tone from /ho/, then we would predict the incorrect output *[k-a-ho-kávíha], since the second H tone would
double to its right. (See Kenstowicz and Kisseberth 1979 for a more extended discussion of Emakhuwa tone, albeit in a pre-autosegmental framework.)

Although deletion of the rightmost H is particularly common in Bantu, other responses to violations of the " HH constraint can be found. In some cases it is the leftrnost of the two H tones that deletes or changes to L. For instance, in the Bantu language Rimi (Yukawa 1989), underlying H tones shift systematically one vowel to the right. Thus [u-teghéja] 'to understand' has a H-toned verb stem, where the H tone is underlying on the stent-initial vowel (underlined) but surfaces on the syllable [ghe]. In an example like [u-va-ríghifia] 'to speak to them', the verb stem is toneless but the object prefix /va / bears an underlying $H$ tone that shifts onto the first syllable of the verb stem. When a H-toned object prefix precedes a H-toned verb stem, as in [u-va-teghéya], we see that the object prefix loses its H tone and the syllable [te] retains its H tone, although this H tone does shift to the next vowel. Rimi thus differs from languages like Venda and Emakhuwa in that a violation of the OCP is repaired by deleting the leftmost H rather than the rightmost H .

In yet other cases, the two adjacent $H$ tones are merged into a single $H$ tone that is still linked to all of the moras that the original H tones were linked to. We can refer to this as H -tone fusion. The evidence for H -tone fusion is sometines a bit indirect. The Bantu language Shanbaa (Odden 1982) provides an interesting example, however, since in addition to the need for H-tone fusion, it also illustrates an entirely different means of avoiding ${ }^{*} \mathrm{HH}$ violations.

In Shanbaa, whenever a sequence of H tones would be created (either within a word or across words), a downstep is inserted between the H tones. For example, the second H tone in each of the following examples is downstepped relative to the first (downstep is indicated by the downward arrow and an underlying H tone is indicated by underlining; the data also illustrate H tone spreading, but we do not discuss this aspect of the data): [atée-k ${ }^{\downarrow} \underline{\underline{o} m a ́] ~ ' h e ~ k i l l e d ', ~}$ [angéa - jád 'he should have cooked', [ázakómá njộká] 'he killed a snake', and [ $n \underline{1}$ k $k$ 㚗i] 'it is a dog'. These data suggest clearly thent a sequence H!H does not count as a violation of * HH . It should be noted that while in some languages downstep may derive from a so-called "f.oating" $L$ tone, this is not the case in Shambaa. We do not address here the issue of how downstep is represented, nor whether it is represented in the phonology or only in the phonetics.

The insertion of a downstep between successive H tones in Shambaa is a very general phenomenon, but there are some cases where successive input H tones are not separated by a downstep. For instance, there is no downstep between a H-toned object prefix and a H-toned verb stemr: /ku-wá-kọmá/ 'to kill themi'. Odden explains the failure of a downstep to be inserted at this juncture by proposing that the H tone of the object prefix and the H tone of the verb stem fuse into a single multiply linked H tone. As a consequence, there is a single H tone and insertion of downstep cannot occur (since downstep is used only between H tones).

In all the preceding examples, we have dealt with situations where an input would violate * HH and formally different rules operate to alter the representation so that it no longer has a HH sequence. The OCP ban * HH is manifested in other ways in the grammars of the world's languages. Recall from our discussion of Yawelmani how the ban on complex margins may serve to restrict the application of vowel deletion rules. The sante thing can be observed in tonal systens: the ban
on *HH may restrict the application of other tone rules. The most commonly observed phenomenon where *HH plays a restrictive role on another tonological process is in H-tone spreading. The precise formulation of H-tone spreading differs from language to language (at least in a rule-based model of phonology), but one overarching pattern is that spreading may be prevented from going onto a mora that itself is adjacent to a H-toned mora. It should be observed that in some languages, it is not spreading but shifting (i.e. spreading of a H followed by a delinking from all but the last mora in the spreading structure) that is blocked.

For example, in Isixhosa (cf. Cassimjee and Kisseberth 1998) the H tone on the subject prefix /bá-/ shifts to the following toneless syllable in [ba-yá-lwa] but is unable to do so in [bab-ya-borna] due to the fact that the prefix / ya/ is followed in this case by a H -toned syllable. (As in our earlier examples, a mora that bears an underlying H tone is underlined.) Sometimes the adjacency of the H tones may be obfuscated. In Isixhosa the H on /bá-/ does not shift in [bá-ya-bonísa], even though at first glance it does not seem that the /ya/ is adjacent to a H -toned syllable. The problem in this example is that there is a H tone on the syllable /big/ in the input, but in the output this H tone has shifted to the following syllable. What we observe here is the much discussed problen of phonological opacity: the H-toned nature of $/ \mathrm{bo} /$ serves to block spreading onto the syllable in front of it, even though in fact $/ \mathrm{bo} /$ is toneless on the surface.

The preceding discussion shows that if we look at *HH (an instantiation of the OCP) across a diverse set of languages, we find that it is entirely parallel to the constraint against complex margins in the synchronic grammar of Yawelmani. There is a "functional" unity that unites all these diverse ways of avoiding HH sequences: they are working towards the same end, representations that lack HH sequences. Any theory (such as generative phonology) that sees rules as devices that marry a structural change to a structural description will fail to express the universal principle *HH.

### 3.3 Phonological conspiracies in phonological acquisition

Much of the work on the child's acquisition of the phonology of a language assumes that the child accurately perceives (for the most part) the data to which s/he is exposed, but that various markedness principles (e.g. preferences for open syllables, preferences for oral over nasal vowels, preferences for stops over fricatives) restrict the child's attempt to produce an output faithful to that perception (charter 101: the interiretation of phonological patterns in first LANGUAGE ACQUISition). As early as the extremely important work of Smith (1973), it was recognized that the notion of conspiracies is as relevant to child phonology as it is to adult phonologies. Smith proposed various rules to account for the fact that the child Amahl simplified consonant clusters in adult speech, but just as in Yawelmani, the unity found in the child's output was not reflected in the diversity of the rules that achieved this unity. Snuith recognized this as a failing of his rule-based, derivational approach. Naturally, constraint-based approaches such as OT have gained currency in the field of phonological acquisition, at least in part because of their ability to capture conspiracies better in child language acquisition. It should be clear from the discussion throughout this chapter that "conspiracies" are first and forenost attempts to achieve an unnarked structure
or avoid a marked structure. Since markedness principles serve to shape the child's outputs, it follows that we will expect conspiracies to be inanifested.

Space considerations limit us to a single instance of a conspiracy in phonological acquisition. Pater (2002) and Pater and Barlow (2003) discuss the ban on fricatives, *Fricative, which can be observed in the data on phonological acquisition (see also chapter 2w. The representation of fricatives). The common repair of this constraint is for a fricative to be converted to the corresponding stop. Pater discusses a chi.d LP65, aged 3:8 with a phonological delay, who in acquiring English lacked fricatives entirely front her output. However, adult English forns were repaired in two different ways: the deletion of the fricative or the stopping of the fricative. The choice of the repair was dependent on the adult input. If the fricative was part of a cluster, it was deleted. If it was not part of a cluster, it was converted to the corresponding stop. Thus sneeze became [ni:d], three becanne [wi], drive became [warb]. Tivo different repairs secure the absence of fricatives, one of the many examples of conspiracy in the acquisition literature.

### 3.4 Conspiracies in loanzord phonology

When speakers of L1 adapt words from L2 for use in speaking their native language, some of these words may contain structures that violate a constraint operative in L1. If these words are fully nativized, then these structures will be altered so as to avoid violations of the constraint in question. If the notion of conspiracies is applicable to the phenomenon of loanword adaptation then we expect that there will be cases where a given constraint will be enforced by means of quite distinct adaptation strategies (see also CIIAPTER 9.i: LOANWORD phonology).

In the Australian Aboriginal language Gamiaraay, words must end either in a vowel or a coronal sonorant ([n j l rr]), according to McManus (2008). If Ganiilaraay borrows an English word that ends in a consonant that is pernitted word-finally, then that consonant will surface. Thus English barrel is realized as [baril], and poison as [baadjin]. When an English word ending in a labial or dorsal consonant is borrowed, an epenthetic vowel appears. This epenthetic vowel obviously functions to avoid a disallowred coda consonant. Some examples of epenthesis are given in (11).
(11) baaybuu 'pipe' nhaayba 'knife'
dhuubuu 'soap' yurraantu 'rum'
mi.gin 'mi.k' yurrugu 'rope'

However, when the English word ends in one of the coronal obstruents, which are not allowed in a word-fiinal coda, an epenthetic vowel is not inserted; rather, the coronal is converted to a sonorant.

| bulaang.giin ~ bulang.giin <br> naragin | 'blanket' | burrgiyan | 'pussy cat' |
| :--- | :---: | :--- | :--- |
| dhalbin | 'nusket' | yuruuir ~yurruun | 'road' |
| garaarr | 'tablet' |  |  |
| dhindirr | 'grass' | nhiigi.iirr | 'necklace' |
| yarrarr | 'tin dish' | maadjirr | 'matches' |

Gamilaraay employs both vowel epenthesis and the sonorization of a consonant to achieve an output where every output ends in a vowel or a sonorant coronal. Two formally distinct alterations yield an output that conforms to the same regularity.

## 4 The optimality-theoretic analysis of conspiracies

In the preceding section we provided some illustration of the relevance of the notion "conspiracy" in various domains of phonology. An examination of the phonological literature over the four decades since the publication of FUPR is rife with examples of the phenomenon. Although FUPR identified a facet of phonological structure that is no doubt of critical importance to the theory of phonology, it failed to offer a comprehensive solution to the problem that conspiracies pose. In addition, it failed to raise a significant question: zohy do conspiracies exist? Why do languages not employ a single device to achieve a preferred structure or to avoid a structure that is not preferred?

Optimality Theory provides the essential ingredients of both a comprehensive account of conspiracies and an explanation for why universal "rules" may not be reflected in the outputs of particular languages. By separating the constraints from the actions that repair potential violations of these constraints, it allows a constraint to both trigger some actions whie preventing others. Thus *ComplexMarcins can both trigger the appearance of an epenthetic vowel and block the elision of a vowel if elision would violate *ComplexMargins. OT is not a theory of actions, but rather at theory of how constraint interactions account for the pattern of observed actions. At the same time, the existence of highly ranked faithfulness constraints inay prevent a constraint violation from being repaired at all in some languages.

Optimality Theory also explains why conspiracies occur, and can perhaps even be expected. Given a constraint such as *ComplexMargins, there are several different repairs that might avoid complex margins. However, each of these actions necessarily violates some other constraint (at the same time that they avoid a violation of "Comi'lexMargins). The constraints that the repair violates may be a faithfulness constraint, a markedness constraint, or some sort of 1 norphological constraint. Since these other constraints have a particular ranking, this ranking will determine which repair to *Complexiliargins is optimal in a given situation.

Almost any optimality-theoretic description of a language will offer clear evidence that it has provided an insightful account of conspiracies. There is, however, a significant problem with the OT analysis of conspiracies. Specifically, for any constraint C , there are many logical "actions" that might repair a representation so that $C$ is not violated. OT seems to claim that any of these actions could occur in some language. But is this in fact true? Varionus linguists have suggested that it is not true that all "repairs" for the violation of a constraint are in fact possible. This has been labeled the "Too Many Solutions" problem (cf. Steriade 2001, 2009). For example, Steriade considers the constraint that disfavors voiced obstruents at the end of a word. She notes that there are a considerable variety of phonological actions that might result in outputs that do not violate this constraint. Taking an input with a final /b/as an example, the following repairs could avoid a violation of the constraint: (a) the devoicing of the /b/to [p], (b) the nasalization
of the /b/ to $[\mathrm{m}]$, (c) the lenition of $/ \mathrm{b} /$ to $[\mathrm{w}]$, (d) deletion of the $/ \mathrm{b} /$, (e) the insertion of an epenthetic vowel after /b/, and (f) the metathesis of the /b/ with a preceding consonant that does not violate the constraint, etc. Steriade argues, however, that in fact it is only devoicing that is utilized to repair violations of the ban on word-final voiced obstruent.

The "Too Many Solutions" problem is a critical issue for Optimality Theory, since it calls into question the foundation of the theory - i.e. the separation of phonological actions from the constraints on structure that trigger these actions. It was the need to find an account of conspiracies that led to an abandonment of "rules" in favor of a set of constraints whose ranking determines the optimal action. So it is natural that a challenge to its analysis of conspiracies is at the same time a challenge to its very foundations.

There have been various attempts to solve the "Too Many Solutions" problem in OT: the "P-map" proposal in Steriade $(2001,2009)$, the "targeted constraints" in Wilson (2001), and the appeal to procedural markedness principles ("implicational constraint principle") in Blumenfeld (2006) are examples. It is beyond the scope of this chapter to explore the adequacy of these different attempted solutions, but there is no question that the issue is a central one in the exploration of OT approaches to phonology. Despite the challenges to the OT account of conspiracies, there is no doubt that much of the motivation for Optimality Theory resides in the advances that it made in explaining conspiracies, and these advances have been considerable indeed.

## 5 Conclusion

In this chapter we have explained the notion "conspiracy" in phonology and have illustrated its relevance to several domains of phonological investigation: synchronic grammars, phonological universals, the acquisition of phonology, and loanword adaptation. We have attempted to explain the historical background out of which the notion emerged, specifically the attempt to find what is universal in systens of phonological rules, and the reasons why an adequate solution was not available. We comcluded with the observation that while Optinality Theory goes a long way towards providing an insightful account of conspiracies, it must still deal with the Too Many Solutions problem.
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## 71 Palatalization

Alexei Kochetov

## 1 Introduction

The term "palaialization" denotes a phonological process by which consonants acquire secondary palatal articulation or shift their primary place to, or close to, the palatal region. This usually happens under the influence of an adjacent front vowel and/or a palatal glide (e.g. [ki] $\rightarrow\left[\mathrm{k}^{\mathrm{j}}\right]$ ], [tia] $\rightarrow$ [ $\left.\mathrm{g}_{\mathrm{a}}\right]$ ). As such, palatalization is a type of consonant-vowel interaction. The term may also refer to a phonemic contrast between consenants with secondary palatal ariiculation and their nonpalatalized counterparts (e.g. [pia] us. [pa]). The primary focus of this chapter will be on palatalization as a process, and particularly as a synchronic phonolog ical process manifested in segmental alternations.

Palatalization has been typically viewed as a classic example of a "natural" phonological process - one that is widely attested across world languages and has a clear phonetic motivation, such as in consonant-to-vowel co-articulation (e.g. Hyman 1975; see also citapter 75: consonant-vowel place feature interactions). However, many formal accounts of palatalization undertaken over the last 40 years have faced considerable challenges. These challenges partly stem from the fact that palatalization processes show a wide range of manifestations - across languages and within a given language. Mlany synchronic palata lization processes also exhibit complex phonological and morphological conditioning and pervasive opacity effects, reflecting complicated historical sound changes and paradigmatic restructuring. Given this, the difficulty faced by nany theoretical approaches has been in providing an einpirically adequate and uniform formal treatment of the phenomenon, capturing both cross-linguistic and languageparticular generalizations. The goal of this chapter is to review some of the key formal accounts of palatalization, focusing particularly on the challenges posed by the phenomenon for generative theories of phonological representations.

The chapter is organized as follows. §2 presents some concrete exmmples of palatalization, followed by an overview of cross-linguistic patterns of the phenomenon. $\S 3$ examines how the feature system of the early generative plwnology captures natural classes involved in palatalization. $\$ 4$ focuses on two key approaches to palatalization within the feature geometry framework. $\$ 5$ turns to treatments of palatalization within Optimality Theory, and $\S 6$ concludes with a review of some alternative proposals.

## 2 Background

### 2.1 Some examples

We will begin with some relatively well-known examples of palatalization. English has at least three kinds of alternations that fall under the general definition of palatalization processes. Coronal palatalization involves an alternation between alveolars [ t d s 2 ] and palato-alveolars [y ds f 3], as shown in (1). In these examples, the palato-alveolars occur before a palatal glide (in an unstressed sy (lable), while alveolars occur elsewhere. These alternations can be analyzed as a process - a change of alveolars to palato-alveolars in the context of [j] (Chomsky and Halle 1968; Borowsky 1986; among others).' The process is assimilatory in the sense that the consonants targeted by palatalization become more similar in place of articulation to the segment that triggers palatalization. Note that stops not only shift in place, but also undergo assimilation (becoming sibilant affricates). All the other features of the target consone ints (e.g. continuancy, voicing, etc.) remain unchanged.
(1) $\mathbf{t - t} \quad \operatorname{perpe}[t]$ uity $\operatorname{perpe[t]}]$ aal
$\mathrm{d}-\mathrm{d} 3$ resi[d]ue resi[dt]ual
$\mathrm{s}-\int \quad$ gra[s]e gra[f]ious
z-3 plea[z]e plea[3]are

The second process - velar softening - is exhibited by alternations between velar stops [ K g] and coronal fricatives or affricates [s] and [ cF ], respectively. The coronal alternants are found before certain Latinate or Greek suffixes beginning with (mainly) front vowels; the velar alternants are found elsewhere (2). Given this, the alternations are usually analyzed as a palatalizing change of velars to coronals triggered by front vowels (Chonsky and Halle 1968; Borowsky 1986). Unlike coronal palatalization, this process is more complex, as it actually involves two non-ident ical changes - a shift of the voiced velar stop to the palato-alveolar affricate and a shift of the voiceless velar stop to the alveolar fricative. While the outputs of velar softening are not identical in terms of minor place of articulation and continuancy, they are both sibilant coronals.

$$
\begin{array}{llll}
\text { a. } & \mathrm{k}-\mathrm{s} & \text { mpedi }[\mathrm{k}] \text { ation } & \text { medi }[\mathrm{s}] \text { inc }  \tag{2}\\
\text { criti }[\mathrm{k}] & \text { criti }[\mathrm{s}] \text { ize } \\
\text { b. } & \mathrm{g}-\mathrm{cts} & \text { analo }[\mathrm{g}] & \text { analo }[\mathrm{ds}] \mathrm{y} \\
& \text { pedago }[\mathrm{g}] \text { lue } & \text { pedago }\left[\mathrm{d}_{3}\right] \mathrm{y}
\end{array}
$$

The third process - spirantization - exhibits alternations between the alveolar stop [ $t$ ] and the alveolar fricative [ $s$ ] (or [ $\zeta$ ] in conjunction with coronal palatalization). The latter segment occurs before suffixes with an unsyllabified /i/ (3), and this process is assunted to involve a change of stop to fricative before high front vowel (Borowsky 1986). As such, the process does not involve a change in place

[^132]of articulation, but a change in continuancy and sibiancy (chapter 28: the representation of fricatives).
(3) $t-s$ secre $[t]$ secre $[s] y$
regen $[t] \quad$ regen $[\mathrm{s}] \mathrm{y}$
emergen[t] emergen[s]y
$\operatorname{par}[t] \quad \operatorname{par}[\mathrm{S}] \mathrm{ial}$
The three palatalization processes manifested by the alternations in (1)-(3) differ in several respects. The targets of palatalization are anterior coronals (alveolars) in (1) and (3), and dorsals in (2). The outputs are posterior coronals (palato-alveolars) in (1) and (2b), and anterior coronals in (2a) and (3). The triggers are $/ \mathrm{j} / \mathrm{in}(1)$, and high front vowels in (2) and (3). (The processes are also different in terms of their phonological or morphological conditioning: norpheme boundaries, particular suffixes, stress, etc.) What the processes have in common, however, is that they appear to be triggered by front vocoids and result in coronal segments, notably, all sibilants. As such, they are representative of the three general types of palatalization processes defined by Bhat (1978): "coronal raising" (1), "velar fronting" (2), and "spirantization," which may or may not be accompanied by change in place ((2) and (3) respectively), as discussed in the next section.

Another important type of palatalization, not exhibited by the English processes, is an addition of secondary palatal articulation, writhout a change in primary place or assibilation. As shown in (4a), Russian exhibits alternations between nonpalatalized consonants of all places - labials, anterior coronals (dentals), and dorsals -and their palatalized counterparts (CHAPTER 121: SLAvic Palatalization). The palatalized segneents in such alternations occur before front vowels (/e/ in (4a)), while non-palatalized consonants are unrestricted (Kenstowicz and Kisseberth 1979). These alternations can be straightforwardly analyzed as an assimiatory process involving a simple addition of secondary palatal articulation (the high front position of the tongue body) before front vowels. This process in Russian is fairly general, and is not restricted to particular morphological categories. Secondary palatalization may co-occur in a given language with "place-changing" palatalization. In Russian, non-palatalized dentals and velars also exhibit alternations with palato-alveolars, with the latter occurring before certain verbal suffixes (4b) (Lightner 1965; Kenstowicz and Kisseberth 1979). Note that the palatalizing suffixes may or may not begin with overt front vocoids, showing that placechanging palatalizat'ionin Russian is a more opaque, morphologically conditioned process. Note also that the relation between targets and outputs of palatalization in (4b) is less transparent than in (4a): for example, the same palato-alveolar output [tf] can result from two different target consonants, $/ \mathrm{t} /$ or $/ \mathrm{k} /$.

| a. |  | nows ${ }^{\text {g }}$ | dat sy |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p-p^{i}$ | trap-a | trapi-e | 'path' |  |
|  | $t-t^{i}$ | sirat-a | $s^{\text {jiratima }}$ | 'orphan' |  |
|  | k - $\mathrm{k}^{\mathrm{j}}$ | sabak-a | sabak ${ }^{\text {i }}$-e | 'dog' |  |
| b. |  | inf | 3 perssg | 1 perssg |  |
|  | t-t | priat-at ${ }^{\text {i }}$ | priaty-it | priatt-u | 'hide' |
|  | k-t | plak-ati | platy-it | platy-u | 'и>eep' |

Palatalization in Russian produces outputs that are phonemic, since the language has palatalized consonants and posterior coronals whose occurrence is not conditioned by front vowels. The same can be said about the English palatalization processes. Allophonic palatalization is also quite common, however. In Nupe (5), for example, the velars have secondary palatal articulation before front vou'els (5a), secondary labial articulation before round vowels (5b), and no secondary articulation before the back unrounded /a/ ( 5 c ). This pattern can be analyzed as an allophonic assimilatory process involving palatalization and labialization of phonemic plain velars before front and round vowels respectively (Sagey 1990; Archangeli and Pulleyblank 1994).

| a. | legi/ | egii | 'child' |
| :--- | :--- | :--- | :--- |
|  | lege/ | egie | 'beer' |
| b. | leg $\tilde{u} /$ | eg"'iut | 'mud' |
|  | lego/ | eg"o | 'grass' |
| c. lega/ ega | 'stranger' |  |  |

So far we have examined fairly representative examples of palatalization, those involving changes that are common across world languages. It is worth contrasting these examples with that from two Southern Bantu languages, Tswvana and Sivati, shown in (6). Here, labials alternate with (labialized) palato-alveolars in the context of the passive suffix /-wa/. Consonants of other places remain unaffected (cf. Tswana [rat"a] /rat-wa/ 'love'; Swati [pheg"a] /pheg-wa/ 'cnok'). These alternations are also considered to manifest palatalization (Halle 2005; Bateman 2007); however, the process is different from the cases above in several in portant respects. First, the targets are labial consonants to the exclusion of the other places, and the labials change their place of articulation, something that is usually restricted to coronals and dorsals. (Coronals, however, do undergo palatalization in other contexts.) Second, the trigger of the process, the suffix /-wa/, does not contain an overt or even an underlying front vocoid, but presumably develops it as a result of labial dissintilation (Kotzé and Zerbian 2008). Third, the process in Swati is not strictly lncal, as it can target labials occurring in non-adjacent syllables. All this makes palatalization in Tswana and Swati (and similar processes in other Southern Bantu languages) a relatively "unıatural" case in the typolngy of palatalization, as we u'ill see below.
(6)
non-passive passive
a. Tsuma

| $p-g$ | lopa | 10:9"a | /lop-wa/ | 'request' |
| :---: | :---: | :---: | :---: | :---: |
| $p^{\text {h }}-\mathrm{g}^{\text {linw }}$ | $t l^{\text {b }}$ up ${ }^{\text {ha }}$ |  | /tli ${ }^{\text {l/ }}$ ¢ ${ }^{\text {h}}$-wa/ | 'chnose' |
| b- $\square^{\prime \prime}$ | roba | roidy ${ }^{\text {a }}$ | /rob-wa/ | 'break' |

b. Swanti

| b- $\mathrm{c}_{3}$ | hamb- | hands"a | /hamb-iva/ | 'go' |
| :---: | :---: | :---: | :---: | :---: |
| b-t' | sebenta | set'ent"a | /seธent-wa/ | 'rvork' |
| $p^{h}-\int$ | siphula | si $\int u l^{\prime \prime}{ }^{\text {a }}$ | /siptul-wa/ | 'uproot' |

The examples from English, Russian, Nupe, Tswana, and Su'ati provide a snapshot of a vast range of variation found in palatalization processes both within and across languages. Of particular interest here are the variation and preferences in
terms of featural composition of segmental classes involved in palatalization - its triggers, targets, and outputs. There are clearly many other theoretically important issues relevant to palatalization - including those of allophonic/phonennic status, morphological or lexical conditioning, locality, etc.; these, however, are beyond the scope of this chapter (on some of these topics, see cilapter 29: secondary and double articulation; chapter il: local assimilation; chapter wi derived environment effects; chapter i21: slavic palatalization).

### 2.2 Typological patterns of palatalization

To better understand the complexity of the phenomenon, it is useful to examine cross-linguistically more and less common patterns of palatalization. The following discussion is based on the author's survey of synchronic palatalization processes, with some reference to the earlier often-cited survey by Bhat (1978), and the more recent one by Bateman (2007). ${ }^{2}$ (See also Chen 1973, Kochetov 2002, and Stadnik 2002 for surveys specific to certain geographic areas or phonological contrasts.)

The survey covers cases of palatalization as exhibited by seginental alternations (as opposed to phonotactic restrictions or historical changes) selected from theoretical phonological literature for the purposes of this chapter. Altogether, it contains data fronl 64 languages and dialects belonging to 17 language families and 25 genera. We will begin with observations about targets and outcomes of palatalization, and corresponding general types of palatalization processes. The focus will be on changes targeting labial, (anterior) coronal, and dorsal stops. Table 71.1 represents three general processes of palatalization: secondary palatalization

Table 71.1 Tasgets and sutputs of palatalization (alternations only) and corresponding processes, and their relative frequency in world languages (based on numbers of L.anguage families and genera, given in square brackets; see the text for details)

| Typre: | Palatalization |  | Iatiat | coromal | dorsal |
| :---: | :---: | :---: | :---: | :---: | :---: |
| J | Secondary |  | $\begin{gathered} \mathrm{P} \rightarrow \mathrm{p}^{\mathrm{j}} \\ \text { common }[6,9] \end{gathered}$ | $\begin{gathered} t \rightarrow t j \\ \text { common }[6,8] \end{gathered}$ | $\begin{gathered} k \rightarrow k^{j} \\ \text { common }[6,7] \end{gathered}$ |
| 11 | Tor a posterior coronal | a. $k$ a norsibilant | $\begin{gathered} \mathrm{P} \rightarrow \mathrm{c} \\ \text { rare }[1,1] \end{gathered}$ | $\begin{aligned} & \mathrm{t} \rightarrow \mathbf{c} \\ & \text { common }[7,8] \end{aligned}$ | $\begin{gathered} k \rightarrow c \\ \text { common }[4,6] \end{gathered}$ |
|  |  | b. to a sibilant | $\begin{gathered} \mathrm{P} \rightarrow \mathrm{y} \\ \text { rare }[1,1] \end{gathered}$ | $\begin{gathered} t \rightarrow y^{\prime} \\ \text { common }[9,14] \end{gathered}$ | $\begin{gathered} k \rightarrow 甘 \\ \text { common }[4,7] \end{gathered}$ |
| IJ | Tor an anterior coronal | a. to a nonsibilant | $\begin{gathered} \mathrm{P} \rightarrow \mathrm{t} \\ \text { absent }[0,0 \mathrm{~J} \end{gathered}$ | n/a | $\begin{gathered} \quad k \rightarrow t \\ \text { absent }[0,0] \end{gathered}$ |
|  |  | b. to a sibilant | $\begin{gathered} \mathrm{P} \rightarrow \mathrm{ts} \\ \text { rate }[1,1] \end{gathered}$ | $\begin{gathered} \mathrm{t} \rightarrow \mathrm{ts} \\ \text { common }[3,6] \end{gathered}$ | $\begin{gathered} k \rightarrow t s \\ \text { rare }[2,4] \end{gathered}$ |

[^133](Type 1), palatalization resulting in a posterior coronal (palato-alveolar or (alveolo-)palatal; Type II), and palatalization resulting in an anterior coronal (alveolar or dental; Type III). The Type II process can produce either non-sibilants or sibilants, resulting in two subtypes ((a), (b)). The same subdivision is given for the Type 111 process. Columns on the right schematically present typical (or expected) changes involved in each process, depending on the target consonant - labial, coronal, or dorsal. (To avoid cluttering the table, voiceless stops/ affricates stand here for segınents regardless of their laryngeal specification, e.g. " $t^{\text {" }}$ can include $\left[t^{-}\right]$, $\left[t^{\prime}\right],\left[t^{h}\right]$, or [ $\left.\mathrm{d}_{3}^{3}\right]$; changes in continuancy are not noted, e.g. " $k \rightarrow t s$ " includes the changes to [ ts ] or [ s ].) To facilitate the comparison, each change is labeled as "common," "rare," or "absent," indicating its relative frequency in the sample, based on numbers of separate language families and genera (given in parentheses), rather than individual languages. ${ }^{3}$ (See the online version of this chapter for examples of the processes.)

Note that the typology of processes in Table 71.1 is compatible with the typology of changes in Bhat (1978), whose terms are based on SPE (Chomsky and Halle 1968) feature terminology (see §3.1). Taking coronal targets as an example, Type I and Type Ila correspond to Bhat's process of alveolar "raising" without "spirantization" (i.e. [-high] $\rightarrow$ [+high] in SPE notation), Type Ilb corresponds to "raising" accompanied by "spi rantization" (i.e. [-high, -strident] $\rightarrow$ [+high,+strident]), and Type IIlb corresponds to "spirantization" without "raising" (i.e. [-strident] $\rightarrow$ [+strident]). Bhat's terms are not fully appropriate for our purposes, as they do not distinguish between secondary and place-changing palatalization, in addition to being tied to a specific feature framework. Place-changing processes (Types II and III) involving non-coronals have alst) been referred to as "coronalization" (Hume 1992; Flemming 2002).

What is interesting about the different types of palatalization shown in Table 71.1 is that certain targets and outputs (and the corresponding processes) are comnion, while others are rare or unattested. Overall, there is a tendency for place-changing palatalization to result in sibilants rather than non-sibilants. While both sibilants and non-sibilants are possible outputs for Type II palatalization, only sibilants are possible for Type III palatalization. Another important observation is that labials as targets of place-changing palatalization processes (Types II and III) are exceedingly rare, compared to coronals and dorsals. The only examples of labial place-changing palatalization (with stops as targets) in the sample are Southern Bantu languages (see (6)) and Moldova Romanian (e.g. [plop] 'poplar tree', [ploc] /plop-i/ (ruval); [drob] 'block (of salt)', [drof]/drob-i/ (plural); Bateman 2007). Among the other two place categories, coronals as targets tend to occur overall more frequently than dorsals. Notably, the most conunon palatalization process is a change of alveolar's to palato-alveolars (Type 1lb), attested in nine language families and 14 genera. Further examination of the cases (Table 71.2) slows that in a given language, coronals and dorsals can be targeted

[^134]| Table 71.2 <br> relative frequency in world languages |  |
| :--- | :--- |
| Target comsomments | Occurrence |
| coronal only | common $[13,16]$ |
| dorsal only | common $[4,6]$ |
| labial only | absent $[0,0]$ |
| coronal and dursal | common $[3,5]$ |
| coronal and labial | rare $[1,1]$ |
| dorsal and labial | absent $[0,0]$ |
| coronal, dorsal, and labial | common $[6,4]$ |

by palatalization independently or together, whie labials are targeted only when coronals (and dorsals) are targeted too (but see (6)). This suggests implicational relations among targets of palatalization, with place-changing palatalization of labials implying palatalization of coronals and dorsals (cf. Cher 1973; Foley 1977; Bhat 1978). The results of the survey are also indicative of a greater propensity of coronals to palatalization, compared to dorsals. This is consistent with some previous studies (cf. Bateman 2007), while in part contradicting those based on more linnited language samples or mixed synchronic/diachronic data (Chen 1973; Foley 1977; see §3.2).

Turning to triggers of palatalization, Table 71.3 shows that these include front vocoids (vowels and glides) that differ in height and high vocoids that differ in backness. Non-high back vowels do not trigger palatalization. Among all the triggers, high front /i/ and / $/$ / are the most likely triggers, followed at a considerable distance by mid front vowels. Recall that these are the triggers in all examples shown above (leaving aside the more opaque Bantu cases). Examples of the rare types of palatalization triggered by front low vowels or high back vocoids include Slovak ([vnu:tya] /vnu:k-re/ 'grandson-dim'; Hume 1992) and Loinongo ([konctswá] /kond-wa/ 'cover with sand-1’Ass'; Kenstowicz and Kisseberth 1977). It is important to note that in a given language, low and mid front vowels

Table 71.3 Triggers of palatalization and their relative frequency in world languages

| Trigger Backness | Height |  | -ccurrence |
| :---: | :---: | :---: | :---: |
| front only | high only | i/j | common [17, 24] |
| front sorly | high and mid | i/j, e/r | common [4, 5] |
| front only | high, mid, and low | $\mathrm{i} / \mathrm{j}$, e/E, ${ }^{\text {d }}$ | rare [1, 1] |
| front only | mid/low | e/ $\varepsilon / æ$. | absent [ 0,0 ] |
| front and back | high only | $\mathrm{i} / \mathrm{j}, \mathrm{i} / \mathrm{u} / \mathrm{w}$ | rare [1, 1] |
| back only | high only | i/u/w | absent [ 0,0 ] |
| back | mid/low | a/0/0/0 | absent [ 0,0 ] |

apparently only trigger palatalizat ion if high front vowels trigger it too. ${ }^{4}$ Similarly, non-front high vocoids are triggers when front high vocoids are als. triggers. These observations are indicative of implicational relations between vowel height/ frontness and the ability to trigger palatalization (cf. Chen 1973; Foley 1977; Batemrnn 2007). Further, there are some interesting dependencies between triggers and targets. Coronals tend to be targeted by high vocoids, and especially by / $/ /$, while dorsals are almost exclusively targeted by /i/ and other front vowels (see Bhat 1978: 52-56 for details).

In terms of directionadity, palatalization processes can be regressive (right-toleft) or progressive (left-to-right). Both types are quite comרnon, with regressive palatalization attested in eight families and sixteen genera, and progressive palatalization in nine families and nine genera (mainly in the Americas). Sonne languages show both types, although in different morphological/phonological contexts, as, for example, Chimalapa Zoque (7a) (Kenstowricz and Kisseberth 1977). The overwhelming majority of palatalization processes are local, triggered by immediately adjacent vocoids. In a few cases, however, palatalization can apply across a consonant, as in Barrow Inupiaq (7b) (Archangeli and Pulleyblank 1994), or across one or more syllables as in Harari (7c) (Rose 1997; cf. Swati in (6)).
a. Chimahrpa Zoque

| titi | /tits-i/ | 'dry' |
| :--- | :--- | ---: |
| kuj tets-pa $/$ kuj tsets-pa/ 'is carving wood' | cf. tits-pa 'is drying' |  |
| tsets-pa 'is carving' |  |  |

b. Barrow Intping

| isixsuq | /isiq-tuq/ | S |
| :---: | :---: | :---: |
|  | /is | (3Sc irrealis) |

c. Harari
kițabi /kitab-i/ 'write! (2sc fem)' cf. kitab (2sG masc)

### 2.3 Summary

Our examination of particular cases and cross-linguistic patterns of palatalization processes reveals a number of asymmetries involving targets, triggers, and outputs. Some of the key observations are restated in (8). First, certain places of articulation are better' targets of palatalization than others (8a). Among the three places, the key difference is between coronals and dorsals on one hand and labials on the other. Another important difference is between coronals and non-coronals. Second, certain vowels/glides are better triggers of palatalization than others ( 8 b ). In particular, front vowels are considerably better triggers than non-front vowels, and among the former class, high vowels are the best triggers, and low vowels the worst. Third, there are important dependencies between the vowel height (and syllabicity) of triggers and the place of targets ( 8 c ). Fourth, outputs of palatalization are either palatalized consonants or coronals; ainong the latter, posterior coronals and/or sibilants are the preferred outputs (8d). In addition, all but a few cases of palatalization are local, triggered by immediately preceding or following vocoids.

[^135](8) Afain typological generalizations about patatalization
(">" = "better than, more likely than")
a. Target place asymmetry (place-changing palatalization)
i. coronal, dorsal > labial
ii. coronal $>$ dorsal, labial
b. Trisger asymmetry
i. (high) front > high central/back
ii. high front $>$ mid front $>$ low front
c. Trigger-target tependencies
i. front vowels and dorsals
ii. high vocoids (especially / $/$ /) and coronals
d. Output asymmetrics
i. posterior > anterior
ii. sibilant $>$ non-sibilant

It should be noted that as a type of consonant-vowel interaction, palatalization is somewhat unique (see chapter 75: consonant-vowel place feature interactions). Although other consonant-to-vowel assimilation processes commonly result in consonants with secondary vowel articulations ( $t \rightarrow t^{\text {w/ }} / \ldots \mathrm{u}$ ), they hardly ever exhibit synchronic shifts in primary place of articulation ( $t \rightarrow p$ or $k / \ldots u$ ) (cf. Ni Chiosáin and Padgett 1993). If such alternations are indeed observed, they appear to imply palatalization alternations, as in Ikalanga, where vowels (through gliding) trigger both place-changing velarization and palatalization (9) (Mathangwane 1996). In addition, unlike palatalization, hardly any other vowelconsionant interactions affect consomant manner feat.tures, in a way that, for example, produces sibilant affricates or fricatives from stops. Equally implausible are the processes that would produce the reverse effect of place-changing palatalization, for example, converting sibilant coronals to coronal or non-coronal stops ( $t \rightarrow t$ or $k$ ). All this underscores the seemingly unique place of palatalization in the typology of consonant-vowel interactions, and its highly asymmetric nature.

> plain diminutive
a. Jínó zir"áná /zino-ana/ 'tooth'

Jamú faul"áná /famu-anč/ 'leish'
b. báni bajláná /bani-ana/ 'forest'
semé seرláná /seme-ana/ 'basket'
What makes palatalization so special? Why are sorne patterns of palatalization cross-linguistically more common, while other patterns are rare or unattested? It has long been known that the naturalness of many palatalization processes has its roots in phonetics - articulation and perception. As Hyman (1975: 171) noted in his discussion of velar palatalization, gradient fronting of a [k] before [i] is a phonetic process thent is universal, shared by all languages. The two articulatory gestures - the tongue body backing for [ k ] and the tongue body fronting for [ i ] - simply cannot be co-produced without this co-art ${ }^{*}$ oulatory adjustment. In this sense, the process is automatic, part of the "universal phonetics" (although the degree of velar fronting can be language-particular). Further, fronted velars or
palatals tend to be produced with greater frication at the release, which makes them acoustically more similar to palato-alveolar affricates. Given this acoustic sinvilarity, the former are often auditorily confused with the latter (but not the reverse), resulting in common historical shifts of velars to palato-alveolars (Guion 1996). The change $[k] \rightarrow[t]$ before $[i]$ is tluerefore motivated by both articulation and perception. Similar articulatory, and possibly perceptual, reasons underlie the change of $[t] \rightarrow[t]$ before [ i$]$ or [i] - presumably arising due to overlap of the tongue tip and tongue body gestures, producing a more retracted lanninal constriction with a turbulent sibilant-like release (Zsiga 1993). In contrast, the articulation of [p] before [j] or [i] presents no articulatory difficulties, as the two gestures - the lips and the tongue body - are physically uncoupled and therefore can be freely co-produced. Despite some frication at the release, $\left[\mathrm{p}^{\prime}\right]$ is still quite acoustically different from [ t$]$ ] and is thus less likely to be confused with the former. This suggests that unlike dorsal and conconal palatalization, labial palatalization is phonetically much less plausible, and therefore phonologically less natural. Indeed, comparative historical evidence suggests that cases of labial palatalization have arisen through "telescoping" - a series of historical changes involving glide strengthening and cluster simplification (Hyman 1975; Bateman 2007). In fact, different stages of these developments are often reflected in closely related languages or dialects, as the case with Tswana and Moldova Romanian (10) (Udler 1976; Kotzé and Zerbian 2008). Finally, the lack of phonetic motivation can explain some of the asymmetries in triggers of palatalization (e.g. high front vocoids $\bar{v}$ s. low and back) and the unnaturalness of changes reverse to palatalization (e.g. [t! $] \rightarrow[t]$ or $[k]$ ).
a.

| Tsivana | Northern Sotho | Lobedu <br> -gatya /-gap-wa/ |
| :--- | :--- | :--- |
| -gapfa | -habja 'request (PaSS)' |  |

b. Moldova Romanian dialects

| Standerd |  | Northern Bukovina | Chernor |  |
| :---: | :---: | :---: | :---: | :---: |
| aric | /arip-i/ | aripc | arip ${ }^{\text {j }}$ |  |

While the diachronic phonetic sources of palatalization have rarely been debated, most phonologists would agree that at least some of the common patterns and important asymmetries in palatalization in (9) (or any phonological process) require synchronic explanation (but see §6). Further, regardless of historical changes, it is commonly agreed that synchronic grammars should have ways of modeling palatalization alternations (as in English or Russian) or allophonic variation (as in Nupe). Yet the question of how to represent the process synchronically while capturing relevant significant generalizations has proven to be difficult, if not impossible. It is remarkable that almost 40 years after the first generative account of English velar palatalization in Chomsky and Halle (1968), Halle (2005: 23) concedes that "to this time there has been no proper account of palatalization that would relate it to the other properties of language, in part icular, to the fact that it is found noost commonly before front vorvels." This is despite the fact that palatalization has received extensive treatment in early generative phonology, autosegmental phonology, and more recently Optimality Theory. The goal of this chapter is to review some of the infuential theoret ical treatments of palatalization as a synchronic process, while focusing particularly on distinctive features and feature geometry representations as ways of capturing the maturalness
of common palatalization processes. As we will see, some of the problems encountered by formal models of palatalization can be attributed to the complexity of the phenomenon; other difficulties, however, seemingly stent from the reliance on a universally fixed, closed set of rigid, uniclimensional representations. We wrill also examine other formal ways of capturing rel evant generalizations using constraints and constraint hierarchies or more phonetically detailed representations in Optimality Theory, and conclude with a brief review of sume recent alternative proposals that challenge traditional generative assumptions.

## 3 Palatalization in early generative phonology

### 3.1 Distinctive features and marking conventions of SPE

One possible way of capturing the naturalness of phonological processes is through stating natural classes of segments involved (as triggers, targets, and outputs), using distinctive features (chai'ter 17: distinctive features). The concept of natural classes encoded by a universal set of features has been an important part of generative phonology since Chomsky and Halle (1968; SPE). The distinctive features in SPE were exclusively articulatorily based (unlike the auditorily based features of Jakobson et al. 1952). One proposal that has important theoretical consequences for our discussion is the use of features [ $\pm$ high], [ $\pm$ back], and [ $\pm \mathrm{low}$ ] for both vowels and consonants. Among the latter, these features are used as "a natural manner to characterize subsidiary conssunant articulations such as palatalization, velarization, and pharyngealization" (SPE: 305), which are defined as [-back, -low], [+back, $-\mathrm{low}]$, and [+back, +low], respectively. This proposal was intended to capture the fact that secondary articulations tend to occur before vowels of the same qualities, for exainple, palatalized consonants before front vowels (cf. Nupe (5)). The feature specification thus allowed one to state these restrictions as "an obvious case of regressive assimilation" (SPE: 308). In addition, the proposal captured a cross-linguistic observation that the three types of secondary articulations are mulually exclusive, since, for example, palatalized consonants cannot be simultaneously velarized or pharyngealized. These feature specifications also helped in the formulation of typical vowel raising and fronting changes in the environment of palataliced consonants as a simple case of assimilation. An example from Russian is shown in (11a), where underlying vowels /e/ and /a/ shift to [i] when occurring after a palatalized consonant in an unstressed syllable (Kenstowicz and Kisseberth 1979). An SPE-style rule capturing the process is stated in (11b).
(11) a. Ist plural Ist singular

'mietifim mij'tsu 'throws
'v'azim vii'zu 'bind'
'masim ma'su 'wave'
b. [+syll, -high] $\rightarrow$ [+high, -back] / [-syll, +high, -back] _

Note that in this respect the SPE feature system is a step forward compared to Jakobson et al.'s (1952) system, where consonants with secondary articulations and corresponding vowvels did not share the same feature values. For example,
palatalized consonants were specified for [tsharp] (and [+grave] or [-grave]), while (high) front vowels were [-sharp] and [-grave].

The SPE specification for [+high, -back] was not lim.ted to high front vowels and palatalized consonants, but also extended to palatals and postalveolars. This is important, because it naturally grouped together common triggers and outputs of palatalization processes (Types I and II). The feature system, however, treated palatals as non-coronals and grouped them with velars: both are [-coronal, - anterior, +high] and differ in [ $\pm$ back]. Notably, palatalized velars were not distinguished from palatals (both are [-coronal, -anterior, +high, -back]). These two specifications created certain problems. First, Type l (secondary) palatalization wras represented as tw different featural processes: a change from [-high] to [thigh] (raising) for coronals and labials (which are [土coronal, +anterior, -high, -back]), and a change from [+back] to [-back] (fronting) for velars. This also predicted -partly incorrectly - that palatalization of velars should be triggered by front vowels only (regardless of leeight), while secondary palatalization of coronals and labials should be triggered by high vowels only (regardless of frontness/backness).
Another seemingly non-trivial problem is revealed by the treatment of placechanging palatalization processes (Types II and III). Consider the rules proposed to account for English coronal palatalization (12a) and velar softening (12b) (see (1) and (2)). As Chomsky and Halle note (SPE: 424), palataliəation is an intrinsically assimilatory process. Nothing in the rules below, however, captures its assimilatory nature. In fact, specifications of triggers and outputs in each of the rules do not share a single feature.

$$
\begin{align*}
& \text { a. }\left[\begin{array}{l}
- \text { son } \\
+ \text { cor }
\end{array}\right] \rightarrow\left[\begin{array}{l}
- \text { ant } \\
- \text { strid }
\end{array}\right] /-\left[\begin{array}{l}
- \text { back } \\
- \text { voc } \\
- \text { cons }
\end{array}\right]\left[\begin{array}{l}
- \text { cons } \\
- \text { stress }
\end{array}\right] \\
& \text { b. }\left[\begin{array}{l}
- \text { cont } \\
- \text { ant } \\
<- \text { voice }\rangle
\end{array}\right] \rightarrow\left[\begin{array}{l}
+ \text { cor } \\
\text { tstrid } \\
<+ \text { tant }\rangle
\end{array}\right] /-\left[\begin{array}{l}
- \text { b ack } \\
- \text { low } \\
- \text { cons }
\end{array}\right] \tag{12}
\end{align*}
$$

Acknowledging this and other problems arising from the excessively permissive rule notation mechanism as a "fundannental theoretical inadequacy" (SPE: 400), Chonsky and Halle propose to supplement rules and feature specification with a substantive component - a theory of markedness consisting of a list of "rnarking conventions." They illustrate the application of these conventions in rules representing historical palatalization processes in Slavic. The so-called "first velar palatalization" in Slavic (Type Ita; [kgx] $\rightarrow$ [ty d $\int$ ]) can be stated as a "simple assimilation rule" (SPE: 400) by which velars ([-anterior]) acquire the [-back] value from following front vowels (13a). The change of stops to strident coronal affricates and fricatives ( $[$ +coronal, +delayed release, +striilent]) is not an assimilatory effect, but is due to an application of relevant marking conventions (13b). According to these conventions, a postalveolar affricate [ty] is less marked than a palatal stop [c] or a palato-alveolar stop [ t ], and therefore "when velar obstruents are fronted, it is simpler for them also to become strident palato-alveolars with delayed release" (SPE: 423). Thus, the unmarked value of the feature [coronal] ([ticoronal]) for [-back, -anterior] consonants is [+coronal], and the unmarked values for the other two features of posterior coronals are [+delayed release] and [+strident] (chapter 12: coronals; chapter 22: consonantal place of
articleation). Similar assimiation rules and marking conventions were proposed for the Slavic "second velar palatalization" and language-specific realizat ions of "dental palatalization" (Types Ila, IIb, and IIIb).

$$
\begin{array}{ll}
\text { a. } & {[\text {-ant }] \rightarrow[\text {-back, +cor, +del rel, +strid }] / \_[\text {cons, -back }]}  \tag{13}\\
\text { b. } & {[\text { tucor }] \rightarrow[+ \text { cor }] /[\ldots,- \text { back, }- \text { ant }]} \\
& {[\text { tidel rel }] \rightarrow[+ \text { del rel }] /[\ldots,- \text { ant, }+ \text { cor }]} \\
& {[u \text { istrident }] \rightarrow[+ \text { strident }] /[\ldots,+ \text { del rel, }+ \text { cor }]}
\end{array}
$$

The combined use of rules and marking conventions made it possible to formulate palatalization as an assimilatory process. Yet it remains unclear when marking conventions should be invoked in general, and there are questions about the appropriateness of some of the conventions for particular cases of palatalization. For example, while it is true that postalveolar affricates are less marked (at least less cross-linguistically common) than palatal or postalveolar stops, the same is true, even more so, about the unmarked status of alveolar or labial stops (both [-anterior, -back]) - the segments that are never produced by palatalization. Further, the account views all place-changing palatalization processes as consisting of two consecutive stages - the fronting or secondary palatalization followed by simplification (e.g. $[\mathrm{k}] \rightarrow[\mathrm{c}] \rightarrow[\mathrm{t}] ;[\mathrm{t}] \rightarrow[\mathrm{t}] \rightarrow[\mathrm{t}]$ ). While these stages may correctly recapitulate the historical development of some palatalization processes (as in Slavic), it can be argued that they are simply unnecessary as statements of the synchronic rules of a language.

### 3.2 Naturalness and phonological rules

Questions about alternative ways of constraining the excessively powerful rule machinery of SPE were central to the theoretical debate in the late 1960s and the 1970s (see Hyman 1975 for a review). Why, for example, is the palatalization rule in (14a) cross-linguistically comnon and natural, while the exact reverse of it (14b) is highly unlikely and unnatural? From the point of view of computational simplicity, both rules are equally simple, involving the same number of features. The fact that the formal theory had no way of distinguishing between natural and unnatural rules was seen by some phonologists as highly problematic. In response to this, Schachter (1969) proposed to encode naturalness directly into phomological rules, introducing the feature specification $n$, marking feature values that are "natural" for a given process. Given this, the rule of velar palatalization can be rewritten as ( 14 c ), stating that the natural value of the feature [ $\pm$ back] before front vowels is [-back]. Features inarked as natural are not counted by the rule simplicity metric, thisis rendering the rule in (14c) less "costly" than the rule in (14b). Taking this idea further, Chen (1973) proposed to formalize the target place and trigger height asymmetries of palatalization (8a) and (8b.ii) as part of special metarules - language-specific rules supplemented with universal constraint statements. For exanple, his meta-rule in (14d) states that consonants become palatalized before front vowels ([1 back] = $\{i, e, \notin\}$ ), however, with certait innplicational relations: (i) if a consonant of a given point $m$ along the backness scale undergoes palatalization, so does the consonant higher on the scale (i.e. [p] implies [t] and [k], and [t] itnplies [k]; cf. (8a), but see (8b)); (ii) if a consonant undergoes palatalization by a vowel of a given poirt $n$ of the height scale, it also does so before any vowel higher on that scale (i.e. [ $\boldsymbol{\pi}$ ] implies [ e ] and [i], and [e] implies [i]; cf. (8b.ii)).

In a related proposal, Foley (1977) formulated "synchronic truth statements" implicational relations among triggers and targets of palatalization - and provided detailed calculations of relative probability of palatalization depending on the target place and trigger height (among other factors), as shown in (14e).

$$
\begin{align*}
& \text { a. C[+back] } \rightarrow \text { [-back] / _ V[-back] }(k \rightarrow \text { G/ _ [i, e, rel) } \tag{14}
\end{align*}
$$

$$
\begin{aligned}
& \text { c. C[+back] } \rightarrow \text { [nback] / _ V[-back] } \\
& \text { d. C[aback] } \rightarrow \text { palatalized / V[1back, } \beta \text { high }] \\
& \text { language-universal constraints: } \alpha \geq m, \beta \geq n \text {, where } \\
& \text { C backness scale: } 1 \text { [p], } 2 \text { [t], } 3 \text { [ } k \text { ]; V backness scale: } 1 \text { [ie ze], } 2 \text { [ } \mathrm{u} 0 \mathrm{a} \text { ]; } \\
& V \text { height scale: } 1 \text { [re], } 2 \text { [e], } 3 \text { [i] } \\
& \text { e. Relative probability scale of palatalization }
\end{aligned}
$$

These proposals, despite some empirical inadequacies, are interesting as the first relatively systematic attempts to directly incorporate substantive factors into the formal computational nechanism. The use of phonetic naturalness as a formal phonological criterion, however, did not receive much support in mainstream generative phonology at the time, as it was difficult to reconcile with the fact that languages allow both natural and unnatural rules, seemingly without preference for the former. If naturalness considerations were part of the grammar, why would some languages maintain such phonetically implausible rules as labial palatalization (cf. Hyman 1975 on the Bantu rule [p] $\rightarrow$ [s] / _ [i])?

## 4 Feature geometry

New ways of constraining the application of phonological rules were brought by the framework of feature geometry (Clements 1985; Sagey 1986; among others; see also citapter 27: tife organization of features). More elaborate, geometrice ally organized autosegmental featural representations were expected to delimit the typology of phonological rules, dist inguishing between possible, natural and impossible, unnatural processes. Within feature geometry, it is useful to distingtlish two main approaches to palatalization. Both view palatalization as an assimilatory phenomenon, but differ in the feature specification of the main triggers of the process - front vocoids. The first approach treats front vocoids as [dorsal], essentially following the SPE tradition. The second approach specifies front vowels as [coronal], in an attennpt to state sone of the generalizations missed by the SPE.-style featural accolnts. Palatalization is thus modeled as either spreading [dorsal] or spreading [coronal].

### 4.1 Palatalization as spreading [dorsal]

One key proposal of this approach, initially developed in Sagey's dissertation (1986), is that vowels, glides, dorsal consonants, and second ary articulations like palatalization and velarization are characterized by the [dorsal] node with features [ $\pm$ high, $\pm$ back, $\pm$ low]. In contrast to SPE, labials and coronals are not specified for these features, but are characterized by [labial] and [coronal] nodes respectively. The feature [anterior] in the new approach is limited to coronals only, being specified
under the [coronal] node. Palatalized consonants in this system are viewed as complex segments with temporally unordered primary [labial] or [coronal] nodes and the secondary [dorsal] node specified for [+high, -back] (with "designated articulators" - primary nodes - marked diacritically with a pointer from the Root node):
(15) Root


As in SPE, this system does not allow fer palatalized velars distinct from palatals: both are designated as $\left[\mathrm{k}^{\mathrm{j}}\right],\left[\mathrm{g}^{\mathrm{j}}\right]$, etc. and represented as simple segments having Place[dorsal[+high, -back]].
Given these feature specifications, palatalization processes are treated as spreading [+high, -back], either with or without the [dorsal] node. Sagey presents data from Zoque to illustrate the application of palatalization. As shown in (16), palatal glide / $\mathrm{j} /$ triggers palatalization of following consonants by adding a secondary palatal articulation to labials and velars, and changing anterior coronals to posterior coronals ([ $\mathbf{t}]=$ a $[-$ anterior] alveolo-palatal stop).

|  | /i-pata/ | piata | 'his mat' |
| :---: | :---: | :---: | :---: |
| b. | /j-kama/ | kiama | 'his cornfi |
| c | /j-tatah/ | tatah | 'his |
|  | /j-tsıhku/ | tahku | 'he did it |

Sagey analyzes palatalization as spreading [-back] from the preceding / $\mathrm{j} /$ to all places (together with [dorsal] for labials and coronals), with a subsequent deletion of the glide. This analysis is illustrated for labials in (17). Spreading [-back] produces the required results for labials and dorsals, but not for coronals. For the latter, the addition of [dorsal[-back]] to [coronal[+anterior]] results in palatalized alveolars instead of the expected posterior coronals. What is necessary here, Sagey argues, is an additional process that would simplify the complex coronal structure Place[coronal[+anterior]]f[dorsal[-back]] to a posterior articulation, [coronal[-anterior]]. She refers to this process as "fusion," by which coronal and dorsal nodes are fused to produce a simple posterior coronal.
(17)
a. /j/ /p/

-     - Place

[-back]
b. [j] [p']


In sum, while the model provides a relatively simple and intuitively appealing account of secondary palatalization, its treatment of place-changing coronal palatalization as a trvo-stage process is arguably problentatic for the samie reasons as the SPE solution. Even nore problematic, critics would argue, is the analysis of place-changing velar palatalization (Types JIa and JIb) (cf. Lahiri and Evers 1991; Hume 1992). Such an analysis is not worked out by Sagey, but would presuinably involve a subsequent change of palatalized velars/palatals (Place[dorsal[-back]]) to posterior coronals (Place[coronal[-anterior]]). This, howvever, cannot be motivated by structural complexity, as palatalized velars (or palatals) are assumed to be simple articulations. Given this, fusion is not an option. Nor is it clear why this "simplification" should result in a posterior coronal, as opposed, for example, to an anterior coronal or a labial. Further, the model remains silent about the role of sibilancy in outputs of palatalization, and does not predict palatalization to anterior coronals (Type III) as a possible option.

Despite these and other limitations (see Kenstowicz 1994), the approach to palatalization as spreading [dorsal] has been relatively successful when dealing with contrastive palatalization, particularly with systems having both palatalized and velarized consonants. For example, both in Irish and in Russian consonants in clusters assimilate to following consonants in secondary palatalization or velarization, and vowvels get fronted or backed by adjacent palatalized and velarized consonants. These facts can be easily stated as spreading the [dorsal] node with either [-back] or [+back] (Ní Chiosáin 1991; Rubach 2000). The use of the binary feature [ $\pm$ back] is also useful when it contes to stating morphological "exchange rules" - reversing palatality of consonants $([$ aback $] \rightarrow[-\alpha$ back $]$ ) to mark certain morphological categories, as in Kildin Saami and Scots Gaelic (18) (Kert 1971; MacAulay 1992).

| k\&bb | 'illness ( NOM SG )' |  | (Dat/illat sc) |
| :---: | :---: | :---: | :---: |
| kobib ${ }^{\text {j }}$ | 'pit ( NOM SG )' | kobba | ( ${ }^{\text {at/illat sG) }}$ |
| b. | 'rent (nomi sG)' | mail ${ }^{\text {j }}$ | (GEN SG/NOM PL) |
| ahar ${ }^{\text { }}$ | 'father (nOm SC)' | ahor | (GEN SG/NOM PL) |

### 4.2 Palatalization as spreading [coronal]

The approach to palatialization as spreading [coronal] was advanced to remedy some of the inadequacies of the [dorsal] spreading model. It develops the original insight of Clements (1976) that palatalization and coronality are related, and that front vowels and coronals should forn a natural class. While treatments of palatalization as spreading [coronal] were advocated in a nuinber of works (Mester and Itô 1989; Broselow and Niyondagara 1990; Clements 1991; Latviri and Evers 1991), the most extensive development of the idea was presented in Hume's dissertation (1992).

Huine's feature geometry model builds on Clements's (1991) proposal to use distinct tiers for consonant and vowel places, C-Place and V-Place nodes. These separate tiers were introduced for reasons largely independent of modeling palatalization - to allow for cross-consonantal assimilatory effects (such as vowel harmony and umlaut). These structures also made it possible to represent consonants with secondary articulation as having both C-Place and V-Place nodes. The V-Place node of vowels included the features [ $\pm$ coronal] and [ $\pm$ dorsal], with
front vowels being [+coronal[-anterior]]. Height features were represented under a separate Stricture node, the property that will be relevant to our further discussion. Unlike the binary V-Place features, C-Place features were assuined to be primitive: [labicil], [coronal], and [dorsal]. The [+anterior] under the [coronal] nodes referred to dentals and alveolars (as in Sagey's framework), while [-anterior] referred to various posterior coronal articulations, crucially including palatals. Despite some formal inconsistency in the use of binary and primitive features, the model allows for representing front vorvels, coronal consonants, and palatalized consonants as a natural class - all sharing [coronal], specified either at the V-Place or C-Place. This is clearly a considerable advance in the theoretical modeling of palatalization, as both secondary palatalization (Type I) and place-changing palatalization (Types Ila and IIb) can be stated as assimilatory processes, virtually involving a single step. According to this analysis, secondary palatalization is triggered by spreading V-Place[coronal[-anterior]] from a front vowel or glide to the consonant. In the case of place-changing palatalization, this spreading is accompanied by delinking the original C-Place and promoting V-Place to the position of the former. Changes in other features, such as stridency or continuancy, are not considered to be part of the assimilation process per se, being specified as a rule parameter (the "constriction status change"). Hume's analysis of the two general processes is illustrated in (19).
a. Constriction status change: No

b. Constriction status change: Yes


The key insight of the [coronall] spreading approach is thent secondary palatalization and place-changing palatalization (also know'n as "coronalizat on" with noncoronal targets) are essentially the same general process. Hume notes that both are cross-linguistically common, and in fact may optionally apply under the same phonological conditions in a given language, as in Acadian French (20).

$$
\begin{align*}
& \mathbf{k} \varepsilon \sim \mathbf{k}^{\mathrm{j}} \varepsilon \sim \boldsymbol{t}^{\prime} \varepsilon \quad \text { 'quay' }  \tag{20}\\
& \text { b. tjed ~ tied ~tyed /tied/ 'lukewarm' cf. [dyp] 'dupe', [typ] 'type' }
\end{align*}
$$

While these data nicely illustrate the similarity between secondary palatalization and place-changing palatalization, they also highlight some problems with the model. The triggers of the processes involving dorsals (20a) and coronals (20b) are different: front vorvels in the first case and [j] in the second case. The targettrigger dependencies (see (8c)) are therefore not predicted by the inodel (cf.

Kenstowicz 1994). While the same is true for Sagey's and Chomsky and Halle's models, Hume's nodel has a structural limitation - stricture features are assumed to be independent of place features, and therefore statements of such dependencies are not possible. In fact, the model predicts that vowel height is not a factor in the process and any front vocoid can equally well palatalize a consonant of any place of articulation. While correctly capturing the important role of front vowels in palatalization processes, Hume's model does not allow for finer-grained frontness/height distinctions and rules out some of the attested processes. Among such processes are vowel raising next to palatalized consonants (as in Russian (11)) and a shift of velars to anterior coronals - the phenomena that could be relatively straightforwardly handled in the SPE approach.

### 4.3 Further developments

Subsequent work in the framework of feature geometry included attempts to resolve some of the problematic aspects of either approach, or to combine the insights of both. Lahiri and Evers (1991) propose to revise the [coronal] spreading approach by simplifying the two-tier place system and dispensing with the tier promotion mechanism used by Clements (1991) and Hume (1992). While maintaining the treatment of place-changing palatalization as due to spreading [Coronal[-anterior]], they analyze secondary palatalization as spreading [+high] (specified under the Tongue Position node) - a representationally elegant, yet arguably empirically problematic approach (Hume 1992; Jacobs and van de Weijer 1992). Calabrese (1993) uses alternative feature geometry representations and inarkedness filters in an attempt to address some of the issues largely overlooked in the Sagey and Hume approaches. Among these are the propensity of palatalization to produce sibilant affricates and fricatives, and the possibility of anterior coronals as outputs of the process. Jacobs and van de Weijer (1992) propose that front vowels are complex articulations, having both [coronal] and [dorsal] nodes (cf. Halle 2005). Palatalization may involve spreading only dorsal features, as in the case of velar fronting $([x] \rightarrow[¢])$, or both coronal and dorsal features, as in the case of place-changing palatalization of velars. This specification is also intended to characterize the class of coronals and dorsals as common targets of palatalization, as opposed to labials. While the move to specify front vocoids for both features adds flexibility to analyses of palatalization, its implications for analyses of other processes, such as vowel harmony and consonant harmony, and the interactions of these processes with palatalization, still remain to be explored. For example, is the patterning of front vowels in palatalization (as triggers) consistent with their patterning in backness vowel harmony (as targets or transparent vowels)? Do palatalized consonants always block backness harmony (as in Turkish: Kenstowricr. and Kisseberth 1979)? Why do front vocoids fail to block coronal consonant harmony in some languages (Sanskrit: Calabrese 1993), while triggering it in other languages (Rundi: Broselow and Niyondagara 1990)? Finally, none of the above reviewed approaches seems to address the important question of why palatalization is special aınong consonantvowel interactions - that is, why front vowels systematically displace consonant primary place of articulation, while other vowels hardly ever do so (cf. Ni Chiosáin and Padgett 1993).

To conclude this section, palatalization has played an important role in the developnent of a feature geometry framework, serving as a testing ground for
competing proposals. While the rigidly constrained featural representations combined with a set of simple operations have contributed to a more empirically adequate account of cross-linguistic patterns of palatalization, it became clear that the same representations have often stood in the way of further empirical coverage of the phenomenon (and sometimes created problems for accounts of other phenomena). This particularly applies to cases of palatalization that can be considered less phonetically natural, such as place-changing processes resulting in anterior coronals or involving labial consonants. Ironically, some of the processes that could be easily stated in the SPE-style approach (although not always in a natural and insightful way) could no longer be stated in the feature geometry approach without making some ad hoc stipulations. At the same time, the discrete and binary feature geometry representations have also turned out to be incapable of capturing finer-grained, presunably phonetically inotivated, scalar phenomena and trigger-target dependencies. This subsequently led some phonologists to (at least partly) revise the traditional view of representations as fixed and universal, and to explore ways of capturing cross-linguistic generalizations and variability in phonological processes through underspecification (Steriade 1995), contrastive spec:fication (Avery and Rice 1989), contrastive feature hierarchies (Dresher 2009), or a system of parameterized rules (Archangeli and Pulleyblank 1994); see charTER 2: CONTRAST; CIIAPTER 7: FEATURE SPECJFJCATION AND UNDERSPECIFICATION).

## 5 Constraints and representations in Optimality Theory

The advent of Optimality Theory (OT; Prince and Smolensky 1993) brought back phonetic substance into phonology, now in the form of violable markedness constraints. While feature geometry-style representations and feature spreading assumptions have continued to play an important role in most OT accounts of palatalization, the task of capturing relevant feature asynunetries was partly relegated to constraints and constraint hierarchies. For exannple, the labial/nern-labial target asymmetry could now be formalized as a universally fixed hierarchy of constraints prohibiting palatalized labials, dorsals, and coronals (21a) (Chen 1996; Rose 1997), while the trigger height asymmetry was represented as a fixed hierarchy of Palatalize (spread V-Place) constraints indexed for vowel height (2Tb) (Rubach 2003). Meshing these two hierarchies and combining them with different rankings of other markedness (e.g. Affrication and Posteriority; Rubach 2000) and faithfulness constraints can generate a restrictive factorial typology of palatalization patterns (cf. (14)), to some extent approximating the actual typology of palatalization (see §2). However, as the objects of constraint manipulation were the same inviolable feature geometry representations, some of the earlier noted problems persisted into OT analyses.

$$
\begin{align*}
& \text { a. *[lab]/VPL[cor] } \gg \text { *[dors]/VPL[cor], *[cor }] / \mathrm{VPL}_{\mathrm{L}}[\text { cor }]  \tag{21}\\
& \text { b. Pal/j, Pal/i } \gg \mathrm{Pal} / \mathrm{e} \gg \mathrm{Pal} / æ
\end{align*}
$$

One possible solution to these problems was sought in the use of more detailed, phonetically realistic representations. Chen (1996), for example, uses articulatory gestures in conjunction with the traditional feature geometry representations to
analyze palatalization in Japanese, Polish, and Swati. All palatalization processes are assumed to involve spreading V-Place[coronal] from front vocoids (following Hume 1992) and resulting in abstract complex segnents with a secondary place and the original primeniy place (e.g. [Dorsal]/V-Place[Coronal]). The cross-linguistic diversity in outputs of palatalization arises, according to Chen, from languageparticular phonetic implementation via articulatory gestures (Browman and Goldstein 1989). Bateman's (2007) OT analysis of cross-linguistic patterns of palatalization fully replaces the traditional feature geometry representations with articulatory gestures. She models secondary palatalization and place-changing palatalization as resulting from two different gestural coordination strategies: the coordination of the vowel gesture at the release of the consonant gesture or at the center of it - producing either consonants with secondary articulation or simple articulations of intermediate constriction location and degree, respectively. The appeal of both proposals is in the use of independently motivated, physically concrete representations and a simple mechanism of gestural over lap. Problems arise, however, as before, with treatments of articulatorily less natural cases of dorsal and labial place-changing palatalization. In Chen's analysis, velar palatalization results in the abstract phonological structure [Dorsal]/V-Place[Coronal], which can be phonetically interpreted as $\left[\mathrm{K}^{\prime}\right],[\mathrm{c}]$, $\left[\mathrm{H}_{\mathrm{j}}\right]$, or $\left[\mathrm{t}_{\mathbf{c}}\right]$, depending on the language. Yet it is not clear how this mapping would work in languages with more than one velar palatalization process (as Russian (4)). In Bateman's analysis, the process $[k] \rightarrow[\mathscr{G}]$ cannot be reasonably analyzed as resulting from gestural blending only (which would give only [ $\left.\mathrm{k}^{\text {j}}\right]$ or [c]), and requires additional markedness stipulations (cf. Chomsky and Halle 1968 on [c] $\rightarrow$ [t]). While Chen analyzes labial palatalization in Swati as a case of phonological neutralization to the default coronal place, this is not an option for the gestures-only framework of Bateman. As gestural blending is technically impossible between the mechanically uncoupled gestures of the lips and the tongue body, labial palatalization is in principle ruled out by the model. Bateman contends that the few attested cases of labial-coronal alternations (as in Southern Bantu and Mioldova Romanian) can be explained diachronically. Yet, arguably, these cases still require a synchronic analysis.

A different approach - exploring phonetically detailed, scalar auditory features - is taken by Flenuming (2002). He analyzes palatalization as a process driven primarily by constraints requiring perceptual enhancement of phonological contrasts (as part of his Dispersion Theory; see citapter 98: speecit perception and phonolocy). In this analysis, secondary palatalization is an optimizing strategy, as it enhances the contrast of the vowel with other vowels by extending the span of its second formant (F2) to the preceding consonant (e.g. Nupe [egie] os. [ega] compared to [ege] vs. [ega]). The change of the fronted velar or palatal stop to a palato-alveolar affricate is yet another step in the enhancement of the contrast (e.g. [ectie] vs. [ega]), by which the duration of frication and its loudness are increased, while the contrast with the non-palatalized counterpart in F2 remains relatively large. Thus, sibilants as outputs of palatalization are fully expected, as affrication is part of contrast enhancement: "It is easier to enhance a conerast by exaggerating a difference that would be present anyway as an articulatory side-effect, rather than attempting to reverse the articulatorily motivated patter $n^{\prime \prime}$ (2002: 106). The same kind of enhancement through affrication is also possible for coronals, but is unlikely for palatalized labials, since the production of these
does not involve as much frication. Whi.e the actual implementation of this analysis of palatalization is relatively complex, it does capture some important generalizations about palatalization processes that have evaded many previous analyses. The Dispersion Theory approach thus provides an interesting insight into how palatalization may arise through auditory enhancement of phonological contrasts (cf. Padgett 2001, 2003). It remains to be seen, however, how the approach can model synchronic alterıations, and particularly ınore complex cases of morphophonological palatalization.

## 6 Recent alternatives

Despite the greater flexibility and apparent naturalness provided by violable substantive constraints in OT, some of the problems with the formal modeling of palatalization have not been resolved. In part, these difficulties appeared to stem from a more fundamental problem - the persistent use of traditional featural representations (with some modifications), which were assumed to be inviolable, universal, and innate. These assumptions about representations were clearly inuportant in the development of generative phonology, as the universal set of features provided a simple formal tool to state phonological rules and to capture significant cross-linguistic generalizations about natural classes of segments. Yet the basis for these assumptions has hardly been questioned or systematically investigated until recently. As Mielke's (2008) survey of phonological processes shows, urinatural classes are widespread in languages, with sonie of them being more common than typical natural classes. As traditional feature theories are incapable of characterizing many of these classes, the usefulness of maintaining the assumptions about feature universality and innateness is in serious doubt. Mielke's proposal is that features are not innate but emergent, arising from language learners' phonetic generalizations (cf. Hayes and Steriade 2004 on OT constraints). If features, and phonological representations in general, are indeed emergent, this has some wide-ranging implications for phonological theory, and for formal modeling of phonological processes. Specifically with respect to palatalization, languages may be expected to vary in how they define features and natural classes involved in the process, while at the same time showing many similarities, given the similar articulatory and acoustic properties of alternating consonants and vowel triggers. Ore may also expect that featural representations are not immutable within a given language, but possibly reflect local generalizations, specific to certain morphological domains or lexical strata (as, for example, in cases of multiple palatalization processes targeting the same consonants). However, these and many other implications for analyses of palatalization have not yet been explored.

Another notable recent development reflects a resurgence of interest in diachronic explanation of synchronic phonological patterns. This approach is most systematically represented by Blevins's (2004) Evolutionary Phonology, where cross-linguistically comanon, "ratural" sound patterns are explained exclusively diachronically - as a by-product of recurrent phonetically motivated sound changes. Given the well-established phonetic motivation for palatalization in co-articulation and auditory misperception (see §2.3), synchronic patterns of palatalization can be interpreted as arising from sound changes involving these
phonetic factors. As such, these patterns arguably do not require synchronic explanation - either structural or substantive (cf. Kochetov 2002 on the phonotactics of palatalization contrasts). Taking velar place-changing palatalization as an example, the midirectional nature of this change ( $[\mathrm{ki}] \rightarrow\left[\mathrm{L}_{\mathrm{i}} \mathrm{i}\right],{ }^{*}[\mathrm{tfi}] \rightarrow[\mathrm{ki}]$ ) and its common result (a postalveolar affricate) has little to do with phonological grammar per se, as it can be attributed to common errors in the perception of fronted velars (Guion 1996). The same applies to the asyınmetry between high and non-high front vowels as triggers - listeners simply make nore errors of the type [ki] $\rightarrow$ [ $t_{i}$ ] than [ ke$] \rightarrow$ [ t e$]$. By the same token, listeners rarely make errors like [ pi$] \rightarrow[\mathrm{t} \mathrm{i}]$, unless under some specific phonetic conditions (see Ohala 1978) - the fact that explains the labial/non-labial asymmetry in palatalization. If most or all the cross-linguistic generalizations about palatalization in (8) can be accounted for by phonetically based sound changes, the goal of synchronic grammar becomes much simpler - to state language-particular generalizations about the patterning of segments in alternations or their phonotactic distribution. What specific form these language-particular synchronic grammatical generalizations would take, however, is not clear, and has not been sufficiently explored by the proponents of Evolutionary Phonology. One interesting implication of the approach is that synchronic patterns of palatalization alternations should mirror sound changes involving the process. Whether this is true, however, is subject to further typological research. Another related question is how to reconcile the substance-free grammar envisioned by Evolutionary Phonology with apparent evidence that speakers possess some phonetic knowledge and seem to use it to make higher-level grammatical generalizations (Hayes and Steriade 2004). An interesting relevant case is provided by the cross-linguistically common use of palatalization in baby talk and diminutive sound-symbolism - presumably reflecting bottom-up generalizations, grammaticalized associations between the phonetics of palatalized consonants and the meaning of smallness and childishness (Kochetov and Alderete, forthcoming). Whether phonetic knowledge plays a role in phonological generalizations, and specifically whether phonetic naturalness considerations are part of the grammar, are important questions that could possibly be answered through systematic psycholinguistic experimentation and computer simulations (see some relevant work by Wilson 2006). The challenge for future work is, therefore, to tease apart synchronic phonological and phonetic knowledge of palatalization and historical influences shaping cross-linguistic patterns of palatalization over time.
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# 72 Consonant Harmony in Child Language 

Clara C. Levelt

## 1 Introduction

Consonant harmony (CH) in child language production data has attracted a great deal of attention in the phonological literature. It has been defined as an "assimilation-at-a-distance" process between consonants (Viluman 1978), in which consonants affect other, non-adjacent consonants. The assimilating features in child language CH are mostly primary place of articulation features, like Labial and Dorsal, but cases where other features are involved have also been observed. Over time, several analyses of this phenomenon have been proposed in the literature, the nature of the analysis changing with the theoretical state of the art: a phonological rule (Smith 1973), autosegmental spreading (Menn 1978; McDonough and Myers 1991; Stemberger and Stoel-Gammon 1991; Levelt 1994), a comectionist account (Berg and Schade 2000), and constraint interaction (Goad 1997; Pater and Werle 2003; Fikkert and Levelt 2008).
Consonant Harmony as such is not a phenomenon specific to child language (see charter 77: lone-distance assimilation uf consonants). However, the nature of CH in child language differs from that in the languages of the world in an important way: unlike in the world's languages, in child language it appears that primary place of articulation features can assimilate between non-adjacent consonants. This constitutes a challenge for a phonological account, because it clearly violates the principle of locality (see e.g. Archangeli and Pulleyblank 1987). According to this principle, only segments that are adjacent at some level of analysis can interact. ${ }^{1}$ For primary place of articulation features (CHAPTER 22: CONSONANTAI. PI.ACE OF ARTICUI.ATION) of consonants that are not string-adjacent such a level can only be assumed under special circumstances, such as planar segregation (McCarthy 1989; see $\S 3$ below). Of course, CH in child language would violate locality only if a strong form of continuity is assumed, i.e. if the phonological systenns of language learners and adults make use of the same units and obey the same set of principles. Therefore, as we will see, some accounts of child language

[^137]CH refer to a child-language-specific aspect of the developing phonological system, which allows for a local interpretation of the interaction. Alternatively, the locality problem can be circuinvented by denying that the data are the result of an assimilation-at-a-distance process. Instead, some - mostly child-specific form of feature licensing is invoked to account for the data.

This interesting and sometimes controversial topic will be discussed in the following way. First, in $\$ 2$ the main similarities and differences betiveen CH in adult language and in child language will be pointed out. Because in child language CH involving primary place of articulation features is the noost salient and systematic phenomenon, and forms a challenge for most phonological theories, I will focus on this type of harmony in the remainder of the chapter. In $\S 3$, different accounts of CH in child language will be discussed, focusing on the way in which phonological theory has highlighted different - problematic - aspects of the phenomenon. In $\S 4$, a view on CH in child language will be presented that sets it apart from CH in adult languages, and it will be discussed how such a child-specific phenomenon can come about during language acquisition. $\$ 5$ concludes this clapter.

## 2 Consonant harmony in adult and child language

The prevalent view on consonant harmony is that it is a widespread phenomenon in child language, while it is rare in the world's languages. This view is not totally supported by facts, however. Hansson (2001) describes different types of CH processes in 127 languages, while descriptions of systematic CH processes in child language can be found for only a hand Iful of children (Smith 1973 and Goad 1997 (Amahl); Cruttenden 1978 (one child); Menn 1978 (Dan ${ }^{\text {¹ }}$ ); Berg and Schade 2000 (Melanie); Levelt 1994 and Fikkert and Levelt 2008 (Eva, Robin); Rose 2000 (Clara); Pater and Werle 2001, 2003 (Trevor)). Some studies discuss larger groups of children (Vihman 1978 ( 13 children); Stemberger and Stoel-Gammon 1991 ( 69 children)). However, it is unclear from Stemberger and Stoel-Gammon's study how many of these children actually had CH productions or to what extent the phenomenon occurred systematically in the data. Vilman studied CH forms in vocabularies that contained between 109 and 372 words. In only four of the 13 children did she find a relatively high number of CH productions, i.e. between 18 and 32 percent of the productions in the vocabulary studied. Of the remaining nine children, three scored around 10 percent and the other six scored between 1 percent and 5 percent. In the study, almost half of all the CH forms were provided by two of the children, Amahl and Virve. All in all, if we base ourselves on facts, i.e. cases reported in the literature, then "rare in languages of the world" is supported, but "widespread in child language" is less obvious. It is widespread in the sense that an occasional CH form will probably show up in the speech of many children. Systematic CH patterns, however, i.e. CH forms that show up predictably for a longer period of time, have, up to now, only been described for a handful of children.

### 2.1 Features involved in harmony

Most CH processes, in child and adult language alike, involve place of articulation features. In the languages of the world, CH always concerns secondary
place of articulation features. Feature-geometrically speaking, these features are usually dependents of the coronal node: [anterior], [distributed], and [strident]. CH of features that are dependents of the labial or dorsal node exists too, but is very rare. Place of articulation harmony in the world's languages occurs nostly between consonants that are already very similar: within a word, the feature value for [anterior] is shared between sibilants, or the feature values [anterior] and [distributed] are shared between stops. For a more extensive review' see charter 77: long-distance assimilation of consonants and Hansson (2001).

In child language, however, the CH phenomenon that is discussed most often concerns primary place of articulation features, specifically Labial and Dorsal. The existence of a systematic Coronal harmony process in child language is less evident. For one thing, neutralization to a coronal place of articulation, as in Velar Fronting, where /k/ is replaced by [ t ], often occurs as an independent process during phonological developntent (CHAPTER 12: CORONALs). Utterances with multiple coronal consonants are thus often the result of neutralization ratluer than assimilation. Below, in $\S 3.2 .2$, we will see that underspecification of Coronal in the lexicon has been invoked to account for the absence of coronal harmony in child language. Unlike in adult CH , the consonants involved are not necessarily highly similar in other respects: primary place of articulation features are shared between any combination of nasals, fricatives, and stops.

Concerning place of articulation, then, the two groups of speakers appear io have almost contrasting sets of features that are active in CH : adult speakers only show CH involving secondary place of articulation features, mostly dependents of Coronal, while children show CH involving primary place of articulation features, most commonly Labial and Dorsal. Typical exannples of these two types of harmony are given in (1).

## (1) Place of articulation harmony

Adult speakers
a. Sibilant [anterior] harmony in Ineseño Chumash (Applegate 1972, cited by Hansson 2001) /k-su-jojin/ [kJufojin] I darken it'

b. Coronal [anterior] harmony in Pieri (Andersen 1988, cited by Hansson 2001) [dè:l] 'skin' [dè:nd-á] 'my skin' [țìol] 'snake' [țúond-à] 'my snake'
Child spenkers
c. Dorsinl harmony (English)
(Trevor at 1;5: Compton and Streeter 1977, cited by Pater and Werle 2003)
dog [gag]
bug [g^g]
coat [kok]
d. Inbial harmony (Dutch)
(Robin at 1;10: Levelt 1994)
tafel /tafal/ [pafy] 'table'
zeep /zep/ [fep] 'soap' neef /nef/ [mef] 'cousin'

In (1a) we observe that two sibilants that underlyingly carry different feature values for [anterior] at the surface both show up as [-anterior]. In (lb) the feature value for [anterior] of the stop consonant in the stent is shared with the prenasalized stops in the derived forms. The examples in (lc) from child language show Dorsal CH in data from an English-speaking child. Both underlying Labial and Coronal consonants show up as Dorsal consonants on the surface. In (1d) Labial CH is illustrated with examples from a Dutch-speaking child. Here we see that the interacting consonants do not necessarily agree in their manner features.

Harmony involving other features is quite rare, both in languages of the world and in child language. In languages of the world, systematic patterns of long-distance assimilation have been attested for laryngeal features, nasality, and continuancy. In Hansson's (2001) overview we alse find languages that show some form of liquid harmony. This forn of harmony, or rather lateral harmony, is the only other type of consonant harmony that apparently, occurs in a systematic way in the speech of a child, Amahl, discussed in Smith (1973). In Amall's case a target word with a combination of an $/ \mathrm{r} /$ or $/ \mathrm{j} /$ and a lateral results in a production with two laterals, as illustrated in (2).
(2) really [Ii:li:]
lorry [loli]
yellow [Ielou]

Some less evident forms which have been listed as CH forms, involving other features, are given in (3) (from Spanish child languchge; Vihman 1978).
(3) comiento [kabiende] 'eating' nasal is assimilated to stop

Horando [urdardino] 'crying' nasal harmony
telefono ['pweepwano] 'relephone' continuant harmony

However, no systenatic patterns of CH in child language have been described that involve these features. For forms like in (3), which are probably just produced once, there is no predictable relation between the form of the adult target and the resulting production. More examples of occasional CH productions are given in (4), from the speech of Jiři (Czech; Viluman 1978).
(4) balonek [babo:nek] 'ball'
ježek [3e3ek] 'hedgehog'
gramofon [gagafo:n] 'gramophone'

According to Vihman (1978), forms like these seem analogous to speech errors or alliterations in adult speech. Up to now, the reported set of occasional CH forms has been so diverse and fragnented that it has been impossible to come up with a comprehensive analysis.

Since CH in child language involving features other than place of articulation features presents such an unclear picture, the remainder of the chapter is concerned solely wvith primary place of articulation harnoeny.

### 2.2 Directionality of the process

Consonant harmony comes in two varieties in the languages of the world. Most commonly it takes the form of a morpheme structure constraint (CHAlrER $\mathbf{2 0}_{6}$ : MORPHEME STRUCTURE CONSTRAINTS): certain combinations of consonants within a stern are allowed, while others are disallowed (Hansson 2001). In these cases, determining the direction of assimilation is not always evident, since underlying and surface forms are identical with respect to these harmonic consonants. The direction can sometimes be reconstructed from diachronic and cross-linguistic comparisons, which have shown that the default direction of harmony is anticipatory, i.e. right to left. Furthermore, Hansson (2001) establishes a Palatal Bias effect in adult CH . An underlying - or former - alveolar-palatal combination is likely to become a palatal-palatal combination. The morpheme structure constraint can be accompanied by a inorphological harmony rule, i.e. a productive harmony process. Here, harmony is most comunonly stem-controlled: the consonant of an affiix rvill carry a certain feature value, depending on the feature value of consonants in the stem (charter iu: roet-affix asymmetries).

In child language, the CH phenomenon is usually present in the period before any productive morphology has been developed. We therefore do not find CH forms that can be analyzed as being either stent- or affix-controlled. Rather, certain combinations of sounds within a stem appear to be disallowed on the surface. In this sense, CH in child language seems to take the form of a morpheme structure constraint. However, under the assumption that children's underlying forms are similar to the adult target forms, and given that these adult target forms can contain the disallowed combination of sounds, child CH is often assumed to be an active process. As in adult CH , the default direction of the process is right to left. Instead of the Palatal Bias effect that was found in languages of the world, in child language we find a strong Labial or Dorsal Bias effect: if the $\mathrm{C}_{2}$ in a target $C_{1} \vee C_{2}(V)$ combination is Labial, the $C_{1}$ will end up being Labial too, or if $C_{2}$ is Dorsal, $C_{1}$ will be Dorsal.

### 2.3 Summary

What can be concluded from the above comparison between adult CH and child CH ? Are the phenomena similar or different? Hausson (2001) pulls together adult CH , child CH , and speech errors. He states that the underlying source for CH must lie in the domain of phonological encoding for speech production. Both speech errors and CH show a default right-to-left directionality, and, as in adult CH , assimilatory speech errors are nore likely to occur between segments that are already very similar. According to Hansson, then, CH in languages of the world is a phonologized form of speech error. With a little twist, this could also apply to CH in child language. The occasional forms are speech errors (as proposed in Vilıman 1978) and in some cases a systematic, i.e. phonologized, type develops. According to Hansson, the difference in place of articulation bias between adult CH and child CH is caused by the nature of the sound inventory. In child language, the sound inventory is much smaller, and minor place of articulation features do not yet play a role. This impoverished inventory also puts "similarity between consonants" in a different perspective. Pairs of segments that are judged as very different by adult speakers, like /t/ vs. /k/, could be judged
as relatively similar by children. This would account for the fact that major place harmony is child-language-specific, and is not found in languages of the world. In this view, then, CH in the world's languages and CH in child language are of the same kind, and the different surface appearance can be attributed to the impoverislued segment inventory in the developing phonological systems of young children. Although this is an elegant perspective, which makes it possible to view phonological development as being continuous, by invoking and adhering throughout to identical principles and processes, a different account of the childspecificness of the phenomenon will be proposed in §4. Taking into account the developing place of articulation structure of young children's entire vocabulary, it appears that CH in child language is of a very different nature than CH in the world's languages.

In the remainder of this chapter we will concentrate on consonant harmony in child language, starting in §3 below with an overview of the accounts of CH that have been proposed in the literature.

## 3 Theoretical approaches to consonant harmony in child language

Several grammatical accounts have been presented of child language CH . These accounts are in terms of rules, autosegmental representations, activation spreading, or constraints. I will pay special attention to the way the account deals with the issue of locality: how is the intervening vorvel dealt with, and which part of the process, if any, is deemed child-language-specific?

### 3.1 Consonant harmony as the result of a phonological rule

Snuith (1973), working in the tradition of SPE (Chonsky and Halle 1968), presents a series of "realisation rules" that derive the consonant harmony forms of his son Amahl from "English Standard Pronunciation," i.e. the adult forms. In fact, Smith argues that one of the general functions of realization rules is to implement both consonant and vowel harmony, and he suspects that it is universal in child language. Of the eight realization rules the7t have consonant (and vowel) harmony as their motivation, the one in (5) results in labial and dorsal harmony:

$$
[+ \text { coronal }] \rightarrow\left[\begin{array}{l}
- \text { coronal }  \tag{5}\\
\text { aanterior }
\end{array}\right] /-[+ \text { syllabic }]\left[\begin{array}{l}
- \text { coronal } \\
\text { aanterior }
\end{array}\right]
$$

This rule initially applied systematically before velars, but was optional if $\alpha=+$, i.e. before labials. The intervening vowel, i.e. the [+syllabic] element in the rule, does not play any role and is not considered to be an obstacle to the process. The rule undergoes a couple of changes over tinne, capturing the fact that fewer and fewer coronal segments are affected. As a first change, for example, the rule split into two parts, operating in the original way it case of [-anterior], but applying only to nasals and continuants when [+anterior]. In its different forms, the rule is operative in Amall's systeın from stage (1), when the data collection started
at 2 years and 60 days, until stage (14), when Amahl was 2 years and 247 days. The rule can be considered child-language-specific, in that it disappears from Amahl's system over tinie. However, according to Snvith, it is a genuine phonological rule in the sense that the formal properties of the realization rules are the same as those of phonological rules in mature grammars.

### 3.2 Consonant harmony in the autosegmental framezoork

### 3.2.1 Output templates

The first account in an autosegmental framewrork (Charter 14: aUtosecments) is presented by Menn (1978). She views CH as one of the child's strategies to conply with a general constraint on his or her output structure. The proposed, child-language-specific, output constraint is termed a "consonant harmony constraint" and states thent consonants within a word should be of one place type. There are different ways to comply with this constraint. If an adult target wrord contains consonants with different place features, the child can either delete all but one consonant, or the child can render all the consonants in a word of one place type. This perspective integrates CH in the child's phonological system as a whole, instead of treating it as an isolated phenomenon: CH is just one of the possible ways of satisfying the constraint. In $\$ 4$ a similar integrated view is elaborated. Menn posits the following "output lexical entry" for the w'ords strock, duck, and truck, which are all produced [gлk] by the child Daniel:
(6) Output lexical entry for stuck, duck, and truck

| tier 3 | stop position | $\#$ |  | velar |  |
| :--- | :--- | :---: | :---: | :---: | :---: |
| tier 2 | fricative | $\#$ |  | $\varnothing$ |  |
|  |  |  | $C$ | V | C |
| tier 1 | word structure | $\#$ | +voice | low-mid | -voice |

The child has the output representation in (6), resulting from the rule: "If an entry in the recognition lexicon contains a velar, then select [velar] as the stop-position specification for the corresponding entry in the output lexicon" (1978: 167). As in Smith's account, above, the underlying stored form is altered if conditions apply; in case a stored form contains [coronal] or [labial] and [velar], only the feature [velar] will end up being linked to the consonant positions in the word. Although this seems to be a classic case of autosegmental spreading, in this account the intervening vowel is not perceived as posing a potential problem.

A slightly different templatic approach to CH is taken by Iverson and Wheeler (1987). Following Moskowitz (1971), among others, who posited that w'ords appear to be unanalyzed units, they argue that many phonological phenomena in child language are the result of the association of features with suprasegmental constituents, like words, syllables, and rhynnes. The child's output representations are viewed as well-formedness templates, which characterize and filter the set of permissible words in the child's language (1987: 249). The well-formedness template that would result in the CH productions [kok] for coal and [gag] for dog is given in (7):

## (7)

Output template for coat and dog
WORD
[-anterior]
C V C
For the child in question, any word laving a [-anterior] consonant will be associated with the above word structure, resulting in the harmonized forms. In liverson and Wheeler's view, CH is actually not a derivational process, linking an adultlike input representation to a luarmonized child output representation. The output form actually represents the child's knowledge of the phonological system of his or her target language, and it thus equals the underlying representation. What the child needs to learn, then, is that features should be associated with segments instead of larger units like syllables or words. The child-language-specific aspect of the account is the fact that features link to entire words, rather than segments.

Apart from the fact that the proposed constraint behaves like a morpheme structure constraint rather than as a constraint on output forms only, the account is almost exactly parallel to Menn's account: there is a child-specific template and a floating place feature that will be linked to the C-slots in the template (снarTER 54: the skeleton). Although the notion of association line is appealed to in Iversen and Wheeler's paper, the intervening vowel is still not viewed as potentially problematic for the account. As long as [anterior] is the feature being associated, the intervening vowel will not disrupt the linking process, since vowels are not normally specified for [anterior]. In this case, the association of [-anterior] with the vowel will simply have no effect. In this account, then, the locality problem is circumvented because only consonant-specific features are used.

### 3.2.2 Underspecification

A more theoretically detailed autosegmental analysis of CH is presented in Stemberger and Stoel-Gammon $(1989,1991)$ and in Stoel-Gammon and Stemberger (1994). Here, CH is considered to be an "unconscious" process, caused on the one hand by underspecified consonants in the child's inventory, and on the other hand by a tendency for unmarked segments to assimilate to marked segments. CH is thus viewed as a feature-filling process, whereby a place feature spreads from a consonant specified for place, to a consonant unspecified for place. This is illustrated for the form [gak] for duck in (8):
(8) A procedural representation of consonant harmony underlying representation surface representation


However, in the model of feature representation adopted by Stemberger and Stoel-Gammon and that of Sagey (1986), vowels also have a Dorsal place specification. This entails that spreading Dorsal from /k/ to the initial consonant position would lead to crossing association lines, as in (9), which is ruled out by the Line Crossing Prohibition (Goldsmith 1976).
(9) Consonant harmony and crossing association lines
underlying representation

sur face representation


Stemberger and Stoel-Gamnon recognize this locality problem. They argue that since these intervening vowels apparently do not block the harmony process, they should be transparent in one way or another. To achieve this, consonants and vowels should either reside on different planes when the process takes place, i.e. there is planar segregation (McCarthy 1989), or vowels and consonants should have different sets of place features (see also Chapter 105: tier segregation; citapter 27: tite organization of features). They opt for the last solution and turn to the feature model proposed by Clements (1985), where consonants and vowels are partially segregated. Place features are divided into a "primary" place tier containing consonantal place features, and a "secondary" place tier containing vocalic place features. In this model, place features of consonants can be spread across vowels, and place features of vowels can be spread across consonants. Consonant harmony can thus be characterized as feature spreading, affecting only the primary place node. Interference with vowels, specified for place on the secondary place node, is avoided. In Clements's later elaboration of his feature model (Clemients 1991), however, both vowels and consonants now have this primary consonant-place node. One of Clements's arguments for the change is precisely to exclude the possibility of consonants spreading their place features across vowels, which does not occur in the world's languages.

### 3.2.3 Planar segregation

McDonough and Myers (1991) take the planar segregation option seriously. Planar segregation can only be invoked if the relative order of consionants and vowels is predictable (McCarthy 1989). According to McDonough and Myers, many children at this stage of development have quasi-templatic constraints on the structure of words, and they conclude that therefore consonant-vowel planar segregation can be assumed. Their representation of CH is as in (10) below, and involves spread ing a specified place node onto an adjacent root node unspecified for place on the consonant plane.

Consonant harmony and planar sedregation


The problem for this account is the background assumption, namely that CH is present in child language at the stage in development where the order of consonants and vowels in a word is predictable. Although children initially often do recluce the syllable structure of actult target words to simple consonant-vowel sequences, this does not necessarily happen at the time they have CH productions, as the Dutch examples in (11) show:
(11) CV sequences ant Robin's (1;9.21) consonant harmomy forms
a. CV structure

| CVC | niet | /nit/ | [nit] | 'not' |
| :--- | :--- | :--- | :--- | :--- |
| VCC | eentt | /ent/ | [Int] | 'duck' |
| CVCC | fiets | /fits/ | [fits] 'bicycle' |  |
| VCV | auto | /otol | [oto] | 'car' |

b. Consonant harmony schommeien /sxomala/ [voma] 'to siwing' Grover /Xrovar/ [fofy] (name) stoep /stup/ [fup] 'sidewalk'

The data in (11) show that the position of the vowel vis-ǹ-vis the consonant is not predictable at the stage where CH forms are produced. Planar segregation can thus not be invoked either at the segmental level or at the feature level.

Locality is clearly a serious problem for accounts of CH in child language. In the literature discussed below the problem is dealt with in different ways.

### 3.3 Consonant harmony as the result of a speech-processing problem

There is no locality problem in the connectionist account of Berg and Schade (2000), since it is not a representational, but a local connectionist processing account. CH is viewed as a mispronunciation - i.e. a speech error - due to a speech plan that is carried out imperfectly. It is not, however, a low-level articulatory plan, precisely because the harmony is not co-articulatory, but involves units at a distance. The basic idea is that the level of activation differs between segments. Depending on their developmental status, links between ploneme-like units and their constituting features can be stronger or wreaker. Weak links lead to hypo-activation, and hypo-activated features can be too weak to be available for production. This problem is then solved by inspecting activation levels in the network of nodes constituting a word, and picking out the element that has the highest activation level. In production, the hypo-activated feature is thus replaced by a more strongly activated feature in the word network, and this is one way in which consonant harmony can result. This can be seen as the processing version of the representational underspecification account of Stemberger and Stoel-Gammon, discussed above in 83.2.2. The other way is when a certain feature is hyperactivated because excessive weight has been attributed to the link between this feature and a segmental unit. A hyper-activated node in the network can mask the less activated nodes, leading to consonant harmony. Direction of harmony which is usually right to left - is accounted for by self-inhibition. As soon as an onset consonant is selected, the activation level is temporarily set to zero, due to
self-inhibition. The onset is thus unable to interfere with a following consonant. When production of an onset is eminent, however, the following consonant is already active due to parallel activation. Both hypo- and hyper-activated states are characteristic for a developmental system, accounting for the fact thent consonant harmony is typical for child language.

Although there is no locality problem for this account formally speaking, the question remains what the effect of hyper- and hypo-activity levels of intervening vowels would be. Unfortunately, the intervening vowels are completely ignored in this account. The locality problem is formally circunıvented, but in practice it is still there.

### 3.4 Consonant harmony as the result of an optimality-theoretic constraint

### 3.4.1 Agreement

Pater and Werle (2003) give a detailed account of the CH pattern in the longitudinal data of Trevor (Compton and Streeter 1977) within Optimality Theory (OT: McCarthy and Prince 1993; Prince and Smolensky 1993). According to Pater and Werle, consonant harmony in child language is related to place agreement in consonant clusters in adult languages (see chapter s1: lucal assimilation). Both phenomena are due to a constraint AGREE, which requires two successive consonants to be homorganic. The domain of application differs for children and adults: in child language the successive consonants can be separated by a vowel, in adult languages the process is strictly local and only applies to adjacent consonants. Development in this view consists of narrowing down the domain in which the constraint applies to this strictly local domain.

The fact that we usually find labial and dorsal consonant harmony is independently regulated by a universal faithfulness hierarchy for place, whereby Faith[Dors] and Faith[Lab] are ranked above Faith[Cor]. That is, if in order to comply with Agree one place feature from the input form needs to be left out in the outpu.t form, it will be coronal rather than dorsal or labial. Examples from Pater and Werle illustrating this are given in (12):

Interaction of Agree and Faith

| /dog/ | AGref. | Faith[Durs] | Faith[Cor] |
| :---: | :---: | :---: | :---: |
| re a. [gos] |  |  | * |
| b. [dJd] |  | *! |  |
| c. [dog] | *! |  |  |


| /tap/ | Agree: | Faith[Lab] | Faith[Cor] |
| :---: | :---: | :---: | :---: |
| a. [pap] |  |  | $*$ |
| b. $[$ tat] |  | $*!$ |  |
| c. $[$ tal $]$ | $*!$ |  |  |

However, since this general Acree constraint would lead to both progressive and regressive consonant harmony, a inore specific form of Agree is invoked to capture regressive harmony, nainely Agree-L, which mentions the direction of agreement. In addition, when the regressive harmony has a specific trigger, like dorsal in the case of Trevor, this feature is mentioned in the directional Agree constraint. In (13) the wrorking of Agrer-L[Dors] is shown (from Pater and Werle 2003). While the general Agree constraint would lead to harmony both in the case of dog and coat, the specific Agree constraint affects only dog:

Agree-L[Dors] for dog and coat

| /dog/ | Agres-L[Dors] | Falith[Cor] |
| :---: | :---: | :---: |
| ar $[\mathrm{gog}]$ |  | $*$ |
| b. $[\mathrm{dog}]$ | $*!$ |  |


| /kot/ | Acret-L[Dors] | Falth[Cor] |
| :---: | :---: | :---: |
| a. $[\mathrm{knt}]$ |  | $*$ |
| b. $[\mathrm{kok}]$ | $*!$ |  |

Trevor's data show a developmental pattern, where Dorsal consonant harmony is initially both progressive and regressive, and Labial triggers both progressive and regressive harmony when other target consonants are coronals. Later, there is only regressive dorsal harmony. This development is captured by the demiotion of markedness constraints below faithfulness constraints, the general way in which developmental changes are captured in OT (Cnanadesikan 2004; for an overview see Boersma and Levelt 2003). In this case, Acree is demoted below Faith[Cor], and Agreg-L[Dors] is demoted below Faith[Lab].

A strictly local version of Agree-L[Dors] also plays a role in Korean, where labials and coronals assimilate only regressively to dorsals, as can be seen in (14):
(14) Acree-L[Dors] in Korean (de Lacy 20n2, cited in Pater and Werle 2003)
a. /ap+ko/ $\rightarrow$ [akko] bear on the back+cons'
/kamki/ $\rightarrow$ [kanki] 'a cold/influenza'
b. /pat+ko/ $\rightarrow$ [pakko] 'receive+cons'
/hant kat]/ $\rightarrow$ [hankar] the Han river'
c. /kot+palo/ $\rightarrow$ [koppalo] 'straight'
/han+ban/ $\rightarrow$ [hamban] 'once'
d. /pan+to/ $\rightarrow$ [pante] 'room as well'
$/$ kuk+pap/ $\rightarrow$ [kukpap] 'rice in soup'

This gives support to the analysis. However, there are also some concerns with an analysis in terms of agreement between two (non-adjacent) consonants. First, the domain of the constraint Acree has to change in the course of development. Pater and Werle (2001) suggest that the domain for Agree changes from "Word" in childhood to "string-adjacent consonants" in adulthood. It is not obvious how
this domain change of Agree would come about, however. A concern is the extra set of rerankings the learner would need to perform. Because of the initial Worddomain, the child's grammar has to go through different rankings in order to get the different Faith[Place] constraints in higher positions in the constraint hierarchy than the Agree constraint, which will over time rule out CH candidates. However, at the point where the child domain of Agree changes into the string-adjacent adult domain, the grammar needs to undo all the rerankings of the Faith[Place] constraints with respect to Agree, in order to allow, or rather force, string-adjacent consonants to agree in primary place of articulation - as will often be the case in the target adult language. A second concern is the child-language-specific, non-local domain for Agree itself. In this domain, the intervening vowel forms no obstacle for agreement between the non-adjacent consonants. This seems to imply that the solution to the locality problern of the proposal comes down to asstining that there is no locality requirement in child language.

### 3.4.2 Licensing

Rose (2000) and Gnad $(1097,2001,2003)$ view CH as resulting from the relation between features and prosodically strong positions. CH is a consequence of the requirentent that place features within the domain of a foot should be licensed by the foot head (cilapter 40: tife foot). Place features in prosodically weak positions can surface through being assnciated with, and therefore licensed by, prosodically strong positions. According to Goad, the directionality of CH follows from prosodic structure; in English, word onsets of trochaic words are prosodically strong positions and consequently they can license narked features that cannot be licensed in weak prosodic positions. A marked feature in a weak prosodic position, i.e. a coda or an intervocalic consonant, needs to be licensed by this strong onset position, resulting on the surface in regressive harmony. In Rose (2000), where both English and French child language data are analyzed, high-ranked faithfulness constraints on input place of articulation features can force the direction of harmony to go from head to deperdent.

In order to circumvent the problem of crossing association lines with an intervening vowel, association with the strong position is accomplished by meloty copy, instead of spreading: a new instance of the harmonic feature is inserted in the harmonizing position. According to Goad (2001), this makes the process similar to reduplication in mature grammars. The drive to copy a melody is different in the two systems. In langrages of the world, reduplication is morphologically driven: there is a reduplicative affix that needs melodic content. In child language, however, CH is usually present before morphology kicks in, and melody copy here is driven by prosedic licensing.

A prediction is that languages with different prosodic structures exhibit different types of CH . This claim is defended by Rose (2000). English children have CH in both $\mathrm{C}_{3} \mathrm{VC}_{2}$ and $\mathrm{C}_{3}, \mathrm{VC}_{2} V$ words, because $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ are within the domain of the foot in both types of words. In contrast, for French the prediction is that CH only occurs in CVCV words, because of the clainn that in French the second consonant of CVC words lies outside the foot, it being extra-prosodic. It will therefore not be involved in CH patterns. Indeed, in the data of the Frenck. subject Clara, a word like gortte 'drop ( N )' does not undergo CH even though it has the same sequence of features, Dorsal ... Coronal, as gîtteam 'cake', which does undergo harmony. This is illustrated in (15)-(17), with three examples from Rose (2001):
(15) De'pentent-to-hent consonant harmony in English (Coronal . . . Dorsal)

| dog |  | Max [Dors] | LIC (Dors,Ft) | $\begin{aligned} & \hline \mathrm{Nl}_{\mathrm{A}} \mathrm{x} \\ & \text { [Lab] } \end{aligned}$ | $\begin{gathered} \mathrm{L} 1 \mathrm{c} \\ (\mathrm{Lab}, \mathrm{Ft}) \end{gathered}$ | $\begin{aligned} & \hline \operatorname{lnax} \\ & {[\text { Cor }]} \end{aligned}$ | $\begin{gathered} \mathrm{L} 1 \mathrm{c} \\ (\mathrm{Cor}, \mathrm{Ft}) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. [dog] |  |  | *! |  |  |  |  |
| b. [dJd] |  | * |  |  |  |  |  |
|  |  |  |  |  |  | * |  |

(16) Heat-to-tepentent consonant harmony in French (Dorsal ... Coronal)

| gitrimt |  | $\begin{aligned} & \text { Max } \\ & \text { [Lab] } \end{aligned}$ | Luc (Dors,Ft) | $\begin{gathered} \text { Lic } \\ (\operatorname{Cor}, \mathrm{Ft}) \end{gathered}$ | $\begin{aligned} & \text { Max } \\ & \text { [Cor] } \end{aligned}$ | $\begin{aligned} & \text { Max } \\ & {[\text { Dors }]} \end{aligned}$ | $\begin{gathered} \text { Lic } \\ (\mathrm{Lab}, \mathrm{Ft}) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. [gæto] |  |  | *! |  |  |  |  |
| b. [gæko] |  |  |  |  | *! |  |  |
| rim c. [dæto] |  |  |  |  |  | * |  |

(17) No consonant harmony in CVC words in French (Dorsal ... Coronal)

| soutte |  | $\begin{aligned} & \text { Max } \\ & \text { [Lab] } \end{aligned}$ | $\begin{gathered} \text { Lic } \\ \text { (Dors,Ft) } \end{gathered}$ | $\begin{array}{\|c\|} \hline \mathrm{LIc} \\ (\mathrm{Cor}, \mathrm{Ft}) \end{array}$ | $\begin{aligned} & \hline \mathrm{M}_{\mathrm{AX}} \\ & {[\mathrm{Cor}]} \end{aligned}$ | $\begin{array}{\|l\|} \hline \mathrm{M}_{\mathrm{AX}} \\ {[\mathrm{Dors}]} \end{array}$ | $\begin{gathered} \text { Lic } \\ \text { (Lab,Ft) } \\ \\ \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. [guk] |  |  |  |  | $4!$ |  |  |
| b. [dut] |  |  |  |  |  | *! |  |
| [it c. [gut] |  |  |  |  |  |  |  |

In (15) Dorsal is in the weak position of the foot, and needs to be licensed by the head position. This can be done by copying Dorsal into the head position, replacing input Coronal. Since faithfulness to input Coronal is lowranked, this solution is optimal, and the output shows regressive Dorsal harmony. In (16), from French, Dorss.al is again in the weak position and needs a licenser in the strong position of the foot. In this case, horvever, faithfulness to input Coronal is ranked higher than faithfulness to input Dorsal. The optimal candidate therefore does not show progressive Dorsal harmony, like the English example in (15), but regressive Coronal harmony. Finally, in (17), the second consonant is not in the foot. The licensing constraints do not apply in this case, and the optimal output candidate shows no harmony.

Although the idea of a licensing requirement seems attractive, in the end it does not seem to work. In practice, the combination of licensing and faithfulness constraints leads to a situation in which in English there is always regressive, dependent-to-head CH, while in French there is always regressive, head-todependent CH . The constant factor in CH , then, appears to be the regressive direction, rather than the licensing requirement. In addition, it remains unclear why the constraint ranking leading to CH forms in child language is not found in mature grammars. According to Goad, the drive to copy is different in developing and mature grammars, but as far as I can see nothing would preclude mature grammars from having a prosiodic licensing drive. Finally, other French children do appear to have CH in both CVC and CVCV words (Wauquier-Gravelines 2003).

### 3.5 Summary

We have now seen that it is hard to convert the view of consonant harmony as agreement, spreading, or harmony between two non-adjacent consonants into a seund theoretical account.

We have seen three types of approach to the child-language specificness of the data: (i) the account has no child-language-specific aspects (Stemberger and Stoel-Gamınon; Goad; Rose), leaving the issue unsolved; (ii) the account presents a child-language-specific aspect that could in principle also be present in mature granımars, i.e. planar segregation (McDonough and Myers), or a specific rule (Smith). Why mature grammars do not have this specific rule, or why a nature language with planar segregation probably does not have the specific type of CH we find in child language, still needs to be resolved; (iii) a formal change takes place in the grammar, which from then on precludes it from outputting CH forms (Menn; Pater and Werle; Iverson and Wheeler). This approach resolves the issue, but also introduces a new one: how does this formal change come about?

The intervening vowel, leading to the locality problem, is treated in four different ways: (i) it is not acknowledged as a problem (Menn; Smith; Iverson and Wheeler; Berg and Schade; Pater and Werle). In some cases this is because in the theoretical framework of the time consonants and vowels had different sets of place features; (ii) separate sets of place features are assumed for consunants and vowels (Stemberger and Stoel-Gammon); (iii) planar segregation is invoked to make CH a local process (McDonough and Myers); (iv) feature copying is assumed instead of feature speading (Goad; Rose). Only this last solution is able to circumvent the problem of crossing association lines in child language CH . However, crossing association lines is assumed to preclude the spreading of primary place of articulation features of consonants across vowels in mature languages. The copy solution thus solves the problem for child language, but creates a problem for the account of the absence of primary place of articulation CH in mature languages.

## 4 A re-analysis of consonant harmony in child language

It is clear that researchers have struggled to find an account that can explain the presence of primary place of articulation CH data exclusively in child language, without compromising the available theoretical tools.

While not abandoning these principles, there are advantages in asswuning that the learner's developing phonological system differs from the adult system in certain respects (citapter 101: the interpretation of phonological patterns in first language acQuisirion). Levelt (1994) and Fikkert and Levelt (2008) stress the fact that consonant harmony in child language is not an isolated phenomienon (see Menn 1978 and Iverson and Wheeler 1987 for a similar view). The goal is therefore not to come up with an exclusive account of CH data, but to come up with a comprelensive account of developing place of articulation patterns in child language. When looked at in this way, it turns out that data that could be branded as instances of consonant harmony are present in child language at two different developmental stages. Since the data are, in both stages, clearly
the result of a grammatical state specific to development, the fact that similar data are not found in adult languages is no longer puzzling.

In the remainder of this section, an overview of this approach is presented, focusing on the stages where so-called consonant harmony data are produced, and illustrated with longitudinal data from children acquiring Dutch (data from the CLPF database ${ }^{2}$ and Phon (Rose et al. 2006)).

### 4.1 Place of articulation features

The place of articulation ( $\mathrm{P} \cap \mathrm{A}$ ) features that play a role in this account are Labial, Coronal, and Dorsal. These features are monovalent and refer to both consonants and vowels (Clements 191; Lahiri and Evers 191; Hume 1992; Clements and Hume 195). Thus Labial refers to both labial consonants and rounded vowels, Coronal to coronal consonants and front vowels, and Dorsal to dorsal consonants and back vonvels (cilatter 75: consonant-vowel place feature interactions). Front rounded vowels like / $y$ / thus have a complex specification [Coronal, Labial], and back rounded vowels like /u/ have a complex specification [Dorsal, Labial]. The assumption here is that these vowels initially have a non-complex specification: Coronal for front vowels, and either Dorsal or Labial for back vowels. Front rounded vowels are acquired late, and are often replaced by front unrounded vowels. The low vowels /a/ and / $\alpha$ / are not specified for place of articulation - the idea being that place of articulation cannot be expressed in low vowels. ${ }^{3}$

### 4.2 Stage I: One word, one feature

In the CLPF corpus, in the first sets of meaningful words no combinations of different PoA features were found within words (chapter 51: the phonological word), i.e. consonants and vowrels wvithin a word are all produced with the same PoA feature. The low vowels /a/ and /a/ can be combined with either coronal, labial, or dorsal consonants. This is illustrated by data from Robin in (18):

Robin's (1;5.11) initial vocnbullary

| a. | die | /di/ | [ti] | 'that one' |
| :---: | :---: | :---: | :---: | :---: |
|  | huis | /hæeys/ | [hoeys] | 'house' |
|  | niet | /nit/ | [nt] | 'not' |
|  | thuis | /treys/ | [tws] | 'home' |
|  | zes | /zes/ | [scs] | 'six' |
|  | tiktak | /tiktak/ | [tita] | 'tick-tock' |
|  | ann | /an/ | [an] | 'on' |
|  | trar | /dar/ | [ta] | 'there' |
| b. | pop | /pop/ | [po] | 'doll' |
|  | mantua | /mouna/ | [mama] | 'mommy' |
|  | anp | /ap/ | [ap] | 'monkey' |

[^138]The productions in (18a) all consist of coronal consonants (or placeless /h/) and coronal or low vowels, while the productions in (18b) have labial consonants and round or low vowels. A salient aspect of these data is that the adult target words have this same pattern. New words produced by Robin in the next two recording sessions also follow this pattern, as can be seen in (19):
(19) Neiv ivords produced by Robin (1;5.21-1;6.9)
a. Coronal forms

| deze | /deza/ | [tis] | 'this one' |
| :--- | :--- | :--- | :--- |
| televisie | /telavisi/ | [zizi] | 'television' |
| trein | /trsin/ | [tin] | 'train' |
| ijs | /cis/ | [æis] | 'ice-cream' |
| sesmmstrant | /sesomstrat/ | [zisa] | 'Sesame Street' |
| wit | /ceyt/ | [neyt] | 'out' |

b. Labial forms
boom /bom/ [bom] 'tree'
mooi /moi/ [boii] 'beautiful'
bal /bal/ [bao] 'ball'
This initial stage, then, can be characterized as "one word, one PoA feature." According to Levelt (1994) and Fikkert and Levelt (208), this is caused by the fact that the initial unit for specification of PoA in the child's phonological system is the unsegmentalized word (see also, among others, Moskovitz 1971; Waterson 1971; Iverson and Wheeler 1987; de Boysson-Bardies and Vihman 1991). In Levelt (1994) early productions, like the ones in (18) and (19), are therefore represented as [WORD, Coronal\} and \{WORD, Labial\}.

The data in (18) and (19) clearly do not resemble consonant harmony data at all. This is because the adult target words can be characterized by the same whole-word representations. Robin thus appears to select words for production that fit his phonological system. However, the data from Eva in (20) illustrate what happers in this whole-word stage when ro selection takes place:
(20) Whole-word stagre: Eve (1;4.12)

Coromal ivords

| a. beit | /bet/ | [det] | 'bed' |
| :---: | :---: | :---: | :---: |
| b. kijk | /krik/ | [tzit] | 'look!' |
| c. prik | /pirk/ | [trt] | 'injection' |
| d. beer | /ber/ | [d $\varepsilon$ ] | 'bear' |
| e. dicht | /dixt/ | [dI] | 'closed' |
| f. neas | /nes/ | [лєऽ] | 'nose' |
| g. sloutel | /slotiol/ | [hotcry] | 'key' |
| h. trein | /trein/ | [trin] | 'train' |
| i. cend | /ent/ | [en] | 'duck' |
| eten | /eta/ | [etr] | 'to eat' |
| k. konijn | /koncin/ | [tæ゙イ] | 'rabbit' |
| l. teen | /ten/ | [ten] | 'toe' |
| m. ulinter | /vlindar/ | [rna] | 'butterfly' |
| n. auto | /auto/ | [aŭtaŭ] | 'car' |
| o. patat | /pa'tat/ | [tot] | 'French frie |

Lnbinl words

| P. brood | /brot/ | [bop] | 'bread' |
| :---: | :---: | :---: | :---: |
| q. buik | /bœyk/ | [bop] | 'stonาach' |
| r. pocs | /pus/ | [puf] | 'cat' |
| s. sloffen | /slofa/ | [pəfo] | 'slippers' |
| t. schoenen | /sXuna/ | [uma] | 'shoes' |
| u. oma | /oma/ | [oma] | 'grandma |
| v. op | /op/ | [p] | 'on' |
| w. open | /opa/ | [op] | 'open' |
| x. $\quad$ a | /ap/ | [ap] | 'monkey' |

Here we see that the productions both of adult target words that fit and of adult target words thent do not fit a whole-word representation are represented as either \{WORD, Coronal\} or \{WORD, Labial\} in the child's phonological system. The productions in (20a)-(20c) and (20p)-(20t), of target adult forms that do not fit a whole-word representation, are forms that resemble CH forms consonants within a word that have different PoA features in the target form have identical PoA features in the produced form. However, with the possible exception of the accolunt of Iverson and Wheeler (1987) discussed in §2.2.3, none of the above accounts can account for these forms. First, there is no fixed direction of assimilation, as illustrated below in (21a) and (21b). In (21a) a target Labial C-Coronal C combination becomes Labial C-Labial C, while the same target connbination in (21b) leads to a Coronal C-Coronal C production. Second, sometimes the two "harmonized" consonants share a feature that is not present in tlue target form: the target Labial C-Dorsal C form in (21c) results in a Coronal C-Coronal C production.

## Problens for a CH account

a. brood /brot/ [bop] 'bread'
b. bed /bet/ [det] 'bed'
c. prik /prik/ [ttt] 'inject'ion'

This is where the role of the target vowel becomes evident: the harmonizing feature does not originate with one of the target consonants, but with the target vowel. In case the target vowel is coronal, the child's production ends up being coronal throughout. In case the target vowel is labial, the child's production ends up being labial throughout. In (20a)-(20m) and (21b)-(21c), the target vowels are all coronal, and so are the consonants in the child's production. In (20p)-(20w) and in (21a), the target vowel is labial, and so are the produced consonants. This also accounts for the form in (20t), where the target word schocnen, containing the labial vowel /u/ but no labial consonants, is produced as [umo], with a labial [m]. The same applies to the form beer in (20d), which contains the coronal vorvel /e/, but no coronal consonants, and is produced as [d $\varepsilon$ ], with a coronal [d]. Low vowels, which do not carry a PoA specification, can be combined with either coronal consonants (20n), (200) or labial consonants (20x).

The idea put forward in Levelt (1994) and Fikkert and Levelt (2008) is that at this developmental stage, the PoA specification of the representational unit WORD is provided by the target, non-low, vowel. In case the vowel is low, the PoA specification is provided by a consonant. This could have a perceptual
background. The age group in which these homorganic productions are found, between 14 and 17 months, is the same age group that has been found to have difficulty discriminating similar-sounding words, e.g. bin ws. din, in perception studies (Stager and Werker 1997; Fikkert et al. 2003; Pater et al. 2004). Children in this age group have just started to build up their lexicon. It appears that at this point, the PoA information of perceptually salient segments, like vowels, can be mapped successfully onto a lexical representation, overriding the PoA information of less salient segments (chapter 7: feature slecification and UNDERSPECIFICATION).

To summarize, apparent CH data can be found in the initial vocabularies of children. As argued by Levelt (1994) and Fikkert and Levelt (2008), however, these data are not due to any interaction between non-adjacent consonants hence "apparent $\mathrm{CH}^{\prime \prime}$ - but to the way in which early representations appear to be structured. The initial unit of specification is word-sized and carries a single PoA feature provided by the most salient segment of the target adult model, usually the vowel.

### 4.3 Stage II: Overgeneralization

After the initical stage in which words are unsegmentalized units, segmentalization gradually takes place, and at some point consonants and vowels within a word can be independently specified for place of articulation. This does not entail that all combinations of PoA features are imınediately possible. Focusing on consonants, Labial + Coronal, Labial + Dorsal, and Coronal + Dorsal sequences are possible for quite some time, while Coroncl + Labial and Dorsal + Labial sequences are absent from the data. It is at this stage that "typical" cases of CH start to appear in the data of some children. In this case too, it will be argued that the data are not due to a harmonic relation between non-adjacent consonants hence the use of the quotation marks above.
"Typical" cases of consonant harmony: Robin (110.7)

|  | sop | / sop / | [fop] | 'suds' |
| :---: | :---: | :---: | :---: | :---: |
|  | sloffen | /slofa/ | [bofa] | 'slippers' |
|  | tafel | /tafal/ | [pafy] | 'table' |
|  | neef | /nef/ | [nef] | 'cousin' |
|  | zeep | /zep/ | [fep] | 'soap' |
| b. | klimmen | /klims/ | [pima] | 'to climb' |

At this stage in Robin's development, the PoA make-up of a produced word, given the PoA sequence of the adult target form, is completely predictable: any target word with a consonant sequence Coronal + Labial (22a) or Dorsal + Labial (22) will be produced with a consonant sequence Labial + Labial.

Interestingly, Fikkert and Levelt (2008) observe, in the longitudinal data of Robin and four other children, that these typical cases of consonant harmony only occur after a period in which attempted, non-homorganic sequences of consonants are exclusively of the types Labial + Coronal/Dorsal and Coronal + Dorsal. These attempted adult target words are always rendered faithfully with respect to the PoA structure in the children's productions. Adult target words with Coronal/

Dorsal + Labial sequences are simply not attempted in earlier stages. CH is thus an emerging phenomenon.

In Robin's data, for examıple, Fikkert and Levelt observe that around the age of $1 ; 7.15$ more and more adult target words with a Labial + Coronal consonant sequence, such as bed 'bed', boot 'boat', and marn 'moon', are attempted. Words with this PoA structure are highly frequent in Dutch. These targets are produced faithfully, i.e. with the same PoA structure. In Robin's production, then, the consonant sequence Labial + Coronal occurs frequently. One nonth later, in the recording at $1 ; 8.12$, the first cases of Labial CH appear. According to Fikkert and Levelt, there is a relation between these two events.

Their proposal is that, as soon as words can be segmentalized, after the initial stage in which words are unanalyzed wholes, the Dutch language learner analyzes his own active vocabulary and observes that Labial consonants are always found at the left edge of the word. ${ }^{\text {. }}$ On the basis of this observation the learner overgeneralizes that Labial should always at least be aligned with the left edge of a word.

In OT terms this overgeneralization results in the emergence of a high-ranked constraint in the learner's grammar, requiring Labial to be aligned with the left edge of the word. This constraint is termed [Labial (Levelt 1994; Fikkert and Levelt 2008). The definition of the constraint is that an output word containing the feature Labial should always have an instance of Labial aligned with the left edge of the word. At this point, unfaithful, CH -like output forms for atten pted input forms where there is no left-aligned Labial are deened optimal by the grammar. This grammar is illustrated in (23):
(23) Developmental grammar ivith emerged [Labial
a. poes 'cat'

| ifus/ | [Labial | Fattil |
| ---: | :--- | :---: |
| i. pus |  |  |
| ii. puf |  | $*!$ |

b. tas 'bag'

| /tas/ | [Labial | Faith |
| ---: | :--- | :---: |
| i. tas |  |  |
| ii. pas |  | $*$ |

c. soep 'soup'

| /sup/ | [LAbial | Fattul |
| ---: | :---: | :---: |
| i. fup |  | ${ }^{*}$ |
| ii. sup | $*!$ |  |

[^139]In (23a), the faithful candidate [pus] is the optimal candidate: a left-aligned instance of Labial is avaiable without jeopardizing faithfulness. In (23b) the faithful candidate [tos] does not contain Labial, vacuously satisfying high-ranked [Lablal. In (23c) the faithful candidate contains Labial, but there is no instance of a left-aligned Labial. Tlue faithful candidate thus fatally violates high-ranked [Labial. The " $\mathrm{CH}^{\prime \prime}$ candidate [fup] does contain a left-aligned instance of Labial, at the cost of a faithfulness violation. However, faithfulness is ranked below [Labial, and [fup] is the winning candidate.

The very general constraint Faith in (23) needs to be elaborated to show why other possible output candidates for input /sup/ that do not violate [Labial, like [sus], or metathesized [pus], are blocked (Chapter 63: markedness and faithfulness constraints). In (24), a more detailed version of (23c), Faith is split up into Faith[Lab], requiring faitlufulness to input Labial, a lower-ranked Faith [Cor], requiring faithfulness to input Coronal, and Linearity, requiring faithfulness to the linear order of input segments.

Interaction of [Labtal and Failhfulness constraints

| /sup/ | [Labial | Linearity | Faitir[Lab] | Faitil[Cor] |
| :---: | :---: | :---: | :---: | :---: |
| a a. fup |  |  |  | * |
| b. sup | *! |  |  |  |
| c. pus |  | *! |  |  |
| d. sus |  |  | *! |  |

The hypothesis that CH data are due to an aligrment requireınent rather than to a harmony requirement is strengthened by data from other chidren, who appear to use metathesis in order to comply with the alignment requirement, as shown in (25):

Metathesized forms in child langunge

| Dutch | kip | /kıp/ | [pık] | 'chicken' | (Noortje; Fikkert and Levelt 2008) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| English | sheep |  | [piç] |  | (Alice; Jaeger 1997) |
|  | TV |  | [piti] |  |  |
| Spanish | sopa | /sopa/ | [pwota] | 'soup' | (Si; Macken 1979) |
|  | Libro | /libro/ | [pits] | book' |  |

For these children, the faithfulness oonstraints I inearity and Faitwry[Cor] are ranked in the opposite order from the one in (24), i.e. Faitu[Cor] >> Linearity. Of the output candidates complying with [LABIAL, this grammar prefers a metathesized form over a CH form. The relation between consonant harmony and metathesis is also noticed by Goad (2001) and Rose and dos Santos (2004).

To summarize, according to Levelt (1994) and Fikkert and Ievelt (2008), the apparent CH data arising at this stage of development are, again, not the result of an assimi.ation process between non-adjacent consonants. Instead, they appear to result from the overgeneralization of a frequent PoA pattern in the active vocabulary of the learner, where Labial segments are either exclusively - or
additionally, in case of Labial + Labial target words like mommy - found at word onsets. The pattern in the learner's vocabulary, in turn, reflects a highly frequent PoA pattern in the surrounding language.

This nakes a testable prediction, namely that, depending on the distribution of PoA patterns in the language to be acquired, language learners will show different types of PoA alignment. Highly frequent patterns in the language enter the developing vocabulary first, and overgeneralization - if present - will be based on these language-specific frequent patterns. Fikkert et al. (2003) show that different distributions of DoA patterns in Dutch and English can indeed account for the different types of PoA-alignment data in Dutch and English child language. In English child language data, both Labial and Dorsal alignment occur, while in Dutch child language data only Labial alignment has been attested. This promising initial result should be elaborated.

Detailed studies of the development of PoA in longitudinal data of children acquiring languages other than Dutch are now needed to test the validity of the perspective discussed in this section.

## 5 Conclusions

Hansson (2001) tries to pull together consonant harmony in languages of the world and in child language, by pointing out that the source of these data is probably found in speech processing; consonant harmony productions are in fact phonologized speech errors. According to Hansson, the difference in place of articulation bias between adult CH and child CH is caused by the nature of the sound inventory. The sound inventory of language learners is small, and doesn't require the secondary place features that harmonize in adult languages to distinguish sounds.

Based on a detailed study of the longitudinal developınent of PoA patterns in child language productions, Levelt (1994) and Fikkert and Levelt (2008) come to a different conclusion. Consonant larmony forms in child language are not phonologized speech errors, but products of an immature phonological system. In the earliest stages of word production, CH-like forms result from an as yet unanalyzed representational unit Word, which can be specified for a single place of articulation feature. At a later stage, when words have segmental representations, CH-like forms result from the overgeneralization of a place of articulation pattern in a small vocabulary.

Instead of pulling together the two types of data, i.e. child language data and cross-linguistic data, then, it might be better to pull them apart, by providing them with different terms. Consonnat hammony is a phenomenon that can be found in the world's languages. In child language there is an initial stage where words are homorganic, while PoA alignment occurs in later stages.

With this new perspective on child language data, it is no longer necessary to wonder why neither homorganic data nor PoA-alignment data are found in languages of the world: both types of data are due to specific developinental states of the phonological systent that, because of fundamental changes, are transient and therefore no longer accessible in mature grammars. Ore developmental state is characterized by the initial unsegmentalized word-sized unit in early phonological representations. Later, these word-sized units are, irrevocably, replaced by segment-sized units. In the other developmental state the learner generalizes over
his own - still small - vocabulary. The PoA structure of words in this developing vocabulary reflects a highly frequent pattern in the surrounding language. PoAalignment data occur when this pattern is overgeneralized, leading to the emergence of a constraint in the developing grammar. Overgeneralization is typical for child language, and disappears when enough experience with other data is gathered. With the expansion of the learner's vocabulary, more and more evidence will be available that Labial is not necessarily always left-aligned. On the basis of this counterevidence, the learner will conclude that [Labial should not be an active constraint in the grammar. The constraint will disappear, or be dentoted to the lowest ranks of the grammar, and candidates formerly called consonant harmony forms will never again be optimal.
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## 73 Chain Shifts

## Anna Łubowicz

## 1 What is a chain shift?

This chapter provides background on chain shift mappings. In a phonological chain shift, underly ing / $A$ / maps onto surface $[B]$ and underlying / $B$ / maps onto surface [C] in the same context but, crucially, underlying / A/ does not become surface [C]. Thus a chain shift has a standard representation $A \rightarrow B \rightarrow C$ (see Ultan 1970; Kenstowicz and Kisseberth 1979; Labov 1994; Kirchner 1996; Parkinson 1996; Gnanadesikan 1997; Dinnsen and Barlow 1998; McCarthy 1999; Moreton and Smolensky 2002; amongst others).
The Finnish vowel shift (McCawley 1964; Lehtinen 1967; Keyser and Kiparsky 1984; Anttila 1995, 2002a, 2002b; Karlsson 1999; Harrikari 2000) provides an example. In Finnish, before the plural suffix - $i$ (and before the past tense marker $-i)$, long low vowels shorten (/aa/ $\rightarrow$ [a]), short low vowels undergo rounding and raising ( $/ \mathrm{a} / \rightarrow[0]$ ), and short round vorvels surface unchanged ( $/ 0 / \rightarrow[0]$ ). Thus we have the following chain shift effect:
(1) Finnish chain shift


Some examples are given in (2).
sing nom plural essive

| /aa/ $\rightarrow$ [a] |  | maa | ma-i-na | 'earth' |
| :---: | :---: | :---: | :---: | :---: |
|  |  | vunpa | vopa-i-na | 'free' |
| b. $/ \mathrm{a} / \mathrm{l} \rightarrow$ [o] |  | kissa | kisso-i-nn | 'cat' |
|  |  | vapa | vapo-i-mn | 'fishing r |
| c. $/ \mathrm{Lo} / \rightarrow[\mathrm{o}]$ |  | talo | talo-i-na | 'house' |
|  |  | pelko | pelko-i-nn | 'fear' |

The key issue is that in Finnish, forms with underlying long low vowels shorten but do not round (/aa/ $\rightarrow$ [a], *[o]), but forms with underlying short low vowels undergo rounding in the same context (/a/ $\rightarrow$ [o]).

Chain shifts have been found in diverse areas, including dialectal variation (Labov et al. 1972; Labov 1994; Labov et al. 2006), language acquisition (Smith 1973; Braine 1976; Macken 1980; Dinnsen and Barlow 1998; Dinnsen ett al. 2001; Tesney 2007), synchronic phonology (Rubach 1981; Hayes 1986; Clements 1991; Kirchner 1996; Parkinson 1996; McCarthy 1999; Moreton 2004; van Oostendorp 2004), and diachronic phonology (Bauer 1979, 1992; Lass 1999; Schendl and Ritt 2002; Minkova and Stockwell 2003; Ahn 2004).

This chapter focuses on synchronic chain shifts. A compend iunn of synchronic chain shifts has been compiled by Moreton (2004), and a corpus of synchronic chain shifts can be also found in Moreton and Smolensky (2002). It is important to note that some diachronic chain shifts have also been given a synchronic analysis, as in Miglio and Morén (2003).'

Many types of chain shifts have been described in the literature (see references in §2). There is debate on whether the description of chain shift types is accurate. This chapter will address the typology of chain shift mappings in the context of various theoretical proposals. It will describe the types of chain shifts found in the literature, and address the validity of this typology under different analyses.

Two background assumptions are made in this chapter. First, it is assumed that to describe the typology of chain shifts, it is important not only to provide an empirically correct analysis of a chain shift, but also to explain whity chain shifts exist in phonology. That is, uncovering the motivation for chain shift mappings is essential to gain a full understanding of the genesis and acquisition of chain shifts.

The second background assumption is thent the typology of chezin shifts can be (largely) described in terms of markedness, where markedness motivates a phonological process (see §4). Since, as will be shown, analyses based smlely on markedness fail to account for the attested types of chain shifts, it is suggested that something in addition to markedness drives chain shifts. A possible solution to this problem is provided in the form of an analysis witl contrast (see §3.3), where a phonological process can take place to preserve contrast as well as satisfying markedness. This idea gives rise to potential avenues of productive research on chain sh:fts and phonology in general. ${ }^{2}$

The rest of this chapter is organized as follows. §2 introduces the typology of chain shifts. $\S 3$ describes several analyses of chain shift mappings. Finally, $\S 4$ explores implications of the various analy ses for the typology of chain shifts.

## 2 The typology

Chain shif́t mappings can be categorized by type of segment (see §2.1) and mapping (see §2.2) involved in the shift. ${ }^{3}$

[^140]
### 2.1 Segment type

Both vowels and consonants can be involved in a shift. Some examples of vorvel height chain shifts come from Bassá (Bantu; Schmidt 1996), Gbanu (Niger-Congo; Bradshaw 1996), Kikuria (Bantu; Chacha and Odden 1998), Lena Spanish (Hualde 1989), Nzzbi (Clements 1991), and Servigliano Italian (Kaze 1989); see also citarter 21: vowel height; chafter 110: metaphony in romance. These are mostly mappings involving raising (Parkinson 1996). Some examples of consonantal chain shifts come from Southern Paiute (Sapir 1930; McLaughlin 1984), Toba Batak (Hayes 1986), Estonian (Ultan 1970), Finnish (Ultan 1970), and Irish (Chapter 117: celtic mutations; Ní Chiosáii 1991). These are mostly mappings involving lenition along either the voicing or consonantal stricture scale (Gnanadesikan 1997) (see also chatteri3: the stricture features; chafter 65: consonant mutation; charter io: lenition). See (3) and (4), respectively.
(3) Voivel shifts
a. New Zealand English (Labov 1994) $\quad \underset{~}{\text { a }} \rightarrow \mathbf{i} \rightarrow \dot{i}$
b. Nzebi (Bantu; Clements 1991) $\quad \mathrm{a} \rightarrow \varepsilon \rightarrow \mathrm{e} \rightarrow \mathrm{i} ; \rho \rightarrow \mathrm{o} \rightarrow \mathrm{u}$
(4) Consonontal shifis (Ultan 1970)
a. Southern Paiute (Uto-Aztecan; Sapir 1930) $\mathrm{PP} \rightarrow \mathrm{P} \rightarrow \mathrm{v}$
b. Toba Batak (Austronesian; Hayes 1986) $\quad \pi p \rightarrow \mathrm{PP} \rightarrow{ }^{\text {P }} \mathrm{P}$

A comprehensive account of vowel and consonant slifts is provided by Gnanadesikan (1997). The crux of Gnanadesikan's proposal is ternary scales that explain the type of segments involved in a chain shift napping.

### 2.2 Mapping type

Another criterion for categorizing chain shifts, and the one thot is the focus of this chapter, is the type of the mapping involved. This includes pull shifts, push shifts, circular shifts, and what I will refer to as regular shifts (these will be discussed in §2.2.4). All four kinds of chain shifts have been proposed in the literature. They are described below.

### 2.2.1 Push shifs

Assume that / $A$ / maps onto $[B](A \rightarrow B)$ and $/ B /$ maps onto $[C](B \rightarrow C)$, but, crucially, / A/ does not beconie [C]. Thus there is a chain shift effect of the form $A \rightarrow B \rightarrow C$. One type of a chain shift is a push shift. In a phonological push shift, the latter step in the shift, $/ B / \rightarrow[C]$, is a consequence of the prior step, $/ A / \rightarrow$ [B], and not an independently motivated phonological process (see Martinet 1952, 1955; Labov 1994; Schendl and Ritt 2002; Miglio and Mlorén 2003; Ahn 2004; Maclagan and Hay 2004; Hsieh 2005; Barrie 2006; amongst others).

Some examples of push shifts described in the literature include the Sivedish shift (Benediktsson 1970; Labov 1994): a $\rightarrow \mathrm{a}: \rightarrow 0: \rightarrow \mathrm{o}: \rightarrow$ u: $\rightarrow$ 廿:; the New Zealand shift (Bauer 1979, 1992; Trudgill et al. 1998; Gordon et al. 2004; Maclagan and Hay 2004): $æ \rightarrow \mathrm{e} \rightarrow \mathrm{i} \rightarrow \mathrm{ei} / \mathrm{s}$ (but see Labov 1994); the Northern Cities shift (Labov 1994): $\varepsilon \rightarrow \mathrm{A} \rightarrow$; the Great Vowel Shift in English (Luick 1914; Jespersen

1949; Miglio and Morén 2003; Minkova and Stockwrell 2003): $\varepsilon: \rightarrow \mathrm{e}: \rightarrow \mathrm{i}: \rightarrow$ ai; د: $\rightarrow \mathrm{o}: \rightarrow \mathrm{u}: \rightarrow \mathrm{au}$; the Short Vowel Shift in Early Modern English (Lass 1999; Schendl and Ritt 2002): $u \rightarrow 0 \rightarrow \mathbf{u} \rightarrow \mathbf{0}$; a $\rightarrow$ æ; and tone sandhi in Xiamen, a dialect of the Min language of the Sino-Tibetan fantily (Barrie 2006; Chen 1987) (see §4).

The basic observation is that the latter mapping takes place as a consequence of the prior mapping (hence the prosh effect). Push shifts are further described in $\S 4.1$, using the example of tone sandhi. $\S 4.1$ also evaluates various theoretical proposals with respect to push shifts.

### 2.2.2 Pull shifts

Another kind of shift found in the literature is a pull shift, also known as a drag shift (King 1969). Pull shifts are the opposite of push shifts. In a pull shift, the prior mapping in the shift, $/ \mathrm{A} / \rightarrow[\mathrm{B}]$, takes place as a consequence of the latter mapping, $/ B / \rightarrow[C]$, and is not an independently motivated phonological process (hence the pull effect).

Some examples of pull shifts reported in the literature include diachronic changes involved in the Lettisih and Lithuanian Chain Shift (Endzelin 1922; Labov 1994: 134): e: $\rightarrow \mathrm{i} \partial \rightarrow \mathrm{i}: \rightarrow \mathrm{ij}$ and $\mathrm{o}: \rightarrow \mathrm{u} \rightarrow \mathrm{u}: \rightarrow \mathrm{uw}$; the North Frisian Chain Shift (Labov 1994: 136): i: $\rightarrow \mathrm{i} \rightarrow \mathrm{a}$; $\mathrm{u}: \rightarrow \mathrm{u} \rightarrow$ a; the Middle Korean Vowel Shift (Labov 1994: 139): $\mathrm{e} \rightarrow \mathrm{a} \rightarrow \dot{\mathrm{q}} \rightarrow \mathrm{u} \rightarrow \mathrm{o} \rightarrow \mathrm{a}$; and the Northern Cities Shift (Labov 1994: 195): $\supset \rightarrow \mathrm{a} \rightarrow \mathbb{\mathrm { a }} \rightarrow 10 \mathrm{i} \rightarrow \mathrm{e} \rightarrow \star$.

The arguments for pull shifts often involve historical evidence, whereby the latter mapping in the shift, $/ B / \rightarrow[C]$, historically precedes the prior mapping, $/ A / \rightarrow[B]$ (Labov 1994). It remains a question whether pull shifts are possible synchronically. This clapter will show that synchronic pull shifts are not admitted under any of the theoretical proposals to be described (see §4.2).

### 2.2.3 Circular shifts

In a circular shift, mappings form a circle or a semi-circle. Exchange processes (Anderson and Browne 1973) are examples of circular shifts: / A/ $\rightarrow$ [B] and /B/ $\rightarrow[A]$. Circular shifts are often seen as morphologically conditioned (Anderson and Browne 1973; Moreton 1996; Alderete 2001a, 2001b; Horwood 2001).

Some examples of circular shifts, or exchange inappings, are consonantal polarity in Lu• (Gregersen 1972; Okoth-Okombo 1982; Alderete 2001a), plural formation in Diegueño verbs (Langdon 1970; Walker 1970), vowel shift in Brussels Flemish (Zonneveld 1976; but see Moreton 1996), and tonal circles, also known as tone sandhi, in Xiamen (Cheng 1968, 1973; Yip 1980; Chen 1987; Moreton 1996; Hsieh 2005; Barrie 2006). ${ }^{\text {d }}$

It remains a question whether circular shifts have been described accurately in the literature. For example, it has been proposed that some circular chain shifts are conditioned morphologically, rather than being phonological (also CITAPTER 113: phonological sensitivity to morrholocical structure, but see Crowhurst 2000). Circular shifts are further discussed in §4.3.

### 2.2.4 Regular sinfts

Finally, in what I will refer to as a regular shift, both mappings in the shift take place independently in the language, but form a chain shift when put together.

[^141]For example, in Sea Dayak (Kenstowicz and Kisseberth 1979) there is a chain shift that includes cluster simplification (consonant deletion) and vowel nasalization: nga $\rightarrow$ ya $\rightarrow$ nã. Both nasalization and cluster simpl:fication are found independently in the language, but nasalization fails in the context of consonant deletion. A similar process interaction is found in Ulu Muar Malay (Hendon 1966; Lin, forthcoming). Regular shifts are discussed further in §4.4.

The following sections will address the validity of the typology of chain shifts described above.

## 3 Theoretical accounts of chain shifts

Chain sh:fts are a type of opaque process (Kiparsky 1973; Rubach 1984). Chain shifts are opaque because in a phonological chain shift one (or anore) of the phonological processes simply do not apply as they should, based on the phonology of the language. Depending on the perspective taken by the analyst, in a chain shift mapping a phonological process underapplies (it does not apply where expected) or overapplies (it applies where it should not). Both underapplication and overapplication have been shown to be examples of opaque processes (Benua 1997; McCarthy 1999, 2003a, 2003b). Underapplication and overapplication are also known as counterfeeding arkt counterbleeding opacity, respectively (Kiparsky 1973). In the following discussion, opaque processes are considered with respect to synchronic phonologies.

Assuming a phonological chain shift $A \rightarrow B \rightarrow C$, the key property of chain shifts is that in the same context / A/ and /B/ map onto different outputs: / $A$ / goes to $[B]$ and $/ B /$ goes to $[C]$. This is unexpected. Ore might expect the two inputs to map onto the same output in one and the same grammar. ${ }^{5}$

## (5) Expected mapping



A theoretical account of chain shifts has been sought for a long time. The rest of this section describes several accounts of chain shifts found in the literature, such as rule ordering ( $\$ 3.1$ ), local conjunction ( $\$ 3.2$ ), and Optimality Theory with contrast ( $\$ 3.3$ ). The predictions of these approaches will be compared in $\S 4 .{ }^{6}$

### 3.1 Rule ordering

In rule-based phonology (Kenstowicz and Kisseberth 1979; Rubach 1984), chain shifts are most commonly accounted for by rule ordering. In a phonological chain shift $A \rightarrow B \rightarrow C$, it is proposed that $/ B / \rightarrow[C]$ precedes $/ A / \rightarrow[B]$. Thus, derived [BJs do not map onto [CJ. This is illustrated by the following derivation. There are two rules that apply in a fixed order: B $\rightarrow$ C / _ D precedes $A \rightarrow B /$ _ D. This ordering results in a chain slift effect.

[^142](6) Chain shift in rute ortering

| Input | /AD/ | $/ B D /$ |
| :--- | :--- | :--- |
| Rule $1: B \rightarrow C / \_D$ | does not apply | $C D$ |
| IRule $2: A \rightarrow B / \ldots D$ | $B D$ | does not apply |
| Output | $[B D]$ | $[C D]$ |

In Sea Dayak (Kenstowicz and Kisseberth 1979: 298, 308), there is a rule of nasalization which specifies that a vowel nasalizes imnediately after a nasal, and a rule of nasal cluster simplification that deletes an obstruent following a nasal. Kenstowicz and Kisseberth propose that the rule of nasalization precedes the rule of nasal cluster simplification. Therefore nasalization fails in forms where the consonant deletes. Due to the specific rule ordering, the form /naıga/ 'set up a ladder' maps onto [nảறa?], while /narja/ 'straigh ten' maps onto [nãr]ã̃], with glottal insertion in both forms.
(7) Sea Dayak in a rule ortering amalysis

| Input | /narga/ | /nasa/ |
| :---: | :---: | :---: |
| Vowel nasalization | nãtไga | nãıJã |
| Nasal cluster simpl ification | пāja | does not apply |
| Output | [ ${ }^{\text {anja }}$ ] |  |

The predictions of rule ordering for the typology of chain shifts will be discussed in 54.

### 3.2 Local conjunction

There are different ways to account for chain shifts in Optimality Theory (OT) (Prince and Smolensky 1993; Kager 1999; McCarthy 2002). This section describes a common way of accounting for chain shifts in OT, "local constraint conjunction." Other OT approaches to chain shifts include more general accounts of opacity in OT, such as Sympathy Theory (McCarthy 1999, 2003a), Stratal or Derivational OT (Kiparsky 2000; Rubach 2003; Bermúdez-Otero 2007), output-output correspondence (Benua 1997; Burzio 1998), rargeted constraints (Wilson 2001), comparative markedness (McCarthy 2003b), turbidity (Goldrick and Smoolensky 1999), gestural coordination theory (Lin, forthoming), and candidate chain theory (McCarthy 2007).

According to Gnanadesikan (1997) and Kirchner (1996), the solution to chain shift mappings inOT lies in an enriched theory of faithfulness (charter 63: markedNESS AND FAITHFULNESS CONSTRAINTS). Both researchers propose special types of faithfulness constraints that block two-step movernents like /aai/ $\rightarrow$ [oi], thereby accounting for the discrepancy in phonological mappings between identical derived and underlying segments. Kirchner uses locally conjoined faithfulness constraints (Smolensky 1993, 1997), whereas Gnanadesikan distinguishes between classical Iment-type constraints and novel Iment Abacent-type constraints on some scale of sumilar ity.

Local conjunction is defined in (8) (Smolensky 1993).
(8) The Local Conjunction of $C_{1}$ and $C_{2}$ in domain $D, C_{1} \&{ }_{5} C_{2}$, is violated when there is some doınain of type D in which both $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ are violated.

If the domain of local conjunction is a segment, both $C_{3}$ and $C_{2}$ cannot be violated together in the same segment.

The following tableaux give a schenatic overview of the local conjunction analysis of chain shifts. A phonological process, $/ B / \rightarrow[C]$, applies only if there is n double violation of faithfulness in the same segment, $[F(A \rightarrow B) \& F(B \rightarrow C)]_{\text {seg. }}{ }^{\top}$
(9) Chain shifts in local conjunction

No violation of local conjunction $(/ \mathrm{B} / \rightarrow[\mathrm{C}])$

| $/ B D /$ | $[F(A \rightarrow B) \& F(B \rightarrow C)]_{\text {sie }}$ | ${ }^{*} B D$ | $F(B \rightarrow C)$ | $F(A \rightarrow B)$ |
| :---: | :---: | :---: | :---: | :---: |
| a. $B D$ |  | ${ }^{*}!$ |  |  |
| ** b. CD |  |  | $*$ |  |

Violation of local conjunction $\left(/ \mathrm{A} / \rightarrow[\mathrm{B}],{ }^{*}[\mathrm{C}]\right.$ )

| $/ \mathrm{AD} /$ | $[\mathrm{F}(\mathrm{A} \rightarrow \mathrm{B}) \& \mathrm{~F}(\mathrm{~B} \rightarrow \mathrm{C})]_{\mathrm{S} \text { e } R}$ | ${ }^{*} \mathrm{BD}$ | $\mathrm{F}(\mathrm{B} \rightarrow \mathrm{C})$ | $\mathrm{F}(\mathrm{A} \rightarrow \mathrm{B})$ |
| :---: | :---: | :---: | :---: | :---: |
| ar a. BD |  | ${ }^{*}$ |  | ${ }^{*}$ |
| b. CD | ${ }^{*}!$ |  | $*$ | $*$ |

Local conjunction blocks / A / from napping all the way onto [C] (see the second tableau in (9)). In other words, /B/ $\rightarrow[\mathrm{C}]$ is blocked for underlying $[\mathrm{A}]$ s, but applies to underlying $[\mathrm{B}]$ s (compare the two tableaux in (9)).

Applied to Sea Dayak (shown in (7)), the local conjunction analysis would be as follows: ${ }^{*}$
(10) Sea Dayak in a local conjunction amalysis

No violation of local conjunction

| /naıa/ | [IuEnt[nas] \& Max] ${ }_{\text {adjuch }}$ | "NV | [Iue.vi[nas]: | Max |
| :---: | :---: | :---: | :---: | :---: |
| a. nàt)a |  | *! | * |  |
|  |  |  | ** |  |

Violation of local conjunction

| /nanga / | [IuEnt[nas] \& Max $]_{\text {adjshin }}$ | *NV | [Iue.vt [nas] | Max |
| :---: | :---: | :---: | :---: | :---: |
| เå ล. пãya |  | * | * | * |
| b. пãரā | *! |  | ** | * |

[^143]Due to local conjunction, there is no nasalization in the form that undergoes cluster simplification (see the second tableau in (10)). However, nasalization applies in the form writh no cluster simplification (see the first tableau).

### 3.3 OT with contrast

An alternative explanation for chain shifts in OT starts from the observation that chain shifts always preserve one underlying contrast at the expense of neutralizing another underlying contrast (Łubowicz 2003). In Finnish (shown in (1) and (2)), the oontrast between underlying /aai/ and /ai/, originally one of length, is preserved, albeit in a different form - as a rounding contrast (underlying /aai/ vs. /ai/, surface [ai] vs. [oi]). The contrast between underlying /ai/ and /oi/, the original rounding contrast, is lost (both become [oi]). Thus:
(11) Input
length contrast $\rightarrow$ rounding contrast
rounding contrast $\rightarrow$ neutralized

This is referred to as contrast transformation. ${ }^{\text {B }}$
This observation has given rise to Preserve Contrast (IPC) theory ( Eubowicz 2003, $^{2}$ 2004, 2007, forthcoming). ${ }^{\text {¹ }}$ The key idea is that contrast exists as an imperative in a phonological systeın formalized as a family of rankable and $v$ 'ıdable constraints which demand that contrast be preserved, "PC constraints" (cf. Flemming 1995, 2004; Padgett 1997, 2003; Padgett and Zygis 2007; amongst others). PC constraints demand that pairs of words that contrast underlyingly with respect to a given phonological property P contrast on the surface (not necessarily with respect to P). Such constraints are defined in (12).

## (12) $\quad \mathrm{PC}(\mathrm{P})$

For each pair of inputs contrasting in P that map onto the same output in a scenario, assign a violation mark. Formally, assign one mark for every
 $\rightarrow$ out ${ }_{k^{\text {e }}}$ (lnformally, if inputs are distinct in $P$, they need to remain distinct in the output (not necessarily in 5 ).) ${ }^{11}$

Pis a potentially contrastive phonological property, such as a distinctive feature, length, stress, or presence vs. absence of a segment. The properties P, then, are essentially the same as the properties governed by faithfulness constraints in standard OT. Indeed, $\mathrm{PC}(\mathrm{P})$ constraints are like faithfulness constraints in that they look at two levels of representation. But they are novel in that they evaluate contrasts for pairs of underlying words and corresponding output words instead

[^144]of evaluating individual input-output mappings. To evaluate constraints on contrast, candidates must be sets of mappings, called scemarios.
There are also generalized faithfulness constraints in PC theory that will become important in the discussion of circular shifts in §4.3.

The following tableau shows how PC theory accounts for chain shifts. The tableau compares three scenarios: a chain shift scenario, an identity scenario where all inputs map onto identical outputs, and a transparent scenario with no $/ B / \rightarrow$ [C]. The constraint ranking proposed below captures the observation that the initial mapping in the shift, /A/ $\rightarrow$ [B], is due to markedness, but the subsequent mapping, $/ \mathrm{B} / \rightarrow[\mathrm{C}]$, is facilitated by contrast preservation. The relevant ranking is: ${ }^{*} A, P C(A / B) \gg P C(B / C) .{ }^{12}$

## Chain slifts under contrast

|  | Sce marios | *A | $\mathrm{PC}(\mathrm{A} / \mathrm{B})$ | $\mathrm{PC}(\mathrm{B} / \mathrm{C})$ |
| :---: | :---: | :---: | :---: | :---: |
| ar a. Chain shift | $/ \mathrm{A} / \rightarrow[\mathrm{B}]$ |  |  | $*$ |
|  | $/ \mathrm{B} / \rightarrow[\mathrm{C}]$ |  |  | $*$ |
|  | $/ \mathrm{C} / \rightarrow[\mathrm{C}]$ |  |  |  |
| b. Identity | $/ \mathrm{A} / \rightarrow[\mathrm{A}]$ |  |  |  |
|  | $\mathrm{B} / \rightarrow[\mathrm{B}]$ | $*!$ |  |  |
|  | $/ \mathrm{C} / \rightarrow[\mathrm{C}]$ |  |  |  |
| c. Transparent | $/ \mathrm{A} / \rightarrow[\mathrm{B}]$ |  |  |  |
|  | $/ \mathrm{B} / \rightarrow[\mathrm{B}]$ |  | $*!$ |  |
|  | $/ \mathrm{C} / \rightarrow[\mathrm{C}]$ |  |  |  |

The identity scenario, scenario (13b), loses because it violates markedness *A. The transparent scenario, scenario (13c), neutralizes contrast, thus violating $\mathrm{PC}(\mathrm{A} / \mathrm{B})$. The chain shift scenario, scenario (13a), wins under the proposed constraint ranking. In the chain shift scenario, the $/ \mathrm{B} / \rightarrow[\mathrm{C}]$ mapping applies to preser ve contrast between / $\mathrm{A} /$ and $/ \mathrm{B} / .^{13}$

The predictions of PC theory will be further discussed in the following section. ${ }^{14}$

## 4 Implications for the typology of chain shifts

The goal of this section is to examine what chain shifts are predicted to occur under various approaches. Chain shifts will be subdivided on the basis of the relationship between various stages in the shift. This typology can be referred to as teleological, because it differentiates reasons as to why a chain shift takes place, rather than merely describing the chain shift. This view is not novel, and is also

[^145]taken by Optimality Theory. Rule-based approaches are non-teleological, since rules do not look for the reason why a phonological process takes place. Predictions of both rule-based approaches and OT approaches to chain shifts are described below. ${ }^{5}$

### 4.1 Push shifts

Recall that in push shift mappings (see §2.2.1), the latter mapping in the shift is a consequence of the prior mapping and not an independently motivated phonological process. To argue that $\mathrm{A} \rightarrow \mathrm{B} \rightarrow \mathrm{C}$ is a push shift mapping, one must show that there is no independent motivation for the latter mapping in the shift, $B \rightarrow C$ (in OT, no markedness constraint that favors [C] over [B]). In addition, one must establish that the mapping $/ B / \rightarrow[C]$ is always linked with $/ A / \rightarrow[B]$.

The tonal system of Xianten, a dialect of the Min language of the Sino-Tibetan family (see Chen 1987; Barrie 2006; citapter 107: cirinese tone sandiri) provides an example of a push shift mapping. The diagram below (14) uses the following notation: [U] is upper register, [L] lower register, [lh] rising pitch, and [hl] falling pitch. Thus [U, Ih], for example, is a high-rising tone, where the pitch moves from the low end of the upper register to the high end.

Xiamen tone sandri


Barrie (2006) observes that the tonal shift above is an example of a push shift, because the latter mapping in the shift, $[\mathrm{L}, \mathrm{h}] \rightarrow[\mathrm{L}, \mathrm{hl}]$, is a result of the prior mapping, [U, Ih] $\rightarrow$ [L, h]. Specifically, the initial mapping in the shift, [U, Ih $] \rightarrow$ [ $\mathrm{L}, \mathrm{h}$ ], is due to markedness improvement, such as avoidance of rising tones ( ${ }^{[ }[\mathrm{U}, \mathrm{lh}]$ ). However, the subsequent mapping, [L, h] $\rightarrow[\mathrm{L}, \mathrm{h}]$, does not improve on narkedness, since it creates a contour tone from an input level tone, and research on tonal markedness has shown that contour tones are more marked than level tones (Alderete 2001a; Yip 2004; charter 4j: the representation of tone). Barrie proposes that the latter mapping in the shift, $[\mathrm{L}, \mathrm{h}] \rightarrow[\mathrm{L}, \mathrm{hl}]$, is a result of the initial napping, $[\mathrm{U}, \mathrm{lh}] \rightarrow[\mathrm{L}, \mathrm{h}]$, and the need to naintain contrast between tones of various registers, [U] vs. [L]. In other words, due to the chain shift effect, the input tones $[\mathrm{U}, \mathrm{lh}]$ and $[\mathrm{L}, \mathrm{h}]$ map ontos $[\mathrm{L}, \mathrm{h}]$ and $[\mathrm{L}, \mathrm{hl}]$, respectively. Otherwise, if there was no shift both input tones would map onto the same output, $[\mathrm{L}, \mathrm{h}]$. The remaining mappings in the shift are analyzed in a sinvilar manner (for a complete analysis see Hsieh 2005 and Barrie 2006).

Push shifts are problematic for rule-based approaches to phonology. In rulebased approaches, chain shifts are accounted for by rule ordering (see §3.1). But in a push shift mapping, there is no separate rule that accounts for the latter

[^146]mapping in the shift. If there was a separate rule for the latter mapping in the shift, it would be predicted that the process would occur outside of the chain shifting context. But in a push shift, the latter process is always linked with the prior process, and does not apply independently. In consequence, synchronic push shifts cannot be described under a rule-based analysis.

Similarly, push shifts are problematic to OT without contrast (see §3.2). This approach does not admit push shifts, because in OT, a phonological process can only apply if there is a high-ranked markedness constraint against it (Moreton 1996). But in a push shift, /B/ $\rightarrow$ [C] is not due to markedness. In Xiamen (see (14)), both the initial mapping in the shift, [U, lh] $\rightarrow$ [L, h], and the subsequ.lent mapping, $[\mathrm{L}, \mathrm{h}] \rightarrow[\mathrm{L}, \mathrm{hl}]$, would need to be forced by markedress constraints. The problem here is that $[\mathrm{L}, \mathrm{h}] \rightarrow[\mathrm{L}, \mathrm{hl}]$ cannot be accounted for by markedness improvement. Thus, OT without contrast would not account for push shifts, because in a push shift mapping there is no high-ranked markedness constraint that triggers the latter mapping in the shift. ${ }^{16}$

OT with contrast (see $\S 3.3$ ), on the other hand, proposes a solution to push shift mappings which makes use of contrast as an independent principle in a phonological systen. The key observation is that the initial napping in the shift, /A/ $\rightarrow[B]$, takes place to improve on markedness, but the latter mapping in the shift, $/ B / \rightarrow[C]$, is due to contrast preservation. In tone sandhi (shown in (14)) OT with contrast proposes that the latter mapping in the shift, [ $\mathrm{L}, \mathrm{h}$ ] onto [ $\mathrm{L}, \mathrm{hl}$ ], takes place to preserve contrast between tones of various registers, [U] vs. [L] (Barrie 2006). Thus, OT with contrast, unlike other approaches, adınits push shifts. Depending on further evidence on push shift nlapping, OT with contrast is promising in ithis respect.

### 4.2 Pull shifts

Another type of chain shift found in the literature is a pull shift mapping. In a pull shift mapping, also known as a drag shift, the prior nlapping in the shift, $/ A / \rightarrow[B]$, takes place because the latter mapping, /B/ $\rightarrow$ [C], occurs (King 1969). In OT, the prior mapping in the pull shift does not occur due to markedness. Unlike push shifts, pull shift mappings are ruled out in all approaches to chain shifts discussed so far.

Rule-based approaches do not allow pull stifts, becalse they require that there is a separate rule that accounts for each mapping in the shift (see §3.1). In a pull shift mapping, however, there is no separate rule that accounts for the initial mapping in the shift. Rather, the initial mapping in the shift is always linked with the latter mapping, and does not occur independently. Thus, pull shifts are predicted not to occur by rule ordering. ${ }^{17}$

[^147]In OT without contrast (see §3.2), similarly, pull shifts cannot be described. The only way to obtain a phonological mapping in standard OT is by markedness improveınent (Moreton 1996), But in a pull shift mapping, it has been proposed that the initial mapping in the shift cannot be explained by markedness improvement and thus is not predicted to occur.

OT with contrast (see §3.3) also rules out pull shifts. In OT with contrast, a phonological mapping can take place to improve on markedness or to preserve contrast. However, as will be shown below, in a pull shift mapping there is no improvement on either markedness or contrast.

Consider $\mathrm{A} \rightarrow \mathrm{B} \rightarrow \mathrm{C}$ as an example of a pull shift. The mapping / $\mathrm{B} / \rightarrow[\mathrm{C}]$ is forced by markedness, but the initial mapping / $A / \rightarrow[B]$ is not. This is illustrated in the following tableau, which compares a no shift scenario, scenario (15a), to a pull shift scenario, scenario (15b), under the constraint ranking $\mathrm{PC}(\mathrm{A} / \mathrm{B})$, ${ }^{*} \mathrm{~B} \gg \mathrm{PC}(\mathrm{B} / \mathrm{C})$. The crucial point is that there is no markedness constraint that conpels the $/ \mathrm{A} / \rightarrow[\mathrm{B}]$ mapping.
(15) Pull shifts cannot be described in OT with contrast

|  | Scenarios | PC(A/B) | * B | PC(B/C) |
| :---: | :---: | :---: | :---: | :---: |
| 区a. No shift $\underbrace{}_{B \rightarrow C}$ | $\begin{aligned} & / \mathrm{A} / \rightarrow[\mathrm{A}] \\ & / \mathrm{B} / \rightarrow[\mathrm{C}] \\ & / \mathrm{C} / \rightarrow[\mathrm{C}] \end{aligned}$ |  |  | * |
| b. Pull shift $A \rightarrow B \rightarrow C$ | $\begin{aligned} & / \mathrm{A} / \rightarrow[\mathrm{B}] \\ & / \mathrm{B} / \rightarrow[\mathrm{C}] \\ & / \mathrm{C} / \rightarrow[\mathrm{C}] \end{aligned}$ |  | *! | * |

Both scenarios preserve the contrast between $/ A /$ and $/ B /$, because underlying $/ A /$ and /B/ map onto different outputs in both scenarios. Both scenarios map $/ B /$ onto $[C]$ in accordance with the ranking of the markedness constraint * $B$ above $\Gamma C(B / C)$. But the pull shift scenario, scenario (15b), incurs a fatal violation of * $B$, and is thus harmonically bounded by the no shift scenario, (15a). ${ }^{18}$ Thus, in OT with contrast, pull shifts are predicted not to occur. ${ }^{19}$

In stunmary, synchronic pull shifts cannot be described in any of the approaches described above. Diachronic pull sh:fts are different, as they can be seen as different processes that apply at different stages in the developnent of the language (Holt 2003).

### 4.3 Circular shifts

Another type of chain shift found in the literature is a circular shift, also known as an exchange process (Anderson and Browne 1973). Examples of circular shifts

[^148]were given in §2.2.3. There is a debate in the literature on whether circular shifts exist and to what extent they are conditioned by morphology. Many of the circular shifts have been reanalyzed (see Moreton 1996) or, as we saw in Xiamen (see (14)), do not constitute a complete circle, as they contain a termination (neutralization) point.

Rule-based approaches can describe circular shifts with no termination point (see McCarthy 1999). ${ }^{244}$ Unlike rule-based approaches, both standard OT (see §3.2) and the contrast approach (see §3.3) rule out circular shifts with no termination point, for example /A/ $\rightarrow[\mathrm{B}]$ and $/ \mathrm{B} / \rightarrow[\mathrm{A}]$. As shown by Moreton (1996), a circular shift is not admitted to non-contrast OT, since it does not improve on markedness.

As will be shown below, another feature that makes circular shifts with no termination point incompatible with OT with contrast is the fact that they do not improve on markedness or contrast, and involve an unmotivated violation of generalized faithfulness. The following tableau compares a circular shift scenario, scenario (16a), to an identity scenario, scenario (16b).
(16) No circular shifts: Unmotivated violations of faith fulness

|  | Scenarios | PC | Markedness | Faith |
| :---: | :---: | :---: | :---: | :---: |
| a. Circular shift | $/ \mathrm{A} / \rightarrow$ [D] |  | [A] | ****! |
|  | $/ B / \rightarrow[C]$ |  | [B] | $/ \mathrm{A} / \rightarrow$ [D] |
| $\begin{array}{cc} A & B \\ A 1 \end{array}$ | $/ \mathrm{C} / \rightarrow[\mathrm{B}]$ |  | [C] | $/ \mathrm{B} / \rightarrow[\mathrm{C}]$ |
| $\begin{array}{ll} \uparrow \downarrow & \uparrow \downarrow \\ D & C \end{array}$ | $/ \mathrm{D} / \rightarrow[\mathrm{A}]$ |  | [D] | $/ \mathrm{C} / \rightarrow[\mathrm{B}]$ |
|  |  |  |  | $/ \mathrm{D} / \rightarrow[\mathrm{A}]$ |
| ${ }^{2} \mathrm{a}$ b . Identity | $/ \mathrm{A} / \rightarrow[\mathrm{A}]$ |  | [A] |  |
| $\Omega \Omega$ | $/ \mathrm{B} / \rightarrow[\mathrm{B}]$ |  | [B] |  |
| A B | $/ \mathrm{C} / \rightarrow[\mathrm{C}]$ |  | [C] |  |
| $\Omega \Omega$ | $/ \mathrm{D} / \rightarrow[\mathrm{D}]$ |  | [D] |  |

The circular shift is harmonically bounded by the competing identity scenario. Both scenarios satisfy PC constraints and incur the same violations of markedness (they have the same outputs). But the circular shift scenario, scenario (16a), is ruled out by generalized faithfulness. There are urmotivated violations of faithfulness in this scenario. ${ }^{21}$

Circular shifts with a termination point, for example / A/ $\rightarrow$ [B], /B/ $\rightarrow$ [C], $/ C / \rightarrow[B]$, are predicted to occur in OT with contrast, since the initial step in the shift inproves on markedness (see §4.1). A circular shift with a termination point refers to a shift where one of the original inputs is never used as the output. In the example cited here, the input / $\mathrm{A} /$ is never used as the output in the shift. The tone sandhi analyzed in Barrie (2006) and Hsieh (2005) is of that form. It is important to note that such a scenario would not be harmonically bounded by a no shift scenario, $/ A / \rightarrow[B], / B / \rightarrow[B], / C / \rightarrow[C]$, because the two scenarios differ as to whether they preserve contrast between underlying / $A /$ and $/ B /$.

[^149]To sum up, circular shifts are not admitted to OT, with or without contrast. But they are predicted to occur in rule-based approaches.

### 4.4 Regular shifts

Finally, there are regular shifts where each mapping occurs independently, but one of the mappings is blocked when they co-occur (see §2.2.4). All approaches to chain shifts predict regular shifts. Rule-based approaches predict regular shifts by rule ordering (see §3.1). Standard OT describes regular shifts by blocking an otherivise regular phonological process, for example by special faithfulness constraints (see §3.2). Similarly, OT with contrast (see §3.3) accounts for regular shifts by blocking an otherwise regular phonological process by PC constraints, as shown below.

Consider a regular chain shift $A \rightarrow B \rightarrow C$, where each step in the shift is forced by markedness constraints. But the process $/ B / \rightarrow[C]$ is blocked for underlying $/ A /$ to main rain the contrast between underlying / $A /$ and $/ B /$. The ranking and the relevant tableau are given below. A no shift scenario, scenario (18a), where both / A/ and /B/ map onto [C], is compared with a regular shift, scenario (18b).
(17) The role of contrast

$$
P C(A / B) \gg * B \gg P C(B / C) \quad\left(\text { also }{ }^{*} A \gg * B\right)
$$

(18) Regular shifis exist

|  | Scenarios | $1 \times(A / B)$ | * B | $\mathrm{PC}(\mathrm{B} / \mathrm{C})$ |
| :---: | :---: | :---: | :---: | :---: |
| a. No shift $A \rightarrow C$ | $\begin{aligned} & / A / \rightarrow[C] \\ & / B / \rightarrow[C] \\ & / C / \rightarrow[C] \end{aligned}$ | *! |  | * |
| E b. Regular shift $A \rightarrow B \rightarrow C$ | $\begin{aligned} & / \mathrm{A} / \rightarrow[\mathrm{B}] \\ & / \mathrm{B} / \rightarrow[\mathrm{C}] \\ & / \mathrm{C} / \rightarrow[\mathrm{C}] \end{aligned}$ |  | * | * |

Scenario (18a) loses since it merges the contrast between underlying / $\mathrm{A} /$ and /B/, thus violating $\mathrm{PC}(\mathrm{A} / \mathrm{B})$. Scenario (18b) wins because in this scenario / $\mathrm{A} /$ and $/ B /$ map onto distinct outputs. This is at the expense of violating the markedness constraint *B. Thus, OT with contrast predicts regular shifts to occur.

To summarize, this section has contributed to the debate on what chain shift mappings are possible. It has provided an analysis on what types of chain shifts are predicted to occur under different theoretical proposals. OT with contrast has been shown to predict push shift mappings which are attested, but cannot be described under any of the other analyses.

## 5 Summary

This chapter has provided a typology of chain shift mappings in the context of a nuınber of theoretical approaches to chain shifts. Chain shifts have puzzled
researchers for a long time. Many types of chain shifts have been described in the literature (see §2) and numerous theoretical approaches have been put forward to account for them (see §3). The goal of this chapter has been to evaluate the various approaches to chain shifts and compare their implications for the typology of chain shift mappings (see §4).

Four types of chain shifts have been examined: push shif:s, pull shifts, circular shifts, and regular shifts. Out of those, regular shifts have been the easiest to account for (see §4.4). Circular shifts are only allowed in rule-based phonology (see §4.3). Pull shifts are left with no straightforward phonological explanation (see §4.2). Push shifts are only admitted by OT with contrast (see §4.1). Depending un further evidence on push shifts, the contrast approach seems to be promising in this respect and differs crucially from other existing accounts of chain shifts in the predictions which it inakes.
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## 74 Rule Ordering

Joan Mascaró

## 1 The bases of rule ordering

The distributional properties of sound in natural languages are explained by appeal to a level of underlying siructure in addition to the level of observed phonetic or surface representation (charter 1 : underlying representations), and to a function that maps underlying representations into surface representations. This function has been conceived since the beginning of generative grammar as an ordered set of rules. In this chapter I will first introduce the main properties of rule ordering and the arguments for ordering rules ( $\$ 1$ ), and I will review var ious proposals to modify rule ordering in early generative phonology ( $\$ 2$ ), including cyclic ordering ( $\S 3$ ). In $\S 4$ I discuss feeding, bleeding, and similar interactions in more detail, $\S 5$ discusses serial ordering and parallel approaches, and §6 draws sonne conclusions.

A rule expresses a significant gereralization about the sound structure of a given natural language. The rules of generative phonology, as formalized in Chomsky and Halle (1968; SPE) and subsequent work, were formalized adaptations of descriptive statements about phonology of earlier frameworks, even though the:r function was not the same. Both the relationship of generative rules to statements of descriptive grammars and the reasons for imposing ordering on then can be gathered from the following example, taken from Halle (1962:57-58). (1a)-(1d) are taken from the description of Sanskrit vowel sandhi in Whitney (1889). The rules in (le)-(1h) are a formalization of the corresponding generative rules. For simplification, in (1e)-(1h) I have included only the rules that apply to front vowels.
(1) a. Two similar simple vowels, short or long, coalesce and form the corresponding long voivel. (\$126)
b. An $a$-vowel combines with a following $i$-vowel to $e^{;}$with a $t$-vowel, to 0 . (§127)
c. The $i$-vowels, the $u$-vowels, and the $r$ before a dissimilar vowel or a diphthong are each converted into its own corresponding semi-vowel, $j$ or $v$ or $r$. ( $\$ 129$ )
d. Of a diphthong, the final $i$ - or $t$-element is changed into its corresponding semi-vowel $j$ or $v$ before any vowel or diphthong: thus $e$ (really ai...) becomes ai, and o (that is au...) becomes ay. ( $\varsigma 131$ )

```
e. \(\mathrm{V}_{i} \mathrm{~V}_{\mathrm{i}} \rightarrow \mathrm{V}_{\mathrm{i}}: \quad \mathrm{V}_{\mathrm{i}}=\mathrm{V}_{\mathrm{i}}\)
f. ai \(\rightarrow\) e
g. \(\quad i \rightarrow j / \ldots V_{i} \quad V_{i} \neq i\)
h. \(\quad i \rightarrow j / V_{i} — V_{j} \quad V_{i} \neq i\)
```

The similarity of the rules to the descriptive statements is obvious. But, as Halle notices, if the ordering (e)-(g)-(f) is imposed on the rules in (1), "significant simplifications can be achieved." A similar conmment is made by Chomsky and Halle (1968: 18) with respect to ordering: "it [is] possible to formulate grammatıcal processes that would otherwise not be expressible with comparable generality." Indeed, the condition on dissimilarity of ( lg ) can be eliminated, since when ( 1 g ) applies, all similar VV sequences will have coalesced by the application of (1e). Moreover, (1h) can be dispensed with, because ViV sequences will not be turned inter eV by (If), since ( 1 g ) will have changed the vowel into a glide. We find here one of the main reasons for imposing ordered rules: ordering allows for simplification of grammars and for a better expression of linguistically significant generalizations. Another typical argument in favor of rule ordering is language variation. Since SPE relates underlying and surface representations via a set of ordered rules, it follows that language variation must be due to differences in underlying representations, in the set of rules and in their ordering. A famous example of difference in grammars stemming from different orderings of the same rules is Canadian Raising, an example introduced in Halle (1962: 63-64), based on data from toos (1942), which is also discussed in Chomsky and Halle (1968: 342). ${ }^{\text {. }}$

In certain Canadian and US dialects the first elenents in the diphthongs /a ais/are raised to [ A 1 n 0 ] before voiceless consonants. ${ }^{2}$ At the sance time there is regular change of $/ t /$ to $[r]$ in the American English flapping environment. The interaction of these phenomena gives different results in trvo dialects, A and B. This causes, according to गoos, a dilemma: in a word like ouriter, which is pronounced [rarra] in dialect A, Joos's generalization that "/a/ is a lower-mid vowel. . . [only] in diphthongs followed by fortis [ $\approx$ voiceless] consc)nants" is not true - and in Joos's view, descriptive statements are about surface representations, hence true of surface representations. Halle's solution to the dilemma stems from the recognition that statements of regularities ("rules") should be true of steps in the derivation, but need not be true of surface representations. This is the case if rules are ordered, and hence the application of a later rule can change the context that conditioned an earlier rule, as in this case, or the result of the rule itself. In other words, rule ordering solves Joos's dilemma. (2) shows the derivation of typerwriter with the diphthong /ai/ both before non-flapping (/p/) and flapping (/t/) environments in both dialects. The statement in (2c) (also in (2f)) is true of surface representations (2d) and (2h), but the rule in (2b) (also in $(2 g)$ ) is true of ( 2 h ), but not of $(2 \mathrm{~d})$, which contains the sequence [nid], if we

[^150]interpret the rule in the sense that "/ ai au/ appear [phonetically] only before voiceless consonants." In (2) I simplify the flapping context to V__V.
(2) Dinlect $A$
a. /taipraita /
b. a $\rightarrow$ A / _ [C, -voice $]$ taipraltz
c. $t \rightarrow r / V \_V$ taipralio
d. output [taipraira]

Dialect B
e.
/talpraita /
f. $t \rightarrow r / V$ _ $V \quad$ talpraira
g. a $\rightarrow$ A / — [C, -voice] taipralra
h. outpul
[talpraisa]
Another example of the same argument for imposing ordering on rules, grammars differing only in rule ordering, is examined in Kiparsky (1982b: 65-66). German devoices nbstruents in coda position (3a) (chapter 69: final devolcinc and final laryngeal neutralization) and simplifies /ng/ clusters to [n] (3b). Two of the inflectional forms of the adjective meaning 'long', lang and lange, contrast in two dialect groups, one showing [lanjk], [larja], the other [lay], [laijz], respectively. Application of any of the two rules renders the other rule inapplicable (a case of mutual bleeding, see §2), therefore only the first rule applies in each ordering in every instance:
(3)
a. Devo löng $\quad[$ +obstr $] \rightarrow[$-voice $] /-\left\{\begin{array}{c}+C \\ \#\end{array}\right\}$
b. 8 -deletion $\quad g \rightarrow \varnothing /[+$ nasal $]$
c. Dialect group 1

| Devoicing | /lang/ <br> lar)k | /larg+z/ |
| :--- | :--- | :--- |
| dr-deletion | - | lana |

d. Dinlect group II

| g-deletion | /largg/ | /laryg+ə/ |
| :--- | :--- | :--- |
| lan | larba |  |
| Devoicing | - | - |

Rule ordering is closely connected to rule application. As shown by Whitney's example, descriptive grammars and many versions of structuralist phonology implicitly assume simultaneous rule application (see Postal 1968: 140-152). This follow's from the assumption that rules (or descriptive statements) are true of surface representation, i.e. they are generalizations about surface representation. In simultaneous rule application, the string is scanned for the structural description of each rule and all the rules whose structural description is met apply simultaneously. Chomsky and Halle (1968:19) provide an interesting abstract example of simultaneous application, which is compared to rule ordering. ${ }^{3}$ I adapt

[^151]it with a hypothetical example. Consider rules (4a), (4b), the underlying representations (4c) and (4d), and the results of simultaneous application (4e) and of ordered rules (4f), (4g):
\[

$$
\begin{align*}
\text { a. } & t \rightarrow \mathrm{t} /-\mathrm{i}  \tag{4}\\
\mathrm{~b} . & \mathrm{e} \rightarrow \mathrm{i} /=\mathrm{t} \\
& \text { Underlying }
\end{align*}
$$
\]

Surface
e. Simultaneous
f. Rules ordered g. Rules ordered
application
c. /eti/
d. /tets /
ef i
tity

| (a)-(b) | (b)-(a) |
| :--- | :--- |
| id $\bar{i}$ | edy |
| tid | tit |

The problem is now empirical, i.e the question to ask is whether natural languages have input-output relations like (4c), (4d) to (4e), or rather like (4c), (4d) to $(4 \mathrm{f})$ or $(4 \mathrm{c}),(4 \mathrm{~d})$ to $(4 \mathrm{~g})$. In the case of ordered rules, the first rule creates a representation that allows the application of the second rule (feeding). With the ordering (4a) < (4b) ("<" denotes "is ordered before") feeding takes place in /eti/ $\rightarrow \mathrm{ett}^{\top} \mathrm{i} \rightarrow$ [ityi]; with the ordering (4b) < (4a) feeding takes place in /tett $/ \rightarrow$ titf $\rightarrow$ [ $\mathrm{H}_{\mathrm{it}}^{\mathrm{H}}$ ]. Simultaneous application makes these feeding relationships impossible. Thus, since feeding relations are clearly observable in natural languages, the ruleordering hypothesis receives more support than the hypothesis of simultaneous application.

A similar example can be constructed with woo rules, each of which prevents the application of the other if applied first (mutual bleeding; §2). Consider a language with palatalization of velars before /i/ (CHAPTER 71: palatalization) and backing of $/ \mathrm{i} /$ to $[\mathbf{u}]$ after velars, and the underlying representation $/ \mathrm{ki} /$ :

$$
\begin{array}{ll}
\text { a. } & k \rightarrow t / \_i  \tag{5}\\
\text { b. } & e \rightarrow i / L-b
\end{array}
$$

## Underlying Surface

d. Simultaneous e. Rules ordered f. Rules ordered c. $/ \mathrm{ki} /$ application tu
(a)-(b)
gi
(b)-(a)
ku
Under rule ordering, for order (5a) < ( 5 b) we can only apply palatalization $(/ \mathrm{ki} / \rightarrow \mathrm{ti} \rightarrow(n / a)$ ). For order (5b) < (5a), we can only apply backing (/ki/ $\rightarrow \mathrm{ku} \rightarrow(n / a))$. Here sinnultaneous application makes bleeding impossible: both rules must apply. Simultaneous application faces another problem. A set of ordered rules assigns one and only one surface representation to any underlying representation. But consider simultaneous application of two rules, one lowering mid nasalized vowels (e.g. [ẽ] $\rightarrow$ [ $\bar{a}]$ ), another raising mid unstressed vowels (e.g. [e] $\rightarrow$ [i]). They will force /'ẽ/ $\rightarrow$ ['ã], /e/ $\rightarrow$ [i], under any application mode. But unstressed /ẽ/ will satisfy both rules. Under ordering, the first rule applied always wins (we have again nutual bleeding): with the ordering lowering-raising the vowel is lowered; with the reverse ordering it is raised. Under simultaneous application, since /ẽ/ meets the structural description of both rules, two simultaneous contradictory changes must apply to /ẽ/: it has to be lowered and raised.

## 2 Total strict order and other ordering relations

Rule ordering has been a forınal property of generative phonology since its beginnings (Chomsky 1951; Chomsky at al. 1956; Halle 1959). As defined in SPE, the set of rules form a total (or linear) strict order, i.e. the relation "precede" or "is ordered before" relating two rules has the properties (6a)-(6d) (see chapter 34: precedence relations in phonology for formal discussion of a different interpretation of precedence):
(6) Precedence ( $A<B$, or "rule A precedes rule $B$ ") is:
a. asymmetric: given any two rules $\mathrm{A}, \mathrm{B}$, it is not the case that A precedes $B$ and $B$ precedes A;
b. (hence) irreflexive: given any rule $A$, it is not the case that A precedes $A$,
c. transitive: given any three rules A, B, C, if A precedes B and B precedes C, then A precedes C;
d. total (or connected): for any pair of rules A, B, either A precedes B or B precedes A.

Notice that in many cases some rules are not crucially ordered: the same surface form will result with the ordering $A<B$ and $B<A$. Still, we assume that in the generation of the derivation that begins with the underlying form and ends with the surface form they apply in a given order. In SPE there were small departures from total strict order, most notably in the case of disjunctive ordering and simultaneous application in the case of infinite rule schemata, both discussed below.

Rule ordering generated a lot of discussion in the 1960s and the beginning of the 1970s. Some of the questions that were asked were whether ordering of processes was justified, whether it could be partially or totally derived from general principles, and what were the possible types of ordering. I exannine now some of the proposals that were advanced in this period.

### 2.1 Eliminating extrinsic ordering

Since in many cases rules are not crucially ordered, a first question that was asked is whether extrinsic ordering could be dispensed with. The ordering between two rules A and B is extrinsic if it is imposed language-specifically, as in the Canadian Raising examples. On the other hand, intrinsic ordering refers to an ordering imposed by tuliversal properties of grammars and by formal properties of rules. Consider the interaction of / //-deletion (7a) and Diphthongization (7b) in Finnish, analyzed by Kiparsky (1968: 177) as the interaction of two extrinsically ordered rules. But Koutsoudas at al. (1974) argue that if we assume that rules apply sequentially, but are unordered extrinsically in the sense that they are "simply applied to every representation that satisfies its stcuctural description." we get the right results, no matter which rule we try to apply first ( $(7 \mathrm{a})$ or (7b)). Consider the derivation of /vee/ and /teye/ in (7). /y/-deletion wrill not be able to apply in the derivation of /vee/ either before or after Diphthongization, and we will get /vee/ $\rightarrow$ [vie]. In the second example, Diphthongization cannot apply
to /tere/, but / / /-deletion can, with the result /tere/ $\rightarrow$ tee. Now Diphthongization can apply, deriving the fmal output, tee $\rightarrow$ [tie]. Here the ordering / $\gamma /$-deletion < Diphthongization is not established extrinsically, but it is determined intrinsically by the form of the rules.


Using this and other examples, Koutsoudas et al. (1974) conclude that rules are unrestricted in their application, every rule applying to every representation that satisfies its structural description, and that no extrinsic ordering needs to be imposed on then. They base their argunentation on four possible situations that derive from the possible orderings in terms of feeding, colinterfeeding and counterbleeding relations. I will analyze such relations in more detail in \$3; here I only give the basic definitions:
(8) Civen rules $\mathrm{A}, \mathrm{B}$, where $\mathrm{A}<\mathrm{B}$ :
a. A feeds B (or A and B are in feeding order) iff A can increase the number of representations to which B can apply;
b. A bleeds B (or A and B are in bleeding order) iff $A$ can decrease the number of representations to which $B$ can apply;
c. B counterfeeds A (or A and B are in counterfeeding order) iff B would feed $A$ if the order were $B<A$;
d. B counterbleeds $A$ (or $A$ and $B$ are in counterbleeding order) iff $B$ would bleed $A$ if the order were $B<A$.

Cases of pure feeding order (when it does not involve counterfeeding or counterbleeding at the same time), can be dealt with under these assumptions, as we have seen in (7). The second possible sitamation is a pure counterbleeding relation. Consider Koutsoudas et al.'s example, taken from Kiparsky (1968: 199). In certain Low German dialects, post-vocalic voiced stops spirantize. A word like Tag 'day' spirantizes the underlying /g/ in the plural [ta: $\quad$ a], but in the singular it spirantizes and devoices by Final Devoicing, yielding [ta:x]. Kiparsky proposes a pair of ordered rules (9a), (9b) ihat determine the derivation in (9c). But Koutsoudas et al. argue that if the rules apply simultaneously the same result is achieved, as shown in (9d): since $/ \mathrm{g} /$ is a post-vocalic voiced stop and also a word-final obstruent, it meets the structural description of both rules.
a. Spirantization $\left[\begin{array}{l}+ \text { stop } \\ + \text { voice }\end{array}\right] \rightarrow[-$ stop $] / \mathrm{V}-$
b. Devoicing $\quad[+$ obstruent $] \rightarrow$ [-voice $] / \ldots$ \#


A third set of cases involves two rules that are in both bleeding and counterbleeding order. One such case is the Latin American Spanish [I ~j] alternation in pairs like [a'kel] ~ [a'kejos] 'that (masc sc ~masc pl)', analyzed by Saporta (1965) with two extrinsically ordered rules. Given underlying forms /ake/\$/, /akerios/ the first rule depalatalizes underlying / $K$ / word-finally; the second turns any remaining $/, i /$ into [ $j$ ].

|  |  | /akeK/ | /ake, ${ }^{\text {a }}$ / |
| :---: | :---: | :---: | :---: |
| Final Depalatalization | $\Lambda \rightarrow 1 / \ldots{ }^{\#}$ | akel | - |
| Delateralization | $K \rightarrow \mathrm{j}$ | - | akejos |

Cases like these are dealt with by Koutsoudas et al. (1974) by invoking a universal principle, very siınilar to Kiparsky's Elsewhere Condition (see §2.3), the Proper Inclusion Precedence Principle, which deterınines intrinsic ordering for a certain class of rules:

## (11) Proper Inclusion Precedence

For any representation $R$, which meets the structural descriptions of each of two rules A and B, A takes applicational precedence over B with respect to R if and only if the structural description of A properly includes the structural description of B.

Given Proper Inclusion Precedence, the rules in (10) can be left (extrinsically) unordered; since the structural description of Final Depalatalization ( $\kappa$ \# = "any word-final $K^{\prime \prime}$ ) is included in the structural description of Delateralization ( $K=$ "алу ' $^{\prime \prime}$ ), Finsרl Depalatalization takes precedence. Notice that this is similar to disjunctive ordering in SPE, where a rule containing abbreviatory parentheses like $A \rightarrow B / \ldots C(D)$ stands for two rules, $A \rightarrow B / \ldots C D$ and $A \rightarrow B / \ldots C$, the first rule applying first and application of one rule excluding application of the other rule. Disjunctive ordering, though, is limited to rules that are adjacent in the ordering.

The fourth set of cases is formed by pairs of rules which are in some other ordering relation. For such cases Koutsoudas et al. argue that there are alternative analyses in which no extrinsic ordering is necessary.

The proposal that extrinsic ordering should be dispensed with wras also made by Natural Generative Phonology, a theory that began with work by Theo Vennemann and was presented in detail in Honper (1976). In Natural Generative Phonology, many ordering relations just disappeared, because typical SPE phnnological rules became either morphophonemic rules or "via rules," rules relating surface representations and hence not taking any part in derivations. In addition, the "No-Ordering Condition" explicitly prohibited extrinsic ordering.

### 2.2 Multiple application, local ordering, and global rules

Although based on total strict ordering ( 6 ), SPE allowed for multiple application of a rule in the case of inifinite schernata (Chomsky and Halle 1968: 343-348), an abbreviatory convention by which $X_{\mu}$ stands for an infinite set of sequences of $n$ or inore instances of $X$. Thus given a rule like $C \rightarrow \varnothing / \ldots C_{1}$ (where $C_{1}$
abbreviates the infinite set $\{C, C C, C C C, \ldots$ I) and a string ... VCCC, both the first and the second $C$ meet the structural description of the rule, which applies simultaneously to both and derives...VC\#.

Another case of multiple application of a rule that was introduced after SPE is iterative application. In iterative rule application, which is usually directional, after the first structural change takes place, the string is scanned again and if the structural description is inet, the rule reapplies, the string is scanned again, etc., until the rule is no longer applicable. Processes like harmiony (chaiter 91: VOWEL HARMONY: OPAQUE AND TRANSPARENT VOWELS; CHAPTER 118: TURKISH VOWEL Harmony; Citapter 123: IUUNGarian vowel harmony; citarter ino: metapiony in romance), stress (Charter 40: the foot; Charter 41: the representation of word stress; chapter 39: stress: phonotactic and phonetic evidence), tone spreading (Chapter 45: the refresentation of tone; chatter 114: bantu tone), and metrical structure construction are cases of iterative application. Notice that iterative rules do not follow strict ordering because a rule can precede itself, Ivence the property of irref.exivity in (6b) is abandoned. Kenstowicz and Kisseberth (1977: 180-183) present the following case of iterative applicat ${ }^{\text {t }}$ an. In Gidabal, a long vowel shortens after another long vowel. In a word like /djahin-ba:-da:D-be:/ 'is certainly right on the fish', simultaneous application would derive the wrong form, *[djalum-ba:-dan-be], with two vowels shortened, but iterative left-toright application yields the correct derivation. We see /djalum-ba:-da:ry-be:/ $\rightarrow$ djalum-ba:-dan-be: in the first iteration, and no change, because the structural description is not met, in the second iteration. Different versions of iterative application are discussed in Anderson (1974: 124-133) and Kenstowicz and Kisseberth (1977: 177-195).

Another case in which precedence can be refl.exive, against strict order (6), is the case of "anywhere" or "persistent" rules. ${ }^{4}$ These are rules that apply in the derivation whenever their structural description is met. A typical case is (re)syllabification. If a rule A establishes some syllabic properties to which rule B is sensitive, and rule B introduces changes, like insertion, deletion, or changes in sonority properties, to which the syllabification rule $A$ is sensitive, $A$ has to apply before and after B. Myers (1991) argues for several other cases of iterative ordering.

The asymmetric property of strict order (6a) is also abandoned in the case of local ordering, a specific type of ordering proposed in Anderson (1969) and also discussed in Anderson (1974). He proposes that two rules might have to apply in different orderings to different representations. The ordering in which they apply is the ummarked order. Relative to a given representation, feeding is unnarked with respect to a neutral ordering, and bleeding is marked with respect to a neutral ordering, hence the ummarked orderings are feeding and counterbleeding. This proposal stems from the observation in Kiparsky (1968) that when a linguistic change consists of a reversal in the ordering of two rules, feeding order tends to be maximized and bleeding order tend to be minimized. To see how this works, consider Icelandic Umlaut and Syncope (Anderson 1969, 20-27, 1974: 141-147) applying to [k(ztlunc] 'kettle-Dat pi.' and [buggli] 'parcel-dat SG':

[^152](12) Local ordering: (a) applies before (b) in (c); (b) applies before (a) in (d)
a. Umlaut $a \rightarrow \wp / \_C_{0} u$

b. Syncope $\left[\begin{array}{l}\text { tsyll } \\ - \text { stress }\end{array}\right] \rightarrow \varnothing / C \_C+V$

Notice that in (12c) for the representation /katil+um/, Syncope feeds Umlaut, and if the order were the opposite, Umlaut vrould either feed or bleed Syncope, i.e. order would be neutral. Hence the unmarked order Syncope < Umlaut is chosen. In (12d), for the representation /bagg+ulte/, the first rule, Umlaut, doesn't either feed or bleed the second rule, Syncope, i.e. the order is neutral. But if the order were the opposite, Syncope wrould bleed Umlaut. The neutral ordering Umlaut < Syncope is therefore preferred.

There is yet another type of rule that relates to rule application and to ordering, the global rule. A global rule must be applied at the level at which it appears in the ordering, but crucial information for its structural description is ordered elsewhere in the derivation. Kisseberth and Abasheikh (1975) present the following case. In Mwini the perfect is formed by adding the suffix/-i:t - -e:\$/ to the verb base, as shown in (13). After a base-final sibilant or $/ \mathrm{n} / \mathrm{t}$ the $/ \ddagger /$ in the suffix spirantizes to [z] (13b). The final consonant of the verb base undergoes Mutation, which turns coronal and labial stops into [s], /k/ into [J], and a nasal voiced stop sequence into [nz] (13c) (the data are from Hyman's 1993 analysis of the processes).

| Root | Perfect |  |
| :---: | :---: | :---: |
| a. /ji:b/ | jib-int-e | 'he answered' |
| /so:m/ | som-e:l-e | 'he read' |
| b. /a:nz/ | anz-i:z-e | 'he began' |
| /tol/ | tof-e:z-e | 'he thought' |
| c. /fu:ng/ | -fu:nz-il-e | 'he closed' |
| /pik/ | -pif-il-e | 'he swore' |

As shown by the examples in (13c), the vowel in the suffix undergoes a further change: it shortens. But shortening cannot be determined by the base-final sibilant because the derived sibilants in (13b) do not cause shortening. Hence the correct generalization seems to be that shortening applies just in case Mutation has applied, and therefore we need to make reference to another stage in the derivation instead of being restricted to the local stage of application. ${ }^{5}$

### 2.3 The Elsewhere Condition

The SPE formalism distinguishes between conjunctive ordering of two rules (the normal mode of application) and disjunctive ordering, where only one of the rules

[^153]can apply. In SPE, disjunctive ordering derives from abbreviatory devices: . . . A(B) ...corresponds to two disjunctively ordered rules, ... AB . . . and ... B . . . the first innmediately preceding the second, and the application of one rule excluding the application of the other rule. Disjunctive ordering was later derived as an effect of a more general principle, the Elsewhere Condition, originally formulated by Kiparsky (1973a: 94). (14) gives the revised formulation in Kiparsky (1982a: 136):
(14) Rules A, B apply disjunctively to a form 9 if and only if:
a. The structural description of $A$ (the special rule) properly includes the structural description of $B$ (the general rule).
b. The result of applying $A$ to $\Phi$ is distinct from the result of applying $B$ to $\Phi$.
In that case, $A$ is applied first, and if it takes effect, then $B$ is not applied.
Consider, as an illustration, the interaction of lengthening and shortening in English (Myers 1987; Halle 1995). Lengthening and shortening affect stressed non-high vowels in branching feet. They are lengthened if, in addition, they are followed by an open syllable ending in an /i/, which in turn must be followed by a vowel in hiatus (15c), (15d); lengthened vowel underlined). Otherwise, they are shortened (15e) (see also CHAPTER 88: DERIVE ENVIRONMENT EFFECTS):

a. $\left[\begin{array}{c}V \\ - \text { high }\end{array}\right] \rightarrow V: /\left[-C_{0} i\right]_{j_{\text {stresitit }} V} V$
$\begin{array}{lll}\text { c. } & \text { relmedi }] a l & \text { [radi]al } \\ & \text { co[loni }] a l & \text { De }[v a n i] a n\end{array}$
b. $\left[\begin{array}{c}\mathrm{V} \\ -\mathrm{high}\end{array}\right] \rightarrow \mathrm{V}: /\left[\ldots \mathrm{C}_{0} \mathrm{~V}\right]_{\mathrm{sincowFt}}$
$\begin{array}{ll}\text { d. } & \begin{array}{ll}{[\text { trivi }] a l} & \text { di[vini]ty } \\ {[\text { natu }] r a l} & \text { ex[plana]tory }\end{array}\end{array}$
(15a), (15b) are two rules applying in the general context "disyllabic stress foot with stressed non-high vowel." (15a) being nore restrictive, it applies only when, in addition, the second vowel is $i$ and it is in hiatus with a following vowel. Since
 an Elsewhere relationship: (15a) is the specific rule applying in $\left[[\mathrm{V},-\mathrm{high}] \mathrm{C}_{0} \mathrm{i}\right]_{\text {st sssft }}$ $V$ and (15b), the general rule, applies elsewhere in the general common context.

Kiparsky (1982a) Inakes ingenious use of the Elsewhere Condition to predict blocking of general morphological processes by more specific ones, and strict cyclic effects like non-derived environment blocking (NDEB). An example of the first case is the plural rule in (16c), which applies to the singular form person, but shouldn't apply to the lexical plural people. Kiparsky assumes that every lexical item L is an identity rule $L \leftrightarrow L$. Since the structural description [people $]_{\text {ronn, }+\mathrm{pl}}$ in (16a) is a proper subset of the structural description $]_{\text {Noun }+11}$ in ( 16 c ), the identity rule applies (vacuously) and blocks the application of the plural rule. The structural description [person] $]_{N, u m, \ldots \text {, }}$, on the other hand, is not a lexical item, but the pluralization of the lexical item, so that the plural rule applies regularly to derive persons.

## Rulles

## Derivations

a. [peoptre $]_{\text {Nour }}+\mathrm{PI} \leftrightarrow[\text { peopte }]_{\text {Noun. }+\mathrm{PI}}$
b. [person] $\leftrightarrow$ [person]
c. $\quad \varnothing \rightarrow z / \ldots$ ]Noulv, + P

$$
\begin{align*}
& {[\text { people }]_{\text {Nivon, }+\mathrm{PI}} \quad[\text { person }]_{\text {Nirun, }+\mathrm{PI}}}  \tag{16}\\
& {[\text { preople }]_{\text {Ninn, }}+\mathrm{PI}} \\
& {[\text { [person }]_{\text {Noulu, +PI }} /-\mathrm{z} /}
\end{align*}
$$

The Elsewhere Condition can also prevent rule application in non-derived environments (non-derived environment blocking, or NDEB; chapter ss: derived environment effects), an effect which is also predicted by the Strict Cycle Condition (see next section). Thus the shortening rule (cf. (15b)) shortens [[san]ity] to [[săn]ity], because it is derived, but fails to apply to [nightingale] (*[mightingrale]), because it is underived. Again the identity rule [san] $\leftrightarrow$ [snt] cannot block shortening, because the structural description of the identity rule, [stm], and the structural description of shortening, $\left[\mathrm{VC}_{6} \mathrm{~V}\right]_{\text {suf }}$, are not in a proper inclusion relation, but in intersection. But [nightingale] properly includes [V Cv $\mathrm{V}]_{\text {stresssr. }}$ Cyclic effects in later cycles/levels derive from the assumption that the output of every cycle/level is a lexical item, hence an identity rule."

## 3 Cyclic ordering

In cyclic application the input to the set of rules is a phonological representation organized by constituent structure (charter 85: cyclicity). Consider a structure [ $[\mathrm{cc} d]_{\mathbb{E}} \mathrm{e}_{\mathcal{A}^{\prime}}$ which is represented in (17) by a tree diagram; A, B are categories, and $d, e, c$ are phonological strings, matrices, or structures.

(17) shows a cyclic derivation of $\left[\left[\begin{array}{cc}c & d\end{array}\right]_{E} e\right]_{A}$. The set of ordered rules $\{i \in$ applies first separately to the irnermost constituents, i.e, to $c$, to $d$ and to $e$, giving as a result $c^{\prime}, d^{\prime}, e^{\prime}$. This is the first cycle. We now proceed to the second cycle, the next degree of embedding, namely $B$, and apply the set of rules to its domain, the concatenation $c^{\prime}+d^{\prime}$, whose sutput is $\left(c^{\prime}+d^{\prime}\right)^{\prime}$. The domain of the following (and in this case the final) cycle is whatever is dominated by $A$, namely $\left(c^{\prime}+d^{\prime}\right)^{\prime}+e$.

The cycle was first proposed in phonology (Chomsky et al. 1956) to deal with stress in compounds like blackbonrd ernser, showing primary-tertiary-secondary stress distinctions (stress levels are ind icated above the vowel in (18), and as subscripts in the text below):

$$
\begin{array}{ccc}
1 & 3 & 2  \tag{18}\\
{[[[\text { black }]} & [\text { bonrd }]]_{A} & 2 \\
[\text { eraser }]]_{A}
\end{array}
$$

[^154]After stress has applied to individual words, the compound stress rule Incates stressed vorvels and maintains primary stress on the leftmost stressed voviel and weakens other stresses by one degree. After assigning vacuously primary stress in the first cycle to [ $b h_{1} c k$ ], to [bon $r$ r $]$ ] and to [ $E r a_{1} s e r$ ], it applies in the second cycle in the domain B to [black board], yielding [bla $\left.a_{1} c k b 0 a_{2} r d\right]$, and in the last cycle in


Cyclicity was later applied in syntax as a result of the elimination of generalized transformations and the generation of embedded sentences by base rules (Chonisky 1965). Later on, Chomsky (1973) proposed a lintitation on cyclic application in syntax, the Strict Cycle Condition (SCC, or "strict cyclicity"), by which no rule can apply to a constituent I in such a way as to affect solely a subconstituent of I. Kean (1974) presented two cases that argued for the application of this version of the SCC also in phonology. In (17), for instance, in the second cycle, cycle B, a rule carmot apply to the domain of B if it affects just c'. An actual example is the interaction of Clide Formation and Destressing in Catalan (Mascaró 1976: 24-36). Clide Formation applies to post-vocalic unstressed high vowels. In produris 'it will produce' it cannot apply to [[prudu'i.] 'ra] $]_{2}$ at cycle 1, because post-vocalic /i/ is stressed. At cycle 2, a following stress causes destressing of /i/. Therefore at cycle 3, and at later cycles, the sequence /ui/ neets the structural description of the rule; but /ui/ is entirely within cycle 1 and the SCC blocks application, resulting in [pruỗui'ra] ${ }^{\neq[p r u o ̂ ̃ u j ' r a] . ~}$

The SCC was further refined in Mascaró (1976: 1-40), as in (19). Case (19b.i) corresponds roughly to the SCC as forınulated in Chomsky (1973) and used by Kean (1974).
(19) Given a bracketed expression [...[.., [...] $\left.\left.]_{1}, \ldots\right]_{n-1} \ldots\right]_{n}$ and a (partially ordered) set of cyclic rules C:
a. C applies to the domain $[\ldots]_{j}$ after having applied to the domain [...] $]_{j-1}$, each rule in C apply ing in the given order whenever it applies properly in j .
b. Proper application of rules. For a cyclic rule R to apply properly in any given cycle j, it nust make specific use of information proper to (i.e. introduced by virtue of) cycle $j$. This situation obtains if (i), (ii), or (iii) is met:
i. R makes specific use of information uniquely in cycle $j$. That is, it refers specifically to some $A$ in $\left[X A Y[\ldots]_{j-1} Z\right]_{j}$ or $\left[Z[\ldots]_{j-1} X A Y\right]_{\text {. }}$
ii. R makes specific use of information within different constituents of the previous cycle which cannot be referred to simultaneously until cycle $j$. $R$ refers thus to some $A, B$ in $\left[X[\ldots A \ldots]_{j-1} Y\right.$ $\left.[\ldots B \ldots]_{j-1} Z\right]_{j}$.
uii. $R$ inakes use of information assigned on cycle $j$ by a rule applying before R .

A states the general procedure for cyclic application; B gives the conditions for proper application: morphologically derived environments in inflection (19b.i), derived environments by compounding or syntax (19b.ii), and rule-derived environments (19b,iii). Effects of derived environments on application of processes, irrespective of the theoretical mechanism they derive from, are usually referred
to as derived environment effects (DEE). We just saw a case, the interaction of glide formation and destressing in Catalan, which falls under (19bi). The rule of $/ t /$ $\rightarrow$ [s] assibilation in Firmish illustrates both (19b.i) and (19b,ii). Assibilation (20a) applies in morphologically derived environnents like (20c): the structural description [ ti ] is met by material in the root cycle and in the inflected word cycle. It also applies in rule-derived environments (20d): here the structural description [ti] is met because at its cycle of application, the rule of raising (20b) has created it. But it fails to apply in the non-derived environnents (2(le), because none of the conditions for proper application in (19b) is met:
a. $\quad t \rightarrow s / \neq i$
b. $\mathrm{e} \rightarrow \mathrm{i} /$ _
c. /halut-i/ $\rightarrow$ halus-i 'wanted' cf. halut-a 'to want'
d. /vete/ $\rightarrow$ veti $\rightarrow$ vesi 'water (NOM SG)' cf. vete-næ 'water (ESS SC)'
e. tila 'place, room'
æiti 'mother'
itikka 'mosquito'
An instance of (19b.ii) is the application of glide formation in Central Catalan to vourels of different words. As we have just seen, glide formation applying to post-vocalic high vowels is blocked in produirò [[pruču'i],'ra] ${ }_{2}$. Consìter now produirit oxidacio 'it will produce oxidation':

$$
\begin{align*}
& \text { Cycle } \left.2 \text { [[pruou'i }]_{2} \text { 'ra }\right]_{2} \quad\left[[\text { 'jksió }]_{1} \text { 'a }\right]_{2} \tag{21}
\end{align*}
$$

$$
\begin{aligned}
& \text { Cycle } 3 \quad\left[\left[[u k s i o ̀]_{1} \partial\right]_{2} \text { 'sjo }\right]_{3} \\
& {\left[\left[[\text { uksið }]_{\mathrm{t}} \partial\right]_{2} \text { 'sjo }\right]_{3}} \\
& \text { Cycle } 4 \quad\left[\left[[\text { pruǒui }]_{1} \text { 'ra }\right]_{2} \quad\left[\left[[\text { uksið }]_{\text {I }} \partial\right]_{2} \text { 'sjo }\right]_{3}\right]_{A}
\end{aligned}
$$

In the second word, at cycle 2, the initial /' 3 / is destressed by a following stress and becomes [u] by a rule of vowel reduction. At cycle 4 , the sequence /au/ meets the structural description of glide formation and the SCC does not block Glide Formation, the application being proper by (19b.ii), because /au./ is not within the domain of a single previous cycle: /a/ is in cycle 2; /u/ is in cycle 3. Hence the rule applies, yielding ['aw].

It was assumed that the SCC applied to cyclic, obligatory neutralization rules, and dealt with DEEs. These were previously accounted for by the Alternation Condition proposed by Kiparsky (1973b: 65), according to which "neutralization processes apply only to derived forms... [i.e.] if the input involves crucially a sequence that arises in morpheme combinations or through the application of phonological processes." Cyclic application and derived environment effects were reformulated within Lexical Phonology through lexical strata and post-lexical phonology, which correspond to cycles and to the effect of the Elsewhere Condition from which DEEs are derived. In Stratal Optimality Theory (see citapter si: cyclicity), cycles correspond to strata to which Gen and Eval apply successively. Within OT, output-output faithfulness constraints (Benua 1997) ensure similarity of larger constituents to its inner components. Strict cycle effects (DEEs) are
also obtained by local conjunction of markedness and faithfulness constraints ( (ubowicz 2002). To see how DEEs are derived from local conjunction, consider the interaction of Velar Palatalization and Spirantization in Polish (Łubowicz 2002: §3). We find the following descriptive generalizations. Spirantization applies to rule-derived [ $\mathrm{H}_{3}$ ] (22a), but not to underlying / d 3 / (22b); similarly, in (22c) Velar Palatalization applies only to morphologically derived velar $+[\mathrm{e} i]$ sequences.

|  | a. /rog-ek/ 'horn' | b. /bands-a/ 'banjo' | c. /xemik-ek/ <br> 'chentist-DIM' |
| :---: | :---: | :---: | :---: |
| Velar Palatalization | rocty-ek | - | xemity-ek <br> blocked in xe |
| Spirantization of / ${ }^{\text {/ }}$ / | ro3-ek | blocked | - |
| output | ro3-ek | bands-0 | xemitf-ek |
|  |  | *banj-0 | ${ }^{*}$ Semits-ek |

Let us examine rule-derived environments first. Given the ranking *ds >> Ident[cont], we will normally have the mapping / its/ $\rightarrow$ [3]. The difference from derived and non-derived environments stems from the fact that in the first case the mapping is $/ \mathrm{g} / \rightarrow \mathrm{D}_{3} \rightarrow[3]$, whereas in the second case it would be $/ \mathrm{d}_{3} /$ $\rightarrow$ [3]. The candidate with [*3] deriving from /g/will violate both *cts and Ident[cor], hence also the constraint conjunction *st \& ldent(cor). But if /ats/is underlying, "ds will be violated, but not Ident[cor], therefore the conjunction * d 3 \& IDENT[cor] will be satisfied.

For" morphologically derived environments, as in the example in (22c), fubowica. uses conjunction of markedness and Anchor. Velar palatalization applies to the morphologically derived sequence [k-e], but not to the non-derived sequence /xe/ in /xemik-ek/. Since the velar / k / is stem-final, but not syllable-final, in [xe.mi.k] $]_{\text {stem }}-e k$, the sequence $\left.k\right]_{\text {stem }}-\mathrm{e}$ will violate R -ANCH○R(Stemi, s), and it will also violate Pal, the constraint against velar $+\{e i\}$ sequences that forces palatalization. It will therefore also violate [Pal \& R-Anchor(Stem, s)] ${ }_{5}$. But since morphologically underived /xe/ satisfies R-Anchor(Stem, s), the conjunction will be satisfied in this case and palatalization will not take place.

## 4 Rule interaction, ordering, and applicability: Feeding and bleeding

In a system in which rules are ordered, rules can interact: both the applicability and the result of application of a rule can depend on the application of previous rules. The notions of feeding and bleeding thent I made reference to in $\S 2$ were introduced by Kiparsky (1968) in order to explain the direction of linguistic change. These concepts have been widely used since. In this section I examine them in some detail.

Since it is not uncommon to detect terninological inadequacies in the literature, in order to avoid confusion I will start with some terminological observations. In Kiparsky's original terminology, feeding and bleeding relations between rules are distinguished from feeding order and bleeding order. Feeding and bleeding relations (or the terms " $X$ feeds/bleeds $Y^{\prime \prime}$ ) are defined as functional relations
between two rules, with no actual ordering between them presupposed. A feeds B if A "creates representations to which B is applicable"; A bleeds B if A "removes representations to which B would otherwise be applicable," where "representations" means possible representations (Kiparsky 1968: 37,39). The terms feeding order and blecding order are relations between rules that are in a specific order. Since feeding and bleeding relations are functional relations between rules, whether two rules are in a feeding or bleeding relation can be determined by mere inspection of the rules.? I will keep this distinction (feeding/bleeding relation $v$ s. feeding/ bleeding order), but I will reserve the use of the predicates feed and bleed applied to arguments $A$ and $B$ for feeding/bleeding order, and I will make use of the predicates $p$-feed and $p$-bleed (" $\mathrm{p}^{\prime \prime}$ for "potentially") in the case of feeding/bleeding relations. (23) provides an illustration using our previous German example (3):

German, group II (8-deletion < Devoicing)
a. Feeding/bleeding A p-feeds/ devoicing p-bleeds $\phi$-deletion
relation
Feeding/bleeding
order

$$
\begin{array}{cl}
\text { p-bleeds B } & \delta \text {-deletion p-bleeds devoicing } \\
\text { A feeds/ } & \delta \text {-deletion bleeds devoicing } \\
\text { bleeds B } &
\end{array}
$$

b. Devoicing $\quad[$ obstr $] \rightarrow[$-voice $] /-\left\{\begin{array}{c}+C \\ \#\end{array}\right\}$
$\delta$-delet $1 \mathrm{~m} \quad \mathrm{~g} \rightarrow \varnothing /[+$ nasal]
c. Dinlect group II

| S-deletion | /lang/ |
| :--- | :--- |
| devoicing | - |

Devoicing p-bleeds $\delta$-deletion by devoicing gin [+nasal] $+\delta$, and $g$-deletion p-bleeds devoicing by deleting $g$ in the same context. Given the ordering $g$-deletion < devoicing, $y$-deletion bleeds devoicing, as shown in the derivation in (23).

Feeding and bleeding relations can be formally defined as follows:
Feeding and bleeding relations
a. Rule $A$ is in feeding relation with respect to $B$ (or $A$ p-feeds B) iff there is a possible input I such that B cannot apply to I, A can apply to I, and $B$ can apply to the result of applying $A$ to $I$.
b. Rule A is in bleeding relation with respect to B (or A p-bleeds B) iff there is a possible input I such that B can apply to I, A can apply to I, and $B$ cannot apply to the result of applying $A$ to $]$.

[^155]It is important to notice that in the definitions in (24) "apply" is usually interpreted as "apply non-vacuously." In the German example in (3), in dialect group I, Devoicing bleeds $g$-deletion, (/lang/ $\rightarrow$ /lank / $\rightarrow$ ( $n /$ a) ). But for the ıvord Bank 'bank', whose derivation is /barjk/ $\rightarrow$ (vacuous devoicing) baıjk $\rightarrow(n / a)$, we don't want to say that Devoicing bleeds $y$-deletion, because the input to Devoicing didn't meet its structural description. Kiparsky's (1968) terms "creates" and "removes," cited above, already indicate that vacuous application doesn't count.

On the other hand, feeding order and bleeding order (or the terms A feeds B and $A$ bleeds $B$ ) refer to relations between two rules $A$ and $B$ which presuppose both feeding/bleeding relations and the specific ordering $A<B$ (i.e. A precedes $B$ ) in the grammar. Most definitions are formulated for cases in which A immediately precedes $B$, or cases in which intervening rules don't interact with $A$ and $B$. In such a situation the definitions become simpler: $A$ is in feeding/bleeding order with respect to $B$ iff $A<B$ and $A$ p-feeds/bleeds $B$. For the general case the definitions have to be refined as follows:

## Feeding order and bleeding order

Let $C$ be a grammar, $A, B$ rules, and $D$ a derivation of $C$.
a. $A$ is in feeding order with respect to $B$ (or $A$ feeds $B$ ) in grammar $C$ iff i. $A<B$
ii. There is a derivation by G such that B would not apply to the input to $A$, and $B$ applies to the output of $A$ and would apply to all intermediate stages up to its own input.
b. $A$ is in bleeding order with respect to $B$ (or $A$ bleeds $B$ ) in grammar $C$ iff i. $\quad A<B$
ii. There is a derivation $D$ by $G$ such that $B$ would apply to the input to $A$, and $B$ does not apply to the output of $A$ and would not apply to all intermediate stages up to its own input.

When A immediately precedes $B$ or in cases where intermediate rules don't interact we get derivations like those in (26): (26a.i) is in feeding order with respect to (26a.ii) because the second rule (26a.ii) wrouldn't apply to AQ, but applies to BQ, the output of the first rule (26a.i); (26b.i) is in bleeding order with respect to (26b.ii) because the second rule (26b.ii) would apply to AQ, but doesn't apply to BQ, the output of the first rule (26b.ii).
a. Feeding order
(No intervening interacting rules)
b. Bleeding order
AQ
i. $A \rightarrow B / \quad Q \quad B Q$
ii. $Q \rightarrow R / A$ $\qquad$ -

The case of feeding order for two adjacent rules can be illustrated with the interaction of /aid $\rightarrow$ [ar] and Umlaut in a group of Swiss Cerman dialects (Kiparsky 1982b: 190). Bleeding order, also for adjacent rules, can be illustrated with our earlier example (2e)-(2h), Canadian Raising, in the word writer in dialect $B$ :
a. Fecding: Swiss German (dialect group I) /æi-li/ 'egg-DIm'
i. æi $\rightarrow$ a: $/-\left\{\begin{array}{c}C \\ \# \# \#\end{array}\right\} \quad$ a:li
ii. Umlaut (fronting) æli (does not apply non-vacuously to /æi-li/)
b. Bleeding: Canadian Raising (dialect B)
/rata/
i. $t \rightarrow s / V \_V$ rausa
ii. a $\rightarrow$ a/ _ [C, -voice] - (applies non-vacuously to /rasta/)

Consider now the cases with interacting rules intervening between (i) and (ii) that notivate the definitions in (25). (28a) exemplifies feeding cases and (28b) bleeding cases. The rules (i.) and (ii.) are the rules in feeding/bleeding relation; (iii) is the intervening rule.
a. Feeding order
(Intervening interacting rules)

|  |  | $Q A$ |
| :--- | :--- | :--- |
| i. | $Q \rightarrow R /-A$ | $R A$ |
| iii. | $A \rightarrow B / R-$ | $R B$ |
| ii. | $A \rightarrow C / R-$ | - |

b. Bleeding order

|  |  | $Q A$ |
| :--- | :--- | :--- |
| i. | $\mathrm{Q} \rightarrow \mathrm{R} / \ldots \mathrm{A}$ | RA |
| iii. | $\mathrm{R} \rightarrow \mathrm{Q} / \overline{\mathrm{A}}$ | QA |
| ii. | $\mathrm{A} \rightarrow \mathrm{B} / \mathrm{Q}$ | QB |

In the feeding example, rule (i) p-feeds rule (ii) and precedes (ii), but given conditions (25a.ii) and (25b.iii), it does not feed rule (ii), because some rule ordered between them, namely (iii), undoes the change that caused the feeding (it bleeds rule (ii)). In terms of the definitions in (25), there are representations betwreen the two rules, in particular the input to rule (ii), to which the second rule cannot apply. Similarly, in the bleeding example, rule (i) p-bleeds rule ii. and would indeed bleed rule (ii), if it were not for (iii), which feeds rule (ii).

Of course a pair of rules can show non-feeding or non-bleeding interactions like those in (28) in some derivations, but feeding or bleeding interactions in other derivations. As already indicated in note 7, I will use the terıns d-feed and d-bleed when feeding and bleeding is relativized to a specific derivation. English stress provides an actual example for bleeding. Stress is assigned twice in words like context ['kon,tekst] or Ahab ['e1,hæb]. But after a light syllable the second stress is removed (the "Arab rule"; Ross 1972), as in Arab ['ærab], and the destressed vowel reduces to [a]. Stress bleeds vowel reduction, but in the derivation of Arab destressing undoes the bleeding (/ærab/ $\rightarrow$ 'æ,ræb $\rightarrow$ 'æræb $\rightarrow$ ['ærəb]). Here we must say that stress bleeds reduction, because there are derivations that show actual bleeding, as in ['e, hæb], but if we relativize bleeding to specific derivations, some of them do not show a bleeding interaction: in these derivations stress doesn't d-bleed reduction. ${ }^{\text {g }}$

There is yet another interesting case of p-feeding/bleeding with no actual feeding/bleeding. If a rule $A$ p-feeds a rule $B$ and precedes it, and there is a

[^156]representation to which A applies and B would not apply, it is possible, according to (25), to have no feeding order even if, contrary to what lappens in the previous examples, B actually applies. The same is true, mutatis matandis, of bleeding order. This happens in Duke of York derivations (Pullunı 1976; McCarthy 2003), which are derivations in which a rule reverses the action of a previous rule, e.g.... A $\ldots \rightarrow \ldots$ B $\ldots \rightarrow \ldots$ A . . . Consider the derivations in (29), which contain a Duke of York subderivation, highlighted in bold (notice that (28b) above is also an instance of a Duke of York derivation):
a. Feeding order $\quad$ b. Blecding order
(Intervening interacting rules; Duke of York derivations)

|  | QA |  |  | QA |
| :---: | :---: | :---: | :---: | :---: |
| i. $\quad \mathrm{Q} \rightarrow \mathrm{R} / \ldots \mathrm{A}$ | RA | i. | $\mathrm{Q} \rightarrow \mathrm{R} / \ldots \ldots$ | RA |
| iii. $A \rightarrow B / R$ | RB | iii. | $\mathrm{R} \rightarrow \mathrm{Q} / \ldots \ldots$ | QA |
| iv. $B \rightarrow A / R$ | RA | iv. | $A \rightarrow B / Q$ | QB |
| ii. $A \rightarrow C / R$ | BC | ii. | $A \rightarrow C / Q$ |  |

In (29a) (i) p-feeds and precedes (ii), and (ii) does apply, but (i) does not feed (ii), because there is an intermediate representation to which the second rule would not apply, namely RB, created by (iii). In fact it is the other intervening rule, (iv), that now feeds (i). Similarly, in (29b) (i) p-bleeds the last rule (ii), but it does not bleed it, even if the rule does not apply, because of the interneed iate representation QA created by (iii), to which the rule would apply. Here it is rule (iv) which actually bleeds (ii).

Feeding and bleeding interactions have been used in different contexts and for different purposes, so it is conceivable to have slightly different changes in the definitions. Ore sulch change is desirable in cases in which ustal definitions do not yield a feeding/bleeding relation, and yet this relation is intuitively correct. Consider a case like (30), in which glide formation, vowel reduction, and destressing interact in Central Catalan. (30a)-(30c) show that glide formation affects postvocalic high unstressed vowels (30a), but not non-high vowels (30b), where Osiris is a lexical exception to vowel reduction, or stressed vowels (30c). It also affects high unstressed vowels that are not underlying, as in (30d).

| a. ser['a] [u]mid | b.ser['a] [olsiris <br> 'it will be Osiris' |
| :--- | :---: |
| it we wet' |  |

Notice now that the structural description V V[thigh, -stress] is met in (30d), because vowel reduction has turned [3] into a high vowel, but also because destressing has created the other condition for gliding. In such a case we want to say that these two rules jointly feed glide formation. The definitions in (25) can be changed accordingly, to meet such situations.

Notice also that a rule can stand in both feeding and bleeding order with respect to another rule. In Majorcan Catalan stops assimilate in place to a following consonant (place assimilation), and the second consonant in a two-consonant coda cluster deletes before another consonant (cluster simplification). As shown in (31), deletion of the medial C causes bleeding when the medial C is the target of assimilation, and feeding when it intervenes between the trigger and the target of assimilation.
a. Place assimilation


It should be observed that the fact that two rules $A, B$ do not have a feeding or bleeding interaction does not mean that they don't interact. In (32) rule (a) deletes final consonants, while (b) stresses the final syllable if it is heavy, otherwise the penult. Different orderings give different results, bu.t the interaction isn't either a feeding or a bleeding relation.

$$
\begin{array}{ll}
\text { a. } \quad \mathrm{C} \rightarrow \emptyset / — \# \# & \text { /satopek/ } \xrightarrow[\rightarrow]{\rightarrow} \text { satope } \xrightarrow{b} \text { sa'tope }  \tag{32}\\
\text { b. } \quad \mathrm{V} \rightarrow[+ \text { stress }] / \ldots \mathrm{C}(\mathrm{~V}) \# \# & \begin{array}{l}
\text { /satopek/ }
\end{array} \text { sato'pek } \xrightarrow{\rightarrow} \text { sato'pe }
\end{array}
$$

I will now examine counterfeeding and cormterbleeding. These notions refer only to rules that are in a specific order (potential situations don't make sense in this context). Basically, a counterfeeding/bleeding order is an order that would be feeding/bleeding if the order of the rules were reversed. Since there is some confusion in the use of the predicates, I will follow the practice in Koutsoudas et al. (1974) and uise as subject of "counterfeed/counterbleed" the second rule in the ordering, e.g. $B$ counterfeeds $A$ means that $A<B$, and $B$ would feed $A$ if $B<A$.
(33) a. $A$ and $B$ are in counterfeeding order ( $B$ counterfeeds $A$ ) in grammar $G$ iff i. $\quad A<B$
ii. B p-feeds A
b. $A$ and $B$ are in counterblecding order ( $B$ counterbleeds $A$ ) in grammar C iff
i. $A<B$
ii. B p-bleeds A

Counterfeeding order can be illustrated with the same processes of Swiss Cerman presented in (27) in another dialect group, group II, which shours the opposite ordering. Counterbleeding is illustrated with Canadian Raising in dialect A (2a):
a. Counterfecding: Siuiss German (dinlect group (J)
/xilili/ 'egg-bim'
i. Umlaut (fronting)
ii. $\mathfrak{\text { ii }} \rightarrow$ a: / - $\left\{\begin{array}{c}C \\ \text { \#\#\# }\end{array}\right\} \quad$ a:li

The opposite, feeding ordering wrould yield /æili-li/ $\rightarrow$ a:-li $\rightarrow$ wi-li
b. Counterblecding: Canadion Raising (dialect $A$ )
/rasta/
i. a $\rightarrow \Lambda / \ldots[C,-$ voice $]$ raita
ii. $\quad t \rightarrow r / V \_V$ raira

The opposite, bleeding ordering would yield /rata/ $\rightarrow$ raira $\rightarrow(n / a)$
"Counter" orderings have important properties. Assume the simple case where rules $A$ and $B$ are adjacent, and $A<B$. Since in feeding order $(B<A)$ there must be at least one input I such that $B$ is applicable to $I, A$ is not applicable to I, and $A$ is applicable to the output of $B(35 a)$, it follows that in the corresponding counterfeeding order where $A<B$ there must be an input (namely I) to which the first rule, now $A$, does not apply and to which the second rule, now B, applies (35b). Hence the generalization expressed by A does not appear in the output: we can say, using McCarthy's (1999) terms, that it is not surfnce-truc, it is not true of the output of B , usually the surface representation. In the bleeding order $B<A$ there must be by definition at least one input I such that both $A$ and $B$ are applicable to I (giving different results, $I^{\prime}$ and $\mathrm{I}^{\prime \prime}$, respectivel y ), and $A$ is not applicable to the ontput of $B(35 \mathrm{c})$. It follows that in the corresponding counterbleeding order $A<B$ there can be an input to which the first rule, now $A$, applies and to which the second rule, now $B$, might apply and change the context of application of the first rule (35d). Hence the generalization expressed by A about the input I does not appear in the output: following McCarthy we can say that it is not sur face-apparent, because the generalization A about I is not apparent in the output of A, usually the surface representation.
a. Fecding
b. Counterfeeding
B. $\mathrm{I}^{\prime}$
A. -
c. Blecding
I
B. $I^{\prime}$
d. Counterbleeding
A. $\stackrel{\mathrm{I}}{ }{ }^{\prime \prime}$
A. $\mathrm{I}^{\prime \prime}$
B. $\mathrm{I}^{\prime \prime \prime}$
A. -
B. $-/ I^{\prime \prime \prime}$

In our previe us example in (34) for counterfeeding in Swiss German, the fronting dictated by Uınlaut is not true in the surface form [a:li]; for the counterbleeding in Canadian Raising, dialect $A$, the fact that $[\Lambda]$ derived from /a/ appears before voiceless consonants is not apparent in the surface form [rasra].

It is also important to notice that the existential quantification in the definitions in (25) of feeding and bleeding orders (hence also of counterfeeding and counterbleeding orders) allows for the existence of multiple feeding and bleeding relations between two rules. For feeding, and given two ordered rules $A<B$, the requirement (25a.ii) that there be an input I whose derivation $D$ meets the conditions required in (25a.ii) does not prevent the existence of another input I' that meets the condition (25b.ii) for bleeding. Hence A can both feed and bleed B (and B can both counterfeed and counterbleed A).

## 5 Serial and parallel approaches

Rule interactions of the sort just discussed have become important in the theoretical comparative analysis of serial and parallel approaches, in particular in relation to opaque rule interactions. If we compare a standard serial theory like SPE with a parallel theory based on constraints like Optimality Theory (OT), pure feeding and pure bleeding order effects (i.e. those that are not also counterfeeding or counterbleeding) are transparent interactions and can be derived from both. Consider the well-known case of $e$-raising and $/ t / \rightarrow[\mathrm{s}]$ interaction in Finnish (Kiparsky 1973b: 166-172), partially repeated from (20):
vete 'water-NOM SG' halut-i 'wanted'
a. e $\rightarrow \mathrm{i} /$ \#\#
veti
b. $t \rightarrow s / \ldots i$
vesi halus-i
Because both (36a) and (36b) are statenents that are true of surface forms, constraints of the form *e\#\#, *ti, dominating conflicting faithfulness constraints, together with other constraints determining the choice of [i] and [s], will derive the output of /vesi/, /halus-i/.

But counterfeeding and counterbleeding are opaque interactions and cause problems for a parallel approach. A process (37a) is opaque (Kiparsky 1973b: 79) to the extent that there are phonetic forms in (37b) or (37c); otherwise it is transparent. The derivations (37d) and (37e) illustrate (37b) and (37c), respectively.
a. Rule: $\mathrm{A} \rightarrow \mathrm{B} / \mathrm{C} \_\mathrm{D}$

Opaque surface forms
b. A in the environment $\mathrm{C} \_\mathrm{D}$
c. B derived by (a) in an environment different from C _ D
d.
/EAD/
$\mathrm{A} \rightarrow \mathrm{B} / \mathrm{C} \_\mathrm{D}-$
$\mathrm{E} \rightarrow \mathrm{C} / \ldots \mathrm{A} \quad \mathrm{CAD}$
e.
/CAD/
$\mathrm{A} \rightarrow \mathrm{B} / \mathrm{C} \_\mathrm{D} \quad \mathrm{CBD}$
$C \rightarrow E / \ldots A \quad E B D$

In (37d) the generalization "A does not appear in C _ D; B appears instead" expressed by (37a) is not surface-true; the rule underapplies with respect to surface representations. In (37e) the generalization "underlying (or intermediate) $A$ is represented by $B$ in $C \ldots D^{\prime \prime}$ is not true of the derivation, it is not surfaceapparent; the rule overapplies with respect to surface representations, since it applies outside its environment. To illustrate with a real example, consider counterfeeding in Madurese (Austronesian, Indonesia) (McCarthy 2002: 174-175). Nasality spreads rightwards onto following vowels, but is blocked by oral consonants, and voiced stops delete after a nasal (Chapter 78: Nasal harmony):

$$
\begin{align*}
& \text { a. /nagga?/ /nana?/ }  \tag{38}\\
& \text { b. } \quad V \rightarrow[+n a s] / N+ \\
& \text { c. } / \mathrm{bdg} / \rightarrow \varnothing / \mathrm{N} \\
& \text { Surface }
\end{align*}
$$

In the first derivation, rule (38c) has deleted an oral consonant and has thus partially changed the context of application of rule (38b); rule ( 38 b ) underapplies, because if it did apply to the surface representation it would nasalize the second vowel, *[nǎıã̉']. The generalization that a nasal vowel nasalizes following vowels across nor-oral consernants is not surface-true.

Such an opaque interaction is derivable in an ordered rule system, but not in a system in which markedness generalizations are about surface forms. Consider now a model like OT. For an input /nàra? / (cf. the second derivation in (38)), the constraint hierarchy must favor candidaie [nãyã?] over candidate *[nãr)a ${ }^{7}$ ] (nasalization spreads across non-oral consonarts). Therefore it will alse) favor the non-opaque candidate *[nārjā"] over canctictate [nārja?] if the input is /nãrga?/. Similar considerations apply to counterbleeding opacity. Consider our earlier example, Canadian Raising in clialect $A$. The change /art/ $\rightarrow$ [Ast] does not appear as such in the phonetic representation of iuriter, because the second rule has modified the result of the clange, turning the triggering voiceless $/ \mathrm{t}$ / into [r]:

| a. <br> b. aı $\rightarrow$ st / _ [C, -voice $]$ | $\begin{gather*} \text { /raita/ }  \tag{39}\\ \text { rasta } \end{gather*}$ |  | /talp/ tasp |
| :---: | :---: | :---: | :---: |
| c. $\mathrm{t} \rightarrow \mathrm{c} / \mathrm{V}_{-} \mathrm{V}$ | raisa | (sir, mol sit) | tasp |

Here in order to obtain the transparent [tarp] in type, both *al[C, -voice] and *VtV must be active. But for iuriter the input /ra.ta/, where both constraints are relevant, cannot have as output [raira], because the candidate [rasta] also satisfies both narkedness constraints and is, in addition, more faithful to the input:

| /raita/ | *as[C, -vaics] | *VtV | Faitit[ar] | Faith [1] |
| :---: | :---: | :---: | :---: | :---: |
| a. raita | *! | * |  |  |
| b. raita |  | *! | * |  |
| mar c. raira |  |  |  | * |
| d. raisa |  |  | * | * |

## 6 Conclusion

Rules are generalizations about the distribution of sound in natural languages. Rule ordering is a specific theory about how these generalizations interact to derive a surface representation. The intensive study of many phonological systems using rule ordering has not only produced a rich body of descriptive work, but has also unveiled many deep properties of phonological systems and many theoretical problens that go beyond the model that generated then. When the problen of the theoretical status of phonology was first addressed seriously, it was immediately realized that phonological generalizations could not have two properties at the same time: they could not be absolute generalizations and generalizations about the surface representation. In other words, they could not map a lexical representation to a surface representation in one step (simultaneous rule application), as illustrated by Joos's paradox discussed at the beginning of §1. The response to this fact was that the requirement that general izations be trile of surface representations should be abandoned, and hence that phonological processes had to be ordered. The conviction of many present-day phonologists that the right response is to abandon the other requirement, i.e. that generalizations be absolute, and keep the idea that they apply to surface representations, has been made possible by many decades of work in a framework based on rule ordering. Even if many things have changed since the days in which a phonological description could be based on a system with a depth of ordering of 20 or 30 (i.e. 20 or 30 rules that had to be linearly ordered), ${ }^{9}$ serial approaches haven't achieved a total elimination of ordering through mechanisnns like the ones described in §2.3. At the same time, many of the properties of phonological systems that have been discovered as the result of work on rule ordering the existence of opacity, disjunctivity as predicted by the Elsewhere Condition, derived environment effects, and many morphology-phonology interactions are still important problems that will stimulate further research, for both serial and parallel approaches.
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# 75 Consonant-Vowel Place Feature Interactions 

Jaye Padgett

## 1 Introduction

Both consonants and vowels are formed with constrictions in the oral cavity, made by the lips, the tongue blade, the tongue body, and/or the tongue root. Since they make demands on the same organs, it should not be surprising that the place features of consonants can influence those of vowels and vice versa. Indeed, such interactions are common: consonants and vowels frequently assimilate in place to one another, or dissimilate. But the empirical territory is not simple, and attempts to urderstand consonant-vowel place interactions (henceforth "C-V interactions") have led to much unresolved debate in phonological theory.

The questions inost debated have had to do with the nature of the phonological features we assume, with questions of feature structure and with clains about the locality of phonological processes. However, as the field of phonology gravitated toward questions of constraint interaction under the influence of Optimality Theory (Prince and Smolensky 1993), attention toward these representational questions faded without having been resolved. Whatever the theoretical framework though, the empirical puzzles underlying the debate about $\mathrm{C}-\mathrm{V}$ interactions remain, and remain interesting.

The discussion in this chapter will necessarily reflect the open-endedness of the historical discussion, as wrell as the framework in which that discussion was held - autosegmental phonology and feature geometry. §2 begins by presenting a typology of $\mathrm{C}-\mathrm{V}$ interactions. $\S 3$ puts forward an influential model of feature geonetry as a point of departure and reviews the challenges raised for that model by $\mathrm{C}-\mathrm{V}$ interactions. $\$ 4$ discusses a prominent approach to these challenges, a "unified feature" approach to consonants and vorvels advocated by Herzallah (1990), Clements (1991), Hume (1994, 1996), Clements and Hume (1995), and others. In $\S 5$ we pause to consider issues of locality and transparency in $\mathrm{C}-\mathrm{V}$ interactions. $\$ 6$ covers an alternative to the unified feature approach, due to Ní Chiosáin and Padgett (1993) and Flernrning (1995, 2003), called the "inherent vowel place" approach here, $\$ 7$ concludes.

## 2 A typology of C-V interactions

The typology given here is not meant as an exhaustive survey of the kinds of $C-V$ interaction known. Instead the goal is to classify processes according to the challenges they have presented for phonological theory. In particular, a key distinction will be made between "within-category" C-V interactions and "cross-category" C-V interactions.' Also, for space reasons the ınain focus will be on assimilations (Charter 81: local assimilation), with only occasional reference made to dissimilatory cases (see CHAPTER 60: DISSIMILATION).

### 2.1 Within-category interactions

It may seem incoherent to posit "within-category" interactions between the distinct categories of consonant and vowel. However, it is well known that consonants can have secondary articulations that are essentially vocalic in nature: vowel- or glide-like gestures, produced along with a consonant's primary place of articulation. Some representative examples are illustrated in (1) (see also charter 29: secondary and double articulation; chapter 71: l'alatalization; charter 121: slavic palatalization). ${ }^{2}$
(1) (Scmi-)vocalic secondary articulations
$\begin{array}{ccc}\text { labialization } & \text { palatalization } & \text { velarization } \\ t^{\prime \prime} & t^{j} & t^{*}\end{array}$
Indeed, glides themselves are consonants with vocalic properties (Cirapter is: glides). "Withir-category" interactions are those between a vowel and another (semi)-vocalic element, whether the latter is a secondary articulation or a primary one (a glide).

Let us begin with interactions between vowels and glides. The examples in (2) are from Kabardian (Colarusso 1992: 32-33). Kabardian has a "vertical" vowel system arguably consisting of only the two phonemes $/ \mathrm{i} \mathrm{a} \mathrm{a} /$. These vowels assimilate in backness and roundness to a following coda glide. According to Colarusso, the triggering glide is elided in all but careful speech, with some compensatory lengthening (not shown). Effects like this of glides on vowvels, affecting either vowel color (backness and/or roundness) or height (citarter 19: vowel place; charter 21: vowel height), seem common in languages.
(2) /q’aw/ [q'uw] 'swan' /baj/ [bij] 'enemy'
/psaw/ [psow] 'alive' /tsaj/ [tsej] 'one of wool (kind of coat)'
Turning to vocalic secondary articulations, non-low short vowels in Irish are front before palatalized consonants and back before non-palatalized consonants; the

[^158]latter are velarized. The symbols "I/E" denote underlying high and mid vowels (respectively) of indeterminate backness.

| /m'Idi/ | [m'ıdi] | 'we/ 1 (ts' | $/ p^{*} \ln t^{*} /$ | [ $\mathrm{P}^{\text {s }}$ unt ${ }^{\text {x }}$ ] | 'pound' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| /silvi/ | [ ${ }_{\text {IV }}{ }^{\text {j }}$ ] | 'you ( PL )' | /skilb ${ }^{\text {/ }}$ | [skiub ${ }^{\text {b }}$ ] | 'snatch' |
| $/ t^{8} \mathrm{Et}^{\text {j }}$ | [ $t^{8} \varepsilon t^{\text {i }}$ ] | 'snoke' | $/ \mathrm{b}^{3} \mathrm{Es}^{8} /$ | [ $\mathrm{b}^{7} \mathrm{~s}^{\gamma}$ ] | 'palm (of hand) |
| /tiEp ${ }^{\text {a }}$ | [ $\mathrm{t}^{\mathrm{i}} \mathrm{E}$ P $\mathrm{P}^{\mathrm{i}}$ ] | 'fail' | /liEm ${ }^{*}$ | $\left[l^{\prime} \wedge n 1^{v}\right]$ | 'with me' |

Sintilarly, labialized consonants can cause a neighboring vowel to be round, as in Kabardian /das"/ $\rightarrow$ [doss"] 'thief' (Colarusso 1992: 30). In a case involving pharyngealization (or uvularization; see note 2), emphatic consonants in Palestinian Arabic cause /a/ to ablaut to [ u ] instead of [i] in first measure imperfect verbs (Herzallah 1990): the imperfect form of [nađ'am] 'compose' is [ji-nơ'um] rather than the expected *[ji-nớim] (cf. [katab], [ji-ktib] 'write'). Herzallah argues that secondary pharyngealization involves a component of backness that spreads to the vowel in these cases. In a more typical case of emphasis spread, vowels in Ayt Seghrouchen Tamazight Berber are backed and lowered next to emphatic consonants (Rose 1996), as shown in (4). Rose argues that emphasis spread is the spreading of the feature [RTR] ([Retracted Tongue Root]) (see also charem 25: PHARYNGEALS; CHAPTER 77: LONG-DISTANCE ASSIMILATION OF CONSONANTS).
(4)
a. [izi] 'fly'
[llef] 'to divorce'
[nờu] 'to tre shaken'
b. /iz'i/ [eže] 'bladder'
$/ t^{\top} t^{\top} e f /\left[t^{\top} t^{\top} \varepsilon f\right]$ 'to hold'
/no゙u/ [nơo] 'to cross'

Consonants conmonly acquire vocalic secondary articulations by assimilating to adjacent vowels. For example, Russian consonants are palatalized before certain suffixes beginning in [i] or [e] (Padgett, forthcoming; see also chapter 121: slavic palatalization):

| Nom sg | Nom sg (dim) | Loc sy |  |
| :--- | :--- | :--- | :--- |
| stol | stolijk | stolie | 'table' |
| dom | domijk | domie | 'house' |
| sar | sarijk | sarie | 'ball' |
| zont | zontijk | zontie | 'umbrella' |

A similar palatalization occurs in Nupe (Hyman 1970), Also in Nupe, consonants are rounded (or labial-velarized) before rounded vowels, e.g. [eg" $\mathbf{u}$ ] and $\left[\mathrm{eg}{ }^{\prime \prime} \mathrm{o}\right.$ ] for /egũ/ 'nuud' and /egn/ 'grass' (tones not shown).

It is worth noting that the examples of within-category assimilation presented above never involve a vowel changing the features of a glide or of a consonant's secondary articulation. Such cases seen at best rare, but it is not clear why that should be.

Again, what all within-category interactions have in common is interaction among overtly (semi-)vocalic elements. Clides are [-consonantal] in the feature thenry of Chomsky and Halle (1968; SPE). Vocalic secondary articulations are likewise basically vocalic in constriction degree, even if they accompany primary constrictions that are [+consonantal]. For reasons that will become clear below,

C-V interactions of this sort have created little controversy in phonological theory. This is in contrast to $\mathrm{C}-\mathrm{V}$ interactions in which the primary articulation of a [tconsonantal] segment (CHAIt Er 22: consonantal place of articulation) appears to interact with the place of a vowel, cases called "cross-category" here.

### 2.2 Cross-category interactions

Numerous cases are known in which plain (not rounded) labial consonants cause vowels to be round. This happens, for exanıple, in a dialect of Mapila Malayalam described by Bright (1972). ${ }^{3}$ In this dialect, a vowel is inserted for apparently phonotactic reasons. The vowel is generally something like [i] (not a phoneme of the language), as shown in (6a); but it surfaces as [u] after [o] or [u] (6b) or after a labial consonant ( 6 c ). The rule is productive, applying even in borrowings like [trippu].

| a. pa:li | 'milk' | b. onnu 'one' | c. t'a:vu | 'death' |
| :--- | :--- | :--- | :--- | :--- | :--- |
| pandi | 'shake' | nu:ru | 'hundred' | djappu 'pound' |
| kurva:ni | 'Koran' | ummu | 'dine!' | isla:mu 'Islan' |
| dressi | 'dress' | o:du 'run!' | trippu 'trip' |  |

Another well-known case occurs in Turkish (Lees 1961; Lightner 1972). Within historically native Turkish roots, a high vowel following [a] and any intervening consonants is normally [ $\mathbf{w}$ ] (sometimes transcribed [ $\mathbf{i}$ ]). But it is [ $u$ ] when a labial consonant intervenes, e.g. [javru] 'cub, chick', [armud] 'pear'. Cross-category dissimilations also occur. For example, in Cantonese a syllable rhyme cannot have both a rounded vowel and a labial coda, e.g. *[up] (Cheng 1991). Other languages showing $C-V$ interactions involving vowel rounding and plain labial consonants are discussed by Hyman (1973), Campbell (1974), Sagey (1986), Clements (1991), Selkirk (1993), Flemming (1995), and Anttila (2002),

There seems to be a sinilar connection betwsen coronal place of articulation (citapter 12: CORONALS) and front vowels. A frequently cited example comes from Maltese Arabic (Brame 1972; Hume 1994, 1996). In imperfective Measure I verbs, the prefix vowel is normally identical to the vowel of the stem, as shown in (7a). However, when the stem begins with a coronal obstruent, the prefix vowel is [i], (7b). Note that some of the verbs in (7b) undergo an independently existing ablaut by which the imperfective stem vowel becomes [o]; this occurs in verbs without initial coronal obstruents too, e.g. [barad] ws. [jo-brod] 'to file'. In these verbs the prefix vowel is normally [o].
(7) perfective imperfectiver
$\begin{array}{lll}\text { a. Kotor } & \begin{array}{lll}\text { ko-ktor } & \text { 'to increase' } \\ \text { 'asam } & \text { ja--sam } & \text { 'to break' }\end{array} \\ \begin{array}{ll}\text { lieles } & \text { je-liles }\end{array} & \text { 'to set free' } & \\ \text { nizel } & \text { ji-nzel } & \text { 'to descend' } \quad U R=\text { /nizil/ }\end{array}$

[^159]| b. daћal | ji-dћol | 'to enter' |
| :--- | :--- | :--- |
| talab | ji -tlob | "to pray' |
| sehet | ji -shet | 'to curse' |
| dzabar | ji -dgbor | 'to collect' |

Hume $(1994,1996)$ treats the general vowel copy as a case of feature stability: when the first vowel of the imperfective stem is deleted (by a normal syncope rule), its vowel place features surface on the underlyingly featureless prefix vowel. In (7b), however, a rule applies by which the prefix vowel acquires its frontness from a coronal obstruent; this rule takes precedence over the feature stability rule.

In another widely cited case, non-low vowels in Cantonese must be front when between coronal consonants (Cheng 1991); next to [tit] 'iron' and [ten] 'a shield' there are no forms like ${ }^{*}[t u t]$ or *[ton]. Similarly, in Kabardian the vowels /a/ and /a/ are allophonically fronted before coronal consonants, e.g. / /ad/ 'donkey' and /zaz/ 'bile' become [fed] and [zæz], respectively (Colarusso 1992: 30). Discussion of other cases can be found in Clements (1976, 1991), Hume (1994), and Flemming (1995, 2003).

Dorsal consonants can trigger backing of vowels. This is clearly true when the consonants in question are uvular, analyzed by many as having a [pharyngeal] (Herzallah 1990; McCarthy 1994) or [RTR] (Rose 1996) component in their place of articulation, as well as a [dorsal] one. In fact, uvulars, which are [+back, -high] in the SPE framework, can trigger backing and/or lowering. The data in (8) from Inuktitut are taken from Buckley (2000), who cites Schultz-Lorentzen (1945) and Fortescue (1984). The high vowels seen in (8b) are lowered to mid before either of the language's uvular segments, $[q]$ and $[\mathrm{R}],(8 \mathrm{a})$. This is an allophonic change, since the vowel phonemes of Inuktitut are /i u a/. According to Rischel (1974), this rule involves retraction as well as (or even noore than) lowvering, though this is not obvious from the transcriptions. As Elorrieta (1991) notes, this is consistent with the notion that uvulars are pharyngealized dorsal consonants.

$$
\begin{array}{ll}
\text { a. } & \text { serm } \varepsilon-q  \tag{8}\\
& \text { ike-kput 'glacier' } \\
& \text { uvdlo-q } \text { 'day' }
\end{array}
$$

b. sermi-t 'glaciers'
iki-t 'your wound'
uvdlu-t 'days'

In Kabardian, the phonemes /a a / are backed before uvulars, e.g. /baq/ $\rightarrow$ [baq"] 'cowv shed' (Colarusso 1992: 30).t

Velar consonants, which are also [dorsal], can also cause backing, and/or raising. One example is from Maxakalí (Gudschinsky et al. 1970; Clements 1991). Tautosyllabic VC sequences tend to display an excrescent vowel which either replaces the consonant or forms a transition from vowel to consonant, depending on aspects of the environment. The place of this excrescent vowel depends on the place of the consonant. As shown in (9a), that vowel is /a/before alveolars. But it is a high back vowel before velars, (9b). (The vowel is also [i] before "alveo-palatals," and sonnething like [ $\Delta$ ] before labials.) ${ }^{j}$

[^160]| ／mit／ | ［mbijat ${ }^{\text {² }}$ ］ | ＇sound of a jaguar＇s footsteps＇ |
| :---: | :---: | :---: |
| ／kot nak／ | ［kową datŭx］ | ＇dry manioc＇ |
| b．／no？ok／ | ［ $n$ do？${ }^{\text {cumx }}$ ］ | ＇to wave（something）＇ |
| ／kurakkuk／ | ［kwfawkux］ | ＇capybara（species of rodent）＇ |

If Clements（1991）is right that［a］represents the basic quality of the excrescent vowel，then［ $k$ ］（and also［ r$]$ ］）seem to cause it to raise and back．Similarly，in Yoruba，certain i－initial nouns show the／i／backing to［u］when a velar precedes． This occurs in a reduplicative context，e．g．／ki＋is $3 / \rightarrow$［isskuss］＇saying， foolish／loose talk＇（Pulleyblank 1988：245－246；tones omitted）．Other cross－ category cases involving velars are discussed in Ní Chiosáin and Padgett（1993）， Clements and Hume（1995），and references therein．${ }^{6}$

Finally，pharyngeal consonants often cause vowels to lower and back，particu－ larly to［a］．In fact，this can be a property of all＂guttural＂consonants－uvulars， pharyngeals，and（for some languages）laryngeals－which can all be analyzed as having a［pharyngeal］component to their place of articulation（McCarthy 1994） （see also charter 25：fharyngeals）．The examples in（10），taken from Rose （1996），who cites Cowell（1964），are from Syrian Arabic．The feminine suffix ／－e／，seen in（10a），is realized as［a］after gutturals，（10b）．

$$
\begin{array}{ll}
\text { a. daraj-e } & \text { 'step' }  \tag{10}\\
\text { Jerk-e } & \text { 'society' } \\
\text { madras-e } & \text { 'school' }
\end{array}
$$

b．wa：zh－a＇display＇
mui：ti－a＇good＇
dagga：r－a＇tanning＇

The examples of cross－category assimilation discussed so far involve conson－ ants affecting vowels．A striking fact is that consonant－to－vowel cross－category assimilations are notably missing（Ni Chiosáin and Padgett 1993）．The one clear exception to this claim is the case of palatalizing mutations．As many have noted （e．g．Clements 1976；Mester and Itô 1989），front vowels，especially higher ones， often trigger mutations of velars or dentals／alveolars to palato－alveolar（or a similar）place of articulation．Hume（1996）cites a case of velar mutation in Slovak （Rubach 1993）by which $/ \mathrm{kg} \times 8 /$ become［ g \＄ 5 3］respectively before any of ［ j i e æ］（see chal＇ter 6i：consonant mutation for more on mutations）：

| a．vnuk | ＇grandson＇ | vnutfik | （Dilvi） |
| :--- | :--- | :--- | :--- | :--- |
| b．tsveng | ＇sound＇ | tsvendjat ${ }^{\text {j }}$＇to sound＇7 |  |
| c．strax | ＇fright＇ | strafiti | ＇frighten＇ |
| d．boy | ＇god＇ | boze | （voc） |

Such cases are common，and clearly involve assimilation of a velar consonant to a front vowel．The existence of these cases might lead us to expect equally frequent assimilations to round vowels，such as $/ \mathrm{ku} / \rightarrow$［pu］，or assimilations to［a］，such as $/ \mathrm{fa} / \rightarrow$［tia］．But assimilations like these，or the many others that

[^161]can be imagined if vowels can cause place assimilation of a consonant, are glaringly absent."

Apart from this asymmetry, another interesting fact about cross-category assimilations should be noted. Compared to within-category assimilations, they seem "weak" in several respects. First, they appear to be much less frequent. This seems especially clear if we compare within-category effects in which a consonant's secondary articulation affects a vowel to cross-category effects in which a consonant's primary articulation affects a vowel, e.g. $/ \mathbf{k}^{*} \dot{\ddagger} / \rightarrow\left[\mathrm{k}^{\mathrm{k}} \mathrm{u}\right]$ os . /pi/ $\rightarrow$ [pu]. If we keep in mind that consonants with secondary articulations occur in a minority of languages while all languages have plain consonants (see e.g. Maddieson 1984), the difference is very striking. The seeming exception to this generalization involves gutturals, which, when present in a language, seem likely to trigger assinnilation of a vowel (McCarthy 1994; Rose 1996).

Second, cases in which a consonant's primary place takes precedence over its secondary place in determining a vowel's place features, e.g. /p’i/ $\rightarrow$ [ $p^{i} u$ ], seem non-existent (Ni Chiosáin and Padgett 1993; Flemming 1995, 2003).

Third, cross-category effects often seem to involve vowels that are "underspecified" (chatter 7: feature stecification and undersidecification) in the sense of being either epenthetic (CHAPTER 67: vOWEL EPENTHESIS), reduplicative (Citapter ton: reduplication), or central (see also citapter 58: the emergence of the unmarked). The case of Mapila Malayalam is typical: the vowel [i] is not one of the language's phonemes /i e a o u/, it is predictably inserted, and it is central. Central vowels (w'hether predictable or not) are often hypothesized to lack specification to some degree, whether phonetically (Browirian and Goldstein 1992) or phonologically (Kaye et al. 1985; Clements :1991; Lombardi 2003) (see also Charter 26: schwa). That cross-category effects often seem to be linked to central and epenthetic vowels suggests that they often can be feature-filling, but not feature changing.

Fourth, cross-category effects generally seem to be highly local: the consonant and vowel must be immediately adjacent or mearly so (Charter 8i: local assimilation). Though some within-category effects seem to have this property too (e.g. rounding or palatalization of consonants by vowels), some clearly do not. For example, consonants can dissimilate across vowels, and yet cross-category dissimilations are local.

Finally, some cross-category effects seem to need to "gang up" in order to apply. In the case of Cantonese vowel fronting mentioned above, the vowel must be surrounded by coronals in order to undergo the rule. In $\mathrm{Fe}^{\text {? }}$-fe?-Bamileke, a labial consonant causes an adjacent reduplicating vowel to be round, but only when a round vowel is also present; likewise, a coronal consonant causes it to be front only when a front vowel is also present (Hyman 1972)."

These facts about cross-category effects, suggesting that they are in some sense "weak," should arguably follow from any account of them.

[^162]
## 3 C-V interactions and feature theory

Research on C-V interactions became particularly active within the context of the development of feature geometry theory. This chapter assumes a basic familiarity with the workings of autosegmental phonology and feature geometry (see cilarter 14: autosecments and charter 27: the organization of features.)

A good starting point for our discussion is a feature geometry representation based on the influential work of Sagey (1986), with some modifications suggested by McCarthy (1988), shown in (12) (some details omitted).
(12) Fenture geometry


Focusing on the place of articulation features, one notable property of Sagey's model is its basis in active articulators of the vocal tract: [labial], involving the lips, [coronal], involving the tongue tip and/or blade, and [dorsal], involving the tongue body. In its grounding in articulation the model is in the tradition of SPE. However, Sagey's model departs from SPE in various respects, including in holding that the articulator nodes [labial], [coronal], and [dorsal] are privative, and that they are organizational nodes in feature geometry, as shown in (12). ${ }^{10}$

As Sagey argues, an advantage of an articulator-based model like this is that it easily represents complex segments - segments that have more than one place of art coulation, such as [gb] (chapter 29: secondary and double articulation). In SPE, by comparison, velars are [-anterior, -coronal] and labials are [+anterior, -coronal]. In such a system it is unclear how to spec:fy a segment that is both labial and velar. This point is relevant to us, since consonants bearing vocalic secondary articulations are complex segments. For example, in Sagey's terms the segments $\left[\mathrm{t}^{\omega}\right]$ and $\left[\mathrm{t}^{\dagger}\right]$ are represented as in (13a) and (13b), focusing only on place features. ${ }^{.11}$ Vowels are also specified in terms of the features in (12) and are often complex segments thenselves. The vowels [u] and [i], for instance, are specified as in (13c) and (13d). The representation in (13d) assumes that [i] has an active lip-spreading gesture, which requires involvement of the lips. Since all vowels are specified for tongue body features, all vowels have a [dorsal] specification.

[^163](13)


To give a more complete understanding of this feature system, Table 75.1 shows place specifications for plain, palatalized, and rounded consonants of all three major places of articulation and for five representative vowels. The symbol " $\checkmark$ " indicates specification of a privative (major) place feature. In this theory, specification of a feature such as [round] or [back] is possible only if the relevant major place - here [labial] or [dorsal] respectively - is speciffed. Otherwise, full feature specification is assumed for the sake of discussion. For our purposes, what is particularly worth noticing is the disjointedness of the consonantal us. vocalic place specifications. Unless they are labialized or palatalized, coronal consonants have nothing in common with vowels. Plain labials are like rounded vowels in having a [labial] specification - but not in being rounded. The exception to this disjointedness is with [dorsal] consonants, which, following SPE, are specified for vocalic tongue body features. This is in fact how velars are distinguished from uvulars ( $[-$ high, -lows $]$ ) and pharyngeals ( $[-$ high, +low]).

Within such a model, many within-tier interactions are straightforward to represent. For example, the dependence in Irish of a short vowel's backness

Table 75.1 Feature specifications (Sagey 1986)

|  |  | P | Pi | $\mathrm{P}^{\prime \prime}$ | $t$ | $!^{\prime \prime}$ | ${ }^{\text {t" }}$ | k | $\mathrm{k}^{\text {i }}$ | $k^{\text {TV }}$ | i | y | a | 0 | $u$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [labial] |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  | $\checkmark$ |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |
|  | [round] | - | - | + |  |  | + |  |  | + | - | $+$ |  | + | + |
| [coronal] |  |  |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  |  |  |  |  |  |  |
|  | [anterior] |  |  |  | $+$ | + | + |  |  |  |  |  |  |  |  |
|  | [distributed] |  |  |  | $+$ | + | + |  |  |  |  |  |  |  |  |
| [dorsal] |  |  | $\checkmark$ |  |  | $\checkmark$ |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
|  | [high] |  | + |  |  | $+$ |  | + | + | + | $+$ | + | - | - | + |
|  | [loww] |  | - |  |  | - |  | - | - | - | - | - | $+$ | - | - |
|  | [back] |  | - |  |  | - |  | $+$ | - | $+$ | - | - | + | $+$ | + |

on the following consonant (see (3)) is an assimiation as shown in (14a). ${ }^{12}$ The assimiation of a plain consonant to a round vorvel, as in Nupe [eg"o] 'grass', is as in (14b). (The rule spreads [+round], and [labial] is inserted on the consonant by Node Interpolation (Sagey 1986). Alternatively, [labial] spreads to the consonant.) Apart from the advantages of an articulator-based representation, it is not the particular geometry assumed here that makes within-category effects easy to represent. The point is that vowels, glides, and (semi-)vocalic secondary articulations on consonants are assumed to employ the very saine set of place features. If that is true, then whatever the geometry, there is no (at least general) difficulty in representing within-category processes.
a. $/ m l^{k} \mathrm{Id}^{j} / \rightarrow\left[\mathrm{m}^{x} 1 \mathrm{~d}^{j}\right]$

b. /ego/ $\rightarrow$ [eg"o $]$


Compare the situation with cross-category assin.ilations. Recall that in Mapila Malayalarn the vowel / $\dot{\mathrm{j}}$ / is rounded after a plain labial consonant (see (6)). Since it is a plain (not labialized) labial consonant in question, it cannot be specified [+round]. Whether the consonant is specified [-round] or unspecified for [round], spreading [labial] as in (15a) will not cause the vowel to round. In the case of Maltese Arabic (see (7)), the problen seenis even worse. The feature [-back] needed to achieve [i] is not part of the representation of a coronal consonant. ${ }^{13}$ Spreading [coronal], the only seeming option, is of no help. The issue once again is not about the feature geometry pursued. The problem is that the place features that are assuined to define consonantal place are largely disjoint from those assumed to define vocalic place. There is therefore no straightforvard way to explain why plain consonants can affect vowels in this way.

b. $\quad \stackrel{?}{7} / \mathrm{jV}$-tlob $/-\rightarrow[j \mathrm{ji}-\mathrm{tlob}]$


This problem of disjoint place features for consonants and vowels has been noted for some time. For example, before the advent of autosegmental phonology or feature geometry, Campbell (1974) and Clements (1976) had pointed out the

[^164]problem for the SPE feature theory of processes like those of Mapila Malayalam and Mlaltese, respectively. Campbell noted the lack of connection between the features [labial] and [round], and Clements did the same for [coronal] and [back]. By comparison, cross-category effects involving [dorsal] consonants make sense in the feature theory of SPE/Sagey (1986), because such consonants are specified for [high], [low], and [back]. For example, the vowel lowering of Inuktitut (see (8)) can be represented as in (16). The point holds equally if Inuktitut is better interpreted as [RTR] spread from a consonant. To put it differently, according to this theory assimilations by vowels to [dorsal] consonants are, in a sense, withincategory effects: the infiuence of [dorsal] consonants is accomplished through vowvel place features.


## 4 Unified feature theory

The idea that consonants and vowels should be specified by the same set of place features has been motivated by researchers in diverse frameworks, including Schane (1984, 1987), Kaye et al. (1985), Anderson and Ewen (1987), Selkirk (1988, 1993), van der Hulst (1989), and Clements (1991). Selkirk and Clements cast the idea roughly in terms of the features of Sagey (1986), as shown in Table 75.2.' ${ }^{\text {¹ }}$ Following McCarthy (1994), a feature [pharyngeal] is now included. McCarthy argues that uvular, pharyngeal and, for at least some languages, laryngeal consonants have in common a [pharyngeal] specification.

Table 75.2 Unified place features fifir consonants and vorvels (Clements 1991)

|  |  | p | $\mathrm{P}^{\text {i }}$ | $\mathrm{P}^{\prime \prime}$ | ! | ${ }^{\text {T}}$ | $t^{*}$ | k | $k^{i}$ | $k^{*}$ | \% | i | y | a | 0 | $u$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C-Flace | [labial] | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | [coronal] |  |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  |  |  |  |  |  |  |  |
|  | [dorsal] |  |  |  |  |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  |  |  |  |  |
|  | [pharyngeal] |  |  |  |  |  |  |  |  |  | $\checkmark$ |  |  |  |  |  |
| V-Place | [labial] |  |  | $\checkmark$ |  |  | $\checkmark$ |  |  | $\checkmark$ |  |  | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |
|  | [coronal] |  | $\checkmark$ |  |  | $\checkmark$ |  |  | $\checkmark$ |  |  | $\checkmark$ | $\checkmark$ |  |  |  |
|  | [dorsal] |  |  |  |  |  |  |  |  |  |  |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |
|  | [pharyngeal] |  |  |  |  |  |  |  |  |  |  |  |  | $\checkmark$ |  |  |

[^165]The unified feature approach capitalizes on the apparent articulatory parallelism between consonants and vowels: both labial consonants and round vowels involve a constriction at the lips; both coronal consonants and front vowels involve a constriction at the tip/blade/front of the tongue; both dorsal consonants and back vowels involve a constriction at the tongue dorsum; and both pharyngeal consonants and low vowels involve a constr" ition between the tongue root and the pharynx wall. (The parallelism in the case of [coronal] is the most questionable, as we will see later.) For Clements (1991) and others working within this framework (including Herzallah 1990; Hume 1990, 1994), the consonant-vowel parallelism does not extend to vowel height (or stricture features in consonants). Distinct features are still needed for these properties of segments. This means that the unified feature approach obviates the vowel color features [back] and [round], but not [high] and [low].

Of course, vocalic rounding is not articulatorily identical to the labial constriction of a consonant; likewise for the other paral lel features. For these unified features to be phonetically interpreted we require reference to a segment's manner features. For example, if a sound is specified as [-consonantal] then [labial] is interpreted as lip rounding. Alternatively, the relevant information is read off feature-geometric structure. Thus Herzallah (1990), Clements (1991), Hume (1994, 1996), and Clements and Hume (1995) locate [labial], [curonal], [dorsal]. and [pharyngeal] under separate C-Place arut V-Place nodes, depending on whether a consonantal or vocalic constriction is intended. In these terms, the segments seen above in (13) are now rendered as in (17). Segment (17a) is interpreted as [ $\mathrm{t}^{\mathrm{V}}$ ] because [labial] is a V-Place feature while [coronal] is a C-Place feature; and so on for the other representations. ${ }^{15}$


[^166]Naturally, it remains true in this theory that vowel place features and secondary vocalic articulation features on consonants are the same. Therefore it remains straightforward to characterize within-caterory assimilations as seen in (14) above, now understood as in (18). Cases such as Inuktitut (see (8)) are also arguably withincategory, as noted above.
a. $/ 1 n^{8}{ }^{Y} d^{j} / \rightarrow\left[n^{Y}{ }^{Y} d i\right]$
I $d^{j}$

[coronal]
b. /ego / $\rightarrow$ [eg"o]


What is new with unified features is the possibility of directly capturing crosscategory assimilations too. Compare the representations in (19) to the problematic (15) above. In (19a) (Mapila Malayalam), [labial] spreads from a consonant to a vowel. Notice that [labial] is linked to C-Place for the consonant and to V-Place for the vowel. It is therefore interpreted as consonantal lip constriction for the consonant and as rounding for the vowel. Similar reasoning holds for (19b) (Maltese; see Hume 1994, 1996). Cases of backing around do real consonants, as in Maxakali (see (9)), similarly involve the spreading of [dorsal] from consonant to vowel.
a. / itsappi/ $\rightarrow$ [4japPu]

b. /jV-tlob/ $\rightarrow$ [ji-tlob]


Finally, cases in which a vowel becomes [a] around a guttural consonant, as in Syrian Arabic (see (10)), are analyzed as the spreading of [pharyngeal] (Herzallah 1990; McCarthy 1994; Rose 1996), as shown below.


In short, unified feature theory solves the problem of cross-category interactions by eliminating the disjointedness of consonantal and vowel place features.

If features can spread from C-Place to V-Place, as in (19) and (20), then we might expect that the reverse can happen. This is just what is proposed for palatalizing mutations of the sort seen in Slovak, where $/ \mathrm{kg} \times \mathrm{g} /$ becorne $/ \mathrm{g}$ at $\mathrm{f} 3 /$ respectively before any of /j ie æ/ (see (11)). Since front vowels are characterized as [coronal] instead of [-back] in the unified theory, this kind of mutation can be viewed as assimilation, specifically "coronalization" (Broselow and Niyondagara 1989; Mester and Itô 1989; Pulleyblank 1989; Lahiri and Evers 1991; Hume 1996):


The outputs of the Slovak rule are not simply [coronal]; they are fricated or affricated palato-alveolars. Hu.ine $(1994,1996)$ reasonably assumes that front vowels are [-anterior] coronals. This entails that "coronalization" will output [-anterior] coronals too. The rest must follow from redundancy rules like [-anterior] $\rightarrow$ [+delayed release].

As noted above, this approach to unified features does not attennpt to un:fy features for vowel height and consonantal stricture. This means that, when such features are affected by cross-category assimilation, it must be for independent reasons. For example, Hume $(1994,1996)$ argues that the front vowel derived in Maltese is [+high] [i] because this is the default height for vowels in the language.

On the other hand, since [tlow] is not a likely default height in Arabic, Herzallah (1990: 185) assumes that [pharyngeal] spreading as in (20) leads to a low vowel because of a redundancy rule [pharyngeal] $\rightarrow$ [+low]. ${ }^{16}$ Since gutturals seem to cause assimilation to [a] typically, this redundancy rule will be needed for other cases too. This might be seen to somewhat undermine the argument of unified feature theory. The point of unified features is to capture the assimilatory nature of cross-category effects. The lowering that occurs around gutturals seems just as assimilatory as the spreading of the pharyngeal constriction, so why treat it differently? The case of Maxakali (see (9)) also supports the view that consonants can affect vowel height as well as vowel color. Recall that the inserted vowel in that language is [a] before alveolars; Clements (1991) suggests that this is the default inserted vowel. But before velars the inserted vowel is both back and high, [u]. A redundancy rule [dorsal] $\rightarrow$ [+high] might work, but, side-by-side with [pharyngeal] $\rightarrow$ [+low], it begs the question why we do not allow that consonants directly affect height as well as color.

This question aside, unified features have a clear appeal. They explain crosscategory effects, because they assume that coronal consonants and front vowels form a natural class, as do labial consonants and round vowels, etc. Apart fron1

[^167]assimilations and dissimilations like those already seen, more evidence for such natural classes comes from instances of vowel strengthening or consonantal weakening. For example, when the vowel [i] and glide [j] are strengthened to consonants, they are strengthened to coronal consonants, or at least consonants with a coronal component - palatals or palato-alveolars. This occurs in Porteño Spanish when the (semi-)vowel is in onset position, as in /jelo/ (or /ielo/) $\rightarrow$ [弓elo] 'ice' (see Harris and Kaisse 1999 and references therein). A relevant example of weakening contes from Irish lenition (chapter as: LEnition), whereby $/ \mathrm{b} \mathrm{m} /$ are reduced to [w] (see Ni Chiosáin 1991). If front vowels and palato-alveolars are both [coronal], and if labial consonants and [w] are both [labial], then these processes can be understood as the "promotion" or "demotion" of those features in the C-Place/V-Place representation. As with the assimilations, however, such accounts will often need the help of redundancy rules.

## 5 Non-interaction and locality

Our discussion of $\mathrm{C}-\mathrm{V}$ interactions has so far ignored an important issue. There are ways in which consonants and vowels apparently fail to interact, and our theory needs to explain these too. Perhaps the most basic question arises from the simple observation that consonants typically seem to be transparent to vowel harmonies and other kinds of vowel-to-vowel place assimilations (chapter 97: VOWEL HARMONY: OPAQUE AND TRANSPARENT VOWELS; CHAPTER 118: TURKISH VOWEL harmony; Chapter 12w hungarian vowel hairmony). In Turkish, for exanple, vowels harmonize for roundness as well as backness (Lees 1961; Clements and Sezer 1982). Most consonconts are transparent to the harmony. ${ }^{17}$ Particularly relevant to the discussion here, labial consonants are transparent to round harmony, as in [somun] 'loaf', and coronal consonants are transparent to backness harmony, as in [akyz] ' ox '. ${ }^{18}$ The issue raised by such cases is schematized in (22).

b.


Unification of place features for consonants and vowels is motivated by the cross-category interactions we have seen so far. However, the ability to block spreading is also a kind of interaction (if a passive one), and the principles of autosegmental phonology innply that spreading as in (22) should be blocked. A similar implication arises for vocalic [dorsal] spreading through dorsal consonants (not shown). These representations cross lines, a maneuver ruled out within autosegmental phonology for features on the same tier. ${ }^{19}$

[^168]As we have seen, Clements (1991), Clements and Hume (1995), and others working within this unified features framework locate vocalic and consonantal place features under distinct nodes in feature geometry, V-Place and C-Place respectively. The full representations for the scenarios in (22) (modulo some irrelevant simplifications) are shown in (23) below. In feature geometry, a plane on which association lines spread is defined by adjacent tiers. Therefore, the plane defined by the [labial] tier and the C-Place tier in (23a) is different from that defined by the [labial] tier and the V-Place tier. Clements (1991) and Clentents and Hume (1995) suggest that, even when the same feature such as [labial] is involved in the spread ing, line crossing is prohibited only within a plane. Therefore spreading, as in (23a) and (23b), is allowed. (Put differently, apparent line-crossing is only a problem when the crossed lines link to the same mother node in the geometry.)



This suggestion raises questions about the formal understanding of tiers and planes that have not been fully explored. In any case, the worry about non-interaction of C-Place and V-Place features goes beyond this kind of spreading. For example, many languages place restrictions on homorganic consonants occurring within forms (citapter br: morpiteme structure constraints). In autosegmental phonology these have been explained by means of the Obligatory Contour Principle, which prohibits tier-adjacent identical feature specifications (see for example McCarthy 1986; Mester 1986; Yip 1989; Frisch et al. 2004 and references therein) (see also CHAPTER 14: AUTOSEGMENTS). Such restrictions can apply to consonants separated by vowels, and, crucially, do not seem to be blocked even by vowels of the "same" place of articulation; that is, forms such as [bom] are as ill-formed as [bam]. ${ }^{2 t t}$ But given unified features, the consonants' [labial] features in (24a) are not tier-adjacent, since the vowel's [labial] intervenes. Why should this form be dispreferred? (The ansiver is not because sequences such as [bo] or [om] themselves are ruled out; they are not in most languages having this kind of dissimilation.) Analogous issues arise with front vowels and coronal consonants, etc., and the same general issue arises in reverse when vowels dissimilate across all consonants, as in Ainu (ltô 1984). ${ }^{21}$ To deal with this question, Clements (1991) suggests that instances of a feature are not on the same tier when they are dominated by different mother nodes, and in fact to highlight this point he

[^169]draws representations as in (24b). ${ }^{22}$ Hume $(1994,1996)$ and Clements and Hume (1995) fraine a similar idea differently: there is one [labial] tier, as in (24a), but two instances of a feature can fail to interact when they are dominated by different mother nodes. Therefore the [labial] features dominated by C-Platce may interact with each other and may each fail to interact with the intervening [labial].

a. \begin{tabular}{ccc}
b \& a \& m <br>

C-Place \& | C-Place |
| :---: |
| C-Place | <br>

\& $\left.\right|_{\text {[labial] }}$ \& [labial] <br>
[labial]
\end{tabular}



Obviously there should be concern at this point about losing the gains made with unified features. If C-Place and V-Place features are on different tiers, or if they can fail to interact because C-Place and V-Place are different mother nodes, then why do C-Place and V-Place features ever interact? Selkirk $(1988,1993)$ considers many of the same issues, and makes the important observation that cross-category dissimilations and co-oocurrence restrictions seem to hold only under segmental adjacency. ${ }^{23}$ Both Selkirk and Clements suggest that this observation be elevated to a principle. A similar, though more general, observation was made at the end of $\S 2$ above: cross-category dissimilations and assimilations, unlike within-category cases, are always highly local

To summarize: according to a unsified features view of $\mathrm{C}-\mathrm{V}$ interactions, consonent and vowel place features are unified, and so can interact. But cross-category interaction seems limited to (near-)segmental adjacency, and a unified feature theory must address this limitation by separate stipulation (e.g. interaction can happen across tiers/with different mother nodes only under (near-)segmental adjacency). If the empirical observations here are on the right track, one might still raise questions about the account. In particular, the very motivation fur unified features seems weakened by the need to stipulate non-interaction except under close adjacency. In addition, the latter stipulation does not follow from anything else in the theory; cross-category effects are limited in a way not really explained.

## 6 Inherent vowel place specifications

An alternative approach to cross-category $\mathrm{C}-\mathrm{V}$ interactions, also couched within feature geonetry theory, is proposed by Ní Chiosáin and Padgett (1993) and Flemming (1995, 2003): perhaps "plain" consonants are not as plain as they are assumed to be.

[^170]To begin with, many consonants have been claimed to be complex segments, specified for both consonantal and vowel place features, even though they are "plain" in the sense of lacking secondary articulations that are transcribed. For example, there is a long-standing view that palatals, alveolo-palatals, and at least certain palato-alveolars are inherently specified for features indicating a high and front tongue body, and studies of their articulatory propert ${ }^{1}$ is support this view (see Keating 1988, 1991; Keating and Lahiri 1993). This fact also explains why these segments are the most common outputs of palatalizing mutations of velars and coronals, assuming these mutations involve assimilation. Similarly, uvulars and pharyngeals may involve inherent specifications for vocalic tongue body and/or root position. In this view, they cause lowering or retraction of vowels because they are themselves specified for a feature like [-high] or [RTR] (see Chomsky and Halle 1968; and more recently Elorrieta 1991; Halle 1995; Rose 1996). If these consonants involve inherent vowel place specifications - in addition to independent consonantal specifications - then effects such as the lowering or retraction of vowels before uvulars in Inuktitut, or the raising and fronting of vowels before palatals and palato-alveolars in Kabardian, e.g. /3aj/ $\rightarrow$ [3ij] 'tree' and $/ 3 \mathrm{~J} / / \rightarrow$ [ $\left.3 \varepsilon \int\right]$ '(to) be bored, tired' (Colarusso 1992: 30), are not cross-category assimilations at all.

For example, the raising and fronting seen in Kabardian nlight be understood as in (25). For the sake of discussion, we revert to the familiar vowel place features of SPE, but following the literature on V-Place constituency (see note 15) continue to assume this aspect of the geometry. The palatal fricative [ ${ }_{i}$ ] is assumed to have (at least) a primary [dorsal] specification. The point is that what spreads in this case are features of tongue body height and frontness that are uncontroversially relevant to vowels; in effect, palatals (and palato-alveolars in Kabardian) are understood as inherently palatalized segments.
$/$ зај $/ \rightarrow$ [3iј]


The question raised by work such as Ní Chiosáin and Padgett (1993) and Flemming $(1995,2003)$ is to what extent features relevant to vowel place might inhere within other "plain" consonants. If all cross-category $\mathrm{C}-\mathrm{V}$ interactions were caused by such inherent features, then "cross-category," though a useful classificatory term, would lose any theoretical import: all C-V interactions would be within-category.

Ni Chiosáin and Padgett (1993) approach the phonetic claim from an articulatory point of view, following the general articulatory approach to features in the SPE tradition. They note that consonantal constrictions involve offsets and onsets, i.e. movement from a previous position into the consonant, and movement from the consonant into a following position. The idea is diagrammed as in (26),
for a labial consonant in an intervocalic context such as [ibī]. During the onset transition there is a short period of time when the constriction is not yet consonantal, and yet this vocalic period is shaped by the impending consonant. Likewise, early in the release the constriction becomes vocalic while still shaped by the preceding consonant. As the diagram implies, this must have effects on the quality of the vowel near the closure.
(26) Stages of consonant production


Flemming (1995) emphasizes these acoustic or auditory effects of the transitions into and out of consonants, and in fact argues for the incor poration of auditorybased features into phonological theory. It is well known that consonantal offsets and onsets influence vowel formants; in fact, the resulting dynamic formant transitions are an important cue to both vocalic and consonantal place. Flemming notes that labial consonants, for example, lower vocalic F2 (second formant) values, while dental and alveolar coronals raise F2. ${ }^{\text {A }}$ Since vowel place (particularly vowel color) is cued by the location of F2, consonants therefore have the inherent ability to affect perception of vowel place.

Flemming (2003) discusses the articulatory basis of the accustic effects in more detail, focusing on coronal consonants. According to his survey of relevant studies, anterior coronals and palato-alveolars tend to cause tongue body fronting, due to coupling between the tongue blade/tip and the tongue body, and this is the reason for the rise in F 2 around such consonants. With this in mind consider once again the fronting of vowels by coronal consonants, as in Maltese Arabic (see (7)). The idea is that fronting happens not because the consonant spreads its primary [coronal] articulation as in (27a), but because the consonant has some inherent tongue fronting, with a concomitant effect on F2, and this is what spreads to the vowel, (27b). For the sake of discussion this is formalized in terns of the traditional feature [back].


Siunilarly Mapila Malayalain (see (6)) involves not spreading of primary [labial] as in (28a) but spreading of the inherent vocalic labial constriction, and lowering of F2, formalized here by means of [+round], (28b).

[^171]
b. /drappi/ $\rightarrow$ [tyappu]


In an analogous fashion, velars can spread inherent [+back] and/or [+high] in cases like Maxakalí (see (9)), and gutturals can spread inherent [+low] in cases like Syrian Arabic (see (10)).
It is uncontroversisll that consonants phonetically affect vowels both articulatori ly and acoustically, as this approach to "cross-category" interactions assumes. However, incorporating these relatively small phonetic effects into phonology raises questions. One question is prompted by our use of the conventional vowrel place features [back], [round], etc. in the account above. How are we justified in specifying the Maltese [ t ] as [-back] if it isn't palatalized [ t ], or the Malayalam [p] as [+round] if it isn't rounded [ $\mathrm{p}^{\text {" }}$ ]? The answer suggested by Ní Chiosáin and Padgett (1993) is that such specifications are realized as bona fide secondary articulations when they are contrastive, but not when they are redundant. In a language such as Russian, where palatalized coronals contrast with non-palatalized ones, [-back] on [ t ] is realized as [ t ]; in a language without this contrast, redundant [-back] is realized as [t] (notation borrowed from Ni Chiosáin and Padgett 2001; Flemming 2003), a coronal with only the inherent tongue body fronting described above. This answer to the question predicts that non-palatalized coronals in Russian could not be [-back] even inherently, since this specification is reserved for palatalization. This prediction is correct; in fact, non-palatalized sounds in Russian are velarized, ie. [ť].

The inherent vowel place approach to "cross-category" effects arguably has some advantages over the unified feature approach. First, it helps explain an asymmetry in cross-category assimilations noted in §2: while vowel-to-consonant assinnilation occurs, apparent consenant-to-vowel assimilations are strikingly underattested (Ni Chiosain and Padgett 1993). The most robust example of the latter, as we saw, involves palatalizing mutations as in Slovak, where $/ \mathrm{kg} \times \mathrm{y} /$
 approach, some have argued that these are instances of "coronalization" (Broselow and Niyondagara 1989; Mester and Itô 1989; Pulleyblank 1989; Lahiri and Evers 1991; Hurine 1996), as in (29a). A challenge for this claim is the absence of mutations resembling those in (29b) and (29c), or indeed resembling most of the logically possible consonant-to-vowel assimilations, if place features can link to both V-Place and C-Place. ${ }^{25}$

[^172](29)
a. /vnuk/ $\rightarrow$ [vnutfik]

| k | 1 |
| :---: | :---: |
| C-Place | C-Place |
|  | 1 |
|  | $\begin{aligned} & \ddots-\text { race } \\ & \ddots \ddots \\ & \text { [coronal] } \end{aligned}$ |

c. /vnut/ $\rightarrow$ [vnupuk]

b. /vnup/ $\rightarrow$ [vnukıuk]



Ni Chiosáin and Padgett (1993) argue that consonants simply do not assimilate to vowels in this way, having their primary place displaced, and that the theory should not allow them to. There is a natural explanation within inherent vowel place theory for this asymmetry in the direction of "cross-category" assimilations: consonants can affect vowels because they can have secontary vocalic articulations (whether distinctive or redundant). But vowels by definition do not have C-Place features with which to affect a consonant; they only have V-Place features, features that can only impose secondary vocalic articulations on consonants. Put differently, all C-V interactions are interactions between vowel place features. To handle palatalizing mutations, Ni Chiosáin and Padgett, following many others, assume that assimilation only partially derives the output, as in (30a). Further changes from $/ \mathrm{k}^{i} /$ to e.g. [t] ] must be due to language-particular segnental wellformedness conditions, leading to sonething like (30b). ${ }^{26}$


As Clements and Hume (1995: 295-296; see also references therein) point out, however, such restructuring fails to explain why [coronal] in particular results in the context of a front vowel, just the fact that unified feature theory

[^173]explains. On the other hand, one might seek perceptual explanations for such arbitrary articulatory connections, by means of auditory-based features (see Fleınming 1995 for this case in particular), or perhaps via the "p-map" (Steriade 2001).

Another advantage to the inherent vowel place approach is that it allows for more nuance in the ways that consonants can affect vowels (Flemming 1995, 2003). For example, Fleınming (2003) (citing Emeneau 1970; Ebert 1996) notes that vowels are backed before retroflex coronals in the Dravidian language Kodagu. Therefore there are words having central or back rounded vowels before retroflex consonants, as in (31a) and (31b), respectively, but there are no forms with front vowels before them, such as (31c).

$$
\begin{array}{ll}
\text { a. undi } & \text { 'the whole' }  \tag{31}\\
\text { kurilus 'lower, below' } \\
\text { rre } & \text { 'double' } \\
\text { kr:d.u } & \text { 'ruin' }
\end{array}
$$

b. udus- 'to put on (sari)' c. "id.
ku:lui 'cooked rice'
onak- 'to dry'
ko:d. $\gamma$ 'monkey' *e:d

Fleinming cites studies showing that retroflexes can be articulated with a retracted tongue body. Unlike other coronals, they tend not to be articulated with a fronted tongue body, because this leads to articulatory difficulty. As Flemming points out, unified feature theory predicts that even retrofex coronals should cause vowel fronting, if fronting is [coronal] spreading. But this does not occur.

Third, because it posits that all $\mathbf{C}-\mathbf{V}$ interactions are within-category, by means of vowel place features, inherent vowel place itheory does not require any adjustment of our understanding of tuers or interaction. Vowels do not block consonantal place dissimilations, because they do not have consonant place features. Consonants block vowel dissimilations or assimilations only when they do have vowel place specifications.

What about the "weakness" of "cross-category" effects? As we noted at the end of $\mathbf{\$} 2$, they are weaker than "within-category" effects by a range of diagnostics. Why are they comparatively infrequent? Why are they confined to roughly segmental adjacency? Why do "within-category" effects always win out over "cross-category" ones when both are in theory possible ( ${ }^{*} / \mathrm{p}^{\mathrm{j}} / \rightarrow\left[\mathrm{p}^{\mathrm{j}} \mathbf{u}\right]$ )? Why do "cross-category" effects often seem to target only "underspecified" vowel types? Why do they sometimes need to "gang up" to cause effects?

We might attribute these signs of weakness to the intrinsic weakness of inherent vowel place features. As discussed at the outset of this section, the effects that "plain" consonants have on neighboring vowels are rather brief and slight. The hypothesis here has been that such effects can play a direct role in the phonology. However, feature theory, at least as traditionally conceived, provictes no means of encoding this hypothesized difference between, e.g. "strong" (contrastive) and "weak" (inherent, redundant) [+round]. Until this idea is fleshed out, it is only a promissory note of the inherent vowel place approach.

Another weakness of the inherent vowel place approach to $\mathbf{C}-\mathbf{V}$ interactions is that it has no immediate explanation for the natural classes of consonants and vowels evidenced by vowel strengthenings, as in Porteño Spanish /jelo/ (or /ielo/) $\rightarrow$ [3elo] 'ice', and consonant lenitions, as in Irish /b m/ $\rightarrow$ [w] (see \$4). For processes like these, the unified feature approach has a clear advantage.

## 7 Conclusion

Consonant-vowel interactions are a rich source of data for phonological theory. This chapter has focused on the ways in which they have influenced the theory of feature make-up and structure, and for reasons of space it has approached еver this circumscribed area selectively. Though much of the field has shifted its focus away from these representational questions in recent years, with a concomitant rise in the focus on questions of constraint interaction, this shift has not tended to shed new light on the questions raised in this chapter. It is to be hoped that new trends in the field will eventually allow us to address these quest ions in a newly productive way.
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# 88 Derived Environment Effects 

Luigi Burzio

## 1 Introduction

Derived environntents often exhibit peculiar phonological properties. Notable effects can be identifiied relative to various senses of "derived" in the expression "derived environment" (DE). In all cases, "environment" refers to some phonological context. Such environment or context can be "derived" in a phonolog' ial sense, by virtue of some phonological process having applied to obtain it or, in a morphological sense, by virtue of it being the result of the combination of morphemes or other morphological operation. The following sections will first review the different cases from a descriptive point of view, and then turn to their respective theoretical accounts. $\S 2$ and $\$ 3$ review the basic facts, arguing that there are three subcases overall. $\$ 4$ turns to conteinporary analyses of the two better-known subcases, while $\$ 5$ reviews pre-Optimality Theory accounts of the sanne. §6 presents an account of the third subcase.

## 2 Phonologically derived environments

Environments that are derived by some phonological process can differ from underived environments relative to further phonological processes. An English example of this effect is provided by the following contrasting pair.'
(1) verb -able adjective
a. 'remedy re'me:diable
b. levy levinble

In (1) we assume that in both cases the calculation of the adjective proceeds from the surface form of the verb concatenated with the suffix -nble. Such calculation

[^174]would find a stage in which the position of the stress is changed in (1a) ('remedy $\rightarrow$ re'medt . . .), but not in (1b). This phonologically derived status of (1a) correlates with the occurrence of vowel lengthening in the adjective in (la), compared with its absence in (1b). It is clear that it is the restressing that licenses vowel lengthening and not the opposite, because the restressing is independently predictable. Specifically, the stress of both adjectives in (1) simply conforms with the English norm, by which the rightmost stress can be at most antepenultinate, but a syllable like ble (= [bl], with syllabic l) can evade syllable count (Burzio 1994), hence re.me.di.a<ble>, leovin<ble>. The lengthening of (1a) reflects a process of English phonology, which is relatively regular aside from its non-occurrence in cases like (1b), affecting vowels in the context / _ CiV (cf. Bost[ow]nian, Can[ej]dian, etc.) except for the vowel $i$, which is immune, e.g. Palestinian (see Chomsky and Halle 1968: 47; Halle and Mohanan 1985). Non-restressing cases like (1b) confirming the generalization are 'bury/'burinl, not *b[ij]rial; Ma'lawi/ Ma'lawian, not *Mal[ej]?wian; Ken'tucky/Ken'tuckian, not *Kent[uw]ckian, although exceptions - which I will put as ide - exist both ways (Wolf 2008: 302), e.g. restressing but short Trimitadian, l'talian, Chau'cerion, He'gelion, and non-restressing but long Alab[ej]misn, Bati[ej]mian.

In addition, both adjectives in (1) constitute environments that are derived morphologically, by way of affixation. The latter is evidently not relevant to the phenomenon at harkt, else no difference between (1a) and (1b) would be expected. Finally, note as well that characterization of the difference between (la) and (1b) would not be possible unless it was indeed the surface forin of the verb that enters into the calculation of the adjective. Direct calculations from bare-bone underlying representations (Ciafter i: underlying representations) containing no stress information would predict no difference, since there would then be no restressing in either case, just regular assignment of stress. In sum, assuming the surface forms of the verbs are relevant in (1), then the adjective in (1a) would undergo phonological restressing unlike the one in (1b), and thus the latter would represent a case of phonologically non-therived enviromment blocking (henceforth NDEB) relative to the process of CiV lengthening.

The literature documents several other cases of this general type across a significant spectrum of languages. Łubowicz $(1999,2002)$ reports the cases in (2a) to (2d) below, to which we may add the Firmish case in (2e). The original sources for these data are Rubach (1984) for Polish; Kenstowicz and Rubach (1987) and Rubach $(1993,1995)$ for Slovak; Bolognesi (1998) for Campidanian Sardinian; Prince (1975) for Tiberian Hebrew; and Kiparsky (1973a, 1993) for Finnish.

$$
\begin{align*}
& \text { Processes General process/ }  \tag{2}\\
& \text { DE-only process }
\end{align*}
$$

a. Polis/d

| i.kro[k] / kro[t $]$-ek | $\mathrm{k} \rightarrow \mathbb{y}$ | Velar palatalization |
| :--- | :--- | :--- |
| 'step / little step' |  |  |

b. Slounk
i. $\quad \operatorname{lop}[a] t-a / \operatorname{lop}[a:] t$
'shovel-NOM SC / GEN 1'L'


$a \rightarrow$ a: $\quad$ Vowel lengthening
$e \rightarrow e: \rightarrow$ ie Diphthongization of
iii. $\quad d c[\mathrm{e}:] r a$
'daughter'
e: $\rightarrow{ }^{\text {*ie }}$
(underived)
c. Campidanian Sardinian

d. Tiberinn Hebrew

e. Finnish assibilation

| i | joke-nä / joki | $e \rightarrow$ i | $e$-raising, word-finally |
| :---: | :---: | :---: | :---: |
|  | 'river-ess / nom' |  |  |
| ü. | vete-nits / vesi | $\mathrm{te} \rightarrow \mathrm{ti} \rightarrow \mathrm{si}$ | f-assibilation before $i$ |
|  | 'water-Ess / Nom' |  |  |
| ini. | biiti-nä / riiti | $\mathrm{ti} \rightarrow{ }^{\text {+ }} \mathrm{si}$ |  |
|  | 'mother-ESS / NOM' | (underived) |  |

In each of the cases in (2), row (i) documents the existence of a process that occurs independently of whether or not the environment is phonologically derived, analogously to the restressing in (la) above. Then, row (ii) documents the existence of a second process that occurs when the first process has applied, analogously to the CiV lengthening of (1a), while row (iii) further documents the fact that the second process does not apply unless the first one has (NDEB), analogously to the failed CiV lengthening of (1b) above. Hence, in Polish, voiced palatal affricates spirantize to fricatives only when they are derived from velar stops before front vowels (cifapter izi: slavic palatalization); in Slovak, long /e:/ diphthongizes to [ie] only if derived via a lengthening process (induced by specific affixes); in the Sardinian case, voiced stops spirantize only when they are derived via post-vocalic voicing; in Tiberian Hebrew, high long vowels lower only when they are derived viel a lengthening process; and in Finnish, $t$ assibilates to $s$ before $i$, but only when the latter is derived from $e$.

In sum, certain phonological changes appear to occur only in conjunction with other specific phonological changes, and not by themselves (NDEB).

## 3 Morphologically derived environments

Phonological processes nay be conditioned not only by other phonological process, but by morphological processes or structure as well. Two subcases need to be distinguished, and are reviewed in turn below. In one subcase, the context of application of the phonological process spans across morphemes, as in criti[s]-ism. where the velar of criti $[\mathrm{k}]$ softens before the $i$, across a morpheme boundary. In the other subcase, the phonological process occurs in environments that are morphologically derived, but without reference to the specifics of the morphological structure. For instance, the nouns or adjectives altern[z]te, moder[z]te, design[ə]te are presumably derived from the corresponding verbs in -n:te, but without any overt morphology. Hence the vowel shortening in these cases must depend purely on derived status, without reference to any particular morphological material or boundaries.

### 3.1 Boundary contexts

Kiparsky (1973a, 1993) notes that, in addition to the case in (2) above, Finnish assibilation also displays the pattern in (3).


Here, assibilation turns $t$ to $s$ before $i$, but only when the latter belongs to a different morpheme, as in each of (3a) and (3b). In particular, the failed assibilation in $t i$ of tilas- $i(3 b)$ shows that being in a morphologically derived form is not sufficient, and that it is necessary for the assibilation environment itself to be created morphologically. The non-assibilating form in (3c) establishes that assibilation does not just single out final syllables, confirming the relevance of the derived environment.

The already noted English velar softening (Chapter 71: palatalization), illustrated in (4), appears to be similarly restricted to morphologically derived environments.
(4) a. Derived $/ \mathrm{k} / \rightarrow[\mathrm{s}]$ critic / critic-ism; electric / electric-ity; opaque / opac-ity
b. Underived [k] kinetic, kidncy, kitchen, Viking....

I note here the iten kinematic-ity, which constitutes a proper counterpart to Finnish tilns-i in (2e), velar softening affecting only the [k] adjacent to the morpheme boundary, and not the initial one. A complicating factor in this classification is that velar softening has exceptions, like monarch-ist, anorch-ist, and several others, raising the possibility that items like (4b) may in fact also just be lexical exceptions, rather than being indicative of NDEB. Hence in this case, as in others below, classification will be dependent on the choice of analyses. I will, nonetheless, assume that items like those in (4b) are not lexical exceptions, and therefore that the classification of velar softening as operating only across morpheme boundaries like Finnish assibilation is correct. In addition, and with the same caveats, I will
assume that each of the phenomena in (5) below also instantiates that same type of NDEB, while the references cited in each case may be consulted for specific analyses.
(5) Further cases of NDEB, for DEs inchuding morpheme boundaries
a. Korean palatalization (Kiparsky 1993; Iverson and Wheeler 1988) /hæ tot-i/ $\rightarrow$ [hæ doj-i] '(sun)rise-nom' /mati/ 'knot'
b. Polish velar palatalizntion (Łubowicz 2002; Rubach 1984)
/krok-i-ć/ $\rightarrow$ [kroty'-i-ć] 'to step' /k'iśel/ 'jelly'
c. Polish dental palatalization (Kenstowicz 1994; Rubach 1984) /serwise/ $\rightarrow$ [serwis-e] 'auto service-Loc' /serwis/ (NOM)
d. Pre-coronal Inminnlization in Chumash (Kiparsky 1993; Poser 1982, 1993) /s-tepu?/ $\rightarrow$ [J-tepu?] 'he gambles' /stumukun/ 'mistletoe'
e. Sanskrit (ruki rule) retroflection after r, u, k, i (Kiparsky 1973a, 1993) /agni-su/ $\rightarrow$ [agni-su] 'fire-dat lיL' /kisalaja/ 'sprout'
f. Indonesian nasal substitution (Pater 1999) /maN-pilih/ $\rightarrow$ [mam-ilih] 'to choose.' /ampat/ 'four'
g. Finnish chuster assimilation (Kiparsky 1973a) /pur-nut/ $\rightarrow$ [purrut] 'bitten' /horna/ 'hell'
h. Mohatok epenthesis (Kiparsky 1973a)
/k-wi'stos/ $\rightarrow$ [kewi'stos] 'lam cold' /rúikwelı/ 'man'
In each of the cases in (5), the morphologically derived environment affected by the change is compared with an otherwise identical but non-derived environnent in which the change fails to occur (see portions in boldface). In all cases, the morphologically derived environment includes a morpheme boundary.

### 3.2 Non-boundary contexts

Turning now to cases where norphologically derived status appears to make a difference without implicating material contributed by the morphology, English vowel shoriening, e.g. as in di'vin-ity us. underived 'ivory, will serve as the prototype, although its exact analysis, given below, will be critical to this role.

Burzio (1993, 1994, 2000a) argued that, while tradition had focused on individual shortening processes, like the "trisyllabic" shortening of di'vin-ity or of (6a) below, the actual gemeralization is in fact found over non-shortening contexts or the "exceptions," while the shortening is otherwise fully general. Given the variety of vowel length changes illustrated by the left-hand cases in (6), including not only shortening but also lengthening, as in (6h), separate characterization of each case would result in a colossal conspiracy. By contrast, such distribution can receive a unitary analysis in terms of vowel length being allophonic in this sectur of the lexicon, rather than contrastive, as in the rest of the language. On this view, long vowels would be disallowed in general and produced only under specific contextual demands. The factor responsible for long vowels appears to be stress, and specif ically the stress that would be inherited from the respective norphological bases given in (6) in parentheses. A review of each case in (6) will drive this point home.
(6) Vorvel length in the English Latinate-derived Lexicon


The cases in (6a) and (6b) preserve the stress of their bases, and the short vowel in each case will follow from the fact that such stress patterns are independently known not to require a long vowel. The pattern of 'naturnt is the same as that of A'mericn, with stress on an antepenultimate light syllable (shurt vowel), while that of o('bliga),tory is relevantly like that of (,Ari)'zona, the parentheses here marking a binary foot in non-word-final position, evidently also not needing a long vowel/ heavy syllable to bear stress. Like the cases in (6a) and (6b), those in (6c)-(6e) also do not need long vowels, but for different reasons. Here, a stress on the vowel in boldface cammot be preserved from the base. Given the stress of affixes -'a:tion, -,ory (American English), which apparently must take priority, stress preservation is excluded in (6c) and (6d) by the ban on stress clashes. Similarly, given the independent fact that nouns tend to avoid the final stress of verbs (cf. pervertv / 'pervert ${ }_{N}$; per'mitv / 'permit ${ }^{\prime}$ ), the stress of the base verb is presumably excluded in ( 6 e ). Hence, on the "allerphonic" hypothesis, vowels are sturt in each of ( 6 c )-(6e), because nothing motivates the long allophones (Charter 11: the rhoneme).

Matters are different in the derived forms in (6f)-(6h), where all boldface vowels are in penultinate syllables. Like other languages, English is well known to stress penultimates only if heavy, and antepenultinates otherwise (.A.ri'.2o: na, a.'gen.dn zs. A.'me.ri.cn, 'as.te.risk), if we put aside verbs, which require a separate discussion (Chomsky and Halle 1968; chapter 10z: catecory-specific efrects). The derived forms in ( 6 f )-( 6 h ) all conform with this generalization. The left/right variation in each case, however, reveals that the general mandate for vowels to be short competes evenly with preservation of stress, some on.tcomes favoring the former, and others the latter - a case of lexically controlled phonological var tation (Burzio 2006). Lengthening as in $E_{1}$ liza'be:than in (6h) is on this analysis just like the non-shortening of de'si:rous in (6f) and other cases, since it allows preservation of the stress of E'lizabeth, albeit as a secondary. The alternative *IFli'zabethan with a short $\varepsilon$ would lose that stress altogether, given again the ban on stress clashes, as in fact happens in Her'culenn of (6h) (though the equally expected ${ }^{\text {,Hercrile:an }}$ is also attested). The point at issue is that long vowels occur in the Latinate lexicon only to preserve stress, though variably, as in (6f)-(6h), and are banned otherwise, ignoring occasional cases like $o^{\prime} b e$ sity, which are exceptions to the pattern in (6a), but are an effect of different granularity from the variation in (6f)-(6h), which is very robust (giving roughly a $50-50$ split; Burzio 1993, 2(100a).

The conclusion holds that in this morphologically derived domain vowels are required to be short, except, and variably, under stress demands. It is therefore this general requirentent, statable as "V:, that "blocks" in environments that are not so derived, e.g. 'dimosmur, 'i:vory, etc.

The cases listed below would appear to be of the same a-contextual type as argued for the English cases in (6), while, again, the specific analyses may be ultimately critical to the correct classification.
(7) Further cases of NDEB, for DEs not inchuding morpheme boundaries
a. Italim participles (Burzio 1998)
as.cen.dere 'ascend' as.ce.so 'ascended' (less marked syllable)
b. Turkish disyllabicity condition (Inkelas and Orgun 1995: 770)
hain 'unripe' "fa-n' (note) fa-2sG poss'
fa-dan' 'fa (note)-ABL'
(avoidance of marked prosodic structure)
c. Japanese two-mora requirement (Itô 1990; Kiparsky 1993)

Su 'vinegar' choko 'chocolate (truncation)'
*cho (two-mora requirement satisfied)
d. Catalon stressed vorvel lowering (Mascaró 1976; Kiparsky 1993: 293)
'sentra 'center' 'sentr-ik 'centric'
direk'to 'director' direk'tar-i 'directory' (preferred segment)
e. Catnlan unstressed mid-vowel reduction (Mascaró 1976; Kiparsky 1993: 294)
ba'ston 'Boston' bustun-'ja 'Bostonian'
'katedrə 'academic cheir' katə'drat-ik 'holder of academic chair'
(preferred segment)
f. French h-aspiré (Kiparsky 1993: 294)

Hitter 'Hitler'
(h)ittérien 'hitlerıan'
(loss of narked segment)
As in the English case, where the presumably more marked long vowels are avoided, each of the derived cases in (7) would appear to avoid some choice that is relatively more marked either prosodically, as in (7a)-(7c), or from the point of view of segmental inventories, as in (7d)-(7f), as indicated in parentheses. As suggested above, alternative analyses of some of these cases are conceivable. In particular, the cases in (7b) and (7c) are amenable to an account in terms of prosod ic requirements imposed by the morphology (Downing 2006). Also, the specific analysis of cases like (7b) will depend on the general solution to the issue of "ineffability" (absence of an output for certain inputs; see van Oostendorp 2009). The lower vowels in (7d) are argued by Wolf (2008: 264f.) to be a general property of oxytonic arkl paroxytonic stress (though cases like ['sentro] would require further corrment) rather than derived environments. In addition, Wolf (2008: 267f.) attributes cases like ( 7 e ) and (7f) to a mechanism under which "roots can lose exceptional properties in morphologicall y derived contexts." Technical details aside, the latter view is effectively equivalent to the present one, howvever. In sum, at least some of the cases in (7) are likely to be genuine instances of the proposed class, while others may be more questionable. See also Wolf (2008: 246-248) for cases of NDEB additional to those listed here and in the prev ious section.

## 4 Proposed analyses

I now turn to concrete analyses of the different types of NDEB, beginning with contentporary attentpts, and turning later to more traditional ones. Here, I will
focus in particular on the analyses of Łubowicz (1999, 2002), Burzio (2000a, 2000b, 2002b), and Wolf (2008), all cast within the general framework of Optimality Theory (OT; Prince and Smolensky 1993). However, see Kula (2008) for an account based on Dependency Phonology. A more comprehensive review of the literature on NDEB is provided in Wolf (2008: $\$ 4.3$ ).

### 4.1 Phonologically derived environments

### 4.1.1 The entailments-based approach

Burzio (2000b, 2002a, 2002b, 2005) argues that a pervasive property of phonological and morphological representations is that they constitute attractors to their neighbors. This attraction effect is achieved formally by means of the hypothesis in (8).

## (8) Representational Entailments Hypothesis (REH)

Mental representations of linguistic expressions are sets of entailments. For example, a representation consisting of $A$ and $B$ corresponds to the entailments: $A \Rightarrow B, B \Rightarrow A$ (if $A$ then $B$; if $B$ then $A$ ).

The "entailments" in (8) are types of violable constraints as in OT, but, unlike OT's "strict" ranking of constraints, underlying the REH in (8) is the assumption that entailments of the same type, like " $x \Rightarrow A$," for any $x$, directly undergo summation, producing entailnents of higher strength or rank. This is analogous to the workings of neural networks, in which activation on a node $A$ is the sum of the activation received from all nodes $x$ to which $A$ is connected.

The workings of attraction can be illustrated w'ith the case of "parasitic" assimilation in Sudanese Arabic in (9), from Kenstorvicz (1994: 54).


In (9), assimilation in continuancy (/b/ $\rightarrow$ [f]) is shown to occur only contingently, or "parasitically," on agreement in place (same labial place (9a); for the relat ion between continuancy and place, see chapter 13: the stricture features). Otherwise only voicing assimilation occurs, as in both (9a) and (9b). The initial $C$ of the possessor noun ( $[\mathrm{F} \mid$ or $[\mathrm{s}]$ ) thus appears to act as an attractor on the final $C$ of the head noun [b]. If the latter is close enough to the attractor (same place), it is then drawn closer (same continuancy). Evidently, even the weaker attraction (different place) must be sufficient for voicing assimilation, which we can put aside.

Such attraction effect would follow from the entailments of (8) in the way illustrated in (10).
(10) A B C D


Consider that an attractor consisting of the four components $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$ will generate, relative to its fourth component, $D$, the three entailments given in the top row in (10). Line (a) then shows how a target representation differing only by that fourth component ( -D standing for "minus D " or "not D ") would violate all three of those entailments, while subsequent lines sluw how progressively more distant representations violate fewer and fewer of those entailments. In general, the REH (8) predicts that the number of entailments violated by each component on which a target differs from an attractor will equal the number of components on which target and attractor agree. Overall violation per differing amponent will therefore be proportional to overall similarity, hence the notion of "attraction." Applicability to (9) above is by way of conversion of the abstract components A, B, C, D into appropriate distinctive features, as shown on the right-hand side in (10), the cases in (9a) and (9b) corresponding in particular to lines (10a) and (10b), respectively. An OT-style account of the contrast in (9) incorporating attraction can be given in terms of the schema "CC-Ident ${ }^{3}\left[\right.$ cont] $\gg$ IO-Ibent[cont] > CC-Ident ${ }^{2}$ [cont]," where CC-Ident[cont] refers to the assimilatory pressure in continuancy, and the superscripts give a measure of the pressure in terms of entailinents (attraction), translated into OT ranking. Note that no commitnient is niade here as to the relative strength of individual entailments (only that summation of like entailments will always yield greater strength), and hence no prediction is made that agreement on some other feature (e.g. voicing) must have the same triggering effect as agreement in place in (9), or that any assimilation will necessarily bring about further assimilation by a domiro effect.

The case in (9) is by no means unique. It is in fact virtually duplicated by English nasal place assimilation, where the failed assimilation of in-fromous calls for the assumption that identity in place automatically induces identity in continuancy, just as in (9). This assumption is needed to correctly exclude *im-fnmons (same place but different continuancy; cf. im-possible), while the alternative *i[n]]-famors will be excluded by the ban on nesal fricatives in English. Furtluermore, Wayment (2009) argues, on a broad empirical basis, that all assimilatory phenomena are parasitic in the manner of (9), and thus all involve attraction, as just described. However, sequential proximity also appears to contribute to overall similarity and hence to attraction, so that, when proxinuity is naximal as in (9), the prerequisite similarity in features may be slight and not immediately detectable, while longdistance phenomena, like long-distance consonant assimilation (Hansson 2001; Rose and Walker 2004; chapter 77: lonc-distance assimilation of consonants) and vowel harmony (van der Hulst and van de Weijer 1995; chapter 97: vowel HARMONY: OPAQUE AND TRANSPARENT VOWELS; CHAPTER 110: METAPHONY IN ROMANCE; CIIAPTER $L I R:$ TURKISIT VOWEI. IIARMONY; CIIAPTER I23: IIUNGARIAN vowel itarmony), will predictably exhibit more robust feature-based similarity as a triggering condition, as the references just cited confirm.

Beside assimilations, Burzio argues that attraction underlies further morphophonological phenomena: in particular, that it can reconstruct the "dispersion" account of segmental inventor ies (Liljencrants and Lindbloun 1972; Flemming 1995; CIIAPTER 2: CONTRAST), as maximal distance among members of the inventory corresponds to minimal attraction/entailment violation. In addition, under the reduction of contextual neutralization effects to dispersion principles advocated by Steriade (2009) and Flemming (2008), attraction would also speak to those effects
in turn. In particular, segmental neutralizations (like coda devoicing) would occur in those environments that attenuate critical perceptual cues, as argued by Steriade (1994, 1999, 2009), and thus compromise distance from the nearest attractor in the inventory. The latter attractor will then exert its influence, neutralizing the contrast. Attraction thus represents a formal alternative to Steriade's (2009) "perceptual map" and, as argued in Burzio (2000b), is a variant interpretation of Wilson's $(2000,2001)$ "targeted constraints," which are also a formal alternative to Steriade's perceptual map. Attraction has also been argued to underlie morphological syncretisms (also a type of neutralization; see Burzio 2005, 2007; Burzio and Tantalou 2007).

From this point of view, the NDEB of (1) would then be naturally interpreted as another attraction effect, parallel, in fact, to the one in (9). While the relevant relation in (9) is between two segments in the same sequence, the one in (1) is between the adjective's stem and the corresponding verb. Tust as in (9), identity in one respect, here stress, results in identity in another, here vowel length, as in (1b). The REH and attract 10 have in fact been argued to subsume the general OT notion of "faithfulness" (chapter 63: markedness and faithfulness constraints), and at the same time also to derive the set of relations to which faithfulness has been shown to apply (input-output; base-derivative; base-reduplicant; paradignts; similarity of consonants). Similarity can define all such relations, with sequential adjacency/proximity also contributing to similarity, as noted (Wayment 2009). However, morphology also plays a role in further defining faithfulness (\$6).

In OT notation, the attraction accounts of (9) and (1) may then be rendered as in the parallel (11a) and (11b), respectively.

$$
\begin{array}{llll}
\text { a. CC-1dent } & \text { [cont }] & >\text { IO-Ident[cont] } & \gg \text { CC-Ident[cont] }  \tag{11}\\
\text { b. Ident }{ }^{*}(\text { V-length }) & \gg \text { Ident(V-length })
\end{array}
$$

The scheina in (11a) is the same as the one given above, except that superscript " 3,2 " have been replaced. with just " + " and no superscript, respectively. In (11b), Ident(V-length) applies between input (verb) and output (adjective) in (1). As in (11a), the " + " version corresponds to the stronger attraction, here due to identity in stress. The second constraint in (11b) promotes a long vowel before "CiV" and prevails in (1a) by competing only with the lower-ranked Ibent (weaker attraction), but is ineffective in (1.b), where the higher-ranked Ident is involved. The attraction account of (1) as in (11b) seems applicable in transparent ways to the other cases of this type cited in (2) and (3) above.

### 4.1.2 The "local conjunction" approach

An account of NDFB based on the formal device of local conjunction (I.C) of constraints in OT (citapter 62: constraint conjunction) is proposed in łubowicz (1999, 2002). When deployed in a case like (1), such an account would feature the hierarchy in (12), which can be compared with the one in (11b).
(12) $\left[{ }^{*}\right.$ V̆CiV \& Ident(stress)] $\gg$ Ident(V-length $) \gg{ }^{*}$ V̆CiV

The conjunction in (12) combines one faithfulness constraint, Ident(stress), and one markedness constraint, ${ }^{*} \mathrm{~V} \mathrm{CiV}$. Sitnultaneous violation of both conjuncts would thus invoke the higher-ranked conjunction, forcing the repair as in the
stress-unfaithful (1a), while the markedness constraint alone would be low-ranked, hence failing to induce the repair, as in (1b). As with the account in the previous section, stress constraints must exclude un-restressed *remedinble (Burzio 1994).

It is easy to see that this approach also covers the cases in (2a)-(2d), as Łubowicz shuws, and possibly the one in (2e) (but see below), given appropriate choices of markedness and faithfulness constraints that make up the conjunction. The LC solution seems ingenious and has interesting typological properties, predicting that not only conjunctions of markedness and faithfulness constraints, but conjunctions of two niarkedness constraints, as well as conjunctions of two faithfulness constraints, should prove equally useful. These predictions seem to be supported to the extent that conjunctions of markedness constraints have frequently been proposed in the OT literature (see McCarthy 2002: 18f.; Eubowicz 2002: note 4; and, for general reviews, Fukazawa 1999), while conjunctions of faithfulness constraints have also been proposed, irt particular to account for counterfeeding chain shifts (Kirchner 1996; ctitapter 73: cuain suifts).

The LC approach cuts the empirical domain differently from the attractionbased approach. While it may relate NDEB to the other "conjunctive" effects just noted, it does not relate them to other phenomena in the domain of attraction, like the parasitic character of assimilations shown in (9). The reason a schema along the lines of (12) will be silent on (9) is that in the latter case the crucial difference, i.e. same place [. . b\#f . . .] (9a) ws. different place [. . b\#s . ..] (9b) is not one created by some process, but rather one already present in the input. Hence there is no difference in terms of IO-faithfulness that could be recruited for a LC like the one in (12). ${ }^{2}$ To make the LC approach applicable to cases like (9), we might import from the attraction framework the notion that faithfulness may also hold across segments within the same input sequence, but further arguable attraction effects (like dispersion or syncretism) would remain recalcitrant. Other cases, like those in (13), from Burzio (2002b), may, like the one in (9), also involve differences without an actual process, and may thus also pose a challenge to the LC approach.

| base | derivative: | derivative: | interacting dimesisions |
| :--- | :--- | :--- | :--- |
| more similar | less similar |  |  |

The case in (13a) features, in the "less similar" column, an idiosyncratic semantic change, as the derived adjective 'comparable means "roughly equal" rather than

[^175]"able to be compared," while the cases in (13b)-(13d) exhibit idiosyncratic segmental changes. In each case, such changes cluster with other changes, in stress, vowel length, or both. These further changes are then roughly predictable, though space prevents a full discussion here. For instance, the form lniynges displays regular stress (heavy penultimate) rather than the stress of its base. By comparison, the same changes "block" in the absence of the first type of change, as shown in the "more similar" column. Such cases of NDEB are covered by attraction, which responds to difference/distance regardless of its source. By contrast, the LC approach will require an extension of the formal notion of faithfulness to the domain of suppletion and semantic idiosyncrasy.

The two approaches reviewed so far may also differ in the degree of locality that they impose on possible interactions. The LC approach enforces the locality required by the notion of "local conjunction." For instance, LC would be applicable to (1a), due to the fact that both changes, in siress and vowel length, occur in the same vowel. The theory of LC is not fully explicit, however, on what exactly counts as a local domain (Smolensky 1997), and we may note that in fact not all cases of phonological NDEB involve the same segment. For instance, the two relevant changes in the Firmish case in (2e) vete $\rightarrow$ veti $\rightarrow$ vesi occur in different segntents. See, however, Łuborvicz's (2002: note 29) appeal to an alternative analysis that would bring this case in line. An apparently similar challenge is also posed by Sanskrit retroflexion of $s$ after the disjunction $\{r, u, k, i\}$ (Kiparsky 1973a; Kenstowicz 1994: 202; chapter 119: reduplication in sanskrit).

As for the predictions of the REH on the exact range of interaction of changes, they are alse not very clear at the present stage, but perhaps seme inference can be drawn from the fact that the REH aims to characterize inventories as sets of attractors, combined with the independent fact that inventories are attested for segments and morphemes. If these are the attractors, then attraction effects should be observable at both of these levels. Then the cases in (2a)-(2d) and perhaps (1), would instantiate cases where attraction occurs betiveen corresponding segnents, while those in (2e) and (13) nay instantiate attraction between corresponding allomorphs (note that several of the latter cases involve more significant structural changes than those in (2a)-(2d)).

### 4.1.3 Serial Optimality Theory

Wolf (2008) develops an approach to NDEB based on the serial OT of McCarthy (2007), in which different potential sequences of operations ("cardidate chains") are evaluated by constraints on derivations. This approach receives its primary motivation from phonological opacity (counterfeeding and counterbleeding effects; see CHAPTER 74: rULE ORDERING). Given, for instance, an opaque derivation like that of Serbo-Croatian /okrugl/ $\rightarrow$ okrılgal $\rightarrow$ [okrugao] 'round' (Kenstowicz 1994: 90f.), in which vocalization of /l/ to [o] counterbleeds the epenthesis of [a] that wrould break up a final cluster, this approach whould postulate a "precedence" constraint Prec(Der, Idenr[consonantal]) prescribing that a violation of IDEnT[consonantal] (i.e, vocalization) must be preceded by a violation of DEP (i.e. epenthesis), whenever the latter violation would be harmonyimproving (i.e. in final CC environments). The case in (1) would then be handled in this perspective via the schema in (14).

[^176]The top-ranked constraint in (14) will demand that a violation of Ident(V-length) (i.e. lengthening) be preceded in the derivation by a violation of IdENT(stress) (i.e. restressing), thus blocking lengthened but un-restressed *le:viable. While using different theoretical means, this requirement is parallel to that imposed by $\operatorname{IDENT}^{+}(V$-length) in (11b) on the basis of the attraction approach (expressing the stronger attraction/Ideni requirement if stress is unchanged), while the rest of the schema in (14) remains the same as that of (11b).

Major differences lie again in the way this approach relates to phenomena other than NDEB. As noted, it links NDEB directly with phonological opacity, while this link is more indirect in the alternative approaches. In the attraction approach, it is natural to see segmental neutralizations (like the /l/-/o/neutralization of Serbo-Croatian) as attraction effects due to phonetic similarity. In turn, neutralizations (and perhaps other processes) have been shown to yield opacity effects within the theory of Targeted Constraints of Wilson (2000, 2001), which is arguably interpretable as a formalization of segment-level attraction effects (Burzio 2000b). As for the LC approach, it has so far been shown to provicte an account of only a subset of the opacity effects, in particular, and as already noted, that of counterfeeding chain shifts, by ineans of a LC of faithfulness constraints (Kirchner 1996).

Like the LC approach, the serial OT approach is potentially challenged by cases where representational distance does not arise through a specific phonological process. In particular, the schema of (14) will not be applicable to the parasitic assimilation of (9), where there is no derivational step that would precede place assimilation and could account for the contrast. Likewise, (14) niay not extend to cover the cases in (13), where the relevant (attraction-weakening) differences are suppletive or semantic.

### 4.2 Morphologically derived environments in boundary contexts

### 4.2.1 The entailments-based approach

Burzio (2000a) analyzes the Finnish case in (3b) above, repeated in (15a), as in (15b).

```
a. tilat-i }->\mathrm{ tilas-i 'order'-past
b. FAITH[ti]>>*TI (assibilation) >> FAITH[t]
```

In (15a), the first $t$ in tilat-i is subject to higher-ranked Faith[ti] and thus resists the effects of the assibilation constraint, while the second $t$ is subject only to lowerranked Fairit $[t]$, and thus undergoes the assibilation. This analysis assumes that faithfulness only' applies to the form of morphemes, not to morpheme combinations. Hence the output form tilas-i in (15a) would only be faithful, independently, to the stem tilat-, and to the past tense affix -i, but not to their concatenation, making the top-ranked constraint in (156) inapplicable to heteromorphenic $t-i$.

While the analysis in (15b) predates the introduction of the representational entailments of (8) above, the latter can be recruited to improve it. The reason is
 ( $i$ entails a preceding $t$, or $i$ nust be preceded by $\mathfrak{t}$ ), an entailment generated by
any surface occurrence of the stem tilat-or its allomorph tifas-. The reason there is no heteromorphemic counterpart to that entailment is that affixal -i occurs in heterogeneous environments, attached to stems of all sorts. Any entailment of a preceding t would be contradicted by entailments generated by other stems that do not end in $t$, and thus effectively suppressed under algebraic summation of entailment. Of course one must assume that the $i$ involved in such entailment is not just the phoneme $i$ of Finnish. Rather, it must be the $i$ of tilat-, which is in turn entailed by the rest of the representation of the stem tilat-, including its semanties. It is that $i$ which will then entail a $t$ by transitivity of entailments, while suffixal -i will not. See Wolf (2008: 326f.) for a review of other attempts in the literature, some of which bear resemblance to the one being described.

The renaining question is still which sequences of segments may count, which now takes the form of "what entailments matter, exactly?" For instance, why shouldn't an entailment from $n$ to $t$ in (15a) prevent the second $t$ from spirantizing while allowing the first, hence yielding *silat-i? Here, the REH (8) has been shown to yield one other critical effect besicles attraction: "binding," tying together components that are relatively similar to one another. While a formal demonstration is beyond the goals of this chapter, an intuitive grasp can be attained by considering similarity as a sharing of subcomponents. Given two co-occurring components A, B, the REH will prescribe that each of A and B will entail its own internal structure, as well as each other. But when $A$ and $B$ are similar, the former effect will contribute to the latter, resulting in a stronger mutual entailınent between A and B. See Burzio (2005; §4.5) and Wayment et al. (2007) for noore discussion.

Now, if all assimilations are parasitic on similarity, as suggested above, then the " $t-i \rightarrow s-i$ " process of Finnish will suggest, along with articulatory considerations, that there is some level of similarity between $t$ and $i$, with a consequent binding effect. A tautomorphemic sequence $t i$ would then be sinvultaneously subject to two effects. One would be attraction, with the potential for assimilation, and the second the "binding," or enlanced muturl entailment, of $l$ and $i$, opposing assimilation and evidently sufficient to block it. On the other hand, heteromorphemic $t-i$ would experience only attraction, thus leading to assinvilation. The reason is that "bind"ing" only describes an enhancement effect over the entailment $i \Rightarrow / t \ldots$, an entailment which, however, is effectively false for the heteromorphernic case, for the reasons discussed. While the OT analysis thus remains as in (15b), with Fairmi[ti] describing the enhanced entailment (binding) and *Tl describing attraction, the "grounding" just provided narrows the range of applicability of sequential constraints of type Faith(xy), and hence the range of pathological predictions re segmental inventories.

### 4.2.2 The "local conjunction" approach

łubowicz (1999, 2002) proposes a "local conjunction" analysis of this case as well. When applied to the Finnish case in (15a), that analysis would be as in (16).

$$
\begin{equation*}
[* \mathrm{TI} \text { (assibilation) \& R-ANCHOR(Stem, o) }] \gg \text { IDENr }[\text { cont }] \gg * \mathrm{TI} \text { (assibilation) } \tag{16}
\end{equation*}
$$

The constraint R-ancior(Stem, cr) in (16) requires that the right edge of the stem line up with a syllable boundary, and is violated in (15a). Hence the repair in (15a) is triggered by the fact that the conjunction of the latter constraint with the
assibilation constraint dominates the relevant faithfulness constraint, IDENT[cont]. No repair affects the initial $t i$ sequence, because in that case violation of the assibilation constraint is not in the saıne local domain as the violation of the rightanchor constraint, making the local conjunction inapplicable, while the assibilation constraint by itself is ranked lower than Ident[cont] and hence ineffective.

The prediction that syllable boundaries play the role characterized by (16) seems disconfirmed by several of the cases in (5) above, however. This is true in particular in the following cases: Chumash pre-coronal laminalization, which alongside the exanmple in (5d) also features /s-is-lusisisn/ $\rightarrow$ [ $\int-\mathrm{i} \int-\mathrm{lu}$-sisisn] (from Poser 1982, 1993, with presumed syllabification [fiJ.lu . . ], with no misalignment); Sanskrit retroflexion (5e), as in /agni-su/ $\rightarrow$ [agni-su]; Finnish cluster assimilation ( 5 g ), as in /pur-nut/ $\rightarrow$ purrut; and Mohawk epenthesis ( 5 h ) / k -wi'stos/ $\rightarrow$ [kewi'stos]. It is possible that these cases could be analyzed as processes that affect only affixsl material due to a lower-ranked Affix-FAith and that block in underived environments simply because those environments are stems, hence not for the reasons provided by (16). Yet this alternative does not seem viable for the case in (5f), repeated in (17).

Indonesian nasal substitution (Pater 1999)

$$
\begin{equation*}
/ \mathrm{moN}-\text { pilih/ } \rightarrow \text { [mom-ilih] 'to choose' /ompat/ 'four' } \tag{17}
\end{equation*}
$$

Here the stem is affected as much as the affix, and yet a faithrul candidate *[mon-pililı] would feature no misalignment (though in any event a "left" rather than a "right-anchor" constraint would be needed). ${ }^{3}$ Pater (1999) in fact analyzes the asymmetry in (19) not in terms of LC, but rather in term of a Root Linearitr constraint that aims to preserve sequential relations within a root. The mapping /ampat/ $\rightarrow$ * [omat] 'four' would violate such a constraint with respect to the input sequence /mp/, while a comparable heteromorphenic sequence is not in the scope of the constraint. This type of analysis is in fact essentially subsumed by the above entailment-based discussion (/m/entails $/ \mathrm{p} /$ ).

### 4.2.3 Serial OT

Wolf (2008: ch. 4) provides an account of the now familiar Finnish test case in (15a) based on the ranking schema in (18):

$$
\begin{equation*}
\operatorname{PrEC}(\text { insert-affix, IDENT[cont]) >> *Tl (assibilation) >> IDENT[cont] } \tag{18}
\end{equation*}
$$

Again, the schema in (18) differs from the entailment-based one in (15b) only by the top-ranked constraint, parallel to the one Wolf deploys in (14) above to handle phonologically derived environments. In both of Wolf's analyses, the top-ranked constraint imposes a specific order of processes, here demanding that a violation of Ident[cont] (i.e. assibilation) be preceded by affixation. Such constraint is obvinusly satisfied by the heteromorphem icassibilation $t-i \rightarrow s-i$. It would,

[^177]however, be violated by a tautomorphemic assibilation yielding *silas-i. The reason is essentially that in the latter case affixation does not provide any material critical to the assibilation, and is thus taken not to count as establishing the required order in Wolf's formal systent.

In sum, this approach provides a unitary account of two of the cases of NDEB in ter ms of the Prec constraints of Wolf's framework. We will see in $\S 6$ below, however, that it appears not to extend to the third.

## 5 Pre-Optimality Theory accounts

### 5.1 Strict cyclicity

This subsection reviews the most influential of the early accounts of NDEB, the one based on "strict cyclicity," as developed by Mascarń (1976) as part of the conception of the phonological "cycle." Other accounts, carefully reviewed in Kiparsky (1993), include the "(Revised) Alternation Condition" and specific applications of the "Elsewhere Condition," briefl.y discussed below.

The traditional motivation for the phonological cycle comes from the observation that underlying representations (URs; chatter i : Underlying representations) are insufficient for correct phonological derivations, and that reference to surface forms is also necessary (CHAPTER 85: CYCLICITY), as in the familiar English example in (19), from Chomsky and Halle (1968: 117).
a. cond[ $\varepsilon]$ nsation
cf. con'd[ E$] n \mathrm{se}$.
b. comp[a]nsation cf. comp[a]nsate *com'p[ $\varepsilon$ ]nse

The two nouns in (19) would have fully parallel URs, and yet exhibit different degrees of reduction in the bracketed vowels, a difference that seems predictable only by reference to the corresponding verbs in parentheses. The "cycle" thus required the phonology to apply first to irmer morphological layers, first calculating con'd[ع]nse within cond[E]nsation, and then move on (see Kenstowicz 1994: 204 for exact derivations, and Cole 1995; Chapter 83: Cyclicity for a full review of the motivations for the cycle).

On the other hand, in the parallel approach that OT embraces, it becomes possible to argue that the reference to surface forms that cases like (19) make necessary is also sufficient, thus simply dispensing with the traditional URs, rather than requiring an additional notion like that of the cycle (Burzio 1996, 2000a). On this view, the lexicon is constituted of full surface forms, whose well-formedness, including their morphological relatedness, is calculated in parallel by a grammar that effectively just "checks" them, rather than deriving themi step by step.

The ability to refer directly to surface forms has been forcefully advocated in the OT literature by way of the notion of output-to-output faithfulness (Benua 1997; McCarthy 2005; and many others), which has then been used to account for the effects of the derivational cycle like those in (16). However, many practitioners have continued in the tradition of considering the lexicon as being constituted of morphemes, which give rise to URs when assembled together.

In contrast to cyclicity, "strict cyclicity" effects, to which NDEB effects were in turn related, can perhaps be illustrated with the simple English series in (20),
but see Kenstowicz (1994; §5.3) and Mascaro (1976) for the Catalan data that were actually utilized.

> a. de'sisre b. de'siar-nble c. desiar-a'bil-ity

Assume for present purposes that -nble is one of the affixes that trigger vowel shortening, as shown for instance by admitre / admir-nble. As discussed above, shortening is only variable rather than systematic in stressed penult:mate syllables, whence unshortened (20b) de('si:ra.)<ble>, assunning an extrametrical syllable $\langle$ ble>, as in (1) above. The point of note is the7t further derivatives of de'sisrable such as ( 20 c ) maintain this cluoice despite the fact that -ity is itself a shortening affix, witness divin-ity (cf. divime), or promisct-ity (cf. var tant pro:miscuous), and the fact that metrical environments identical to that of (20c) (medial foot ( $\sigma \sigma$ ) shorten quite regularly, as in pro(,munci)'ation (cf. pronounce). The conclusion drawn from facts of this sort was thus that certain processes "block" in environments that are not "properly" derived. The one in (20c) would be one of them, since the shortening environment is already present in (20b) (let us say), attachment of -ity thus contributing nothing further. But if shortening blocks for those reasons in (20c), it may well block for the same reasons in (20a), or "trisyllabic" i:vory, which are not derived at all. In addition, since it is the definitional property of cyclic rules to apply when there is a new morphological environment, it will only be a matter of strengthening this definition to only when (thus making the cycle "strict"), to derive the blocking of both (20c) and (20a) or i:vory. Along with such cases, Strict Cyclicity would provide presumptive accounts of the cases of $\$ 3.2$ above (non-boundary contexts), assuming all relevant processes can refer to the added merphological structure so as to activate the cycle and block elsewhere, and would similarly also account for "boundary context" cases of $\$ 3.1$ above, like Finnish tilns-i of (3b). As for the cases that appear to be phonologically but not morphologically derived, like Finnish /vete/ $\rightarrow$ [vesi] of (3), a clause like (21b) below was from the inception added to the already established (21a).

## Applicability of cyclic rules

a. Contexts that are newly created morphologically.
b. Contexts that are newly created phonologically.

This definitional fiat extended the account to phonologically derived cases such as (2) and (3) above (I leave (13) aside), but it did so at a cost. The two forms of NDEB are now predicted to be co-extensive, an incorrect conclusion, as Łubowicz (2002: 271) points out. While there are cases, like Finnish assibilation and Sanskrit ruki retroflexion, that can be argued to occur in both types of derived envirunments, others do not. The problem is perhaps best illustrated by the English cases in (1). The case in (1a) reme:di-nble was argued above to be phonologically derived via restressing. Under (21), this would be because of clause (b). But the simultaneous presence of clause (a) would now incorrectly predict lengthening in (1b) *le:vi-nble as well, since both cases involve affixation of -nble and hence are both "derived" in one way or another. This problem persists under Kiparsky's (1982) attempt to reduce Strict Cyclicity to the Elsewhere Condition (Anderson 1969; Kiparsky 1973b; also referred to as the Pān:ni Principle), according to which
processes that refer to more specific contexts trump processes that refer to more general ones. This principle was conjoined with the assumption that lexical items (morphemes) undergo identity rules. In a case like Finnish /tilat-i/, cf. above, the assibilation rule would be blocked relative to tautomorphemic /ti/ since the identity rule would apply to /tilat/, a more specific context than just /ti/. ln the case of heteromorphemic $/ t-\mathrm{i} /$, however, the context of the assibilation rule would not be contained $w^{\prime}$ ithin the context of the identity rule, allowing that rule to apply with no inhibition, y ielding [tilasi]. Similarly, in Finnish /vete/ $\rightarrow$ [vesi], the assibilation rule would find no obstacle once /e/ raised to [i], since the identity rule would apply only to /vete/, which does not contain the assibilation context /ti/. Howrever, again, a case like levi-able of (1b) above w'ould not be accounted for, since the context for CiV lengthening obtains here thanks to combination of norphemes, hence is beyond the reach of an identity rule for lexy. Nonetheless, the Elsewhere Condition account appeared to solve the puzzle posed by the stress rule which, while seerningly cyclic in light of cases like (19), did not block in underived environments. This could now be attributed to the fact that, in the case of regular stress systems, lexical items would not contain stress information, which could therefore not be referred to by the identity rules.

Still working within a rule-based system, Kiparsky (1993) rejects the Strict Cyclicity accolut of NDEB, not only because of the incorrect predictions of the disjunction in (23), but also because various other hallmarks of cyclicity failed to correlate with NDEB effects. For instance, one diagnostic of cyclicity would be sequential orders like $P_{1}, P_{2}, P_{1}$, where a process $P_{I}$ is found to apply both before and after $P_{2}$. The cycle would enable such orders so long as the two occurrences of $P_{I}$ could be placed in different cycles. Other properties attributed to cyclic rules, though essentially by stipulation, were application at "lexical" as opposed to phrasal levels, and their contrastive, as opposed to allophonic, character. Kiparsky shows clearly that NDEB does not correlate with these attributes, and thus proposes the alternative I review next. ${ }^{\text {² }}$

### 5.2 Underspecification

Kiparsky's (1993) proposal can be illustrated for the Finnish cases as in (22), where upper-case $T$ is assumed to be underlyingly not specified for continuancy, while lower-case tis fully specified as [-continuant] (Citapter 7: fe.ature spectification and underspecification).

$$
\begin{align*}
& \text { a. tilaT-i } \rightarrow \text { tilas-i 'order-r'Ast' (cf. tilat-n order-mns') }  \tag{22}\\
& \text { b. veTe } \rightarrow \text { veTi } \rightarrow \text { vesi 'ivater-Nom' (cf. vete-nä̀ 'water-Ess') }
\end{align*}
$$

Correct derivations in (22) are ensured by assuming that the assibiletion process can fill in the value [+continuant] in the context / _ i, yielding [s], but not change fully specified $\sqrt{ }$. At the same time, one must also assume that [-continuant] can be filled in by a later default rule to any representation that inay remain unspecified after the assibilation rule has had a chance, so as to y ield $t$ rather than

[^178]$s$ in the parenthesized forms on the right, as in /tilaT-a/ $\rightarrow$ [tilat-a]; /veTe-nä/ $\rightarrow$ [vete-nä].

On the one hand, this proposal bears some similarity to the one in (15b) above and its entailment-based version, in that inmunity of the first /t/ contes from a greater amount of information associated with it. On the other, however, this approach does not appear to be fully workable. If the forms on the right in (22) were the sole determinants of the URs on the far left, then, indeed, the latter URs could be correctly obtained. In the course of acquisition, the $i$ of tilat-a would force full specification of the preceding $t$, lest the expected form be *silnt-a, given kncowledge of the assibilation. Elsewhere, however, $t$ (as given in upper case) could remain underspecified, correctly yielding assibilation when a frllowing $i$ shows up. This dynamic is parallel to the one based on the entailments, where a following $i$ would alse confer additional resilience to a $t$. However, as argued in Burzio (2000a), the assumption that the parenthesized forms are privileged sources for the URs cannot be maintained. In divi:ne / divin-ity, the presumed UR div/i:/ne/, with a long vowel, must be inferred from the base, but in dom( $n$ ) / damn-ntion, the UR /dæmn/, with /n/, would only be inferrable from the derivative. On the other hand, in [pærant] / [parental], the full set of underlying vowels is only inferrable from base and derivative combined. The fact of the matter is that, in general, there is no independent principle or a priori restriction on what surface forms can contribute to a UR in a theory that has URs. It totally depends on where neutralization processes occur down the line. This means that hypothetical *tilat-i could also contribute to its UR, yielding full specification of the second $t$ incorrectly, ntaking the account of (22) circular (the initial premises rest on the final results). This liability is nut shared by the entailnents. As we have seen, affixal $-i$ would not entail a preceding $t$ even in a hypothetical tilat-i, the reason being that, as a past tense affix, $-i$ will entail to its left whatever results from entailment summation over all of its stenns, most of which do not end in $t$.

The inadequacy of the underspecification account is even more apparent if one attempts to extend it to other cases of phonologically derived environments beside (22b). For example, to handle rome:diable in (1a), this account would have to underlyingly underspecify the lengthened vowel while fully specifying (as short) the one of lewinhle (1b). But, again, there is no independent basis for such an asymmetry. The fundamental reason for this inadequacy is that, in general, an underspecification account will predict asymmetries based on some coherent theory of what can be marked ws. default values. Hence, it cannot under any circumstance predict the true generalization, which appears to be whether or not some change has occurred in the same segment or norpheme, as in each of (1), (2), and (13).

## 6 Morphologically derived environments in non-boundary contexts

I turn now to the case in $\S 3.2$ above, whose prototype was taken to be English vowel shortening.

Burzio (2000a) argues that such effects simply result from the parallel interaction of morphology and phonology in the absence of any level of UR. Consider in part wular that regular/productive morphological systems generally exert an inhibitory effect on phonological processes, as shown in (23).
a. effort-less-ness
(exceptional stress)
[bijpt] (exceptional syllable size)

Stress patterns such as the one in (23a) are unattested among morphologically underived items, as are syllables like the one in (23b), where a long vowel is followed by two consonants. These effects wrould be types of "DEB," namely reversals of NDEB. Here, otherwise regular processes "block" exactly in the derived environments. Burzio (2002a) argues in this connection that one can simply interpret the selectional properties of the relevant affixes, expressible for example as in (24), as types of constraints.

$$
\begin{equation*}
- \text { less } \Rightarrow / \text { Noun _ (less attaches to a noun }) \tag{24}
\end{equation*}
$$

If there are no URs, then the context "Noun" in (24) can only refer to surface forms, affix -less, thus demanding identity between its stem and any such form. Then, cases like (23a) will be accounted for by taking (24) to dominate the constraints responsible for regular stress, the irregular one of (23a) simply coming from identity with that of effort, as imposed by (24), and similarly for the past tense affix in (23b) and syllabification constraints.

If morphology and phonology compete this way, so that (23a) and (23b) result from the morphology winning, then effects in the opposite direction should result when the morphology loses, and this would be the case of vowel shortering, as illustrated in (25).

$$
\begin{array}{ll}
\text { a. notur-nl }  \tag{25}\\
\text { b. } & * V: \gg-a l \Rightarrow / \text { Noun }-
\end{array} \begin{aligned}
& \text { (cf. no:ture) } \\
& \text { (-al attaches to a noun) }
\end{aligned}
$$

In (25b), a general markedness constraint banning long vowels outranks the morphological constraint dentanding identity with the independent noun na:ture, resulting in a short vowel. The difference between the high-ranked selectional constraint in (24) and the low-ranked one in (25b) reflects the general difference between (roughly) Germanic and Latinate affixes, termed respectively "Level 2" and "Level 1" in Kiparsky's (1982) Lexical Phonology framework. This rankingbased characterization of the iwo morphological systems is independently supported by the fact that the two systems also differ with respect to morphological idiosyncrasy (Burzio 1994, 2002a; Benua 1997), as well as productivity, which can also be correlated with rank, though more indirectly (see Burzio 2006). Latinate affixes like the one in (25) tolerate massive amounts of morphological idiosyncrasy, as in arbore-al (cf. absence of *arbore), crimin-al (cf. crime, not *crimin). By contrast, the Germanic affixes exhibit virtually no idiosyncrasy like hypothetical *arbore-less (cf. tree-less) or *crimin-less (cf. crime-less).

Hence there exists an inverse correlation between phonological and morphological regularities (Burzio 2002a), as Germanic affixes exhibit tight morphological regularity along with abundant phonological irregularity as in (23), while the Latinate ones reverse both effects, exhibiting much morphological irregularity along with regular phonology (Ciapter 103: rionological sensitivity to morphological structure). This includes regular stress aside from a specific range of cases discussed below, as in parent-al (not *parent-al, which would parallel 'effort-less), regular syllabification, the shortening of (25), and other processes like
the velar softening of (4) above (electri[s]-ity), all absent from the Germanic class (cf. froli[k]-ing, cri:me-less). The overriding generalization is thus in terms of the requirement that a stem be identical to an independent surface form, referred to as output-outpur (OO) faithfulness in the literature (Benua 1997), which is strong for one class of affixes, but weak for the other (Burzio 1994). Two ingredients are critical to a successful account. One is that morphology (interpretable as OOfaithfulness) must be constraint-based to compete with phonolngy this way. The other is that there must be no UR. The first ingredient, constraint-based norphology, can be taken to result from the REH, as argued in Burzio (2002b). Constraints like those in (24) and in (25b) and their ranking can be viewed as the result of summation of identical entailments across the lexicon. The second ingredient, absence of a UR level, is a natural hypothesis for a constraint-based system. To see how it is critical to the analysis, consider first that, in the Gernanic/Level 2 case of (23), the UR would be simply superfluous. One only needs to assunte a high-ranked OO-faithfulness (expressed here by (24)) to express the identity of each stem to the independent words. The effect of a lower-ranked faithfulness to a UR (termed input-output (IO) faithfulness) would be cancelled by the higher-ranked OO-faithfulness. In the case of (25), however, a hypothetical UR is not just superfluous, but false. To account for the long vowel in na:ture, one must assume the ranking "IO-Faitur >> ${ }^{*}$," the standard OT schema for marked choices. But if the same UR was input to both na:ture and natur-nl, as is the case by the standard definition of UR as the common input to all allomorphs of the same morpheine, then natur-al should also have a long vowel. Just supplementing IO-Faith with OO-Faith is therefore not sufficient in this case. Rather, IO-Faitir as faithfulness to a UR must be removed from the scene altogether, and the only principled way to do so is to drop the already unnecessary as well as insufficient UR. Hence, no:ture will be faithful to its own input with whatever rank the language at large has. The form notur-al will also be faithful to its input, but that input (except for $-n l$ ) is the word na:ture and not a UR, and that ranking is determined by the particular morphological system, not by the language at large. Affixes like $-n l$ in (25), which are relatively unproductive and prone to idiosyncrasy, evidently establish relatively weak/low-ranked associations.

The notion of "cyclic" derivation would therefore have seemed right here in a way, requiring that na:ture be derived from a UR, while natur-al would be derived from naiture. But such a notion has turned out to be right only when it reproduces (in a more complicated way) the effects of just dropping the UR from the theory, which forces reference to surface forms directly. In other respects, the cycle, and its cluster of attribute properties, prove to have been incorrect, as Kiparsky (1993) shows for the association "cyclic = blocking in NDE." The presumed further association "cyclic = lexical" (see discussion in Kenstowicr. 1994: 195f.) also fails to hold. Here the notion "lexical" defines the presence of idiosyncrasy, while the property "cyclic" identifies, by its core definition, preservation of phonological structure, as in cond[k]nsntion (19a) above. As argued for (23), it turns out that such preservation is massive with Germanic/Level 2 affixes (no changes conpared with the base word). This would make therr "cyclical" if one took those definitions seriously. But idiosyncrasy is absent in the presence of those affixes, which would make them "non-lexical" (i.e. more like phrasal constructs). Conversely, Latinate/Level 1 affixes would be part of the "lexical" norphophonology by virtue of the noted idiosyncrasies, but the preservation effects
they generate are in fact tenuous, cond $[z]$ nsation notwithstanding, making them only marginally "cyclic." As argued in Burzio (1991, 1993, 1994), such effects consist of only minimal distortions of the standard footing, as in e.g. phe(,nome)'nology! (to match phe'nomenon), or a'merica(, nistØ) (to match A'merican). As in underived items, adjacent stresses are ruled out, for example as in , catristrophic, infor'mation, ,consul'tation (ca'tnstrophe, in'form, con'sult). This contrasts with the more robust distortion of cases like (23a) 'effort-less-ness. As for the apparent preservation of stress in cond[z]n'sation of (19a), it is argued in Burzio (1994: 185) that in fact it only concerns the details of vowel reduction rather than stress itself, though the relation with con'dense remains relevant.

This means that, when faithfulness to a base word specifically refers to stress, it is relatively low-ranked for the Latinate affixes, consistently with (25b) above, but not so low-ranked as to be totally ineffective. This accentual faithfulness, referred to as Metrical Consistency (MC) in Burzio (1994), is what accounts for long vowels in this sector of the lexicon, as argued in $\S 3.2$ above. Consider here the contrast between (2бa) and (26b), along with the partial hierarchy in (26c).
a. de'si:rous, ad'he:rent, ex'tre:mist, diovissive, 'wedi,tnatioe, . . .
b. 'blasphemous, 'aspirant, 'hypnotist, 'relative, 'gencrative,...
c. $\mathrm{MC},{ }^{*} \mathrm{~V}: \gg$ IDENT(V-length)

The hierarchy in (26c) is taken to be dominated in turn by constraints mandating well-formed metrical feet which exclude, along with adjacent stresses and other degeneracies, stress on light penultinnate syllables. This means that, when a long vowel and the stress of the base word both end up in a penultimate syllable in a derivative, as in all of the cases in (26a) and (26b), the two leftmost constraiuts in (26c) cannot be simultaneously satisfied. Either the vowel will have to fail to shorten, as in (26a), or the stress of the base will be lost, as in (26b). The variation between the cases in (26a) and those in (26b) then reveals that the grammatical system is indeterminate on the relative ranking of the two leftmost constraints in (26c), allowing lexical information to choose outconnes (see Burzio 2006). The effect observed for some of (13) above may also be at work, however. That is, items that are semantically very close to their base, as perhaps those in (26a) are to a greater extent than those in (26b), may end up accentually faithful as well, with no shortening.

In sum, the main class of exceptions to vowel shortening finds the principled account in (26c) leading to the conclusion that vowrel shortening is - on its own - perfectly general (further scattered exceptions aside) in the Latinate lexicon. On the analysis in (26c), this would then be a case of what is referred to in the OT literature as "The Einergence of the Unmarked" (TETU; McCarthy 2002: 129f; chapter 58: the emergence of the unmarkeid).

Other approaches to NDEB do not cover this type of case. Wolf (2008) refers to putative cases of this sort, in which the phonological process does not appear to depend on the specifics of the morphological operation, as "pseudo" DE effects, and suggests the existence of analyses that would bring them in line with the non-pseudo cases. Successful re-analysis is critical to his approach, which predicts non-existence of pseudo DE effects. The reasons for this prediction by Wolf's serial OT approach are effectively the same as the reasons excluding assibilation of tauto-morphernic /ti/ in the Finnish case discussed above. Specifically, and for example, if vowel shortening as in div[r]n-ity was due to an a-contextual
"*V:" constraint, then the same output will be produced whether shortening applies before or after affixation of -ity. But then a mechanism of "chain merger" would remove any ordering between the two operations, so that a putative precedence constraint Prec(insert-affix, [dent[cont]) will always be violated if shortening applies, thus keeping all vowels long if high-ranked, while allowing all to shorten, including in *div[r]ne, if low-ranked. ${ }^{5}$ However, while Wolf (2008: §4.3.5) does review the above "TETU" analysis of vowel shortening, he provides no alternative to it. He also concedes the existence of other cases of markedness reduction under affixation, such as those in (7e) and (7f) above, which the TETU analysis can handle, but which he attributes to failure of a feature to "percolate" up the morphological structure (2008: 268), an additional mechanism, in his perspective.
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# 76 Structure Preservation: The Resilience of Distinctive Information 

Carole Paradis<br>Darlene LaCharité

## 1 Introduction

All languages have a phonemic inventory, including a set of distinctive vorvels and consonants, i.e. linguistic sounds that contribute to the meaning of a word. For instance, chip [ $y^{\prime} \mathrm{Ip}$ ] contrasts with cheap [ $\mathrm{H}^{-} \mathrm{ip}$ ] in English, on the basis of the vowel quality; in the first case, the high front vowel is lax, whereas in the second one it is tense. We therefore say that / $1 /$ and /i/ are two distinct phonemes (segments) in English (CHAPTER 11: THE PHONEME) and that [tense] is a distinctive feature (Cilarter 17: distinctive features) for high vowels in this language. ${ }^{?}$ While phonemic inventories are built in agreement with the principles of Universal Grammar (UG), the exact composition of a phonemic inventory varies from one language to another. Along with the suprasegmental inventory, the phonemic inventory is a good part of what allows a listener to identify a language at first glance and to distinguish it from other languages. We expect speakers to resist either dropping phonemes or phonemic eontrasts from their language's inventory, or introducing new phonemes and phonemic contrasts - although this constitutes the bread and butter of language change - since the automatic consequence of such nooves is a different systenn. We believe that resistance to change cannot be due simply to inertia - it is not passive. In this chapter we will try to show that resistance to change is, above all, a question of contrast/category pattern resilience in the mind of the speaker, which is expressed intralinguistically (i.e. resistance to change due to the passage of time, dialect contact, etc.) and also interlinguistically (betwreen L2 and L1, as will be illustrated in $\S 3$ with respect to loanwords). We will link contrast resilience to the traditional notion of Structure Preservation, providing a history of this notion in generative grammar in $\S 2$, and considering in $\S 3$ the question of whether it is still pertinent now that phonological rules have given way to constraints. We will also address the relation between Structure Preservation and phoneme/structure resilience in loanword adaptation from the point of view of $\mathrm{I}_{2} 1$ and $\mathrm{I}_{2}$. We conclude in $\$ 4$.

[^180]
## 2 The history of Structure Preservation

It has long been noted that, intralinguistically, languages (or, more properly, their speakers) resist phonemic change before succumbing to and accepting a new phonemic contrast. Changes to a given phonemic inventory follow defined steps, which are gradual, and characteristically occur over a long period of time (charter 2: contrast). Although such sound changes can sometimes occur relatively rapidly, it is not unusual for them to take centuries to complete. Broadly speaking, a small phonetic detail becomes sufficiently large over time that what begins by distinguishing phonetic variants ends up being categorical, i.e. phonemic (see Harris 1990 and Bybee 2008 for a detailed descriptinn of these steps). Clearly, though, the forces of change are counterbalanced by resistance to change, or intralingual change would typically proceed at a much faster rate and produce much more dramatic results than it usually does (CHAPTER 94: LEXICAL PHONOLOGY AND THE jexical syndrome).

The lexicon is the crucial place where the battle between the forces of change and resistance to change takes place. In Lexical Phonology, the resistance to using non-phonemic sounds or sound combinations at the lexical level was expressed through the notion of Structure Preservation (SP). In Kiparsky (1982, 1985), SP regulated the application of phonological rules, constituting a ban on the introduction of phonemes at the lexical level that are not part of the underlying inventory.
(1) Structure Preservation (Kiparsky 1985: 88)

If a certain feature is non-distinctive in a language we shall say that it may not be specified in the lexicon. This means that it may not figure in non-derived lexical items, nor be introduced by any lexical rule, and therefore may not play any role at all in the lexical phonology. ${ }^{2}$

The model assumed by Kiparsky is basically that in Figure 76.1:


Figure 76.1 Lexical Phonology (Kiparsky 1982)

[^181]As Harris (1987: 255) puts it, "the lexical segment inventory of a language (the output of the lexical rules) must be isomorphic with the underlying inventory." Bybee (2008: 111) adds: ". . . alteniations that are restricted to the word level involve only contrastive features. Segments or feature combinations that are non-contrastive must be introduced by postlexical rules ... ${ }^{13}$

Mohanan (1986) considers the formulation of SP given in (1) to be too restrictive. According to Mohanan, the Malayalaın and English facts cannot be explained if SP is interpreted as in (1), so he softens it, saying instead, "the alphabet used for syntactico-phonological representations is the lexical alphabet" (1986: 174). The lexical alphabet refers to the phoneme inventory at the lexical level, which is the result of lexical (as opposed to post-lexical) application of phonological rules. ${ }^{4}$ In Figure 76.1, Mohanan's lexical alphabet would be generated in the lexicon module by phonological rules that apply at this level. Of particular present relevance, the lexical alphabet in the view of Mohanan and Mohanan (1984) and Mohanan (1986) can contain distinctions that are absent from the underlying inventory (found in the restricted dictionary in Figure 76.1). The Malayalam case, detailed in Mohanan and Mohanan (1984), focuses prinnarily on contrasts in the system of nasals. The crux of the issue is that to achieve an elegant analysis of apparently complicated surface distributional restrictions on stops and nasals in Malayalam, one needs to assume that at the underlying level there are three nasals (bilabial, alveolar, retroflex), but that at the lexical level there are seven (bilabial, dental, alveolar, palato-alveolar, retrofex, palatal, velar). At the heart of their analysis is the clearly lexical application of two phonological rules (one that changes post-nasal voiced stops to nasals, and another that changes intervocalic [-continuant] velars to palatals when preceded by front vowels), which produces nasals with places of articulation that are not underlying for that class of sounds.

Still, the most widespread interpretation of SP in Lexical Phonology remains essentially the same: phonological rules are not expected to generate new phonemes or phonemic contrasts at the lexical level, nor are phonentes expected to undergo absolute neutralization at this level (Citapter bo: mergers and neutralization). Any operations that introduce features that are not distinctive underlyingly are predicted to be necessarily post-lexical. For instance, French has a rich vocalic system that includes the mid-back lax and tense vowels / / / and /o/ (e.g. hotte [ 3 t ] 'hood' ws. haute [ot] 'high'). Although both vowels are frequent, /o/ is prohibited word-finally in French ( $* / J / \#$ ), at the lexical level. If a morphological operation produces a word-final $/ 2 /$ in the course of a derivation in French, it is systematically turned into [o]. Various morphological operations generate such a result; they include abbreviation (e.g. Caroline [karolin] $\rightarrow$ Caro [ kare ], condominium [kz̃dominjont] 'condominium' $\rightarrow$ condo [kJ̃do]), gender inflection (e.g. sotte [sot] 'silly (ffmet os. sot [sol 'silly (MASC)'), verbal and adjectival derivation (e.g. roter

[^182][RJte] 'to belch' vs. rot [Ro] 'belch' (N)), reduplication (e.g. dormir [dJRmir] 'to sleep' $>$ dodo [dodo] 'sleep ( N , child language)'), etc. The result is always the same: /د/\# $\rightarrow$ [o]\#. Nonetheless, the restriction*/د/\# in French does not apply at the post-lexical level. For instance, in Quebec French, final /a/s are systematically pronounced either as [a] or [3] (e.g. chocolat [JokJla], [fokoly] 'chocolat'; matelas [matla], [matlo] 'mattress') or something in betwreen, despite the fact that the lexical restriction */د/\# also applies in this variety of French. We know that [ J ] and [a] are variants of /a/ in such cases because derivatives such as chocolaté [Jokolate] 'with chocolat' and matelassé [matlase] 'padded' indicate that the underlying vowel is /a/. Cradient and unstable rules such as $/ \mathrm{a} / \rightarrow$ [a] or [ 3 ] in Quebec French are typically post-syntactic rules that are predicted not to oceur at the lexical level (Mohanan 1986: 174). The existence of clearly necessary categorical constraints, such as */J/\#, alongside the existence of forms that clearly do not obey then is the kind of case that SP is intended to explain: a phonetic process can apply at the post-syntactic level in spite of the fact that its effect contradicts that of a phonotactic constraint at the lexical level.

Another classic example of a lexical (hence structure-preserving) rule, is velar softening in English (and also in French), where /k/ yields [s] before a high front vowel (e.g. clectric [ilektrik] vs. electricity [ilektrisiti]). As reiterated by Bybee (2008: 112), this rule does not apply between words, is unproductive, lexically restricted, and morphologically conditioned. In contrast to th is lexical alternation, $/ \mathrm{k} /$ in English, as in French, has a palatal variant [c] before a front vowel, as in key / ki/ $\rightarrow$ [ci], kiss /kis/ $\rightarrow$ [cis], etc. (in French, qui $/ \mathrm{ki} /{ }^{\prime}$ who' $\rightarrow$ [ci], quitter /kite/ 'to leave' $\rightarrow$ [cite], etc.). The emergence of the palatal variant in both languages is automatic, productive, and neither lexically nor morphologically restricted. SP embodies the claim that such an assimilation rule could not apply at the lexical level because, in both French and English, it would introduce at this level a sound, [c], that is not part of the phonemic inventory of either language (see Kiparsky 1985 for a discussion of many other assimilation and harntony processes that are non-structure-preserving and which he shows are post-lexical).

However, SP has been challenged on a variety of fronts. Its domain of application has been debated vigorously. Kiparsky $(1982,1985)$ proposes that lexical rule application is subject to SP but post-lexical application is not. However this neat division of territory between structure-preserving and non-structure-preserving rule application has proven to be don.ıbtful. For example, Kaisse (1990), Rice (1990), and Hyman (1993) agree that SP is not necessarily turned off in the post-lexical component. In other words, post-lexical rules can be subject to SP. On the other hand, Harris (1987: 256) argues, mainly on the basis of a certain type of vowel harnoony in southern Bantu languages, that "failure to preserve structure cannot be reliably considered proof of a rule's postlexical status." That is, lexical rule application is not necessarily subject to SP.

Harris $(1987,1989,1990)$ discusses other allophonic processes that must be lexical, but that are not structure-preserving (see also discussions in Mohanan 1995 and Steriade 1995), but one of the best-known problematic cases is the distribution of [ç] and [x] in modern German. According to Hall (1989), there is no underlying contrast between velar and palatal fricatives in German; the feature [back], though distinctive for vowels in German, is not distinctive for fricatives. The [ c ] $2 \mathrm{~s} .[\mathrm{x}$ ] contrast results from a rule of fricative assimilation that spreads the backness feature from a vowel to a following voiceless high fricative. Crucially, fricative
assimilation applies lexically and it produces a phoneme/phoneme contrast that is not underlying. Hall (1989: 1) concludes that the rule of fricative assimilation is "a blatant counterexample to SP." We will address this case more thoroughly later.

Macfarland and Pierrehumbert (1991) propose an alternative view, which is intended to salvage the integrity of SP. In their view, non-distinctive features introduced at the lexical level stem from spreading, resulting in doubly linked structures. In the Gerınan case just discussed, the [back] feature of the vowel spreads to the feature matrix of the following fricative /X/, which is unspecified for backness. This results in the feature [back] being simul taneously linked to the vowel and the following fricative consonant. By virtue of their double linking, such structures are teclnically exempt from SP (as well as from a condition they call the marking condition). Though the solution might work for this and some other problenatic cases that challenge SP, it does so at the cost of seriously weakening the SP constraint. lverson (1993) proposes instead an approach that re-examines the relationship among some of the constellation of properties originally intended to distinguish between lexical and post-lexical rules or rule application, namely SP, and the restriction of applying to derived environments. In classical Lexical Phonology, a lexical rule had certain properties, two of which were that it preserved structure and that it applied in derived environments. SP is a consequence of a rule's lexical status in that view. Iverson turns this relationship on its head (1993: 265); if a given rule preserves structure, then it observes the derived environment constraint. This arguably explains the clustering of properties previously considered to be diagnostics of a rule's lexical or post-lexical status, but it implies that SP is a property of some, but not necessarily all, lexical rule applications. Indeed, Iverson concludes (1993: 270) that ". . structure-building applications of lexical rules need not (though may) be structure-preserving."

As the prev'ious discussion suggests, SP, as formulated by Kiparsky $(1982,1985)$ was inextricably linked to the overall architecture and other principles (e.g. the Strict Cycle Condition and the Derived Environnent Constraint) and theoretical tools (e.g. underspecification) of Lexical Phonology. To reiterate, SP was part of a set of properties that distinguished lexical from post-lexical rule applications. Like ınany other notions of Lexical Phonology, SP was found to be probleınatic for a variety of reasons. For instance, even if we accept the view of Mohanan and Mohanan (1984: 589) that phonological rules whose domain of application is lexical yield the "lexical alphabet" - to be distinguished from the underlying one, fround in the restricted dictionary in Figure 76.1 - it seems clear, as indicated by the work of a number of phonologists working on several different languages, that we cannot uphold the position that lexical rule application is necessarily structure-preserving while post-lexical rule application is not. For example, as mentioned previously, Iverson (1993) argues that lexical rules are not necessarily structure-preserving, while Rice (1990) argues that post-lexical rules may be. However, this is only one problem facing SP. Another is that SP has resisted formulation, interpretation, or application in any way that can be universally applied to yield felicitous results. Different attempts, including reformulation (e.g. Mohanan 1986: 174; Borowsky 1989: 148), reinterpretation (e.g. Macfarland and Pierrehumbert 1991:179; Iverson 1993: 265), or restriction of its application to some, but not all, lexical levels - often on a language-specific basis (e.g. Borowsky 1986, 1989) - yield no universally satisfactory outcone. Moreover, such atteınpts often
have extremely damaging consequences for the theory and the SP principle. For example, the effect of Mohanan and Mohanan's (1984) analysis of Malayalam and their distinction between an underlying and a lexical alphabet is to allow rules to introduce contrasts that are not underlying. This is clearly at odds with Kiparsky's (1982) view of the role that SP plays. A closely related problem is that, under no formulation or interpretation, in any language through which the principle has been test-driven to any extent, has SP been found to be exceptionless (see the discussion of Bybee 2008 below).

What has the outcome of the challenges to SP been? Sproat (1985), who rejects Lexical Phonology's approach to word formation altogether, considers SP completely dispensable, along with the rest of the theory. However, few phonologists would go this far. Although some, such as Mohanan (1989: 609) and Hall (1992: 233), have given up on reformılating SP, or tweaking the conditions of its application, and concluded that it is not a linguistic universal, they still consider it a crosslinguistic tendency. As Steriade (2007: 146) asserts, ". . .Structure Preservation cannot be abandoned altogether. . . ."

Bybee (2008) has picked up the idea of SP as a cross-linguistic tendency rather than a true synchronic generalization or principle of language. She proposes to interpret the constraint as a result of "paths of change," saying "Three welldocumented universal paths of change uccur in parallel and lead to the synchronic situation that is described as Structure Preservation" (Bybee 2008: 114). She also says that it is some sort of restatement of the older structuralist principle of "separation of levels" where phones are distributed by phonetic criteria and phonemes by lexical and morphological ones. ${ }^{5}$ In Bybee's view, because SP is an emergent property of recurring mechanisms of language change (that feed and complement each other), counterexamples to this constraint are unavoidable and expected. The thinking behind this is that since the transition from phonetic to phonemic status is gradual, there will always be linguistic sounds that are introduced in a language lexicon with the initial status of phone, either native or foreign, which will later acquire the status of phoneme. However, while some instances make the transition from variant to phoneme, others instances do not, or at least not at the same time. More concretely, Bybee explains that purely phonetic sounds can gradually be disassociated from their phonetic conditioning and beconte associated with particular lexical or norphological conditions. An example discussed extensively in the structuralist and generativist literature, and already pointed out in this section, is the case of German [ $x$ ] and [ $¢$ ] (see Bybee 2008: 112 for a synopsis and Hall 1992 for more detailed discussion). In brief, [ç] and $[x]$ were originally variants, with [ $; \cdot$ ] occurring after a front vowvel in German. When the Gernan dimuinutive suffix -ichen [içan] lost its conditioning front vowel and the shortened suffix -chen [çan] started to appear after a back vowel, $[x]$ and [c] (arguably) became distinctive (e.g. Kuhthen [ku:çon] 'little cow' os. Kuchen [ku:xion] 'cake').' ${ }^{\text {T }}$ The distinctiveness of /ç/ zs. /x/ was reinforced by the fact that /ç/ could also occur at the beginning of loanwords in some German dialects, where

[^183]the initial phonetic conditioning (the preceding front vowel) is obviously absent. ${ }^{\text {? }}$ To take another example, this time from English, the non-anterior voiced fricative $/ 3 /$, which initially occurred in the Early Modern English Period as a result of stress-conditioned palatalization ( $/ \mathrm{zj} / \mathrm{>}$ [3];e.g. pleasure [pleza.r] from French p/nisir), has begun to be allowed in word-final and even word-initial position under the influence of more recent French borrowings such as rouge [rus], beige [bez], garnge [gajo3], massage [masaz], camouflage [kæmaflaz], huge [luz], genre [弓ãr], joie de vivre [3wadeviv], etc. (see Millward 1996: 252-253). Similar to the German situation, the appearance of $/ 3 /$ in these environments cannot be due to phonetic conditioning. In short, the picture that emerges is that what originated as phonetic variants in the German and English examples might have become phonemes (albeit ones with sometimes restricted distribution) due to, among other things, the pressure of loanwords.

This is one path of change; concurrent with that are two others. The second is that small phonetic changes tend to become larger ones over time, leading to a greater phonetic distance between the original sound and its variant. If we take the $[\varsigma]-[x]$ alternation, the variant [ç], which is unstable and phonet ically close to $/ x /$, is beconving more stable and nore clearly distinct phonet ically from $/ x /$ over time (see Bybee 2008: 113). The third related path of change discussed by Bybee is loss of productivity as phonetic processes become lexicalized. To sum up, variants come to occur at the lexical/morphological level because of the diachronic tendency of phonetic changes to become linked to particular lexical itens or morphological processes, creating a shift from the purely phonetic to the lexical level. As a result of being lirked to particular morphological or lexical conditions, the phonetic conditions that originally give rise to the variant can lose their automatic productive power. Once the link between a sound and its (phonetic) conditioning environment is broken, the sound is "liberated," as it were, and free to enjoy wider phonotactic/syllabic distribution, giving it phonemic as opposed to purely phonetic siatus (see also Harris 1990: 93). SP has exceptions because such change does not affect the entire vocabulary at once, bult ratleer proceeds via normal processes of lexical diffusion (see e.g. Phillips 2006 on lexical diffusion and its links to various sound-based phenomena).

Is that the end of the story? Kiparsky (2008) clearly disagrees with the diachronic view. He summarizes the situation as follows:

An increasingly popular research program seeks the causes of typological generalizations in recurrent historical processes, or even claims that all principled explanations for universals reside in diachrony. Structural and generative grammar has more commonly pursued the reverse direction of explanation, which grounds the way language changes in its structural properties. (Kiparsky 2008; 52)

Kiparsky points out (2008: 27) that, once spelled out, historical explanations like those proposed by Neogrammarians or, more recently, those working in the diachronic view (e.g. Bybee 2008) often turn out to appeal implicitly to tendencies that are themselves in need of explanation. In other words, there must be principles

[^184]governing the nature and extent of change, which are ultimately responsible for the tendencies that are observed. He proposes criteria to distinguish true universals, which constrain language change, from typological generalizations, which result from language change, and adds: "The issue goes well beyond the simple question how cross-linguistic generalizations originate. It is about the nature of those generalizations themselves" (Kiparsky 2008: 27). He also raises the possibility (2008: 25) that functional explanations for language change might have become biologized within UG itself, through language use, thereby constraining change also via acquisition.

Though the argument we present below does suggest that a guiding principle of grammars is the pressure to preserve structure, which cannot be simply a sideeffect of sound change over time, our goal in this chapter is not to argue whether SP is a basic principle of UG, as opposed to an ennergent property of converging processes of language change. Rather, we hope to show, using primarily the phonological treatment of loanwords, that distinctive information is, indeed, highly resistant to destruction or alteration at the lexical level, not only intralinguistically, but interlinguistically too. Whatever problems SP has faced, or continues to face, there is no doubt that distinctive phonological information is resistant to change, so some notion of Structure Preservation is still needed, even under current constraint-based approaches, both derivational and non-derivational. The essence of our argument is that if there were no notion of Structure Preservation synchronically active in grammars, we could not explain why a borrower works so hard to preserve distinctive information from a foreign system (L2) in his/her own language (L1). Why should he/she care in the first place?

## 3 A broader perspective of Structure Preservation

### 3.1 Structure Preservation in loanzvord adaptation

Languages... which have undergone striking changes in their lexicons through the additions of thousands of borrowed words can no doubt be expected to trouble phonologists for some time. (Kaisse 1990: 141)

Because borrowing normally takes words conforming to the solund patterns and restrictions of one language (the solurce language, L2) and makes them conform to those of another (the borrowing language, L1), loanwords routinely present the need to modify or destroy phonological information (cf. also chai'ter 93: loanWORD PHONOLOGY). A priori, borrowing includes three phenonena that seent to challenge the notion of Structure Preservation. These are the mondification of sounds, the deletion of sounds, and, apparently paradox sally, the importation of sounds at the lexical level. Of these three phenomena, deletion and importation are, on first innpression, the most problematic. However, as we will see, phoneme deletion seldom occurs and importation is respectful of L2's phonological integrity. We believe this, along with other facts to be discussed, makes loanwords especially relevant to the study of Structure Preservation, provided one accepts an enlargement of its scope. We will henceforth use the full form, "Structure Preservation," to refer to this larger conception of the constraint. SP will refer to the notion of Structure Preservation as defined by, and linked to, Lexical Phonology.

If, instead of seeing the Structure Preservation constraint as just a ban on the introduction of non-phonemic sounds or distinctions at the lexical level, we interpret it as a form of pressure to preserve any contrastive information (features, phonemes, phonemic patterns, unpredictable syllabic information, etc.), then observing the way loanwords are adapted becomes extremely relevant. This is what we propose to discuss here. As we will show in the next sections, especially in $\S 3.2$ where the statistics from a large loanword database, that of the CoPho Project, ${ }^{8}$ are presented, L 2 distinctive information is very seldom squarely destroyed in L1. Instead, L2 distinctive information, when it is not imported, is normally phonologically "adapted" in the borrowing language, with as few adjustments as possible, i.e. minimally. If there were no constraint on synchronic grammars to preserve structure, then there should be no reason for phoneme deletion to be so scarce in loanwords and for adaptations to be minimal.

The notion of minimal adaptation is closely tied to the generally agreed idea that in loanword adaptation, languages normally seek to replace unacceptable foreign sounds with those that are "closest." There is disagreement over how closeness is defined: a matter of some contention in the field of loanword adaptation is whether closeness is determined primarily on phonological grounds, as we maintain, or whether it is deternined nainly phonetically (CHAPTER 98: SPEECH percertion and pionology). Our present purpose is not to debate this issue, but rather to present statistics from large corpora of loanwords in several languages that indicate that L2 distinctive information is routinely maintained to the maxinum allowed by the L 1 phonological constraints. In the parlance of the Theory of Constraints and Repair Strategies (TC), ${ }^{9}$ this is attributable ntainly to two principles, the Preservation Principle and the Minimality Principle, which conspire, we believe, to produce this result. As we will endeavor to show, both principles could be instantiations of the pressure to preserve structure in the larger sense that we propose here.

### 3.2 Adaptation, deletion, and Structure Preservation

The data used to :llustrate the effects of preservation in loanwords are taken from the CoPho Project's loanword database, which includes general corpora of French borrowings in Canadian English, Moroccan Arabic, Kinyarwanda, and Lingala, and English borrowings in Calabrese ltalian, Japanese, Mexican Spanish, Quebec French, Parisian French, etc. The main findings yielded by the analysis of the CoPho database are summarized in Table 76.1.

The first relevant point to note about the figures in Table 76.1 is that L2 distinctive phonological information is systennatically adapted in $\mathrm{L} 1(34,070 / 50,092$ cases, i.e. 68 percent), as opposed to being deleted ( 3.3 percent of cases). Phonological adaptation, which is simply called "adaptation" here, is the modification/replacement (i.e. repair) of an L2 sound or structure to comply with one or more L1 phonological constraints. Adaptation is linked to Structure Preservation insofar as it is geared to ensuring that the L1 contrastive system renains unchanged (see

[^185]Table 76.1 The CoPho Project loanword database of phonemic and supraphonemic malformations (updated August 2009)

| Geteral informationt |  |  |  | Malformationts |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Corpors | Imens | Forms | Total | Phonolngical cases ${ }^{\text {a }}$ |  |  |  | Norlphorsolngical colses |
|  |  |  |  | Total | Adoptations ${ }^{\text {a }}$ | Imporfations | Delerions | Cotnt |

English barrawings in:

| Old | 485 | 597 | 489 | 398 | 298 | 78 | 22 | 91 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Quebec |  |  |  | 81.4\% | 74.9\% | 19.6\% | 5.5\% | 18.6\% |
| French |  |  |  |  |  |  |  |  |
| l'arisian | 901 | 2,576 | 3,153 | 2,74! | 1,570 | 987 | 1.92 | 404 |
| French |  |  |  | 87.2\% | 57.1\% | 35.9\% | 7\% | 12.8\% |
| Quebec | 949 | 2,416 | 2,434 | 2,183 | 1,47! | 602 | 102 | 251 |
| City French |  |  |  | 8! ${ }^{\text {2 }}$ \% | 67.7\% | 27.6\% | 4.7\% | 10.3\% |
| Montreal | 94.9 | 2,248 | 2,285 | 2,099 | 1,262 | 747 | 90 | 186 |
| French |  |  |  | 91.9\% | 60.1\% | 35.6\% | 4.3\% | 8.1\% |
| Mexican | 1,045 | 1,514 | 3,137 | 3,008 | 1,583 | 1,317 | 108 | 129 |
| Spanish I |  |  |  | $95.9 \%$ | 52.6\% | 43.8\% | 3.6\% | 4.1\% |
| Mexican | 1,034 | 2,342 | 5,645 | 4,490 | 2,836 | 1,569 | 85 | 1,155 |
| Spanish U |  |  |  | 79,5\% | 63.2\% | 34.9\% | 1.9\% | 20.5\%\% |
| Japarese | 1,167 | 2,991 | 7,760 | 7,373 | 6,778 | 442 | 103 | 387 |
|  |  |  |  | $95^{\circ} \%$ | 91.9\% | 6.7\% | 1.4\% | 5\% |
| Calabrese | 2,161 | 5,191 | 14,740 | 14,438 | 6,182 | 7,821 | 435 | 302 |
| Italian |  |  |  | 98\% | 42.8\% | 54.2\% | 3\% | 2\% |

French borrowings in:

| Canadian English | 674 | 1,667 | 1,034 | $\begin{gathered} 748 \\ 72.3 \% \end{gathered}$ | $\begin{gathered} 55 \overline{3} \\ 74.2 \% \end{gathered}$ | $\begin{gathered} 1.37 \\ 18.3 \% \end{gathered}$ | $\begin{gathered} 56 \\ 7.5 \% \end{gathered}$ | $\begin{gathered} 286 \\ 27.7 \% \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Murocear | 1,127 | 2,685 | 4,275 | 3,97! | 3,104 | 568 | 307 | 296 |
| Arabic |  |  |  | 93.1\% | 78\% | 14.3\% | 7.7\% | 6.9\% |
| Kinyar- | 756 | 2,130 | 4,63! | 4,207 | 4,119 | 26 | 62 | 432 |
| wanda |  |  |  | 90.7\% | 97.9\% | 0.6\% | 1.5\% | $9.3 \%$ 。 |
| Lingala | 672 | 1,917 | 3,734 | 3,408 | 3,396 | 2 | 10 | 326 |
|  |  |  |  | 91.3\% | 99.6\% | 0.1\% | 0.3\% | 8.7\% |
| Fula | 532 | 1,081 | 1,118 | 1,012 | 908 | 45 | 59 | 106 |
|  |  |  |  | 90.5\% | 89.7\% | 4.5\% | 5.8\% | 9.5\% |
| Total for all corpura | 12,452 | 29,355 | 54,443 | 50.092 | 34,070 | 14,391 | 1,631 | 4,351 |
|  |  |  |  | ! 2 \% | 68\% | 28.7\% | 3.3\% | 8\% |

[^186]LaCh arité and Paradis 2005, Paradis and Tremblay 2009, and Paradis and LaCh arité, forthcoming, for discussion), and is the norm.

Table 76.1 also shows that if foreign sounds are not adapted, they are norntally imported, i.e. left unadapted, as upposed to being deleted. Importations/nonadaptations account for 14,391/50,092 (28.7 percent) of the phonological cases (importation is discussed in $\S 3.5$ ). Deletions, which might be seen as prinna facie counterexamples to the idea that structure is preserved in loanword adaptation, are rare in the database overall. Deletions that have been classed as phonological are those that can be explained by the phonological principles of the theory; the others have been classed as non-phonological precisely because they cannot be predicted on phonological grounds. In the phonological cases, the rate is well below 10 percent in any individual corpus and is only 3.3 percent in the corpora overall ( $1,631 / 50,092$ phonological cases). Non-phonological cases represent only 4,351/54,443 cases ( 8 percent). Therefore, whether we consider only phonological cases, or we include non-phonological cases ( 8 percent) as well, deletion of a phoneme is uncommon in the CoPhol luanword database. Moreover, not all nonphonological cases involve deletions, and those that do may not always be best explained as such. As shown in Paradis and LaCharité (2008), who address the treatment of non-phonological cases in three corpora of old and recent Quebec French, phoneme deletion is uncommon even in non-phonological cases. Very often, it results from analogy, real or false (e.g. QF [lipsin] instead of [IIpsifk] for Engl ish lip-sync; the absence of $/ \mathrm{k}$ / in the QF borrowing is not a case of phoneme deletion per se, but rather a case of false analogy to the English verb to sing). Lexical truncation, such as QF ton for English (sun) tan, is also sometinues responsible for the disappearance of L2 phonemes (here sun); cf. also lexical truncation in QF parking from English parking lot and French pull from English prallozer. In our view, these lexical truncations should not be seen as phoneme deletion, since deletion does not occur on the basis of phonemes, but of lexical items. Paradis and LaCharité (2008, forthcoming) suggest that these non-phonological processes, along with hypercorrection, phonetic approximations, etc., are responsible for nany so-called "divergent repairs" and "unnecessary repairs" (see ciaarter 95: loanWORD Phonology).

We attribute the rarity of deletion to the Preservation Principle in (2) (see e.g. Paradis et al. 1994; Paradis and LaCharité 1997).

Preservation Principle
Phonemic information is maximally preserved, within the limits of constraint contlicts.

The Preservation Principle is a TC mechanism first proposed by Paradis et nl. (1994) and used extensively to analyze the CoPho loanword database (see e.g. Paradis and LaCharité 1997). ${ }^{10}$ However, we are not the only ones working in loanword adaptation to have seen the need for such constraints; for example, Calabrese (2005)

[^187]invokes comparable mechanisms, the Principles of Economy and Last Resort." As previously stated, deletions are primafncie violations of (2). However, not only are L2 phoneme deletions rare in the CoPho database, but most are also highly predictable. As we will try to show, deletion is, for the most part, phonologically predictable, and most phonologically predictable deletion can be reconciled with the notion of Structure Preservation.

There are two main scenarios in which phoneme deletion occurs. The first scenario involves deletion of a guttural - sounds characterized by a Pharyngeal node - by languages that do not use this primitive in the representation of the sounds of their native inventories. A language that does not employ this primitive cannot adapt a guttural (see Paradis and LaCharité 2001 for a detailed discussion on the treatment of gutturals in loanwords). For instance, neither French nor Italian have a guttural in their phonemic inventories, ${ }^{12}$ so neither language is equipped to adapt a phonemic guttural such as English laryngeal /h/. Instead, they delete it (e.g. English hamburger [hæmbasos] yields Quebec French (QF) [_ambasgox] and Italian [_amburgar]). The systematicity of guttural deletion is indicated by the figures of the three contemporary QF corpora (see Paradis and LaCharité 2001: 264). There are, overall, 173 cases of /h/ in English loanwords in QF; deletion applies in 163 cases ( 94.2 percent). The renaaining ten cases are importations in the Montreal French corpus. The fiugures for the Calabrese Italian corpus reinforce this point and further illustrate the fact that guttural deletion accounts for the preponderance of deletions in the CoPho database. In the Calabrese Italian corpus of English loanwords, there are 296 cases of /h/ in the English input. In only 23/296 cases (7.8 percent) is English /h/ imported; the rest of the time it is deleted, meaning that there are 273 /h/-deletions in the Calabrese ltalian corpus. Since there are only 278 deletion cases in that corpus overall, this means that $/ \mathrm{h} /$-deletion accounts for 98.2 percent of them (273/278). The vast majority of the 3.3 percent of deletions in the CoPho database concern guttural consenants in languages that do not exploit the Pharyngeal node. Such deletions would not be a violation of Structure Preservation from the point of view of L1, because the borrowing languages do not have a native guttural contrast to preserve and are not phonologically equipped to preserve that of L2, as argued in Paradis and LaCharité (2001).

The second general source of phoneme deletion involves the loss of a coda /r / in borrowings by languages that do not allow (rhotic) codas (CHAPTER 30: THE retresentation of riotics). ${ }^{\text {³ }}$ This is the case in Japanese, which allows only N or the first part of a geminate in codas (see Itô 1986 for details of the coda condition in Japanese). Coda consonants in English borrowings in Japanese are systematically adapted by vowel insertion; this has the effect of moving the problenatic coda consonant to the onset of the following new syllable (e.g. English

[^188]optinuism [aptamizam] > Japanese [oputimizumur]). However when the coda is a rhotic, instead of having vowel insertion, merger of the rhotic with the preceding vowel occurs (804/804 cases; e.g. English order [oada.I] and corner [koana.r] > Iapanese [o:da:] and [ko:na:]. ${ }^{14}$ Deletion of $/ \mathrm{r} /$ also causes vowel lengthening in Thai, where it is not permitted in the coda. For instance, English care [ke.ı], carbon [kasban], cartoon [kaxtun], party [paxti], poker [poka.r], and star [star] are pronounced [ $k^{h} \varepsilon:$ ], [ $\left.k^{h} a: b o n\right]$, [ga:tu:n], ${ }^{i / 3}$ [pa:ti], [poka:], and [sata:], respectively. ${ }^{16}$ Deletion of /r/ is not limited to loamwords that come from English. It also occurs in loanwords from French. For instance, French Argentine [arzātin], arrière [aкjer], beurre [berr], carte [kant], carton [kantst], orchidée [Jskide], and radar [Radar] y weld Khmer [a:zãtin], ${ }^{17}$ [a:ja:], [бə:], [ka:t], [ka:tŏ], [o:ki:đe:], and [ra:ça:], respectively. In some cases, the French rhotic is replaced with /a/ or a glottal stop, as in [o:pa:lua] and [pe?mi:] from French hout-parleur [oparloer] and permis [ $p$ \&.rmi]. As can be seen, the deletion of /r/, which is prohibited in coda position in Khmer, causes vowel lengthening even in closed syllables, as in [kast] from French carte. ${ }^{18}$ This latter set of examples in Khmer shows that apparent /r/-deletion is not influenced by the pronunciation of /r/ in the donor language, since French and English have very different rhotics. Vowel lengthening suggests that /r/might not really be deleted but rather fused with the preceding vowel, when it is not replaced with /a/ or a glottal stop. This is why we have not incorporated these cases in the deletion column of the statistics in Table 76.1. If we are correct in viewing vowel lengthening as / $/$ /-adaptation rather than $/ \mathrm{r} /$-deletion, it does not contradict the idea of Structure Preservation that is invoked here. However, even if we did consider these cases of deletion, the deletion rate would still remain very low ( $2,435 / 50,091$ - 4.9 percent instead of 3.3 percent).

In Paradis and LaCharité (forthcoming), we attribute /r/-deletion to the fact that /r/ is vowel-like and can easily be fused with the preceding vowel, whether it results in vowel lengthening or not. We envision that, perhaps, as in the case of /h/-deletion in English loanwords in French, Italian, Portugese, etc., the answer lies in the p honological structure of $/ \mathrm{r} /$. Rhotics with a variety of phonetic realizations are prone to deletion, cross-lingristically, and they exhibit several phonological behaviors that are not yet well understood. For example, in many different languages, where the rhotics exhibit diverse phonetic realizations, a coda /r/ is deleted, or merged with, transformed into, or replaced by, a vowel. To cite just a few of many possible examples, in Cerman, where / $r$ / is phonetically uvular, coda /r / can lower to something akin to a low vowel, so that tior 'door' is realized as [ty:e] in the singular (Wiese 1996) but tiiren [tyran] in the plural, that is with the full rhotic, where it is in onset position. In Quebec French, coda /r/, which can be realized as a uvular or a coronal, is often deleted word-finally in informal speech (e.g. bonjour /bšzur/ 'good day' $\rightarrow$ [bjzu(:)]). During the Middle Ages, $/ \mathbf{r} /$-deletion prevailed for so long in French that $/ \mathbf{r} /$ almost disappeared

[^189]as a coda phoneme (Zinc 1986). The deletion of $/ \mathbf{r} /$ also applies in many Spanish dialects (Moreno de Alba 1988; Rojas 1988; e.g. mar 'sea' $\rightarrow$ [ma] in Caribbean Spanish and cliquear from English to click, which is realized as [klikea] in Spanglish). Interestingly, English short is realized [ $\mathscr{H}^{\circ}$ ] in Spanglish when it is singular but [yores] in the plural, i.e. with the full rhotic when it is no longer in coda position, thus indicating that the rhotic is present in the L1 lexical representation of the borrowing. Examples of this type are common cross-linguistically. It could be that a post-vocalic rhotic is actually part of a diphthong, as proposed by several phonologists (e.g. see Nikiema and Bhatt 2003 for their analysis of post-vocalic /r/-deletion in Haitian Creole).

Nonetheless, we know there are some languages where coda /r/ is ill-formed, but its deletion does not yield vowel lengthening. Although the general CoPho loanwrord database does not include such languages, we would view these cases as true deletions and, as such, challenges to the idea that structure is preserved in loanword adaptation. Our targeted corpus on aspiration in Mandarin Chinese (MC) (see also Hall-Lew 2002 on this) shows that this is what happens in English loans in Mandarin Chinese. ${ }^{19}$ The English coda rhotic, which is disallowed in Mandarin Chinese, is dropped without yielding systematic vowel lengthening (e.g. English laser [lezax], cigar [sigar], cartoon [kastun], and sardine [sardin], which yield MIC [lej sa_], [sja tsja_-], [ $k^{\text {ha }}$ a thur] and [sa_ tig], respectively). The coda rhotic is not adapted in /1/, as in onset position (e.g. English radar [redor] and trust [tasst] > MC [laj ta] and [ $t^{\mathrm{h}}\left(\mathrm{w}_{\mathrm{w}}\right)$ a las $]$ ). The net result with respect to a discussion of Structure Preservation is that one must consider /r/deletion/fusion to be very common across languages in both native and borrowed words, and that there seems to be a phonological explanation for many such caises that avoids conflicts with Structure Preservation.

However, even when /r/-deletion does not lead to lengthening, it may not be a problem for Structure Preservation from the point of view of loanword adaptation, because in many cases such deletions stem from a native process. For example, it is common for rhotics to be deleted when they are included in a complex onset (cilapter ss: onsers). For instance, Quebec French trois [trwa] 'three', Lacroix [lakrwa] (a proper name), and fruit 'fruit' [frui] are often pronounced [twa], [lakwa], and [fui] in casual speech. In Thai, /r/ in complex onsets is only pronounced in very formal speech (on television, for instance). In less formal/casual speech it might be replaced with /l/, but most of the time the liquid disappears altogether. For instance, the famous shopping center of Bangkok, Maboonkrong, is pronounced with the rhotic only in very formal speech. Otherwise, it is pronounced [ma:bu:t)k"or)], with no rhotic; this is what taxi drivers say, with [ma:bu:t)k hlor]], a inore prestigious pronunciation with the lateral, being used much less frequently. The same happens with the Thai city Trat, which is systematically pronounced [tat]; cf. also Theni [ $p^{h}$ ro:m] 'carpet', which is pronounced [ $p^{h}$ o:m] except in very formal speech (this information on /r/deletion, as well as on /l/-deletion, is readily available in any grammar of Thai). Native /r/-deletion in complex onsets is frequent in Asian languages, so it is not surprising to see /r/-deletion apply to

[^190]their Inanwords (e.g. French crème [krem] 'cream' which yields [kem] in Vietnamese, according to charter 95: loanword rhonology; cf. also English credit card [kıedit kasd] and brake [biek], which are pronounced [ $k^{\curvearrowleft}(1) e: d i t$ ga:t] and [b(l)erk] in Thai, respectively, and French pregramme [progrsm] 'programi' and groupe 'group' [glzup], which yield Lao [pog(l)am] and [g(1)op], respectively). Rhotic deletion in cases such as English loanwords in Thai should not be interpreted as a repair of an ill-formed L2 structure or as an "unnecessary loss," since it stems from a very productive native process related to speech register/dialectal differences.

To sum up this discussion, the vast mejority of deletions are phonologically predictable and thus, despite initial impressions, pose little threat to the idea that input structure is preserved in loanword adaptation. However, the real story is that, together, predictable and unpredictable deletion affect only a small percentage (less than 5 percent) of input phonemes in the CoPho loanword database. We conclude from this that the loss of L2 phonemes is strongly avoided in loanword adaptation. ${ }^{20}$ In the case of ill-formed sounds, feature adjustments apply systematically; in the case of ill-formed clusters, that are perceived as umsyllabifiable by L1, phoneme insertion is the norm. For instance, French drapear [drapo] yields [darapo] in Fula, not ${ }^{*}$ [dapo] or *[rapo] (see also French force [fors] > Fula [forso], not *[fos] or ${ }^{*}[f o r]$, and French ministre [ministr] > Kinyarwanda [minisitiri], not *[mini]). This pattern consistently predominates in the general corpora of the ColTho loanword database, as well as in more recently assembled targeted corpora such as the Kaslumiri one. When an English borrowing contains a cluster that is disallowed in Kashmiri, the sequence undergoes vowel insertion, not consonant deletion, despite the fact that consonant deletion would solve the problem equally well. For instance, English silk [silk], snow [sno], and fing [flæg] result in Kashmiri [silik], [sono], and [folag], and not in *[sik], *[so/no], or *[fag], for example..21

Why does L1 resort to phoneme insertion instead of phoneme deletion when it has to handle a problennatic L2 cluster? We attribute this to the Preservation Principle in (2), which seeks to safeguard contrastive information, and which can be seen as a constraint in the Theory of Constraints and Repair Strategies to preserve structure. However, TC is a derivational constraint-based theory. One might inmediately wonder whether Optimality Theory (OT), a non-derivational (non-serial) filter-based theory, can dispense with the need for SP. The crux of the issue is that standard OT posits that, underlyingly, anything goes (cf. Richness of the Base, following Prince and Smolensky 1993). The patterns that emerge from the lexicon are the result of universal surface filters, which are ranked on a language-specific basis. In short, the basic architecture and tenets of classical OT, with constraints acting as filters, suggest that there should be no particular underlying phoneme or structure inventory to protect. Itô and Mester (2001: 265) examine the possibility that some of the devices and principles of Jeexical Phonology might have outlived tlueir usefulness and have no place in a putatively non-serial framework such as OT. Is SP one such device? Itô and Mester argue for recognizing, with in OT, the need for stratal organization, with lexical outputs

[^191]being structure-preserving, which they define (2001: 289) as "limitation to a restricted inventory of elements and structures...."Bermúdez-Otero and McMahon (2006) work within the framework of stratal OT and maintain, contra Itô and Mester, that ". . . the issue of Structure Preservation does not arise in Stratal OT . . ." (2006: 396). However, even if one agrees with that, and rejects ltô and Mester's point of view, OT analyses still rely on some nextion of preservation, in the form of faithfulness constraints, which occupy a high-ranked - though not necessarily undominated - place in inost OT analyses (charter 63: Markedness and faithfULNESS CONSTRAINTS). All this clearly suggests that OT requires some notion of contrast preservation, an issue that some OT analyses have confronted directly (e.g. Krämer 2006). Our goal here is to point out that no current constraint-based or filter-based theory completely does away with the need for some notion closely related to Structure Preservation. Indeed, it seems more likely that, for all phonologists, it will be important to reconsider the idea of Structure Preservation and to determine its mandate in the context of our particular theories. The remaincter of the discussion is framed in the TC model, because Structure Preservation has been more directly addressed in this framework, but we assume that all phonological theories need to confront the same observations concerning what appears to be preserved, as evidenced in loanword adaptation. In other words, our focus will be on the facts, not the theory used to handle them.

The preceding discussion has shown that $\mathbf{L} 2$ phonemes are adapted rather than deleted, that the repair of illicit clusters via epenthesis is preferred over their repair via deletion, and that when deletion does occur, it is largely predictable on phonological grounds. The study of loanword adaptation reveals a further implication of Structure Preservation: the violation of L1. constraints is generally solved with as little loss of phonological information as possible. Thus, an ill-formed L2 phoneme is not deleted if a feature can be added or deleted to solve the problem; an ill-formed syllabic structure is not deleted if insertion of a phoneme or, in the case of a constraint conflict, the loss of a phoneme will suffice, etc. Another key observation in loanword adaptation (we see this as another side-effect of Structure Preservation), for which any theory must account, is the limited range of adaptations that predominate cross-linguistically. This issue is addressed in LaCharité and Paradis (2005). For example, English /æ/ is systematically adapted as $/ \mathrm{a} /$, not as $/ \mathrm{i} /$, /e/, / / / or /u/, in the CoPho database. ${ }^{22}$ In Mexican Spanish, adaptation of */æ/ to /a/ occurs in 354/360 cases ( 98.33 percent); in French it uccurs in 1,405/1,405 cases ( 100 percent), in Japanese it uccurs in 536/536 ( 100 percent) cases, and in Calabrese Italian $1,121 / 1,214$ cases ( 92.3 percent). As another example, English /I/ is predictably adapted as /i/. In Mexican Spanish, */t/ adapts to /i/ in $387 / 388$ adaptation cases ( 99.7 percent); in Japanese, adaptation off/t/to /i (i:)/ occurs in $631 / 649$ adaptation cases ( 97.2 percent); in Calabrese Ital ian, this adaptation uccurs in $1,588 / 1,588$ adaptations ( 100 percent). Even when more than one adaptation for a given sound is attested, either cross-linguistically or within a single language, the range of results is small and predictable. For

[^192]example, English /v/ is adapted as /b/./f/. or /w / cross-linguistically. English $/ \mathrm{A} /$ is adapted as either $/ \mathrm{a} /$ or $/ \mathrm{o}(\mathrm{o}) /$. Why should a borrowing language not simply replace any illicit sounds arbitrarily, or with default/high-frequency sounds, if there were no pressure to remain close to the input? Even though particular sounds are illicit from the point of view of the borrowing language, as much as possible is salvaged or, conversely, as little as possible is lost. For instance, in the common cross-linguistic adaptation of $/ \mathrm{v} /$ to $/ \mathrm{b} /$. only the continuant value changes; in the adaptation to $/ \mathrm{F} /$, which is also found cross-linguistically in loanword adaptation, only the voicing value is modified, whereas in the adaptation to /w/, a slightly less frequent but nonetheless common adaptation, it is the sonorant value which is targeted. The adaptation of $/ \mathrm{v} /$ to $/ \mathrm{w} /$ is systematic in Fula (French civil [sivil] 'civilian' > Fula [siwil]; Paradis and LaCharité 1997) and in several Asian languages, including Thai in word-initial and intervocalic positions (e.g. English vitamin [vajtamın]/[vitamın] and travel agent [taæval edtant] > Thai [wittamin] and [t(r)awral ejen], respectively; word-finally it is adapted as /p/ for phonotactic reasons; e.g. English serve [s.miv] > Thai [sa:p]). Within the context of TC, this has been attributed to the Minimality Principle in (3).

## (3) Minimality Principle

a. A repair strategy must apply at the lowest phonological level to which the violated constraint refers.
b. Repair nust involve as few strategies (steps) as possible.

The lowest phonological level referred to in (3a) is determined by the phonological level hierarchy (metrical level > syllabic level > skeletal level > root node > feature), an independently required organization of phonological information. Clearly, the Minimality Principle (whose effects are addressed in Paradis and LaCharite 1997) is intrinsically related to the notion of preservation. If preservation were not an issue, then why should repair not oftell, or even routinely, operate at a higher-than-needed level, guided by some notion of "better safe than sorry"?

### 3.3 Preservation of L2 phonemic contrast patterns in L1: English loanzoords in Chinese and Hindi

Not only are individual L2 phonemes conserved, to the greatest extent possible within the limits allowed by the L1, but L2 phonemic contrast patterns are also maintained to the greatest extent possible permitted by the phonology of L1. For example, Chinese does not have a voicing distinction annong stops; it does, however, distinguish stops on the basis of another laryngeal feature, aspiration. In the adaptation of English loanwords in Mandarin Chinese (MC), English voiceless stops (/p tk/) systematically yield aspirated voiceless stops (/phth $\mathrm{t}^{h} /$ ), and English voiced stops (/b d g/) are systematically replaced by unaspirated voiceless ones (/p tk/; see Paradis and Tremblay 2009 for an irt-depth discussion of this issue, with figures and statistics). For example, English pizza [pitsa], Kippies [hıpiz], and tank [tzerjk] yield MC [ $p^{h i}$ sa], [si $p^{h_{i s}}$ ], and [ $t^{h^{\prime}}$ an $\left.k^{h} i\right]$ ], respectively, whereas English Boeing [boit], radar [redar], and golf [galf] are adapted as MC [pain], [laj ta], and [kaw ar fu ]. This pattern of adaptation is not restricted to English loans; it also applies to French loans in MC (e.g. French Pierre Cardin [pjधrkardè] and Chirac [Ji.rak] >

MC [ $p^{h}{ }^{h}$ or $k^{h}$ a tan] and [si la $\left.k^{h} a\right]$, despite the fact that voiceless stops are not aspirated in French as they are in English before a stressed vorvel. The same type of pattern transfer is found in other Chinese dialects, such as Cantonese. This indicates that Chinese borrowers are aware of the systematic distinction between voiced and voiceless stops in English, and that adaptation seeks to preserve this L2 distinctive pattern, using the contrastive resources provided by the L1.

Comparable facts are found in Hindi. Hindi has a voicing distinction for stops. Thus English voiced and voiceless stops yield Hindi voiced and voiceless stops, respectively (e.g. English bellboy [belboj], baggage [bægad3], coffee [kafi], and frock [frak] > Hindi [bslboj], [bagectj], [kJfii], and [frok]). Howvever, English voiced and voiceless alveolar stops are adapted as retroflex stops /t/ and /d/, which contrast with dental stops /t/ and /d/ in Hindi (e.g. English agreement [agaimant], beauty parlor [bjuti paila.i], badminton [bædmıntan], and baking poovder [bekin pawdar] > Hindi [agrimant], [bwuti parlar], [badınintan], and [bekn] pawder], respectively), while English interdentals / / / and / / / are adapted as plain dental stops, that is /t/ and /d/, respectively (e.g. Thatcher [baty aud and brother [bunjar] yield Hindi [tatfar] and [brodər]). Again, the L2 contrast pattern is preserved in L1, using the contrastive resources provided by the latter. Adaptation of interdentals to fricatives would yield a greater loss of inforınation because Hindi has only $/ \mathrm{s} /$, not $/ \mathrm{z} /$ (except in borrowings, especially from Arabic). The voicing contrast of English interdentals would then be lost. On the other hand, if English alveolar stops were adapted as phonetically more expected dental /t/ and /d/ in Hindi, there would not be any slot left for the adaptation of the interdentals, which would have to merge with the English alveolar stops in Hindi.

### 3.4 Preservation of L2 syllabic contrasts in L1: French loanzvords in Russian

The adaptation of French Inanwords in Russian suggests that unpredictable syllabic structure might also be preserved in loanword adaptation. French diphthongs have to be marked underlyingly, as they are unpredictable. Pairs such as oisean [waso] 'bird' vs. weatt [wat] 'watt' show this. In oisean, ive is a diphthong (e.g. l'oisean [lwazo] 'the bird'), making the word vowel-initial, whereas in watt it is an onset-nucleus sequence, as it is in English, making watt consonant-initial (e.g. le wontt [li, wat]; see Kaye and Lowenstamm 1984 on diphthongs in French). The presence or absence of an onset is shown by, among other things, the choice of singular and plural definite articles. Before voivel-initial words the singular definite article is [I], as with l'arbre [larbr] 'the tree'. Moreover, the plural definite article triggers liaison (les oiseaux [le z.wazol 'the birds', as with les arbres [|ع z.arbr] 'the trees'). Preced ing a consonant, the definite articles are $l e[1:]$ and les $[l \varepsilon]$, respectively (le watt [la wat] 'the watt', not *[lwat], and les watts [le wat] 'the watts', not *[lk. zwat], as with le batenu [la bato] 'the boat' and les batenux [le bato] 'the boats').

In French loanwords in Russian, /wa/ is adapted as a bisyllabic sequence of $/ u+a /$ when it is part of a diphthong (e.g. French voile [vival] 'veil', mémoire [memwar] 'memory', and couloir [kulwar] 'corridor' > Russian [vuol], [miemuari], and [kuluari]), whereas when /w/ constitutes an onset, it is systematically adapted as /v/ (French watt [wat] > Russian [vat]; 23 English whisky [wiski] and

[^193]tramiony [træmwej] > Russian [visskir]) and [tramvaj]). These examples might suggest that the difference in adaptation is due to the fact that /wa/ in French loans is preceded by a consonant, whereas in English loans it is not. However, English borrowings such as siventer [swetar], siunp [swap], and swing [swin], which
 this hypothesis. The fact that /wV/ is treated differently when it is a diphthong than when it is an onset-nucleus sequence is interesting, because it suggests that where syllabic affilitation is unpredictable - when it is contrastive and would have to be indicated underlyingly - it is preserved. This interesting question remains to be investigated more thoroughly.

### 3.5 Importation and Structure Preservation

Non-adaptations in loanwords - that is the importation of foreign phonemes in words borrowed from another language (L2) - present a challenge to SP since they consist in the introduction of new phonemes at the lexical level. Two cases that were previously ment ${ }^{\text {ºned }}$ are /ç/ in German and / $3 /$ in English. One might object that the German case as presented here is oversimplified and does not present an uncontroversial picture of the facts (consider, for example, the contradiction between Hall's 1989 position and the scena rio advanced by Bybee 2008), or that, in English, the phonemic status of $/ 3 /$ is not well established, given that its distribution is restricted to intervocalic position, except in loanwords (see Iverson and Salmons 2005: 210 on /3/ in English). However, the German case seems to be problematic for $\mathrm{S} \Gamma$ no natter which view one takes; either a sound/sound distinction ([ç] us. [ $x$ ]) that does not exist at the underlying level is introduced at the lexical level (Hall's view) or nun-native / $̧$ / has become phonemic in German over time, under the influence of loanwords (Bybee's view). As for the voiced palatal fricative in English, even if / / / were validly considered a phonetic variant intervocally in native English words, the fact that it is tolerated (unadapted) at the end and now at the beginning of borrowings indicates that it is a phoneme in English, though a marginal or peripheral one, in the terminology of Ito and Mester (1995).

The challenge goes beyond German and English: the literature on loanwords reports abundant cases of importation (see e.g. Ulrich 1997: 432 on the importation of an English coda palatal in Lama, and Mohanan and Mohanan 2003 on the impotation of English /f/ in Malayalee English). In the case of: particular phonemes, importation can even be the norm. In the Moroccan Arabic corpus of the Project CoPho Ioanword database, /p/ is widely imported (320/454 cases, 70.5 percent) (e.g. French pa.pe [pap] 'pope' > Moroccan Arabic [pap] instead of expected [bab]). Another example is / / / in the CoPho corpus of English loanwords in Mexican Spanish, which is imported in 102/138 cases (74 percent) (e.g. English shorts [Joats] and carruash [k@swaf] > Mexican Spanish [Josts] and [karwof], not [tysts] and [karwot], as expected). While some foreign sounds are only occasionally, or never, left unadapted, others are imported more often than they are adapted. In some language situations, such as Spanish loanwords in Guarani, importations from Spanish are systematic, i.e. Spanish phonemes are never adapted (see Oñederra 2009 for a similar situation with Spanish loans in Basque).

[^194]We must remember, though, that in phonological situations involving language contact, including loanword adaptation, two languages are in play, Our hypothesis is that under certain sociolinguistic conditions, such as when borrowers are highly bilingual and society generally tolerant of importations (such as when the L2 enjoys widespread prestige), the preservation of the L2 system also becomes an issue, one that can be at odds with the preservation of the L1 system. In cases of adaptation, preservation of the L2 system becomes subordinated to the preservation of the L1 system; in cases of importation, the reverse occurs. This, and the fact that loanword adaptations are generally nuinintal, supports the view thent the structural integrity of L2 is rarely left out of consideration altogether, so it is not unlikely that such concern may sometimes come to predominate. If this interpretation is correct, then identification and preservation of contrastive information is important in both L1 and L2, despite inevitable conllicts between the demands of each of the two linguistic codes.

## 4 Conclusion

As shown in §2, SP, as referred to in Lexical Phonology, was regularly challenged by the facts, even though most phonologists agree that it plays some role, i.e. nonphonemic sounds are generally not generated in the lexicon. Languages tend to preserve their phonemic integrity at this level. Nonetheless, the numerous exceptions to SP reported by many different authors, providing evidence from numerous different languages, inight give the impression that Structure Preservation is either misguided or just an artifact of some other principles/processes with no intrinsic validity. There remains little doubt these days that SP as conceived in Kiparsky $(1982,1985)$ is too restrictive, not to mention its being linked to a network of other assumptions and principles that have themselves been seriously challenged. In fact, even the notions of phonological rules and their application has been subjected to a major rethinking. SP limited the power of phonological rule application, but modern frameworks eschew rules in favor of constraints; if rules have not been abandoned altogether, they have certainly lost their driving force. In a derivational constraint-based theory, such as TC, rules are context-free and functionally motivated, being limited to repairing constraint violations. Thus, their power is intrinsically more circumscribed than was the case of S.PE-type rules that were, in and of themselves, the motivation for phonological change (i.e. they were essentially descriptive devices with little or no explanatory power). In a fiter-based theory, such as OT, filters, including any that favor the preservation of input structure or contrasts (i.e. faithfulness filters), are ranked on a language-specific basis. Given that feature of the theory, it is not obvious how OT would deal with a cross-linguistic tendency to preserve input structure/contrasts (see Paradis 1996 on this issue). If the faithfulness constraint Max-X (which prevents deletion of a phoneme or feature that is in the input; prev iously Parse) is shown to play a consistently high-ranked (though, as already mentioned, not necessarily undoninated) role in OT analyses, then OT too night need to appeal to a neechanism that accounts for Structure Preservation. Therefore, the real question is: does Structure Preservation have any kind of intrinsic validity for phonological theory? We maintain that it does.

In §3, we used the adaptation of loanwords to underline the continued need for some notion of Structure Preservation. However, we see this principle as
having a broader scope than that defined for SP in Lexical Phonology. Not only do languages tend to preserve their own phonemic inventories at the lexical level as much as possible (in the spirit of SP in Lexical Phonology), but they also tend to maximally preserve the phonemic contrasts and contrast patterns of the languages from which they borrow words. Thus, the resistance to change is, above all, a question of contrast/category pattern preservation, which is expressed interlinguistically (i.e. between L2 and L1, as was illustrated in this chapter with the treatment of loanwords), as well as intral'inguistically (as was illustrated with the [ $3 / 0$ ] alternation case in French and Velar Softening in the English and French cases). As mentioned at the outset of the chapter, it is not just a question of inertia. Speakers work hard to preserve L1 or L2 phonological patterns. ${ }^{25}$

If there were no (universal) pressure to preserve an input's contrastive informafion, then why would deletion be so rare in loanword adaptation? Why would it not occur randomly in some 50 percent of the cases? Moreover, when deletion does occur, why is it so largely predictable on the basis of phonology? Among adaptations, why are the changes to ill-formed sounds and structures so consistently predictable in terms of minimality, and why is there such a limited range of adaptations found cross-linguistically? This is because distinctive information is as resilient and resistant to change in L 1 as it is in L 2 in the mind of borrowers. When L2 wins, the result is an importation (a non-adaptation), i.e. the introduction of a new phoneme or structure in L1, as discussed in \$3.5. Extensive language contact is required for this to happen, though. When L1 wins, which is more generally the case in the first stages of borrowing, we obtain an adaptation, whose goal is to produce a form thrit neets the phonological demands of the borrowing language's phonology. This neeans that some L2 contrastive information will inevitably, though minimally, be sacrificed, because the preservation of the L2 contrastive information is often at odds with preservation of the contrasts of the L1 phonological system. However, in focusing on phoneme modification (i.e. adaptation), we risk undervaluing the fact that, to the greatest extent possible, an adaptation retains most properties of the source form. In this chapter, the properties referred to have included distinctive phonemic information, as illustrated with loanwords from French and English in many different languages (Tapanese, Khmer, Thai, Fula, Kinyarwanda, Kashmiri, etc.), phonemic contrast patterns from English loans in Chinese and Hindi, and syllabic contrast pattern from French loans in Russian. This is not intended to be exhaustive though. Other types of contrastive information are expected to show similar resilience. In this chapter, we have tried to emphasize that contrast resilience extends to L2; it is not linnited to L1. L1 adapters feel strongly concerned about preserving L2 contrastive information; in the case of importations this is to the detriment of their own (L1) contrast systent, which is forced to change.

Ultimately, we suggest that what might salvage SP , after all, is to consider it in a much broader perspective in order to deepen our understanding of its purpose and functioning. It will then be easier to circumscribe its effects in native and borrowed words and formulate it more formally, even if it is in terms of a statistically significant tendency instead of an absolute generalization.

[^195]
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# 77 Long-distance Assimilation of Consonants 

Sharon Rose

## 1 Introduction

There are numerous patterns in languages in which consonants assinuilate at a distance for sone acoustic or articulatory property. When vowels and consonants intervening between the assimilating consonants show no observable effect of the assimilating property, such patterns are labeled "conswnant harmony." Other terms such as "consonant agreement" have been used (Rose and Walker 2004) in order to distinguish them from cases of harmony involving both vowels and consoncints, such as entphasis harmony (Shahin 2002; Citapter 25: pitarynceals) or nasal harmony (Walker 2000; chapter 78: nasal harmiony). Consonant harmony has played a central role in debates concerning harmony patterns in general (Rose and Walker, forthcoming) with respect to several issues: locality of interaction, transparency or blocking in long-distance assinvilation, and directionality. In this chapter, the main typological patterns of consonant harmony are outlined, highlighting the challenges that the typology presents, including a discussion of harmony domains and directionality. Two main theoretical approaches to consonant harmony are then explored: analyses involving spreading an assimilating feature or extending a gesture across all segınents within a string, and analyses advocating distinct correspondence relationships between consonants independently of intervening segments. The role of contrast in determining harmony interaction is examined within both of these frameworks. Finally, experimental approaches to consonant harmony are discussed, showing how they shed light on the analysis of consonant harmony.

## 2 Typology of long-distance assimilation of consonants

Long-distance assimilat ion of annsonants or "annsonant harmony" can be defined as:

## (1) Consonant harmony

Assimilation for an articulatory or acoustic property between two or more non-adjacent consonants, where intervening segments are not noticeably affected by the assimilating property.

An example is given in (2) from Tahltan, an Athabaskan language (Shaw 1991). The 1 sg subject prefix $/ \mathrm{s}-/(2 \mathrm{a})$ is realized as $[\theta]$ when a dental fricative or affr wate follows (2b), or as [J] when a lamino-post-alveolar fricative or affricate follows (2c). Intervening consonants and vowels, including other coronal consonants, are transparent to the harmony:
(2) Tahttan coronal harmony
a. Esk'a: 'I'm gutting fish'
nesteł 'I'm sleepy'
b. xa'e日t'ae 'I'nı cutting the hair off'
£0du:0 'l whipped him'
c. Efderni 'I'm singing'
jasti'ety 'I splashed it'

Consonant harmony can involve morplueme alternations, as in (2), but may also necur as a morpheme structure constraint (chafter bt: morfheme structure constraints), requiring consonants within a root to share featural properties. In Ngizim (Chadic) roots, non-implosive obstruents nust have the same voicing property (3a), unless the linear order of the obstruents is voiced . . . voiceless (3b) (Schuh 1997):
(3) Ngizim laryngeal harmony

| a. kùtár | 'tail' |  |  |
| :--- | :--- | :--- | :--- |
|  | tàsáu | 'find' |  |
|  | zàdù | 'six' | (Hausa / Sídà/) |
|  | gàazá | 'chicken' | (Hausa /kàazáa/) |
| b. bàkú | 'roast' |  |  |
|  | gùmtyí | 'chin' |  |

The asymmetrical nature of the restriction points to a harmonic process. Voiceless ... voiced combinations are not sanctioned, and Hausa words with such sequences are realized as voiced . . . voiced in Ngizim. The Ngizim harmony is therefore a regressive harmony, in which voiceless consonants assimilate to voiced, but not vice versa.

The definition of consonant harmony provided in (1) excludes other types of long-distance harmony that also involve assimilation spanning several segments, including both vowels and consonants, such as nasal harmony (Piggott 1988, 1992, 2003; Piggett and van der Hulst 1997; Walker 2000a, 2000b, 2003; charter 78: nasal harmony) or post-velar or emphasis harmony (Younes 1993; Watson 1999; Zawaydeh 1999; Shahin 2002; cilaptfr 25: pitaryngfat.s). See al.so Chapter 75: consonant-vowel place feature interactions on consunart-vow'el interactions in general. In these harmony systems, assimilation affects both vowels and consonants, and certain types of segments can block harmony. Transparency of consonants is observed only under very restricted conditions. Conversely, transparency is routine in consonant harmony, whereas blocking is rare.

There are several types of long-distance consonant assimilation identified in typological studies of consonant harmony, laid out in detail in Hansson (2001a) and summarized in Rose and Walker (2004). The main types are outlined in the following sections.

### 2.1 Laryngeal harmony

Laryngeal harmony requires consonants to agree in aspiration, glottalic airstream, or voicing. Laryngeal distinctions are characterized by the features [spread glottis], [constricted glottis], and [voice], respectively, although different feature specifications are possible. Laryngeal harmony is most frequently observed in morpheme structure constraints (MacEachern 1999).

Laryngeal harmony is found in Chaha, a Gurage Semitic language of Ethiopia (Rose and Walker 2004), in which oral coronal and velar stops in roots match for both [constricted glottis] and [voice]:
(4) Chaha laryngeal harmony
a. ji-t'ək'ir 'he hides'
ji-t'əßk' 'it is tight'
ji-t'ak'ik' 'it is being crushed' of. Endegegn (Gurage) i-dakk'
ji-t'ark' 'it is dry' cf. Masqan (Curage) ji-dark'
b. ji-kətf 'he hashes (meat)'
ji-kəft 'he opens'
jittaks 'he sets on fire'
c. ji-gadir 'he puts to sleep'
ja•darg 'he hits, fights'
jì-gada 'he draws liquid' of. Amharic ji-k'ada-l
Cognates in related languages show laryngeal nismatches, giving insight into the direction and implementation of the harmony. Harmony was regressive, and either ejectives or voiced stops could trigger harmony. Exceptions to laryngeal harmony involve non-adjacent combinations of an ejective and a voiced stop, e.g. [ji-gəmt'] 'he chews off'.

Voicing and aspiration harmony is found in (non-click) stops in disyllabic roots of Zulu (Bantu), as in (5a) (Khumalo 1987; Hansson 2001a). Zulu contrasts plain stops (which may be realized as ejective), voliced stops (described as "depressors," as they can lower tone), ${ }^{3}$ and aspirated stops. Loanwords (5b) are adapted to couform to laryngeal harmony.
(5) Zulu laryngeal harmony
a. uklí-peta 'to dig up'
úku-p ${ }^{\text {ant }}{ }^{\text {ha }}$ a to hold'
uku-guba 'to dig'
b. í-k ${ }^{\text {ho }} \mathrm{t}^{\text {hh }}$ ) 'court'
um-bídi 'conductor' < English beat
Ngizim voicing harmony was illustrated in (3). Kera (Chadic) appears to have voicing alternations in affixes conditioned by voiced stops or affricates in the stem (Ebert 1979; Rose and Walker 2004), e.g. [kə-sár-kán] black (coll.)' us.

[^196][ga-cţàr-gáry] 'colorful (coll.)'. However, Pearce (2005) argues that voicing is conditioned by a neighboring low tone rather than the voiced stop in the stem, so this does not constitute a case of voicing harmony. Hansson (2004) argues that in Yabem, a Huan Golf language of Papua New Guinea, voicing restrictions arose from tonal patterns, and only superficially resemble consonant harmony.

Laryngeal harmony is often restricted to apply between subclasses of obstruents. Harmony operates between pulinonic obstruents in Ngizim, whereas in Chaha and Zulu, it applies between stops with differing airstream inechanisms, but excludes fricatives. In Kalabari Ijo (Ienewari 1989; Hansson 2001a) and Bunno Izon (Efere 2001; Mackenzie 2005, 2009), ljoid languages of Nigeria, plain voiced stops and implosives may not co-occur in roots. Other cases of laryngeal harmony require homorganicity or complete identity between consonants. In Bolivian Aymara, laryngeal harınony for aspiration and ejectivity occurs between homnorganic stops, so they are identical, e.g. [k'ask'a] 'acid to the taste', whereas no harmony occurs between heterorganic stops: e.g. [t'aqa] 'flock, herd' (Hardman ct nl. 1974; Davidson 1977; de Lucca 1987; MacEachern 1996, 1999). Similar effects are found in Mayan languages, such as Chol (Gallagher and Coon 2009), Modern Yucatec (Straight 1976), and Tzutujil (Dayley 1985; Gallagher 2010).

In conclusion, laryngeal harnoonies are attested in numerous languages, most typically those that exhibit a three-uray contrast in laryngeal features. Laryngeal harmony is us ually root-restricted, may be subject to homorgar ioty requirements, and appears to be regressive for those cases in which directionality can be identified.

### 2.2 Coronal harmony

Coronal harmonies involve articulations both for tongue tip/blade posture (apical vs. laminal) and tongue position (dental, alveolar, post-alveolar). Sibilant harmony is the most commonly attested type of consonant harmony and requires sibilant coronal fricatives and affricates to match for tongue tip/blade posture and locat ion. It is widely attested in Native American languages, particularly in Athabaskan and Chumash languages, but it also occurs in Basque, Berber, Bantu, Cushitic, and Omotic languages. An examiple of sibilant harmony in Tahltan was illustrated in (2). ${ }^{2}$ ln Sidaama, a Cushitic language of Ethiopia (Kawachi 2007), the causative suffix /-is/ (6a) is realized as [if] when palato-alveolar fricatives or affricates appear in the preceding stem ( $\varsigma \mathbf{\sigma}$ ).
(6) Sidnama sibilant harmony
a. dirr-is 'cause to descend'
hank'-is 'cause to get angry'
ra?-is 'cause to become cooked'
b. mif-if 'cause to despise'
falak-if 'cause to slip'
t'uf-i§ 'cause to close'

[^197]Sibilant harmony operates across vowels and non-sibilant consonants, including other coronals. In (6b), the intervening segments do not block and do not participate in the harmony.

In some languages, such as Ineseño Chumash (Applegate 1972; Poser 1982; McCarthy 2007), both alveolar and post-alveolar sibilants may trigger harmony. The rightmost sibilant determines the tongue tip-blade realization of all sibilants in the stem. In (7a) and (7c), the 3rd singular subject prefix is $/ \mathrm{s}-/$, but it is realized as [J] if there is a palatal sibilant to its right, (7b) and (7d). In contrast, the dual marker /ij-/ (7e) is realized as [is] if followed by an alveolar sibilant (7f).

## (7) Ineseño Chumasla sibilant harmony

| a. | [s-ixut/ | [sixut] |
| :--- | :--- | :--- |$\quad$ 'it burns'

Dental harmony is found in Nilotic languages such as DhoLuo (Stafford 1967; Yip 1989; Tucker 1994), Anywa (Rel 1996), Mayak (Andersen 1999), and Päri (Andersen 1988). It operates betwreen dental and alveolar stops, including nasals if a contrast exists in the language, and may be triggered by either. In Päri (Andersen 1988; Hansson 2001a), dental harmony is respected in roots (8a). Root-final stops that are the product of final nutation combined with affixation match the dental or alveolar property of the initial stop (8b).
(8) Piiri dental harmony
a. lint 'sucking' àtruá: 'adult male elephant'
b. dè:l 'skin' dè:nd-á 'my skin'
țìol 'snake' țìond-á 'my snake'
In Mayak (Andersen 1999), harmony is triggered by an alveolar and optionally affects suffixes of the shape /-Vt/, as in (9). Intervening stops that are noncontrastive for the dental-alveolar distinction are transparent to the harmony.

## (9) Mayak dental harmony

| a. | ley-it | 'tooth' |
| :---: | :---: | :---: |
|  | was-it | 'buttock' |
|  | ? in-ak | 'intestine' |
| b. | tid-st ~ tid-st | 'doctor' |
|  | ket-In-Et $\sim k E t-\mathrm{In}$ | 'star |

Retroflex harmony is reported for several languages. In Cimira (Benchnon), an Omotic language of Ethiopia (Breeze 1990), retroflex harmony restricts combinations of sibilants, requiring them to agree for retrofexion. In Malto (Dravidian) (Mahapatra 1979; Hansson 2001a), retroflex harmony operates between oral stops.

In Australian languages such as Arrernte (Arandic) (Henderson 1998; Tabain and Rickard 2007), apical alveolar and retroflex stops match for retroflexion in a root. Retroflex harmony is also reported in Kalasha (Indo-Aryan) (Trail and Cooper 1999; Arsenault and Kochetov, forthcoming), where it operates between stops, between fricatives, or between affricates in a root, but combinations of different manners of articulation may disagree for retrof.ex. Kalasha contrasts dentals, retroflex, and palatals; dentals and palatals also tend not to co-occur, so this is a general coronal harmony.
(10) Kalasha retroflex/palatal harmony

| a. stops | dental | $t^{\text {h }}$ edi | 'nowv' |
| :---: | :---: | :---: | :---: |
|  | retroflex |  | 'apron' |
| b. fricatives | dental | sastirek | 'to roof a house' |
|  | palatal | 20, 1 | 'spring festival' |
|  | retroflex | susik | 'to dry', |
| c. affricates | dental | tsètsaw | 'squirrel' |
|  | palatal | ts ${ }^{\text {fiatci hik }}$ | 'to take care of |
|  | retroflex | dzats | 'spirit beings' |

Other cases of coronal harmony involving alveolar stops and alveo-palatal affricates are reported in Hansson (2001a), and include Aymara (de Lucca 1987), Kera (Ebert 1979), and Pengo (Dravidian) (Burrow and Bhattacharya 1970). In each case, harmony rules out /t . . t/ sequences, but allows the reverse, /t . . t/.

In terms of directionality, Hansson (2001a) points out two main directionality effects with respect to sibilant harmony. First, sibilant harmony shows a strong tendency to be regressive. In some cases, harmony is triggered by the rightmost sibilant, regardless of its location within a root or affix, as in Chumash (7) or Navajo (11) (McDonough 1991). The 1sg subject prefix /-ij/ is variably realized as [is] or [iJ], depending on whether /s/follows. ${ }^{3}$
(11) Navajo sibilant harmony

$$
\begin{array}{lll}
\text { /i-ij-mas/ } & \text { jismas } & \text { 'I'm rolling along' } \\
\text { /dz-ij-t-ta:t/ } & \text { dsijta:t } & \text { 'I kick hinn (belowv the belt)' } \\
\text { /dz-iJ-I-ts'in/ } & \text { dsists'in) } & \text { 'I hit him (below the belt)' }
\end{array}
$$

Hansson (2001a, 2001b) relates the regressive bias of sibilant harmony to speech production. In speech production studies, anticipatory errors and assimilations are more common than are perseverative (Dell et al. 1997). This is nodeled in a serial order theory of speech production, whereby one segment activates a consonant being planned and anticipates its production. There are cases of progressive sibilant harmony, as in the Sidaama case in (6), but in such cases, a suffix alternates in agreement with a root. The same pattern holds for dental harmony; no strong evidence for regressive patterns in dental harmony or retroflex harnony has been detected.

[^198]The second directionality effect concerns the nature of the trigger. While some cases of sibilant harmony are like Navajo in that either alveolar or post-alveolar consonants can trigger harmony, other languages only allow /s/ to become [J] and not the reverse. Hansson (2001a: 472) cites sixteen cases of the $/ \mathrm{s} / \rightarrow$ [J] pattern, but only one case of $/ \int / \rightarrow[8]$. Hansson connects this effect to speech planning and the palatal bias effect reported in speech error research (Shattuck-Hufnagel and Klatt 1979). The palatal bias effect refers to the higher frequency with which alveolar consonants act as targets of speech errors by palatals.

### 2.3 Nasal harmony

Nasal consonant harmony is attested primarily in Bantu languages. Nasal stops harmonize with voiced stops and oral approximants. If voiceless stops harmonize, they do so only if voiced stops harmonize. In Kikongo (Dereau 1955; Ao 1991; Odden 1994), a nasal stop in a verb root causes a [d] in the active perfect suffix (12a) or [l] in the applicative suffix to be realized as [n] (12b).

## (12) Kikongo nasal harmony

| a. | n-suk-idi | 'I washed' | tu-nik-ini |
| :--- | :--- | :--- | :--- |
| nn-bud-idi | 'I hit' | 'we ground' |  |
| b. | tu-sim-ini | 'we prohibited' |  |
| ku-sakid-il-a |  |  |  |
| ku-toot-il-a |  |  |  | 'to congratulate for' | ku-nat-in-a | 'to carry for' |
| :--- | :--- |

Intervening vowels and other consonants are transparent to the harmony. Yaka has a similar nasal harmony pattern (Hyman 1995). In other languages, the nasal harmony is restricted to apply only across an intervening vowel, as in Lamba (Odden 1994), Bemıba (Hyman 1995), Ndonga (Víljoen 1973), and Herero (Booysen 1982), and may be restricted to roots only. The main distinctions between nasal consonant harmony and general nasal harmony are (i) vowvels are not nasalized, (ii) the trigger is a nasal consonant that targets a similar consonant (voiced stop or approximant), and (iii) other consonants and vowels do not block harnony. See Chalter 78: nasal harmony for more extensive discussion of the distinction between the two kinds of nasal harmony.

Nasal harmony operates progressively from root to suffix. However, it cannot be reduced in all cases to a stem-control effect. In Kikongo, roots such as /dumuk/ are possible, with a voiced stop preceding a nasal. The reverse order of nasal followed by voiced stop is not attested (Ao 1991; Piggott 1996), indicating that nasal harmony applied progressively within the root. The same pattern is attested in Yaka (Rose and Walker 2004).

### 2.4 Liquid harmony

Liquid harmony involves alternations between /r/and /I/ (Chapter 31: lateral consonants). In Bukusu (Bantu), liquid harmony is attested in roots (Hansson 2001a). In addition, the benefactive suffix /-il-/ is realized as [-ir-] following a stem with [r] (Odden 1994). Vowel height harmony applies to the suffix.
(13) Bukusul liquid harmony

| teex-el-a | 'cook for' | reeb-er-a | 'ask for' |
| :--- | :--- | :--- | :--- |
| lim-il-a | 'cultivate for' | kar-ir-a | 'twist' |
| i:l-il-a | 'send thing' | resj-er-a | 'retrieve for' |

In Sundanese (Malayo-Polynesian), /l/ triggers harmony of /r/ to [I] (Cohn 1992), a.s illustrated with the plural infix /-ar-/ in the final form in (14).
(14) Sundanese liquid harmony,

| kusut | 'messy' | k -ar-usut | 'messy $(\mathbf{r L})$ ' |
| :--- | :--- | :--- | :--- |
| rahit | 'wrounded' | r-ar-ahit | 'wrounded ( $\mathbf{r L})^{\prime}$ |
| laga | 'wide' | l-al-aga | 'wide $(\mathbf{r L})$ ' |

Liquid harmony is also attested in Pohnpeian (Rehg and Sohl 1981). There are cases in which liquids alternate with glides in Bantu languages, such as in Basaa (Lemıb and de Gastines 1973) and Pare (Odden 1994), and in which /I/ alternates with a lateral tap in Chilviwiini (Kisseberth and Abasheikh 1975). All cases of liquid harmony are either root-restricted or involve suffiix alternations, so no directionality bias can be detected.

### 2.5 Dorsal harmony

Dorsal harmony is found in Malto, Gitksan (Tsimshianic), Aymara, and the Totonacan languages, and involves alternations between velar and uvular consonants. In Tlachichilco Tepehua (Watters 1988; Hansson 2001a), a uvular /q/ causes a preceding velar to beconte uvular, which in turn conditions lowering of the preceding high vowel (15b).
(15) Tlachichilco Tepehtua dorsal harmony,
a. 'uks-k'atsa: [?uksk'atsa:] 'feel, experience sensation'
b. ?uks-laqts' in [?oqslaqts'in] 'look at $Y$ across surface'

Hansson (2001a) notes that intervening vowels are not affected by the harmony even though uvulars lower adjacent vowels. In the word /lak-pu:tiq'i-ni-j/ $\rightarrow$ [laqpu:te? enij] 'X recounted it to them' (the / $q$ '/ is realized as [']) the vowel/u:/ fails to lower to [o:], despite appearing between two uvulars. Compare this with (15b). In Gitksan (Brown 2008), the harmony effect is a static co-occurrence restriction that can operate at a distance. Dorsal harınony causes velars to become uvular. While most dorsal harmony cases are regressive and target roots, this could be either a directionality effect or due to the trigger consonant, the uvular, being in an affix.

### 2.6 Stricture and secondary articulation harmony

In addition to the main types reported in $\$ 2.2-\$ 2.5$, Hansson (2001a) also lists stricture and secondary articulation harmonies. Stricture involves alternations between stops and fricatives, as in Yabem, e.g. /se-dàgìı/ $\rightarrow$ [tédàgì̀?] 'they
follow (realis)'. Secondary articulation refers to labialization, palatalization, velarization, or pharyngealization. There are a few reported cases discussed in Hansson (2007a): pharyngealization in Tsilhqot'in (also known as Chilcotin, Athapaskan) (Cook 1983, 1993), which interacts with sibilant harmony, velarization in Polnnpeircn (Micronesian) (Rehg and Sohl 1981; Mester 1988), and palatalization in Karaim (Turkic) (Kowalski 1929; Hamp 1976; Nevins and Vaux 2004), as shown below:

## (16) Karaim palatal harmony

$$
\begin{aligned}
& \text { diort }^{\text {nij-unity }} \text { iu 'fourth' } \\
& \text { alt "ur-ntfur 'sixth' }
\end{aligned}
$$

In sum, consonant harmony targets a range of segments: dorsals, liquids, and coronals, as well as segments differentiated by nasal and laryngeal features. Hansson (2001a) and Rose and Walker (2004) point out that a consistent characteristic of consonant harmony is the high degree of similarity between the interacting segments. Harmony is restricted to minor place or tongue features distinguishing among coronals and dorsals or to features that are also prone to local assimilation. Notably absent, however, is harınony for major place features such as [labial ], [coronal], or [dorsal], as well as classificatory features that tend not to assimilate locally, such as [sonorant], [continuant], or [consonantal]. Rose and Walker (2004) relate the absence of place harmony to the inability of major place to change even in local assimilations, citing articulatory speech error research thent shows that major place gesture errors tend to be additive rather than replacive (Coldstein et al. 2007; Pouplier 2007). Cafos (1999), on the other hand, argues that major place features cannot spread across vowels (contra Shaw 1991) without serious interruption of the vowel gestures. Only minor features such as tongue tip position can do this. See \$3.1.1 for further discussion.

The lack of major place consonant harinony is intriguing in light of two related phenomena: child language and dissimilation. Consonant harmony for major place is attested in child language (Vihman 1978), and according to citarter 72: consonant harmony in child language, it is the most common type of consonant harmony in child language. Recent analyses and proposals are discussed in Goad (1997), Berg and Schade (2000), Rose (2000), Pater and Werle (2003), and Rose and dos Santos (2006). The same mechanisms that underlie child phonology and adult phonology may not be the same; some child productions may be due to developmental factors (Rose and dos Santos 2006; Inkelas and Rose 2008). See chapter 72: consonant harmony in child language for an overview.

Some authors have drawn a connection between long-distance consonant assimilation and long-distance consonant dissimilation (MacEachern 1999; Walker 2000c; Gallagher 2008), arguing that they are alternate responses to the same pressure. This does appear to be the case for laryngeal and liquid harmony. Yet there are key differences. A common dissimilation process occurs between labial consonants (Alderete and Frisch 2007), whereas labial consonant harmony is unattested. Nasal dissimilations involve prenasalized stops and nasals (Odden 1994), but these segmerts do not interact in nasal consonant harmony; prenasalized stops are transparent to nasal harmony and do not act as triggers (Chapter 7\%: nasal harmony). A general theory of the relationship between long-distance consonant assimilation and consonant dissi:nilation currently appears elusive.

## 3 Analyses of long-distance assimilation

Two main theoretical analyses have been formulated for long-distance consonant harmony: spreading and correspondence. Spreading involves the extension of a gesture or feature across a string of segments, building upon early autosegmental analyses of vowel harmony and nasal harmony. Correspondence is proposed in Walker (2000b, $2(100 \mathrm{c})$, Hansson (2001a), and Rose and Walker (2004) and requires similar consonants to "correspond" and match each other for particular features, regardless of intervening consonants and vowels. The following sections outline these two approaches and identify the strengths of each proposal, as wrell as the challenges they encounter.

### 3.1 Spreading

Autosegmental phonology represented a major shift in the analysis of harmony systems. Although the distance effects of harmony systems had been explored within a Firthian prosodic analysis framework (Palmer 1970), Clentents's (1980) groundbreaking analysis of vowel harmony and extension to nasal harntony launched the study of harmony systems using autosegmental spreading. Early autosegmental analyses of consonant harmony include Halle and Vergnaud (1981) on Navajo and Poser (1982) on Chumash.

In an autosegmental representation, the harmonizing feature (P-segment) is projected onto its own tier and linked to the segment (P-bearing segment) by means of an association line. Spreading involves extending the feature to other segments in the word via new association lines, as shown in (17) for the Sidtaama word [Galakif] 'cause to slip':
(17) Long-distance spreading

(17) illustrates a feature-filling rule, in which the feature [-anterior], characterizing the post-alveolar $/ \mathrm{s} /$, spreads to the $/ \mathrm{s} /$, but the $/ \mathrm{s} /$ itself is unspecified for the feature [+anterior]. Within models of underspecification (Archangeli 1988; Paradis and Prunet 1989), the default feature [+anterior] is assuned to be filled in by a default rule at the end of the derivation if no specification is provided by a specific rule.

Consonant harmony may also be fenture-changing where the target and trigger have opposite values for the spreading feature. Sibilant harmony in Inser̃o Chumash has been analyzed as feature-changing (Poser 1982, 1993; Lieber 1987; Steriade 1987b; Shaw 1991), because harmony can be triggened by either [+anterior] /s/ or [-anterior] $/ \mathrm{s} /$, altering the specification of the other sibilant. The target consonant acquires the specification of the trigger through spreading, and loses its own feature specification by delinking its original association line. This is illustrated in (18) for [ $\int$-ilaks] 'it is soft':
(18)

Feature-changing Immony


In (18), the feature [anterior] is shown linked to the rest of the segment. In more articulated models of feature geometry (Clements 1985, 1991; Sagey 1986; McCarthy 1988; Clements and Hume 1995), features link to organizing nodes, which in turn link to the root node, connected directly to prosodic structure.

### 3.1.1 Transparency and spreading

In both of the representations above, spreading takes place between two sibilants, despite the fact that other consonants and vowels intervene between the trigger and target. Intervening segments have the potential to block harmony, a phenomenon that is routinely observed in both vowel harmony and local vowel-consonant harmony. However, blocking is not generally observed with consonant harmony (Hansson 2001a; Rose and Walker 2004). ${ }^{4}$

Blocking segınents, or "opaque" segments, can be characterized as those that are specified with the opposite value to the spreading feature. For example, in van der Hulst and Smith (1982a) [-nasal] segments block spreading of [+nasal] in nasal harmony. The [+nasal] feature cannot spread over the association line linking [-nasal] to a non-nasal segment, as this would violate the No-Crossing Constraint (Goldsmith 1979), a principle of autosegmental phonology (charter 24: autosegments), which prevents association lines crossing. This is illustrated schematically in (19), where the symbols $\alpha, \beta$, and $\gamma$ represent segments and $[+F]$ the spreading feature, and where the $[-\mathrm{F}]$ value of a feature blocks the $[+\mathrm{F}]$ value from spreading.

## No-Crossing Constraint



In more recent accounts, the blocking segment is assumed to be incompatible with the spreading feature due to an articulatorily grounded constraint (Archangeli and Pulleyblank 1994), preventing co-occurrence of the spreading feature and a specific feature or features of the blocking segment. For example, in nasal harmony, obstruents block nasal harmony in many languages (Walker 2000a), so [+nasal] may be restricted from associating to a [-sonorant] segment. Under this scenario, the No-Crossing Constraint does not apply; instead locality considerations prevent the spreading feature from skipping over the blocking segment and spreading to another segment. How locality should be defined has been a matter of debate.

[^199]If locality is defined at the level of the root node or segment, such that adjacent segments are local, no segment can be skipped in spreading, a theory referred to as strict locality. This is illustrated schenatically in (20).

## (20) Strict locality



Under this view, consonant harmony would be similar to local assimilation (chapter 8l: local assimilation), but extended over longer strings of segments.

Locality inay also be defined at the level of vowel nuclei of adjacent syllables (Archangeli and Pulleyblank 1987, 1994), in which case intervening consonants would be considered transparent. This is referred to as maximal scansion in Archangeli and Pulleyblank (1987). A third possibility is to define locality with respect to autoseginental feature tiers, or feature node tiers in a feature-geometry nodel, referred to as minimal scansion (Archangeli and Pulleyblank 1987; Steriade 1987a). Segments that lack specification on such tiers would not be computed for locality. In the following schematized representation, the features [F] of the segments $\alpha$ and $\gamma$ would be adjacent on the $F$ tier, despite not belonging to adjacent segments:

Tier-based locality


Tier-based locality lies at the heart of autosegmental spreading analyses of transparency in harmony.

Steriade (1987b) argued that intervening transparent consonants and vowels in Ineseño Chumash sibilant harmony lack specification for the feature [anterior] at the point when the harmonic spreading rule applies. Dorsal and labial consonants are excluded from participation in the harmony, as they have place feature specifications on other thers - Dorsal and Labial. The feature [anterior] is assumed to be relevant only for coronal consonants. The same holds true for vowels in a system in which vowels are considered dorsal (Sagey 1986; Steriade 1987a). ${ }^{5}$ Yet the coronal consonaints /t $1 \mathrm{n} /$ are also transparent in Chumash. Steriade adopts a form of contrastive specification, wherein only segments that contrast for a given feature need to be specified for that feature. The feature [anterior] is needed to distinguish sibilants in Chumash, but /t l n/ do not have [-anterior] counterparts, and so are predictably [+anterior]. Predictable features are left umspecified and filled in as default later in the derivation. Harmonic

[^200]spreading of the [anterior] feature operates unhindered between sibilants before a redundancy rule ([+coronal, -continuant] $\rightarrow$ [+anterior]) fills in predictable values on the other coronals. Locality is defined on the tier [anterior] as the spreading rule targets only consonants specified for [anterior], not those specified as Coronal, the organizing node on which [anterior] is dependent (Shaw 1991). Chumash is a feature-changing rule, but if spreading rules are feature-filling, targets would need to be defined with respect to other features or the node to which the feature attaches.

Harmony does not always operate at the level of individual features, however. Shaw (1991) argues that a more complex harmony system in Tahltan involves spreading the Coronal node (chapter 12: coronals). Tahltan has a rich inventory of coronal consonants, contrasting dental stops, lateral continuants, interdental/ pre-dorsal sibilants, alveolar sibilants, and palatal sibilants. The latter three sibilant classes participate in coronal harmony, but the stops and laterals do not (examples in (2)). Shaw argues that in order to distinguish among a series of three sibilants, at least two features dependent on Coronal are needed. Under the assumption that a single unified spreading rule should capture the harmony, Shaw proposes that harmony involves spreading of the Coronal node. The other two transparent classes nust be underspecified for Coronal at the time the rule applies. Similar harmonic effects (e.g. /s/ $\rightarrow$ [f]), therefore, involve different spreading rules, depending on the particular inventory of the language.

Gafos (1998, 1999) rejects tier-based locality, and presents a model of "Articulatory Locality," in which locality is defined in terms of articulatory gestures (Browinan and Goldstein 1986, 1989, 1990). Vowel gestures are contiguous across a consonant, whereas consonant gestures are not contiguous across a vowel. Vowel harmony may appear to skip over consonants, but consonants are in fact unaffected audibly by the spreading gesture. This strict locality view is also adopted by Ní Chiosáin and Padgett (1997, 2001), Walker and Pullum (1999), and Walker (2000a). Under strict locality, only coronal harmony, which involves assimilation for a tongue tip-blade feature, is predicted to be possible, due to non-interference with vowels. The tongue tip-blade is independent of the tongue dorsum used in the production of vowels, and its exact posture has no significant acoustic effect on vowel quality. By the same reasoning, dorsal and labial consonants would be predicted to intervene as "transparent," since changes in the tongue tip-blade would not affect their production. Moreover, if the feature that distinguishes /s/ and / $\mathrm{s} /$ is apicality (tongue tip) rs . laminality (tongue blade), languages with no apical-laminal cororal stop contrast may allow stops to fluctuate between apical and laminal in different harmonic contexts, a suggestion ntade by Peter Ladefoged, as reported in Steriade (1995). Gafos (1999) formalizes this idea and proposes two new tonglue tip-blade parameters: Tongue Tip Constriction Orientation (TГCO) and Tongue Tip Constriction Area (TГCA), gestures that do not skip over other segments, but are maintained through their production with little perceptible effect. Coronal segments /t n I/ in Chumash harmony are predicted to alter their production in accordance with the harmonic domain in which they occur, either apical [ $\mathbf{0}$ ] in words like /k-sunon-us/ $\rightarrow$ [ksunonus] 'I obey him' or laminal [n] in words like /k-sunon- $/ / \rightarrow /[k j u n o n f]$ 'I am obedient'. TTCO is identified as tip-up ( $\uparrow$ ) for ap ical and tip-down ( $\downarrow$ ) for laminal. As non-sibilant coronals do not contrast on this dimension in Chuınash, they are not perceived as distinct.

## (22)

Gestural extension under strict locality

|  | apical $k-s u n ̃ o n ̃-u s$ | laminal $k-\int u \underline{n} \bullet \underline{n}-\int$ |
| :---: | :---: | :---: |
| toncue tir | TTCO $\uparrow$ | TTCO $\downarrow$ |

Gafos argues that the strict locality view of consonant harmony explains the absence of other types of place harmonies. Major place gestures that define dorsal and labial consonants cannot spread across vowels (contrn Shaw 1991) without serion.ts interruption of the vowel gestures. Minor features such as tongue tip position can. Tier-based locality is unable to adequately explain why only Coronal, and not Labial and Dorsal, nodes can spread in feature geometry. In addition, the restriction of harmony to subclasses of coronals, such as sibilant fricatives and affricates, is explained, as these segments involve contrast along the tongue orientation dimension.

In conclusion, spreading approaches to harmony involve the spreading of a feature or the extension of a gestural parameter over other vowels and consonants. The non-participation of these consonants receives two explanations. In the autosegmental framework, it is due to a version of feature underspecification (chapter 7: feature specification and underspecification) and tier-based locality, allowing for certain kinds of harmony interactions between specific features. In a gestural framework (Gafos 1999), transparency is illusory - articulators perform the harmonic gestures, but have little impact on consonants and vowels that do not involve those articulators, or for which changes in the articulation are noncontrastive and hence perceptually non-distinct.

### 3.1.2 Challenges to the spreading approach

While the analysis of consonant harmony as feature spreading or gestural extension seents appropriate for characterizing retroflex harmony and some sibilant harmony cases, it encounters several challenges when applied to a fuller typology of consonant harmony systerns as outlined in §2. Gafos (1999) assumes that coronal harmony is the only type of consonant harmony. Sharv's (1991) typology of consonant harmony identifies only laryngeal harmony as another possibility. ${ }^{6}$ Laryngeal features primarily distinguish among obstruents. As vowels and sonorants are inherently voliced and unspecified for laryngeal features (Itô and Mester 1986), laryngeal harmonies can operate between laryngeal tiers specified only on obstruents, thereby respecting tier locality. Gafos (1999) does not explicitly discuss laryngeal harmony within the Articulatory Locality model.

However, the larger typology outlined in $\$ 2$ prompts Hansson (2001a) and Rose and Walker (2004) to condude that autosegmental spreading is inadequate as a general model of consonant ha rmony. Their arguments rest on several key properties of consonant harmony not shared with vowel harmony and vowelconsonant harmony, as well as predictions that some spreading models make about the participation of intervening segments. I focus on two main properties here: (i) no blocking and transparency, and (ii) similarity of target and trigger. Hansson (2001a) also notes the lack of sensitivity to prosody and regressive

[^201]directionality as defining properties of consonant harmony, but the prosody insensitivity may be due to other factors. Regressive directionality is a strong tendency, but progressive directionality is also observed for consonant harmony. Furthermore, regressive directionality is not an exclusive domain of consonant harmony; it has also been observed for vowel harmony (Hyman 2002) and some forms of vowel-consonant harmony - i.e. emphasis harmony exhibits more restrictions and blocking when progressive than when regressive (Watson 1999).

### 3.1.3 Blocking and transparency

Consonant harmony differs from other types of harmony with respect to blocking effects and transparency. If nasal consonant harmony is compared with nasal vorvel-consonant harmony, there are two key differences with respect to the participation of segments. In nasal consonant harnony, nasal consonants harmonize with voiced stops or approximant consonants across other consonants and vowels, even obstruents. In contrast, nasal vowel-consonant harmony shows blocking effects, usually by the same segments that are skipped in nasal consonant harmony. Second, intervening vewels do not show nasalization in nasal consonant harmony, whereas they make the best targets in nasal vowel-consonant harniony and are generally not skipped. If nasal vowel-consonant harniony involves autosegmental spreading or gesture extension, how does one explain the differences with nasal consonant harmony? It does not appear to behave as if spreading of [nasal] is involved.

A similar argument can be applied to tivo other types of consonant harinony. Laryngeal harmony shows no extension of voicing/devoicing or glottalization over intervening segments. Dorsalization show's no effects on intervening vowels, despite the fact that uvulars routinely lower adjacent vowels. If harmony operates as advocated by Gafos (1999), with gestures extended across other segments, these facts are unexpected. If tier-based locality is the explanation, it is hard to give a reason for the neutrality of contrastive voiced and voiceless fricatives in a laryngeal harmony involving volice harmony between stops, as is the case in Chaha.'

### 3.1.4 Similarity

The concept of similarity is implicitly recognized in autosegnental spreading analyses of sibilant harmony, as spreading occur's only between segments specified for the spreading feature. However, it is not a formalized aspect of spreading theory. Hansson (2001a, 2001b) and Rose and Walker (2004) propose that similarity is the driving factor in consonant harmony, and has its functional roets in speech production. For examole, sibilants are highly similar to one another and it is hypothesized that production is eased if they match for the position of the tongue tip-blade. Similar, but different, consonants present production difficulties that are manipulated in tongue-twisters and emerge as speech errors in both natural and experimentally induced situations (Fromkin 1971; Shattuck-Hufnagel and Klatt 1979; Frisch 1996; Rose and King 2007; Walker 2007; Kochetov and Radišić 2009). Nasal stops harmonize with oral somorants or voiced stops, which differ

[^202]minimally from nasals. Voicing harmony occurs between obstruents, but is usually restricted to stops, excluding fricatives. Homorganicity further contributes to similarity; some laryngeal and nasal harmonies operate only between homorganic segments. ${ }^{8}$ All cases of harmony involve strong similarity between the harnzonizing segments, even in ways that local assimilations do not. For example, while local voicing assimilation operates between all obstruents, voicing harmony may be restricted to a sub-type of obstruents based on manner.

Rose and Walker (2004) determine similarity using the netric developed in Frisch ef al. (2004), wherein similarity is assessed on the basis of shared natural classes of distinctive features in a given language. The numbers of shared and unshared natural classes of two consonants are compared. Both the size and contrastiveness of the segment inventory contribute to the similarity ratings. Natural classes, which incorporate the notion of contrastiveness, are better able to predict gradient phonotactics and capture major class subregularities than are models based simply on distinctive feature specification. However, see Mackenzie (2005, 2009) for some criticisms of this metric.

### 3.2 Correspondence

Given these observations about the typology of consonant harmony, Hansson (2001a) and Rose and Walker (2004), based on Walker (2000a, 200(k), developed an account of onnsonant harmony within Optimality Theory (OT), termed "agreement-by-correspondence." A correspondence relationship is created between similar segnents, expressed as Corr- $\mathrm{C} \leftrightarrow \mathrm{C}$ constraints (indicated in the diagrant in (23) by co-indexation). This is reminiscent of Zuraw's (2002) aggressive reduplication model, although this model does not encode similarity directly. Crucially, there is no autosegmental feature spreading between the segments, so their feature specifications are distinct.


The Corr-C $\leftrightarrow \mathrm{C}$ constraints are arranged in a fixed implicational hierarchy from most sinzilar to least similenr, for example Corr-Th $\leftrightarrow T^{h} \gg \operatorname{Corr}-T^{h} \leftrightarrow T \gg$ Corr-Kh $\leftrightarrow T$ (Rose and Walker 2004: 500). Separate Ident-CC constraints require the corresponding consonants to agree for a given feature. Input-output faithfulness constraints are placed between the Cokr $\cdot \mathrm{C} \leftrightarrow \mathrm{C}$ constraints to achieve luarmony of different similarities, or below them to produce full harmony.

The following tableau illustrates an example of sibilant harmony in Sidaama for the word /Jalak-is / $\rightarrow$ [Jalak-if] Corr-s $\leftrightarrow$ f refers to anterior and non-anterior fricative pairs, while CORR-t $\leftrightarrow \int$ refers to anterior stop and non-anterior fricative combinations. Candidate (24a) has a CC-correspondence relationship (indicated by the subscript $\times$ on the output sibilant consonants) and sibilant agreement, thereby

[^203]satisfying the two high-ranked constraints. This candidate violates Ident-OI[ant], due to the change $/ \mathrm{s} / \rightarrow[\mathrm{J}]$. ldent-OI[ant] is violated by segments that alter an input [anterior] specification in the output. Candidate (24b) has no correspondence relationship between /s/ and / / /, indicated by the different subscripts * and ${ }_{5}$. Due to the lack of CC-correspondence, this candidate does not violate Ident-CC[ant]. Candidate (24c), on the other hand, does have sibilants in a CCcorrespondence relationship. The sibilants do not agree for anteriority, thereby violating IuEnts-CC[ant]. The [anterior] feature is used here although other features such as [distributed] or [Tongue Tip Constriction Orientation] are also possible.

| /Salak-is/ | Ident-CC[ant] | CORR-S $¢$ | ldent-OI[ant] | Corr-t $¢$ ) |
| :---: | :---: | :---: | :---: | :---: |
| ca. a. S.alak-if |  |  | * |  |
| b. Jatak-is, |  | *! |  |  |
| c. j.alak-is, | *! |  |  |  |

No correspondence relationship is established between the fricative and the voiceless stop $/ \mathrm{k} /$, or with the vowels, as these two so unds are not sufficiently similar. Other work analyzing coronal harmony systems as involving corresponding segnents or feature copy includes Clements (2001) and McCarthy (2007).

The correspondence-based approach to consonant harmony allow's similar consonants to agree at a distance; transparent segments are those that are not similar enough to participate in the harmony. No blocking is predicted, as lack of harmony is due to either the lack of or the low ranking of correspondence between intervening segments. This approach sets consonant harmony apatl from vowel harmony and vowel-consonant harmony in using a different analytical mechanism. ${ }^{\text {. }}$

A more accurate typology of consonant harmony has led to alternate analytical devices, using correspondence-based relations rather than autosegmental spreading. The assumption that all harmony systems are alike and therefore subject to the same type of analysis has also been called into question, representing a significant departure in the analysis of consonant harmony ws. other harmony systems.

### 3.2.1 Challenges to the correspondence approach

Despite the advances of the correspondence approach in unifying the typology of consonant harınony and setting it apart from other types of harınonies, challenges to this noodel have arisen.

In the arena of coronal harmony, there is still debate over whether correspondence is the appropriate mechanism. McCarthy (2007) argues that Chumash har mony should be analyzed via correspondence, as it shows clear differences from local assimilations and dissimilations. Arsenault and Kochetov (forthcoming) also support the correspondence approach in their analysis of sibilant and retroflex harmony in Kalasha. They argue that since coronal harmony in Kalasha is restricted to apply only between consonants with the same manner of articulation, this

[^204]lends support to the correspondence approach, which formally encodes similarity. Spreading approaches would need to explain why harmony operates ouly between consonants of like nanner.

Gallagher and Coon (2009) nevertheless argue that correspondence is appropriate for harmonies that require complete identity between consonants, but not for those that induce limited featural agreement, such as most sibilant harmonies. Gallagher and Coon focus on harmony data from Chol, a Mayan language of Mexico. The Chol pattern is an interaction between laryngeal harinony and coronal strident harnony. Total identity (25a) between consonants is required in two cases: (i) two ejectives in a root or (ii) two plain stridents. If the two consonants differ in terms of laryngeal features (ejective and plain), then only strident harmony is enforced (25b).
a. Total identity

Plain stridents
*ts-s sus 'scrape'
*s-t' tity 'older sister'
Ejectives

* $k^{\prime}$ - $\mathrm{p}^{\prime}$ k'ok' 'healthy'
${ }^{*} \mathrm{ti}^{\prime}-\mathrm{ts} \mathrm{s}^{\prime}$ tiooti' 'snail'
g'ity' 'blood'
b. Strident harmony
*ts'- $\int$ ts'is 'sewr'
*s-ty" $\int \mathbf{u}^{h} \mathrm{t}^{\prime} \quad$ 'thief'
Strident harnmony is always enforced, regardless of laryngeal specification, but laryngeal harmony requires complete identity. Gallagher and Coon's analysis requires that similar consonants (those that share certain features) are "linked" (i.e. correspond), and an identity constraint requires them to be completely identical. Ejectivity renders consonants more similar than stridency. Although the proposal accounts for the particular case of total identity seen in Mayan languages, ${ }^{\text {l2 }}$ it does not extend to other cases of consonant harmony outlined in \$2, which show partial identity effects, but cannot receive a spreading analysis due to the transparency of the intervening segments. Moreover, it is not clear why ejectivity in particular requires a total identity between segments. Laryngeal harmonies are often restricted to a subset of obstruents (stops) and homorganicity is also frequently involved. This signals that nore research on how to define similarity is required.

In the arena of blocking, Hansson (2007b) argues that while lack of blocking is a descriptive character'stic of consonant harınony systems, it does not necessarily follow from the agreement-by-correspondence approach. Blocking could arise in scenarios in which three segments are in correspondence, but in different correspondence relationships, either different local relationships for the same feature or different featural relationships. More research is necessary to determine whether such scenarios are actually attested, or whether the correspondence analysis requires modification. If attested, this would undermine one of the strong arguments for why consonant harmiony should not receive the same analysis as vowel harmony or voivel-consonant harmony.

[^205]Despite various criticisms, the correspondence approach to harmony has stimulated new areas of research in the analysis of long-distance assimilations and has pushed researchers to exannine languages in more detail, to conduct corpus studies of morpheme structure constraints, and to investigate harmony from an experimental angle.

### 3.3 The role of contrast in consonant harmony

The concept of contrast (CHAPTER 2: CONTRAST) has long played a role in autosegmental spreading analyses of consonant harmony, specifically in deiermining feature specification. Steriade (1987b) and Shaw (1991) rely on the fact that only sibilants contrast for [anterior] to explain the transparency of stops and sonorants to sibilant harmony. In the correspondence model of harmony, the role of contrast is not emphasized. Although Hansson (2001al) and Rose and Walker (2004) mention contrast, its role in determining larmony systems does not figure prominently in their model, except inctirectly via the natural classes model of computing similarity (Frisch 1996; Frisch et al. 2004), which Rose and Walker (2004) adopt. Yet recent research has returned to the issue of contrast, both as a ineans of constraining harmony, and in promoting contrast as the driving force behind consonant harmony.

Mackenzie $(2005,2009)$ argues that similarity in consonant harmony should be formalized on the basis of contrastive featural specifications determined by a language's inventory. Segnents that are similar to one another in their contrastive specifications, not necessarily segments that are most similar phonetically, interact in harmony. ln the harmony system of Bumolron, an ljoid language, voiced implusives and voiced stops may not co-occur, with two exceptions: /g/ and $/ \mathrm{g} \mathrm{b} /$ (Efere 2001); these sounds freely co-occur with strups of the opposite pulmonic value: [dúgó] 'to pursue' or [g6édá̛6óda] 'rain (hard)'. Mackenzie points out that these sounds lack a contrastive counterpart: there is no /g/ or /gb/. The natural classes model (Frisch et al. 2004) of calculating similarity does take phonemic inventory into account when computing natural classes and similarity, but it fares poorly with asymmetric inventories in which contrastive counterparts are missing. Hansson (2004) notes this problem with respect to laryngeal harmony in Ngizim, where implosives do not participate. Mackenzie's solution is to deterınine similarity via pairwise contrasts that are partially language-specific. If two sounds are not specified for a feature due to lack of contrast, they do not participate in the harmony, which references presence of features.

Hansson (2008) examines the role of contrast in the typology of vowel harmony and consonant harmony and notes that only consonant harmony has cases of "symmetric neutralization," in which a lexical [ $\pm$ feature] contrast emerges in affixes unly with neutral roots. The regressive sibilant harmony systems of Chumash and Navajo involve neutralization of contrasts on both roots and affixes, as either /s/ or / $/ /$ can trigger harmony as long as it is the rightmost sibilant in the word. Hansson argues that systenss of this type are attested in consonant harmony, but not vowel harmony, because they are recoverable. The loss of contrast between $/ \mathrm{s} /$ and $/ \mathrm{S} /$ is minimal in the consonant inventory, and affects only a small subclass of consonants. The learner has a large number of contexts provided by neutral roots to compensate for neutralization. Hansson (2001a) notes that the specific combination of symmetric neutralization with absolute directionality of
assimilation creates problems for some models of phonology, such as Declarative Phonology and standard Optimality Theory.

Finally, Gallagher $(2008,2010)$ argues for a notion of laryngeal contrast rooted in dispersion theory with a more global view of contrast within a language's lexicon. A constraint, Laryngeal Distance, penalizes contrasts between roots that have only one laryngeally marked stop vs those with two. Plain stops are unmarked for laryngeal features. Gallagher argues that the distinction between a root with one laryngeal feature and a root with two laryngeal features is perceptually weak. Avoidance can play out as harmony (only two ejectives [k'ap'a] or two plain stops [kapa] are allowed) or as dissimilation (only one plain and one ejective are allowed [k'apa] or two plain [kapa]).

In conclusion, contrast remains a powerful and debated concept in the study of consonant harmony, one that is sure to resonate in future research.

## 4 Experimental approaches to consonant harmony

As debate about the most appropriate analysis of consonant harmony has come to center on hypotheses about its grounding in articulation or perception, experimental studies of consonant harmony have been conducted (Cuapter 96: experimental approaches in theoretical phonology). The correspondence approach to consonant harmony proposes that harmony is grounded in production difficulties caused by phonological planning and the similarity of interacting consonants. Several experiments have been undertaken to test this hypothesis in the area of speech errors.

Walker (2007) conducted an experimental study inducing speech errors. Consonants that were more similar and known to participate in nasal harmony, such as nasals and voiced stops, were predicted to be more prone to speech errors than other combinations. Nonce words with combinations of nasals and voiced stops and nasals and voiceless stops were tested with Enylish speakers, as English is not reported to have nasal consonant harmony. Indeed, more errors arose with nasal-voiced stop combinations than nasal-voiceless. Walker concluded that nasal harmony could indeed be grounded in difficulties with the production of similar sounds.

Kochetov and Radišić (2009) performed a similar experintent on combinations of four sibilant fricatives $/ \mathrm{s}^{j} \iint^{j} /$ in Russian in a repetition task performed at a fast rate of speech. Errors (assessed by examining acoustic effects of production) were observed for both primary place of articulation and secondary articulation. The primary-place assinilation errors were generally regressive and involved /s/ changing to [ f ], reflective of the "palatal bias" effect reported in other speecherror studies on English. Although Russian is not reported to have sibilant consonant harmony, the speech-error effect is simiar to that found in harmony languages, supporting Hansson's (2001a, 2001b) observation of the correlation. However, Kochetov and Radišić (2009) also note that consonants differing only in secondary articulation did not participate in as many errors and that those errors were progressive. This seems to lend support to Hansson's (2007a) contention that speech production difficulties may not underlie secondary articulation harmonies. Kochetov and Radišić (2009) speculate that feature spreading or
gestural extension may be a better analysis for these cases, paralleling vowel harmony.

Rose and King (2007) exancined the impact of harnmony constraints on speech errors in languages observed to have laryngeal harmony, namely Chaha and Amharic. Tluey found higher speech-error rates for certain sequences that violated laryngeal harmony than for those that did not. In particular, the researchers compared the laryngeal pairs with consonant pairs that were also highly similar and infrequent in verb roots, but did not violate any constraints. These pairs did not show high error rates in comparison. Rose and King conclude that laryngeal harnınny is not only based on production difficulties, but also, once encoded grammatically, triggers more errors when speakers encounter sequences that violate it.

Walker et al. (2008) investigated coronal harmony in Kinyarivanda by means of electronnagnetic articulography. Kinyarwanda exhibits retrofex harnony, previously reported in the literature as an alveolar-post-alveolar sibilant harmony (Walker and Mipiranya 2006). Harmony is blocked by alveolar stops and affricates, retroflex stops, and palatal consonants. Intervening vowels and non-coronol consonants do not block the harmony and are not perceptibly affected. The blocking effect is suggestive of spreading, while the transparent vowels and non-coronals point to a correspondence analysis. This is important since retroflex harmony is recognized as both a type of consonant harmony (Arsena ult and Kochetov, forthcoming) and a possible vowel-consonant harmony for which spreading may be a more appropriate analysis than correspondence (Gafos 1999; Hansson 2001a; Rose and Walker 2004). Walker et al. (2008) found evidence that the harmonizing retroflex posture persists during apparent transparent non-coronal consonants when they occur between harmonizing fricatives. Such a result is more supportive of a spreading or gestural analysis, in line with Cafos's (1999) Articulatory Locality model. Results were not conclusive for the intervening coronals. Research of this nature should be conducted on languages that have robust non-retrofex sibilant harntony to help address the question of whether spreading or correspondence is a more appropriate analysis. At the same time, this raises the issue of whetleer gradient phonetic articulatory results should be used to determine phonological representations.

Finally, Gallagher (2010) utilizes perceptual experiments to test the validity of her contrastive perceptual distance model of laryngeal harnony. Anmerican Engl ish subjects who listened to pairs of Bolivian Quechua words with combinations of ejectives and plain stops had the greatest difficulty perceiving contrasts between two words where an ejective and a plain stop contrasted with two ejectives ([k'apa] us. [k'ap'a]). The two harmonic forms wherein two ejectives contrast with two plain stops ([k'ap'a] vs. [kapa]) were the easiest to perceive, with [k'apa] us. [kapal occupying an intermediary position. It is argued that these results provide support for a perceptual motivation for consonant harmony, with harmony viewed as a response to avoid difficult perceptual contrasts.

Experimental research in consonant harmony using a variety of techniques may help illuniniate the causes of harınony (perceptual, articulatory, or both) and the best phonological analysis of this phenomenon. It may help sort out whether consonant harmony should be viewed as a unified phenomenon or as several disparate phenomena that share the common characteristic of assimilation at a distance.

## 5 Conclusion

Consonant harmony has intrigued researchers for many years, due to its tantalizing similarities to other types of harmony, Recognizing what distinguishes it from other harmony systems has nevertheless pushed analysis in new directions. Two competing approaches have been advanced: spreading of features or gestural extension and correspondence between segneents requiring matching for features. Both analyses have positive attributes, but both are not without challenges. It is also possible that spreading is appropriate for some harnoony systems but correspondence for others, as hels been suggested by different researchers (Hansson 2001a; Gallagher and Coon 2009; Kochetov and Radiš sć2009). Research in experimental directions may help shed light on which analysis is ultimately correct and whether altogether new analyses will eventually emerge.

## ACKNOWLEDGMENTS

Thanks to Beth Hume, Ivlarc van Oostendorp, and two anonymous reviewers for their instructive comments on various aspects of this chapter. All errors are my own.

## REFERENCES

Alderete, John \& Stefan A. Frisch. 2007. Dissimilation in grammar and the lexicon. In de Lacy (2007), 379-398.
Andersen, Torben. 1988. Consonant alternation in the verbal morphology of Päri. Afrike and Uluensee 71. 63-113.
Andersen, Torben. 1999. Consonant alternation and verbal morphology in Mayak (Northern Burun). Afrika smd Überste 82. 65-97.
Ao, Benjamin. 1991. Kikongo nasal harmony and contextsensitive underspecification. Linguistic Inpuiry 22. 193-196.
Applegate, Richard B. 1972. Ineseño Chumash grammar. Ph.D. dissertation, University of California, Berkeley.
Archangeli, Diana. 1988. Asperts of underspecification theory. Phonolosyy 5, 183-207.
Archangeli, Diana \& Douglas Puilleyblank. 1987. Minimaland triaximal rules: Fffects of tier scansion. Papers from the Ammel Mecting of the North East Linguistir Socicty 17. 16-35.
Archangeli, Diana \& Douglas Pulleyblank. 1994. Grounded phonology. Cambridge, MA: MIT Press.
Archangeli, Diana \& Douglas Fulleyblank. 2007. Harmony. In de Lacy (2007), 353-378.
Arsenault, Paul \& Alexei Kochewov. Forthooming. Retroflex harmony in Kalasha: Agreement or spreading? Papers from the Ammarl Meeting of the North East Linguistic Suciety 39.
Berg, Thomas \& Ulrich Schade. 2000. A local connectiorist account of consonant harmony in child langurage. Cognitive Srience 24. 123-149.
Booysen, Jacobus M. 1982. Offiherero: 'n Volledige grammatika met wefeninge en slestels in Afrikaans. Windhoek: Gamsberg.
Breeze, Mary. 1990. A sketch of the phonology and grammax of Gimira (Benchnon). In Richard Hayward (ed.) Omotic Inngutagre studies, 1-67. London: School of Oriental and African Studies.
Browman, Catherine P. \& Louis Goldstein. 1986. Towards an articulatory phonology. phonology Yearbook 3. 219-252.

Browman, Catherine P. \& Louis Goldstein. 1989. Articulatory gestures as phonological units. Phonology 6. 201-251.
Brownan, Catherine F. \& Louis Goldstein. 1990. Tiers in articulatory phonology, with some implications for casual speech. In John Kingston \& Mary E. Beckman (eds.) Papers in Iaboratory phonology I: Between the grammar and physics of speceh, 341-376. Cambridge: Cambridge University Press.
Brown, Jason. 2008. Theoretical issues in Gitksan phonology. Ph.D. dissertation, University of British Columbia.
Burrow, 'Ihomas \& Sudhibhushan Bhattacharya. 1970. The Penge langenge: Gmmmar, texts, and vocabulary. Oxford: Clarendon Press.
Clements, G. N. 198). Vowed harmomy in nombinara grencrative phonology: A antosegmental madel. Indiana University Linguistics Club,
Clements, C. N. 1985. The geometry of phonological features. Phonology Yerrhook 2. 225-252.
Clements, C. N. 1991. Place of articulation in consonants and vowels: A unified theory. Working Papers of fise Commll Phonetics Labomfory 5. 77-123.
Clements, G. N. 2001. Representational economy in constraint-based phonology. In T. A. Hall (ed.) Distimetive fenture theory, 71-146. Berlin \& Newr York: Mouton de Gruyter.

Clements, G. N. \& Elizabeth Hume. 1995. The internal organization of speech sounds. In Coldsmith (1995), 245-306.
Cohn, Abigail C. 1992. The consequences of dissimilation in Sundanese. Phonology 9. 199-220.
Cook, Eung-Do. 1982, Chilcotin flattening. Canadian fourmal of Lingrastics 28. 123-132.
Cook, Eung-Do. 1993. Chilcotin flattening and autosegmental phonology. Ling jik 91. 149-174.
Davidson, Joseph. 1977. A contrastive study of the grammatical structures of Aymara and Cuzco Kechua. Ph.D. dissertation, University of California, Berkeley.
Dayley, Jon P. 1985. Tzetejal grammar. Berkeley: University of California Press.
de Lacy, Paul (ed.) 2007. The Cambridge hrindhook of plomology. Cambridge: Cambridge University Press.
Dell, Gary S., Lisa K. Burger \& William R. Svec. 1997. Language production and serial order: A functional analysis and a model. Psychological Revieru 104. 123-147.
Dereau, Léon. 1955. Cours de kikingo. Namur: A. Wesmael-Charlier.
Ebert, Keren. 1979. Spracho und Tradition der Kera (Tschad), vol. 3: Grammatik. Berlin: Reimer.
Efere, Emmanuel. 2001. The pitch systern of the Bumo dialect of Izon. UBC W'orking Papers in Lirguistics 4. 115-259.
Frisch, Stefan A. 1996. Frequency and similarity in phonology. Ph.D. dissertation, Northwestern Unjversity.
Frisch, Stefan A., Janet B. Pierrehumbert \& Michael B. Broe. 2004. Similarity avoidance and the OCP. Natural Janguage and Jinguistic Theory 22. 179-228.
Fromkin, Victoria A. 1971. The non-anomalous nature of anomalous utterances. Langunge 47. 27-52.

Gafos, Adamantios I. 1998. Eliminating long-distance consonantal spreading. Nafsuml Langunge and Linguistic Theory 16. 223-278.
Gafos, Adamantios l. 1999. The articulatory basis of locality in phomology. New York: Garland.
Gallagher, Gillian. 2008. The role of contrast in laryngeal cooccurrence restrictions. Procuedings of time West Coast Comference on Formal Linguistics 27. 177-184.
Gallagher, Cillian. 2010. The perceptual basis of long-distance laryngeal restrictions. Ph.D. dissertation, MIT.
Gallagher, Gillian \& Jessica Coon. 2009. Distinguishing total and partjal identity: Evidence from Chol. Natural Language and Einguistic Theory 27. 545-582.
Goad, Heather. 1997. Consonant harmony in child language: An optimality-theoretic account. In S. J. Hannahs \& Martha Young-Scholten (eds.) Fucus on phomolegical acquisition, 113-142 Amsterdam \& Philadelphia: John Benjamins.

Goldsmith, John A. 1979. Allfosegmental phonology. New York: Garland.
Goldsmith, John A. (ed.) 1995. The hambook of phonological thcory. Cambridge, MA \& Oxford: Blackwell.
Goldstein, Louis, Marianne Pouplier, Larissa Chen, Elliot L. Saltzman \& Dani Byrd. 2007. Dynamic action units slip in speech production errors. Cognifion 103. 386-412.
Halle, Morris \& Jean-Reger Vergnaud, 1981. Harmony processes. In Walfgang Klein \& Willem J. Levelt (eds.) Crossing the boundmries in linguistics, 1-22. Dordrecht: Rejdel.

Hamp, Erjc P. 1976. Palatalization and harmony in Gagauz and Karaite. In Walther Heissig, John R. Krueger, Felix J. Oinas \& Edmend Schiitz (eds.) Tracfotn nifaica: Denis Sinor, sexagenario optime de rebus alfaicis merito dedicata, 2l1-213. Wiesbaden: Harrassouritz.
Hansson, Gunnar Ólafur. 2001a. Theoretical and typolegical issues in consonant harmony. Ph.D. dissertation, University of California, Berkeley,
Hansson, Cimnar Olafur. 2001b. The phonologization of production constraints: Evidence from consonant harmony. Papers from Hse Ammal Regional Mieting, Chioago Linguistic Socicty 37. 187-200.
Hansson, Gunnar Olafur. 2004. Tone and voicing agreement in Yabem. Proccedfigs of the West Const Conference on Formal Jinguistics 23. 318-331.
I-Iansson, Gunnar Olafur. 2007a. On the evolution of consonant harmony: The case of secondary articulation agreement. Plorology 24.77-120.
Hansson, Gunnar Ólafur. 2007b. Blocking effects in agreement by correspondence. Linguisfic. impriry 38. 395-409.
Hansson, Gunnar Olafur. 2008. Effects of centrast recoverability on the typology of harmony systems. In Paul Avery, B. Elan Dresher \& Keren Rice (eds.) Confrasf in phonologry: Perception nad nequisifion, 55-81. Berlin \& New Y'ork: Mouten de Gruyter.
Hardman, Martha James, Juana Vásquez \& Juan de Dios Y'apita (eds.) 1974, The Aymparn lnregunge project, vol, 3: Outtine of Aymara phomological and grammentient structure. Cainesville: Department of Anthropology, University of Florida.
Henderson, John. 1998. Topics in Eastern and Central Arrernte grammar. Ph.D. dissertation, University of Western Australia.
Hulst, Harry van der \& Norval Smith. 1982a. Proscodic dormains and copaque segments in autosegmental theory. In van der Hulst \& Smith (1982b: part II), 311-336.
Hillst, Harry van der \& Norval Smith (eds.) 1982b. The structure of pleonolosieal represementrons. 2 parts. Dordrecht: Foris.
Hulst, Harry van der \& Norval Smith (eds.) 1988. Features, segimen fal stoucfure and harmony processes. 2 parts. Derdrecht: Feris.
Hyman. I.arry M. 1.995. Nasal consonant harmony at a distance: The case of Yaka. Sfudies in African Linguistics 24.5-30.
Hyman, I.arry M. 2002. Is there a right-to-left bias in vowel harmony? Paper presented at the 9th International Phonology M.Meeting, Vienna.
Inkelas, Sharon \& Yvan Rose. 2008. Positional neutralization: A case study from child language. Langunge 83. 707-736.
Jtô, Junko \& Armin Mester. 1986. The phonology of voicing in Japanese: Theoretical consequences for morphological accessibility. Linguistic Inguiry 17. 49-73.
lenewari, Charles E. W. 1989. Ijoid. In John Bendor-Samuel (ed.) The Niger-Congo languares, 105-118. Lanham, MD: University Press of America.
Kawachi, Kazuhiro. 2007. A grammar of Sidanma (Sidamor), a Cushitic language of Ethiopia. Ph.D. dissertation, State University of New York, Buffalo.
Khumale, lames S. M. 1987. An autesegmental account of Zulu phonology. Ph.D. dissertation, University of Witwatersrand, Iohannesburg.
Kisseberth, Charles W. \& Mohammad Imam Abasheikh. 1975. The perfect stem in Chimwi:ni and global rules. Sfudies in African Linguistics 6. 249-266.
Kochetov, Alexej \& Milica Radišić. 2009, Latent consonant harmony in Russian: Experimental evidence for agreement by correspondence. In Maria Babyonyshev, Darya Kavitskaya
\& Jedi Reich (eds.) Proceedings of the 17th Formal Appronches to Slazic Linguistics Meeting, 111-130. Ann Arbor: Michigan Slavic Publications.
Kowalski, Tadeusz. 1929. Kirnimische texte im Dintekt vonf Troki. Krakowr: Dolska Akademia Umiejtnosci.
Krämer, Martin. 2001. Yucatec Maya vowel alternations: Harmony as syntagmatic identity, Zeitschrift für Sprachacisscuschaf 20. 175-217.
Krämer, Martin. 2003. Vowed harmorsy and correspomfence theory. Berlin \& New York: Mouton de Gruyter.
Lemb, P. \& F. de Gastines. 1973. Dictiontuitre Basan-Français. Deuala: College Libermann.
Lieber, Rochelle. 1987. An integrated theory of attosegmental processes. Albany: SUNY Press.
Lucca, Manuel de. 1987. Disciemario practico aymara-castellamo anstellamo-nymmara. La Paz: Editorial Los Amigos del Libro.
MacEachern, Margaret R. 1996. Ordering restrictions in aspirated and ejective stops in Aymara. Procecdings of the Anmmal Menting, Berkcley Linguistics Sociely 22. 244-254.
MacEachern, Margaret R. 1994. Larymgeal cooccurrence restrictions. New York: Garland.
Mackenzie, Sara. 2005. Similarity and centrast in consonant harmony systems. Toronto Working Papers in Jinguistics 24. 169-182.
Mackenzie, Sara. 2009. Contrast and similarity in consonant harmony processes. Ph.D. dissertation, University of Toronto.
Mahapatra, B. P. 1979. Nalto: An ethoscmantic sfudy. Manasagang(otri: Central Institute of Indian Languages.
MlcCarthy, Johu J. 1988. Feature geometry and dependency: A review: Plonetica 45. 84-108.
MlCCarthy. John J. 2007. Consionant harmony via correspondence: Evidence from Chumash. In Leah Bateman, Michael O'Keefe, Ehren Reilly \& Adam Werle (eds.) Papers in Optimality Theory 3, 223-237. Amherst: CLSA.
M10Donough, Joyce. 1990. Topies in the phonology and morphology of Navajo verbs. Ph.D. dissertation, University of Massachusetts, Amherst.
McDenough, Jeyce. 1991. On the representation of consenant harmony in Navaje. Proceedings of ftte Wiest Const Conference on Formal Lingidistics 10. 319-335.
Mester, Armin. 1988. Dependent tier ordering and the OCP. In van der Hullst \& Smith (1988: part II), 127-144.
Nater, Hank F. 1989. Some comments on the phonology of Tahltan. International formal of Amcrican Linguistics 55, 24-42.
Nevins, Andrew \& Bert Vaux. 2004. Consonant harmony in Karaim. In Aniko Csirmaz, Youngjous Lee \& Mary Ann Walter (eds.) Proceedings of the Ist Workshop on Altsic Formal Jinguisfics, 175-194. Cambridge, NA: Department of I.inguistics, MIT.
Ní Chiosáin, Máire \& Jaye Padgett. 1997. Markedness, segment realization, and locality in spreading. Techerical Report I.RC-97-01., I inguistics Research Center, University of California, Santa Cruz.
Ní Chiosáin, Máire \& Jaye Padgett. 2001. Markedness, segment realization, and locality in spreading. In Linda Lombardi (ed.) Segmental phonology in Optimalify Titcory: Constraints and representations, 118-156. Cambridge: Cambridge University Press.
Odden, David. 1994. Adjacency parameters in phonnology. Language 70. 289-330.
Palmer, Frank (ed.) 1970. Prosotic annlysis. Oxford: Oxford University Press.
Paradis, Carole \& Tean-François Prunet. 1989. On coronal transparency. Phonology 6. 317-348.
Pater, Jee \& Adam Werle. 2003. Direction of assimilation in child consonant harmony. Cabudian Journal of Linguistics 48. 385-408.
Pearce, Mary. 2005. Kera tone and voricing. UCI. Working Papers in Imguistics 17. 61-82.
Piggott, Glyne L. 1988. A parametric approach to nasal harmony. In van der Hulst \& Smith (1988: part I), 131-167.
Piggott, Clyne L. 1992, Variability in feature dependency: The case of nasality, Natur af Langunge sud Linguistic Theory 10. 33-77.
l'iggott, Glyne L. 1996. Implications of censonant nasalization for a theory of harmony. Canadian formal of Linguistics 41. 141- J74.
l'iggott, Glyne L. 2003. Theoretical implications of segment neutrality in nasal harmeny. Phonology 20. 375-424.
Piggott, Glyne L. \& Harry van der Hulst. 1997. Locality and the nature of nasal harmony. Lingua 103. 85-112.
Poser, William J. 1982. Phonological representations and action-at-a-distance. In van der Hulst \& Smith (1982: part 11), 121-158.
l'oser, William 1. 1993. Are strict cycle effects derivable? In Sharon Hargus \& Ellen M. Kaisse (eds.) Studies in Levical Phonology, 315-321. San Diego: Academic Press.
Pouplier, Marianne. 2007. Tongue kinematics during utterances elicited with the SLIP lechnique. Language and Spreech 50. 311-341.
Pulleyblank, Douglas. 2002. Harmony drivers: No disagreement allowed. Proceedings of the Ammal Miecting, Berkeley Linguistics Saciely 28. 249-267.
Reh, Mechthild. 1996. Anyzua lmiguage: Description and internal reconstructions. Cologne: Rüdiger Käppe Verlag.
Rehg, Kenneth I. \& Damian G. Sohl. 1981. Pompean reference grammar. Honolulu: University of Hawai'i Press.
Rose, Sharon \& Lisa King. 2007. Speech error elicitation and eo-occurrence restrictions in two Ethiopian Semitic languages. Language and Speech 50. 451-504.
Rose, Sharon \& Rachel Walker. 2004. A typology of consonant agreement as correspondence. Langunge 80. 475-531.
Rose, Sharon \& Rachel Walker. Forthcoming. Harmony systems. In Tohn A. Goldsmith, Jason Riggle \& Alan C. L. Yu (eds.) The handbook of phonological theory. 2nd edn. Malden, MA \& Oxford: Wiley-Blackwvell.
Rose, Yvan. 2000. Headedness and prosodic licensing in the L1 acquisition of phonology. Ph.D. dissertation, McCill University.
Rose, Yvan \& Christophe dos Santes. 2006. Facteurs prosediques et articulatoires dans I'harmonie consonantique et la métathèse en acquisition du français langue première. Recherches: linguistiques de Vimeomes 35. 77-102.
Sagey, Elizabeth. 1986. The representation of features and relations in nonlinear phonology, Ph.D. dissertation, MIT.
Schuh, Russell. 1997. Changes in obstruent voicintg in Bade/Ngizim. Unpublished ms., University of California, Los Angeles.
Shahin, Kimary. 2002. Postaelsr harmony. Amsterdam \& Philadelphia: John Benjamins.
Shattuck-Hufnagel, Stefanie \& Dennis H. Klatt. 1979. The limited use of distinctive features and markedness in speech production: Evidenoe from speech error data. Journal of Verbal l.carning and Verbal Betareior 1.8. 41-55.

Shaw, Patricia A. 1991. Consonant harmony systens: The special status of coronal harmony. In Carole Paradis \& Jean-François Prunet (eds.) The specinl status of coronals: Internal and extemat evidence, 125-157. San Diego: Academic P'ress.
Stafford, R. L. 1967. An elementary Luo grammar. Oxford: Oxford University Press.
Steriade, Donca. 1987a. Lecality conditions and feature geometry. Papers from the Ammanl Meeting of the North Enst I.ingruistic Society 17. 595-617.
Steriade, Donca. 1987b. Redundant values. Papers from the Anmual Regional Mereting, Chicngo Linguistic Society 23(2). 339-362.
Steriade, Donca. 1945. Underspecification and markedness. In Coldsmith (1995), 114-174.
Straight, H. Stephen. 1976. The acquisition of Mayn phonology: Variation in Vucatec child Iangruare. New York: Garland.
Tabain, Marija \& Kristine Rickard. 2007. A preliminary EPG study of stop consonants in Arrernte. In Jürgen Trouvain \& William J. Barry (eds.) Procecdings of fhe T6th Intenastional Congress of Phonetic Sciences, 501-504. Saarbriicken: Saarland University.

Trail, Ronald L. \& Gregory R. Cooper. 1999. Knfosh dicfiomny - wift English mad Urdu. Islamabad: National Institute of Pakistan Studies \& Summer Institute of Linguistics.
Traill, Anthony, James S. M. Khumale \& Paul Fridjhon. 1987. Depressing facts about Zulu. Africnn Studies 46. 255-274.
Tucker, Archibald N. 1994. A grammar of Kemya Luo (Dhofuo). Edited by Chet Creider. Cologne: Rü̈diger Köppe Verlag.
Vaux, Bert. 1998. The laryngeal specifications of fricatives. Linguisfic Inguiry 29. 497-511.
Vihman, Marilyn M. 1978. Consonant harmony: Its scope and function in child language. In Joseph H. Greenberg, Charles A. Ferguson \& Edith A. Moravesik (eds.) Universals of human Inngunge, vol. 2: Phonology, 281-334. Stanford: Stanford University Press.
Viljoen, Johannes J. 1973. Manual for Ndongra, part 1. Pretoria: University of South Africa.
Walker, Rachel. 2000a. Nassfizntion, meutral segments, nind opmcity effrets. New York: Garland,
Walker, Rachel. 2000b. Yaka nasal harmony: Spreading or segmental correspondence? Proceedings of the Ammol Meeting, Berkeley Lingustics Society 26. 321-332.
Walker, Rachel. 2000c. Long-distance consonantal identity effects. Proceedings of the Wiest Const Conference on Formn! Linguistics 19. 532-545.
Walker, Rachel. 2003. Reinterpreting transparency in nasal harmony. In Jersen van de Wejier, Vincent J, van I-Teuven \& Harry van der FIulst (eds.) The phonolegicol spectram, vol. 1: Segmentof structsire, 37-72. Amsterdam \& Philadelphia: John Benjamins.
Walker, Rachel. 2007. Nasal and oral oonsonant similarity in speech errors: Exploring parallels with nasiol consonant harmony. Lamgurge mond Cognisize Provesses 22. 1073-1113.
Walker, Rachel \& Fidèle Mpiranya. 2006. On triggers and opacity in coronal harmony. Proceedings of Are: Ammal Meeting, Berkeley Linguistics Sociefy 31. 383-394.
Walker, Rachel \& Geoffrey K. Pullum. 1999. Possible and impossible segments. Langrage 75. 764-780.

Walker, Rachel, Dani Byrd \& Fidèle Mpiranya. 2008. An articulatory view of Kinyarıanda corenal harmony. Phomology 25, 499-535.
Watson, Janet C. E. 1999. The directionality of emphasis spread in Arabic. Limpuisfic Infuriry 30. 289-300.

Watters, James. 1988. Topics in Tepehua grammar. Ph.D. dissertation, University of California, Berkeley.
Yip, Moira. 1989. Feature geometry and cooccurrence restrictions. Phomodory 6. 349-374.
Younes, Munther. 1993. Emphasis spread in two Atabic dwalects. In Mushira Eid \& Clive Holes (eds.) Perspectives on Arabic Jingnistics V, 119-145. Amsterdam \& Philadelphia: John Benjamins.
Zawaydeh, Bu.shra. 1999. The phonetics and phonology of gutturals in Arabic. Ph.D. dissertation, Indiana University.
Zurasw. Kje. 2002. Aggressive reduplication. Phonology 19. 395-4.39.

Rachel Walker

Nasal harmony refers to phonological patterns where nasalization is transmitted in long-distance fashion. The long-distance nature of nasal harmony can be met by the transmission of nasalization either to a series of segneents or to a non-adjacent segment. Nasal harmerny usually occurs within words or a smaller domain, either morphologically or prosodically defined. This chapter introduces the chiff characteristics of nasal harmony patterns with exemplification, and lighlights related theoretical themes. It focuses primarily on the different roles that segments can play in nasal harmony, and the typological properties to which they give rise. The following terminological conventions will be assumed. A trigger is a segment that initiates nasal harmony. A target is a segment that undergoes harmony. An opaque segment or blocker halts nasal harmony. A transparent segment is one that does not display nasalization within a span of nasal harmony, but does not halt harmony from transmitting beyond it.

Three broad categories of nasal harmony are considered in this chapter. They are (i) nasal vowel-consonant harmony with opaque segments, (ii) nasal vowelconsonant harmony with transparent segments, and (iii) nasal consonant harmony. Each of these groups of systems show characteristic hallmarks. Nasal vowelconsonant harmony refers to systens in which vowels and consonants participate in the pattern as either triggers or targets. Sundanese manifests one of the most limited forms of nasal vowel-consonant harmony, where vowels and laryngeal segments are targets of harmony. Other systems are more liberal in the scope of their targets, including some or all sonorant consonants, and sometinnes even obstruents. In many patterns of nasal vowel-consenant harmony, Sundanese included, the segments thent are not targets are blockers. In other systenns, some or all obstruents are transparent, while vowels, laryngeals and sonorant consonants are targets. On the other hand, in nasal consonant harmony, only consonants participate, and vowels are transparent. Certain categories of consonants are also transparent in cases where nasal consonant harmony can occur at any distance within its domain. Nasal stops trigger harmony in these systems, and the targets are typically drawn from the set of stops and/or approximant consonants.

A core topic of theoretical debate revolves around whether systems of nasal vowel-consonant harmony with opaque segments and those with transparent segments should be analyzed as the same or different with respect to the driving
force for harmony and the types of representations involved. Further, the distinct properties of nasal consonant harmony and nasal vowel-consonant harmony have led to proposals about their formal differences, such as the level at which the feature [nasal] spreads in the structure; more recently, an approach has been advocated in which consonant harmony is achieved through relations constructed between similar segments rather than feature spreading. Signposted throughout this clapter will be many other issues in phonology with which the topic of nasal harmony intersects. For instance, nasal harmony has played a significant role in discussions that concern the grounding of phonological patterns in phonetic principles, contrast and speech planning. The nature of locality in phonology is another primary theme. Directionality effects are also examined in this chapter.

## 1 Nasal vowel-consonant harmony with opaque segments

Nasal vowel-consonant harmony refers to nasal harmony in which both vowels and consonants participate as triggers and/or targets (see chapter 75: consonant-vowel rlace feature interactions). A central typological observation that enterges from cross-linguistic studies is that nasal vowel-consonant harmony with opaque segments respects the implicational scale in (1). Categories further to the right are progressively disfavored as targets, and the inclusion of any category as a target in a harınony pattern :mplies that all categories to its left will be targets (Schourup 1972; Piggott 1992, 2003; Cohn 1993a, 1993b; Walker and Pullunı 1999; Walker 2000a; see Hume and Odden 1996 for related discussion). The category "laryngeals" refers to [ h ? ].
(1) vowels > h ryngeals > glides > liquids > fricatives >obstruent stops

The hierarchy in (1) summarizes a pervasive generalization that emerges from nasal vowel-consonant harmony patterns across languages. However, some finetuning may be needed, as discussed in connection with particular cases below. The hierarchy has been suggested to have a phnnetic basis, whereby nasalization of segments that are lower on the scale is disfavored for reasens of articulation, aerodynamics, and /or perceptibility (see Walker 2000a and references therein). Maintenance of a system of contrasts has also been suggested to underlie the hierarchy in (1) (e.g. Flemming 2004). This scale shows a striking similarity to the sonority hierarchy, on which see chai'ter 49: sunority. Nevertheless, they are distinct in the ranking of nasal stops, which are usually situated between liquids and obstruents in the sonority hierarchy, but could plausibly be located at the top left of the scale in (1). Furthermore, consensus is lacking on the placement of laryngeals in the sonority scale. I return to this issue later in this section, in the context of the impedance hierarchy proposed by Hume and Odden (1996); for further discussion, see Colnn (1993a), Gnanadesikan (1995), Boersma (1998, 2003), and Walker (2000a).

Following the exemplification of hierarchical effects in the typology, some ways of formalizing them are discussed. The exemplification of nasal vowel-consonant harmony with opaque segments begins with patterns that show a narrower set of blockers and progresses to ones with blocking by more categories.

The dialect of Scottish Gaelic spoken in Applecross (Ross-shire), henceforth "Applecross Gaelic," displays a nasal harmony where nasalization is reported to target all segment categories except obstruent stops (Ternes 2006). Nasalization spreads from a stressed nasal vowel. Stress is usually - but not always - assigned to the initial syllable. Progressive nasalization is halted by an obstruent stop. In addition, consonants in the onset of a syllable with a stressed nasal vowel are nasalized except obstruent stops.


Transcriptions of nasalized fricatives in Applecross Caelic follow Ternes; however, the realization of such segments in general have been the subject of debate. Nasalized fricatives present an aerodynamic confound with consequences for perception: an increase in velopharyngeal opening tends to reduce frication and a decrease in velopharyngeal aperture can reduce perceptible nasalization (CHAPTER 28: THE representation of fricatives). Gerfen $(1999,2001)$ has brought instrumental research to this question for the na sal harmony of Coatzospan Mixtec. See Shosted (2006) and Sole (2007a) for recent review's of the issues and experimental investigations. Whether and how the gradient trade-offs in realization should be represented in phonology remains an open question.

Color and height distinctions in nasal vowels of Applecross Caelic are a proper subset of those in its oral vorvels. The mid-high vowel series / ea o/ is always oral, and, like the obstruent stops, they block nasal harmony. Examples with blocking
 be phonennically oral or nasal and can become nasalized through nasal harnony.

'ajaly 'angel'
'n'īon 'girl, daughter'
$k^{\text {ba }}$ 'th ${ }^{\text {hiniāna }}$ 'Catherine'

Blocking of nasal harmony by mid vowels is also attested in Mọ̀bà Yoruba, discussed in §2. The resistance of nid-high vowels to contrastive or contextual
nasalization has plausible origins in effects of nasalization on the perception of vowel height. The perceived distance of a height distinction between two oral vowels is reduced when those same vowels are nasalized (e.g. Wright 1986), which could give rise to the restriction of nasalization to a subset of the oral vowel heights in Applecross Caelic (Homer 1998; Walker 2000a). In general, the number of nasal vowels in a language never exceeds the number of oral vowels, and it is relatively common for one or more mid nasal vowels to be missing relative to the oral inventory in a language. Nasalization may interfere inost with detection of height distinct ions involving mid vowels; alsn perceptual integration of nasalization and height in vowvels disfavors mid percepts (Kingston 2007). This suggests the possibility that the descriptive hierarchy in (1) could be moderated by or interact with the effects of contrast, an issue to which I return later in this section.

Given that Applecross Gaelic has nasal stops, the question arises whether they too can trigger nasal harnony. When they occur in the onset to a stressed syllable with an oral vowel, they do not.
(4) mur 'sea'
mara'v 'dead person'
These examples do not necessarily dennonstrate that triggers of nasal harmony in Applecross Caelic must be stipulated to exclude nasal stops. It is conceivable that stressed vowels not only trigger nasal harmony when they are nasal, but also block it when they are oral; that is, they can spread nasalization but do not alter their own phonemic oral/nasal quality. A situation of this kind in Guaraní is discussed in §2. I found no examples in Applecross Caelic with a stressed oral vowel and a following nasal with which to test whether a nasal stop triggers harmony in a following unstressed syllable. The scarcity of such forms is likely because vowel nasalization in Applecross Gaelic in most cases arose historically from a nasal consonant in the vicinity that was either retained, lost, or lenited. In some cases, the nasal consonant is still reflected in the orthogra phy: [ta ${ }^{\text {y }}$ ] d mmh ' ox, stag', ['s̄ā'hn̄̄] srmhach 'quiet'.

A pattern of nasal harmony that includes a supralaryngeal fricative among its blockers is found in Epena Pedee (Saija), a Chocó language of Colombia (Harıns 1985, 1994). Nasal vowels trigger progressive nasal harnony, as shown in (5a). Certain consonants in the onset of a syllable that contains a nasal vowel also become nasalized, as will be discussed presently. Of particular relevance is the set of consonants that block progressive nasal harmony, seen in (5b); this includes /s/, which is the only supralaryngeal fricative phoneme in the language, as well as other obstruent phonemes and the trill $/ \Gamma /{ }^{1}$ Within the stem, non-continuant obstruents becone prenasalized following a nasal vowel (Harms 1994). The phonemic analysis and phonetic description for these examples follow Harms. Some phonemic forms are constructed on the basis of his orthography, which is close to phonemic.

[^206]Regressive nasalization occurs within syllables containing a nasal vowel but does not usually transmit beyond the onset. ${ }^{2}$ Syllables in Epena Pedee are open and begin with a consonant; consonant clusters are infrequent. A consonant that is tautosyllabic with a nasal vowel becomes nasalized except for [ $p^{h} t^{h} k^{h}$ t] ([ptk] and [r] do not occur preceding a nasal vowel). In contrast to their behavior in the progressive harmony, /s/ is characterized as nasalized when preceding a nasal vowel and voiced stops become full nasals. Harms analyzes [ m n ] as allophones of voiced stops; they are not part of the phonemic inventory. Harms includes [?] in the category of segments that do not become nasalized in the onset to a nasal vowel. While nasalization would not be audible during [?], it is possible that the velum is lowered during this segment. The status of [ ${ }^{7}$ ] in nasal harmony in general is discussed later in this section.


Blocking of nasal harmony by /r/ is likely due to the aerodynaunic and perceptual difficulties that a nasal trill would present (Solé 2002, 2007b). Solé points cut that "an open velopharyngeal port would bleed the intracoral pressure required to make a relaxed oscillator vibrate for trills" (2002: 677). In addition, a velopharyngeal opening that was small enough to not innpair a trill would likely be of insufficient size to produce perceptible nasalization. However, Solé observes that a tap is compatible with nasalization. This is comsistent with the pattern that Epena Pedee displays. The distinct behefvior of taps and trills suggests that the category of liquids in the scale of targets for nasal harmony should be segregated into a category that includes taps, flaps, and lateral approximants and another lowerranked category that contains trills. A case where taps and laterals are both targets to the exclusion of obstruents occurs in Ijo, a Niger-Congo language of Nigeria (Williamson 1965, 1969, 1987).

[^207]The prenasalization of non-continuant obstruents following a nasal vowel raises questions about their representation. One issue is whether the feature [nasal] is specified for a portion of these segments, and if it is, how the nasal-oral sequence is represented. ${ }^{6}$ Prenasalized segments have been represented by some researchers as a single root or slot with specifications for both [+nasal] and [-nasal] (e.g. Bivin 1986; Sagey 1990), but Padgett (1995) and Piggott (1997) have analyzed prenasalization as a combination of nasal and oral segments. Steriade (1993) proposes aperture-based representations in which the closure and release phases of a stop can each form a separate anchor for [nasal], in which case a prenasalized stop has [nasal] associated with the closure but not the release. Tied in with Steriade's representation is a claim that [nasal] is a privative feature (see also Trigo 1993; Steriade 1995), which supports a bipositional representation for prenasalized plosives. Beckınan (1999) applies the aperture-based approach to prenasal stops in Guarani, which may occur at the boundary between a nasal span and an oral span (see §2). While much contemporary research concurs with the need for a sequence of segments or phases within a segment, the specifics of the representation remain at issue. On a related topic, Botma (2009) proposes that postnasalized stops that trigger nasal harmony in Yuhup are underlyingly nasals that have undergone denasalization in a particular context.

Epera (also krowin as Ẽperã) has a nasal harmony that is roughly similar to Epena Pedee, to which it is related, but it differs in the respect that voiced stops do not block progressive nasal harmony within a morpheme (Morris 1978; Bivin 1986). Thus, nasal harınony transmits through vocoids, laryngeals, flaps and voiced stops, but is blocked by voiceless obstruents, as illustrated in (6). The availability of this pattern could be connected to the lack of contrast between voiced and nasal stops in the languonge. Like Epena Pedee, nasal stops [ m n ] have been analyzed as allophones of voiced stops. However, not all languages that lack this contrast target voiced stops, as Epena Pedee shows. Nasalization in the underlying form is shown on the first vowel in a segntent sequence that shows nasal harmory.


Nasal harmony that affects voiced stops (in seine cases ones that are prenasalized in oral contexts) and that is blocked by voiceless obstruents is also reported for Orejon (Pulleyblank 1989) and Parintintin (Pease and Betts 1971; Bivin 1986). These languages, too, seem to lack a contrast between oral and nasal voiced stops, although inore detailed descriptions are needed. These patterns suggest that when voiced

[^208]stops and nasals are not in contrast, voiced stops are more prone to undergo nasal harmony. Whether the voiced stops in such patterns should be analyzed as obstruents is open to debate. For particular cases where oral stops that alternate with nasals in nasal harnoony have been analyzed as sonorants, see Piggott (1992), Rice (1993), Pigortt and van der Hulst (1997), Botma (2014, 200)9), and Botma and Smith (2007), although most often voiceless obstruents are transparent in such patterns (see also chapter 8: sonorants).

Arabela, a Zaparoan language of Peru, shows a nasal harmony that targets only vowels and glides, as illustrated in (7) (Rich 1963). Nasalization spreads progressively from nasal stops and $/ \overline{\mathrm{h}} /$. The glottal fricative is nasal in all contexts in this language and lacks an oral counterpart. ['] occurs to close a phonological phrase and is non-phonemic.

```
(7) 'nēēnü' 'to turn over'
'\̌ảnū? 'to fly'
    'mjāenū? 'swallow'
    'nŭw̃a`? 'partridge'
    'hiìj\tilde{@ni> 'old woman'}
```



```
    'kironī? 'deep'
    'komàn̄íl 'over there'
    'mviveeegur'hĩnû? 'wiggling'
    'hēegr' 'termites'
    'nẽ\tilde{œ'tu? 'daughter'}
    'ni'tjænū? 'to carry on the back'
```

Sundanese, an Austronesian language spoken in Western Java, has a progressive nasal harmony that targets only vowels and glottals (Rebins 1957; Cohn 1990, 1993a). Nasal stops are the triggers.
(8) תāiān 'wet (ACTIVE)'
nāūr 'say (ACTIVE)'
miñāk 'take sides (ACtive)'
kumãhã 'how?'
biolhảr 'to be rich'
nūp̄̄s 'dry (active)'
Đājak 'sift (ACTIVE)'
y fâwih 'sing (ACTIVE)'
yūliat 'stretch (ACTIVE)'
mārios 'examine (ACTIVE)'
7jōbah 'change (aCtive)'
ryisar 'displace (ACTIVE)'
y)âtur 'arrange (ACTIVE)'

The status of the laryngeals, [ $h$ ? ], in nasal harmony systems deserves comment. Laryngeals rarely - perhaps never - bleck nasal harmony (Walker and Pullum

[^209]1999; Walker 2000a). Blocking by a glottal stop has been reported for Rejang (Austronesian) (McGinn 1979: 187), but field research by Robert Blust suggests otherwise (Walker and Pullum 1999: 776, n. 17). In Kaiwá (Tupí-Guaraní), nasal harmony transmits through [?] at a nornal speech rate, but [?] is reported to block nasal harmony in slow speech (Harrison and Taylor 1971: 17). It would be valuable to verify these descriptions with modern investigative techniques. Across languages, the overwhelming tendency is for nasal harmony to transirit through laryngeals. This has prompted researchers to situate laryngeals above the category of glides in the hierarchy that characterizes cross-language variation in targets of nasal vowel-consonant harmony, as in (1) (Schourup 1972; Piggott 1992; Walker and Pullum 1999). Levi (2005) has proposed a refinement in which laryngeals are situated higher than phonemic glides in particular, that is, higher than glides that are not derived from vowels rather than glides that are the non-syllabic realization of vowels.

Laryngeals have sparked discussion about the representation of nasal segments and the definition of the feature [nasal] (chapter 7: feature specification and underspecification; charter 17: distinctive features; charter 27: the organization of features). If [nasal] reports to the supralaryngeal node in the feature geometry, then laryngeal segments could not be phonologically nasal, whereas if [nasal] were a dependent of the root nerde, any segment could potentially be specified for [nasal] in the phonology (Cohn 1990, 1993a). Cohn assumes the former representation, but leaves the issue open for further research. Under the assumption that [nasal] is dependent on the supralaryngeal node, laryngeals are phonetically nasalized in the context of nasal segments but they do not participate in nasal processes in the phonology or have the capacity to show nasal contrasts. Piggott (1992) takes a different perspective, in which laryngeals can be phonologically [nasal], and may therefore undergo nasal harmony. In the geonetry that he assumes, [nasal] can be dependent on a soft palate node, which reports to the root. He supposes, however, that a nasalized glottal stop is not phonetically possible, because of its lack of egressive nasal airflow. Accordingly, Piggott postulates a feature co-occurrence restriction over [nasal] and [constricted glottis] that applies at the later level of phonetic implementation.

Walker and Pullum (1999) also contend that laryngeals can be phonologically specified for [nasal]. Support they cite for this clain includes patterns in which [ $\overline{\mathrm{h}}$ ] trigger's nasal harmony (e.g. Arabela) or' contextual vowel nasalization. For two such languages (Kwangali, Seimat), they note evidence for a phonemic contrast between [ h ] and [ h ]. In addition, Walker and Pullum observe that the scarcity of blocking of nasal harmony by laryngeals points to their being highly compatible with acquired nasalization, a tendency that can be straightforwardly captured if laryngeals can be phonologically nasal. To allow the possibility of nascolized laryngeals, they conclude that [nasal] should be defined as corresponding to an open velopharyngeal port rather than requiring nasal airfow (see also Cohn 1993a; Padgett 1995; Hume and Odden 1996). Therefore, a glottal stop can be nasalized by virtue of the lowered velum posture even though there is no airflow through the nasal cavity. In accordance with this perspective, laryngeals are transcribed as nasalized in this chapter when they occur within a nasal harmony span. It is plausible that [?] at the periphery of a nasal harmony span, e.g. in Epena Pedee and Arabela, should likewise be treated as specified for [nasal]. Because of the lack of airflow, nasalization wvill not be perceptible during [ ${ }^{[ }$]. This nakes it unlikely
that glottal stops will show a phonemic contrast in nasality (but see Walker and Pullum 1999 for a hypothesized scenario).

The language data presented above illustrate the scale of targets in patterns of nasal harmony that slow blocking. All of the particular cases considered show progressive harmony, with regressive harmony in the syllable in some instances. However, some patterns show more robust regressive harmony, as discussed in \$4. The scalar effects for targets have been analyzed by Walker (2000a) as the result of a hierarchy of feature co-occurrence constraints abbreviated as in (9) (excluding laryngeals, discussed below $)$. The constraint "Nas-ObstruentStop prohibits a lowered velum during a segment that also has the features that characterize an obstruent stop, a segment that is highly difficult if not impossible. Nasalization during an articulation with stoppage in the oral cavity usually results in a sonorant


Nasalized segment constraint hierarchy


In addition to nasal harmony surveys, this markedness scaling gains support from other facts about nasal patterns, such as segment inventories and nasal place assimilation (e.g. Pulleyblank 1989; Cohn 1993a; Padgett 1995). The constraint hierarchy can be used to obtain cross-language differences in the sets of targets and - paque segments by ranking a harmony-driving constraint at different breaks in the hierarchy. Feature co-occurrence constraints that dominate the harmony driver will correspond to blocking segments and ones that are dominated will correspond to targets.

Walker suggests that the hierarchy of constraints is grounded in factors of articulatory contpatibility, aerodynamic difficulty, and ease of perceptibility. However, some researchers have observed that conflating these factors is problematic with regard to inventory contrasts ant laryngeals. Ni Chiosáin and Padgett (1997) point out that with respect to articulatory compatibility, a constraint against [ $\bar{?}$ ] is expected to be lorv-ranked, likely at the same level or even below *Nas-Vowel. However, because of the lack of perceptibility of nasalization during a glottal stop, [ $\left.{ }^{\imath}\right]$ vs. [?] makes a poor phonemic contrast. If the hierarchy in (9) included ${ }^{*}\left[{ }^{2}\right]$ at or near the bottom, it would correctly predict the lack of blocking by [?] in nasal harmony, but it would not account for the disfavored status of a contrast between [ $\bar{\gamma}$ ] and [ ${ }^{2}$ ]. Ní Chiosáin and Padgett propose that " ${ }^{\bar{\gamma}}$ ] is low-ranked in the articulatory markedness hierarchy, but attribute the contrastive distribution to the activity of a separate constraint Contrast[nas], which penalizes a [? $] /[?]$ distinction. Flemming (2004) goes a step further, suggesting that blocking effects in nasal harmony are a consequence of constraints governing the maintenance of contrasts, a possibility also noted by Ní Chiosáin and Padgett (chapter 2: contrast). Under Flemming's formalization, the constraint hierarchy in question scales nasalized segments according to their proximity to a nasal stop. Thus nasalized fricatives are conceived as highly indistinct from nasal stops, but nasalized vowels and laryngeals are at the upper end of the scale of distinctness from a nasal stop. Boersma (2003) proposes an account of the nasal glottal stop that distinguishes its articulation and perception but with different implementation.

Other work that emphasizes the role of segmental distinctions includes Homer (1998), who employs contrast-sensitive constraints to obtain blocking in nasal harmony. Piggott (2003) proposes faithfulness constraints specific to categories of blocking segments (stop, fricative, liquid, glide) that simultaneously prohibit segment deletion and feature change (ciiapter 63: markeeness and faitiffulness constraints). He argues that this prevents the possibility that a less favored segment category could undergo nasal harmony to the exclusion of preferred targets, by replacement of the less favored category with a nasal stop. For example, replacement of a liquid with a nasal stop would bypass the violation of a feature co-occurrence constraint on nasalized liquids, in which circumstance a nasal harmony system could be expected to exist that allows liquids to undergo harmony, but not glides. A faithfulness-based approach to hierarchical nasal harmony effects is also proposed by Boersma (1998, 2003), using constraints that penalize adding nasalization in consonants. Constraints for consonants with greater oral constriction are generally ranked higher, as nasalization is posited to have a greater perceptual effect in these segments.

Another perspective on the basis of an implicational scale of targets makes a connection with its simjlarity to the sonority hierarchy, mentioned earlier. Hume and Odden propose that the effects of both hierarchies reduce to an impedance hierarchy, where impedance is defined as "the resistance offered by a sound to the flow of air through the vocal tract above the glottis" (1996: 358), a concept reminiscent of Boersma's reference to degree of oral constriction. Among supralaryngeal segments, obstruent stops have the greatest inpedance, a nd vowels and glides the least. Segments with low impedance values are favored as syllable peaks, a characteristic traditionally diagnostic of high-sonority segments, and they show greater susceptibility to nasalization. Laryngeals have an impedance value of 0 . This renders them highly susceptible to nasalization, but their inability to constitute a syllable peak follows from an assumption that a syllable peak has some impedance value, i.e, a non-zero value. This addresses the earlier-mentioned discrepancy concerning laryngeals in scales governing nasal harmony and what are traditionally sonority-based phenomena (i.e. syllabification), yet it posits a common underlying basis from which scalar effects across these phenomena are derived. This approach is extended by Clements and Osu (2003), who interpret resistance to nasalization in terms of a scale of obstruence, a near-synonym of impedance. Their study revolves around Ikwere, an Igboid language of Nigeria, in which nasal harmony transmits through vow'els, approximants, and non-explosive stops, but is blocked by fricatives and obstruent stops. This leads them to add a category consisting of implosives and other non-explosive stops between liquids and fricatives on the nasalizability scale.

Despite the differences in formal perspectives on patterns of nasal harnoony with opaque segments, there is broad consensus that groups of targets vs. blockers essentially conform to the descriptive hierarchy in (1). In addition to new case studies, like that of Ikwere, future research bearing on these approaches may rest largely on the scope of coverage and emphasis, for example the treatment of sonority or contrast in the theory, which situate the accuunt of nasal harmony in a wider context. Where explanatory overlap exists, general issues of theoretical implementation will also be relevant. For instance, future work on the division of labor between contrast, segmental markedness, and faithfulness in the theory could inform the types of constraints that are expected to be possible.

## 2 Nasal vowel－consonant harmony with transparent segments

Patterns of nasal vowel－censonant harmony with transparent segments are also attested．Whether the hierarchy in（1）is relevant for these patterns is a natter of debate，intersecting with fundamental questions abourt the kinds of representa－ tions that are involved and whether these systems are of the same basic＂type＂ as ones with opaque segments．

A well－known pattern of nasal vowel－consonant harmony with transparent segments is widely attested in the Tucanoan family．Typically，all voiced segments in a morp heme are either nasal or oral．Voiceless obstruents are consistently oral． They may occur in nasal morphemes，and do not prevent nasal harmony from operating among flanking voiced segments．Examples of nasal harinony in mor－ phenes and words of Tucano，spoken in Colombia，are given in（10a），and oral items are provided in（10b）（West and Welch 1967；Noske 1995）．＂Although not marked as nasal in the sources， 1 show laryngeals as nasalized in nasal morphemes （see discussion in §1）．Noske notes that［ $\overline{\mathrm{h}}$ ］occurs in nasal contexts in other Eastern Tucanoan languages and she tentatively postulates that／h／is likewise realized as nasal in Tucano．${ }^{10}$
（10）a．w̄ē̃＇panpipe flutes＇
ivīmā＇child＇
嫘等＇man＇
w̄âtì＇devil＇
mãhã＇ntacaw＇
mãว̃ã＇trail＇
nitī＇charcoal＇
jōñkà＇a drink made from bitter manioc＇
sễ̃̃ã＇pineapple＇
mãsã＇people＇
ว̃ăでkēả＇nose＇
sūkūā＇small of back＇
b．jai＇jaguar＇
jese＇pig＇
oho＇banana＇
kahpen＇eye＇
as（＇bat＇
ake＇monkey＇
patu＇coca＇
paga＇stomach＇
sere a skin disease＇
＂be？fo＇later＇
＂dieri＇eggs＇
etagi＇the one who is arriving＇

[^210]In Tucano, a complementary distribution exists between nasal stops and voiced stops (realized as oral or prenasalized, depending on context), with the former occurring in nasal morphemes and the latter in oral morphemes. In nasal morphemes, Noske (1995) postulates that [+nasal] is a feature of the entire morpheme, and it is floating, i.e. unassociated, in the underlying representation. She assumes that [+nasal] links to the first vowel in the word and spreads within the morpheme, as illustrated in (11). ${ }^{11}$


Tucano has a small number of disharmonic roots that contain both nasal and oral vowels, e.g. [kõal'pe] 'left', [senme] 'paca'. Noske treats these with [ $\pm$ nasal] features that are specified for indivictual segments underlyingly. She argues that [-nasal] specifications are needed in addition to [+nasal], to prevent [+nasal] from spreading to all voiced segments. This is shown in (12). /B/ represents the phoneme that is variously realized as a nasal or voiced labial stop. ${ }^{12}$

In systems where voiceless obstruents do not impede harmony, descriptions largely converge on the realization of these consonants as voiceless obstruents in nasal harmony contexts. Consider the case of nasal vowel-consonant harmony in Guaraní, where voiceless consonants are reported to be transparent. ${ }^{13}$ An acoustic study of voiceless stops in nasal harmony contexts in unsuffixed Guaraní words found no evidence of nasal airflow energy during the stop closure, nor was the closure fully voiced (Walker 1999). On the ongoing debate about instrumental evidence for nasalized fricatives, see the aforementioned references on that topic. Examples of nasal harmony in Guaraní are given in (13). The data are from Gregores and Suárez (1967), Rivas (1975), Piggott and Humbert (1997), and Kaiser (2008). Nassel harmony the7t targets voiced segments and laryngeals is triggened by a stressed nasal vowel ( $a, b$ ), and stressed syllables that contain an oral vowel block harmony (b). Harmony is robust in the regressive direction and is also triggered by a prenasalized stop (c). ${ }^{14}$ Progressive harmony might be more restricted. ${ }^{15}$ There is

[^211]a long history of discussion of the Guarani pattern in the theoretical literature. For overviews, see Piggott and Humbert (1997), Beckman (1999) and Walker (2001a).
\[

$$
\begin{align*}
& \text { a. /"do-roi-"du'pã-i/ [nõrõĩnŭ'pãī] 'I don't beat you' }  \tag{13}\\
& \text { /ro-'יbo-po'rã/ [îõmõpõ'řã] 'I embellished you' } \\
& \text { b. /idja,kãra'ku/ [īnā,kārā'ku] 'is hot-headed' } \\
& \text { /u'peifa,rō/ [u'peifár, } \bar{r} \bar{o}]^{\text {l6 }} \text { 'then, because of that' } \\
& \text { [nāsāa, } 1^{\prime \prime \prime} \text { dur] 'moonlight' } \\
& \text { ['iõınõћ̄̃''"du] 'I made you hear' } \\
& \text { [ } \mathfrak{i o n}{ }^{\text {mb }} \text { bouqwa'ta] 'I made you walk' }
\end{align*}
$$
\]

Mọ̀bà Yoruba has a regressive nasal harmony in which both voiced and voiceless stops are transparent, as well as fricatives, as shown in (14). The harmony targets vowels, glides, and liquids (Ajíbóyè 2001; Piggott 2003; Archangeli and Pulleyblank 2007). However, as nentioned in §1, mid vowels block harmony. Mid vowels are always oral, with the exception of [3] when it is an allophone of $/ \bar{a} /$. In addition, despite the occurrence of phonemic /a/ in the language, /a/ is opaque to harmony: [isasū̀] 'kind of pot', [agītà̀] 'sheep'.

| /uwà́/ | [นึw̄̀̀] | 'lie' |
| :---: | :---: | :---: |
| /jú/ | [ıứ] | 'go' |
| /ùrī/ |  | 'walk' |
| /rù̀orǐ/ | [rô̂ì] | 'to chew chewing stick' |
| /lấ/ | [nấ] | 'to spend' |
| /idắ/ | [īdã̉] | 'nagic' |
| /udù̀/ | [ūdì̀] | 'lover of sweet things' |
| /egigil/ | [egìgũ] | 'bone' |
| /ùgbī/ | [ $\overline{\text { ungbí] }}$ | 'snail' |
| /l-sìl | [ìisì] | 'worship' |
| /ită / | [î̀là] | 'story' |
| /ikī/ | [īki] | 'mucus' |

Piggott suggests that voiced stops are underl yingly obstruents in Mọbà Yoruba, unlike languages where voiced stops altern tete with nasals in nasal harmony, for which he analyzes the voiced stops as sonorants (see also Botma 2009).

The patterns of nasal harmony in Guaraní and Mọ̀bà Yoruba are also revealing with respect to possible donaains of nasal vowel-consonant harmıony. In Guaraní, harmony can be bounded at an edge by a stressed syllable, as seen in (13b). This has led some researchers to analyze some or all of Cuaraní nasal harmony as operating within metrically defined constituents or via them (e.g. Sportiche 1977; Halle and Vergnaud 1978; van der Hulst and Smith 1982; Flemming 1993; Piggott and Humbert 1997; see also chapter 40 : the foot; Chapter 41 : the representation OF WORD STRESS). Beckman (1999) (offers a different perspective, in which the role of stressed syllables in Cuarani is attributed to the preservation of the underlying oral/nasal quality of segments in these positions. That approach also accounts for the limitation of phonemic nasality in vowels to stressed syllables.

Another level of prosodic structure has been suggested to be relevant for harmony in Mọ̀bà Yoruba. In this language, nasal harmony can span a word boundary.

[^212]Examples are given in (15). Ajíbóyè (2001) describes /lì/ as a particle and analyzes the domain of harmony as the prosodic word, a constituent that can contain more than a morphological word.

| /ki lì/ | [kî́nì ${ }^{\text {l }}$ | 'what is it?' | /kíà / | [kí à] | 'what is it?' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| /isis lì/ | [ìsí nî] | 'who is s/he?' | /isíà/ | [ìsíà] | 'who is s/he?' |

Returning to issues surrounding transparent segneents and targets, for the Tucanotype patterns in particular, debate has surrounded their analysis and the conception of where they fit in the typology of nasal harmony. One primary approach to these systems posits that they involve different segmental representations from systems like those described in §1, with opaque segments (Piggott 1992). Specifically, they differ in the dependency of the feature [ $\pm$ nasal] in the feature geometry, and in the node that spreads in nasal harmony. In systems with transparent voiceless obstruents, [ $\pm$ nasal] is dependent on a spontaneous voicing node (SV), which is present in sonorant segments. Harmony results from the spreading of [+nasal] among adjacent SV nodes, as depicted in (16). Voiceless stops are transparent to harmony because they lack an SV node. Voiced stops are treated as sonorants in these systems (see discussion in §1). ${ }^{17}$ Piggott suggests thet sonorancy is the seurce of prenasalization of these consonants in certain oral contexts. The realization is attributed to an articulatory configuration needed to produce spontaneous voicing. Prenasalization in this circumstance thus does not involve a specification for [+nasal] but rather is an epiphenomenon of the sonorant stops' phonetic implementation.


In nasal harmony with opaque segments, [tnasal] is dependent on a soft palate $(\mathrm{SP})$ node. $\mathrm{A}_{\boldsymbol{\pi}} \mathrm{SP}$ node is underlyingly specified in sume consonants. Nasal harmony ensues from spreading of the SP node to segments that lack it, as shown in (17) for a Sundanese form. Under this approach, differences in the set of opaque segments arise from differences in the segments that are underlyingly specified for an SP node (governed by Piggott's Contrastive Nasality Principle).

| (17) | ) | à | j | a | k |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Root | Root | Root | Root | Root |
|  | SP |  | SP |  | SP |
|  |  |  |  |  |  |
|  | [+nas] |  | [-nas] |  | [-nas] |

[^213]In other work, nasal vorvel-consonant harmony systems with transparency vs. blocking have been divided along the lines of relations between syllables and segments (Piggott 1996, 2003; Piggott and van der Hulst 1997). In nasal harmony with transparent consonants, [nasal] is considered to be licensed as a property of the syllable, whereas in harmony with blocking segments, the host for [nasal] is the segment. In the case of syllable licensing, [nasal] is associated with the syllable head - the nucleus (see charter 33: syllable-internal structure) - and becomes associated with all other sonorant segments in the syllable (Piggott 2003; see Botnta 2004, 2009 for a related claim). Locality is respected in harntony with transparent consonants, because no syllable heads are skipped in the propagation of nasal harmony. Noske (1995) also assumes a licensing relation between the syllable and [ $\pm$ nasal] for the Tucano pattern, but with some different specifics in her assumptions.

In another approach that posits a basic difference between nasal vowel-consonant systerns, those with opaque segments are caused by articulatory spreading, whereens those with transparent consonants involve spreading that is perceptually based (Boersma 1998, 2003). Patterns with blocking are claimed to be driven by an articulatory constraint that penalizes shifts in the position of the velum. This constraint can favor persistence or early onset of a lowered velum in a word that contains а лasal segment. For patterns with transparent obstruents, such as the Tucano type of system, Boersma proposes that a perceptually based constraint drives harmony, causing nasalized segments that are interrupted by an oral segment to be perceived with a single value of [+nasal]. This perceptual representation is distinct from the articulation in which the nasalized segments are interrupted by a velumraising gesture. Boersma suggests that the reason ald sonorants become nasalized in patterns with transparency is connected to the lexical-level specification of nasality in these languages (see (11)). Boersma reasons that if [ $\pm$ nasal] is a suprasegmental feature, it is less likely to be specified for individual segments. Segments are thus less likely to have a [-nasal] specification to which to be faithful, and segneents that do not becone nasalized will be the ones that are inherently problematic in combination with nasalization, i.e. fricatives and plosives.

The notion that nasal vowel-consonant harmony patterns with transparency are tied to perception is also pursued in work by Sanders (2003). He proposes that nasal harmony in Tucano-type languages is driven by dispersion constraints on the perceptual distance of systemic contrasts. These constraints favor words that differ to the greatest extent possible in the perception of a nasal/oral contrast, while obeying higher-ranked constraints that prohibit nasalized voiceless obstruents, i.e. they favor the morphemes in which all segments besides voiceless obstruents are the same in nasality.

In contrast to analyses where patterns with transparent segments are analyzed as involving representations or harmony imperatives that are different from those with opaque segments, another approach analyzes these systems as having a common source (Walker 2000a, 2003). This account emplasizes a complementarity in the patterns: there is no nasal vorvel-consonant harmony in which all of the segnents become nasalized, yet there are systems in which obstruents are transparent and the remaining segments are targets. Obstruents form the focus of the complementarity. All segments except (some) obstruents have the potential to be targets in nasal vowel-consonant harmony and only obstruents are transparent. Walker proposes a treatment of the patterns that analyzes systems with transparent
obstruents as cases that correspond to the right endpoint of the hierarchy in (1), where nasalization transmits through all segment categories. Walker adduces typological evidence in support of conceptualizing transparent obstruentsi as on a par with targets. She observes that when obstruents are transparent, all other segment categories are targets, a generalization that would be expected if obstruents were targets in these systems, because they are lowest-ranked on the target scale. More generally, a survey of over 75 languages with nasal vowel-consonant harmony reveals that if a segınent is "perıneated" by nasal harmony, that is, if it is targeted or behaves as transparent, then all segments belonging to categories that are higherranked in the target hierarchy of (1) are also permeated.

A pattern involving voiced stops is brought to bear on the claim that obstruent stops can be targets in nasal vowel-consonant harmony. The nasal harmony of Tuyuca, another Tucanoan language, has been characterized as showing a difference in blocking and transparency effects when it occurs across morphemes vs. within them. Like Tucano, in harmony within a morpheme, voiced stops alternate with nasals and voiceless obstruents are transparent to harmony. However, harmony from stem to suffix is blocked by fricatives and voiced and voiceless stops (Barnes 1996; Walker 2000a). ${ }^{18}$ Opaque voiced stops are realized as oral or nasal, depending on the nasality of the suffix to which they belong. (See Trigo 1988 and Walker 2000a on the separate phonological treatment of voiced/rasal velar stops.) Walker interprets the blocking of harmony by voiced stops across a morpheme boundary as evidence of their underlying obstruent status in Tuyuca (cf. Botına 2004); all suffixes that alternate in nasal harmony issuing from the stem therefore begin with a continuant sonorant or laryngeal. ${ }^{19}$ When voiced stops undergo harmony within a morpheme, they would then be an instance of voiced obstruent stops that are targets in nasal harmony.

In this approach, feature spreading is analyzed as strictly local at the level of the segment (chapter 81: local assimilation). This innplies that segments cannot be skipped in harnony; they must either participate in harmony or block it. As a consequence, it is assumed that a phonological representation is available in which a "transparent" obstruent is nasalized (see cifapter 9: vowel farmony: opaque and transparent vowels). The model that Walker proposes is illustrated in (18), impleınented using the concept of a sympathetic candidate (McCarthy 1999). A sympathetic candidate is a designated forin to which the actual output is encouraged to be similar via the activity of a candidate-to-candidate correspondence relation between this form and the actuall output. Arrows represent the existence of correspondence relations among representations, which mediate the enforcement of identity between related forms. Among the candidate outputs generated for an input with a [nasal] specification is one where the feature spreads to all segments in the onorpherne, satisfying the constraint that drives harmony. This is the candidate that becomes designated as "sympathetic." However, as [nasal] is not compatible with an obstruent stop, this candidate is not selected. Instead, a form is selected that is identical to the full harmony candidate except that the stop is

[^214]oral. Because feature associations may not skip a segment, this candidate must have separate [nasal] specifications flanking the oral stop. The actual output is thus chosen not directly by the harmony-driving constraint but rather because of its similarity to a candidate that fares best with respect to that constraint.


This approach makes use of an abstract phonological representation in which obstruent stops are nasalized. Such representations do not occur within the actual output but they influence its selection. Another analysis that is similar in spirit posits the full harmony form as an intermediate level of representation that is generated as the product of a nasal spreading rule (Piggott 1988). A clean-up rule that prevents nasalized obstruents then causes the stop to be denasalized, to generate the derivational series: /牙ati/ $\rightarrow$ wãĩī $\rightarrow$ [w̄ät $\bar{i}]$.

In summary, systems of nasal vowel-consonant harmony with transparent consonants have formed the center of discussion on several theoretical themes. One basic question is whether they should be considered the same "type" of nasal harmony as systems with opaque segments. Also at issue are the segmental representations involved, inciluding the organization of [nasal] in the feature geometry, the level of structure at which [nasal] spreads, the locality of feature associations, and what kinds of abstract representations are involved. Questions about levels of representation have been touched upon, including whether there are distinct articulatory and perceptual representations and the possibility of intermediate or sympathetic forms. Finally, blocking and transparency effects in nasal vowelconsonant harmony have given rise to different perspectives on the harmony imperative and the sources that cause segments to block harmony or behave as transparent.

## 3 Nasal consonant harmony

In nasal consonant harmony systerns, nasal harmony involves consonants only. Moreover, the participant consonants have been characterized as ones that are phonologically similar. These systems have been considered to differ from nasal vowel-consonant harmony in locality and the nature of participant segments, giving rise to proposals in which nasal consonant harmony involves a different harmony-driving inperative and/or different representations.

A prototypical case of nasal consonant harmony is found in Kikongo, a Bantu language spoken in the Democratic Republic of the Congo (Bentley 1887; Dereau 1955; Ao 1991; Odden 1994; Piggott 1996; Rose and Walker 2004; see also charter 77: long-disiance assimilation of consunanis). The nasal stop phonemes of

Kikongo are [ m n ]. Nasal consonant harmony causes voiced stops and /l/ to become nasal when following a prevocalic nasal stop at any distance in the stem. The stem constituent in Kikongo consists of the root and suffixes. Examples of alternations in the perfective active and applicative sluffixes induced by nasal consonant harmony are shown in (19). The consonant in these suffixes is analyzed as /I/ underlyingly. In words where the conditions for nasal harmony are not met, $/ l /$ is realized as [d] before [i]. Vowel quality alternations are due to vowel height harmony. Vowels and voiceless consonants are transparent to the nasal harmony; they remain oral when occurring between harnonizing consonants. The forms in (19) consist of stems, as indicated by the initial hyphen according to convention.
a. Perfective active forms

| -suk-idi | 'wash' |
| :--- | :--- |
| -bud-idi | 'hit' |
| -bak-idi | 'catch' |
| -sos-ele | 'search for' |

b. Applicative forms -sakid-il-a 'congratulate for' -to:í-il-a 'harvest for'

| -nik-ini | 'grind' |
| :--- | :--- |
| -sitn-ini | 'prohibit' |
| -futumuk-ini | 'revive, rise' |
| -le:nt-ene | 'shine' |
|  |  |
| -nat-in-a | 'carry for' |
| -dumuk-is-in-a | 'cause to junpp for' |

In addition to inducing alternations in suffixes, nasal consonant harnony is considered to operate within roots, which do not show a voiced stop or [1] after a prevocalic nasal stop.

Nasal stops that occur in an NC cluster do not trigger nasal consonant harmony (20a), nor do they prevent it from operating across them (20b). In addition, a voiced oral stop in an NC sequence does not undergo nasal harnony fromt a preceding prevocalic nasal.

Per fective active
a. -bantik-idi 'begin'
-kemb-ele 'swreep'
-bing-idi 'hunt'
-tond-ele 'love'
b. -mant-ini 'climb'
-mer)g-ini 'hate'
Setting aside NC clusters, the targets of nasal consonant harmony are frequently voiced stops and approximant consonants (/l/ is the only approximant consonant in Kikongo). In some cases, nasal harınony is restricted to consonants separated by no nocore than a vowel. The Bantu language Ndonga shows this pattern (Viljoen 1973; Rose and Walker 2004). In Ngbaka, a Niger-Congo language spoken in the Democratic Republic of the Congo, the lack of co-occurrence of certain nasals and prenasalized stops within a morpheme has been analyzed as the product of nasal consonant harmony (Hansson 2001; Rose and Walker 2004). Ngbaka contrasts nasal, prenasalized, voiced, and voiceless stops (Thomas 1963, 1970; Wescott 1965). Nasals may occur together with voiced and voiceless stops in a morpheme but not with a prenasalized stop that has the same place of articulation as the nasal (Mester 1988; Sagey 1990; van de Weijer 1994; charter 29: secondary and double articulailion).

Certain ront co-occurrence restrictions (see chapter \%6: morpheme structure constraints) on consonants in Ganda (Bantu), discussed by Katamba and Hynan (1991), have also been analyzed as the outconte of nasal consonant harmony (Hansson 2001; Rose and Walker 204). The patterns in question involve nasals, voiced stops, and voiceless stops. Some of the voiced stops display approximant variants: $[b / \beta],[d / 1],[j / j]$. Within a root, nasals do not usually occur with a voiced stop (or its approximant variant) that has the same place of articulation. This restriction is observed regardless of the order of the nasal and voiced oral consonant. ${ }^{20}$ In addition, the combination of a nasal and a voiceless stop writh the sanıe place of articulation is systematically absent if the nasal precedes the stop. In attested roots, identical nasals co-occur, as do oral voiced stops/approximants with the same place of articulation, as shown in (21a). Also attested are roots that combine a nasal and voiced consonant with different places of articulation (21b), and roots in which a voiceless stop precedes a nasal (21c).

| a. -mémèká |  | 'accuse, denounce' |
| :--- | :--- | :--- |
|  | -nóná | 'fetch, go for' |
|  | -bábùlá | 'smoke over fire to nake supple' |
|  | -gùgá | 'curry favor with' |
| b. -bónèká | 'become visible' |  |
|  | -màlà | 'finish' |
| c. -táná | 'grow septic, fester' |  |

In the harmony-based analysis of the Ganda pattern, nasal consonant harmony operates within a root among oral stops and nasals with the same place of articulation. For voiced stops the harmony is bidirectional, whereas for voiceless stops it is progressive only. Hansson's (2001) treatment also takes into consideration restrictions on the co-ccurrence of nasal stops and voiced prenasalized stops within a root in Ganda.

With respect to non-contour stops, surveys of nasal consonant harmony in Hansson (2001) and Rose and Walker (2004) reveal the following implications: (i) patterns that target voiceless stops with the same place of articulation as the nasal trigger also target voiced stops with the same place of articulation, and (ii) patterns that target voiced stops with a different place of articulation from the nasal trigger also target voiced stops with the same place of articulation as the nasal. An interpretation that has been brought to these generalizations is that nasal consonant harmony favors targets that are similar to nasals (Walker 2000b; Hansson 2001; Rose and Walker 2004). These patterns are suggested to have a basis in speech planring (i.e. the organization and sequencing of abstract units) and its physical execution (i.e. the motor controls that carry outt the "plan"). The similarity hypothesis finds support from speech error research. It is well established that the likelihnod of a speech error between twro phonemes increases with their phonological similarity. A series of speech error elicitation tasks conducted by Walker (2007) found that consonants that are more likely to interact in nasal consonant harmony are also more likely to participate in speech errors with speakers of English.

[^215]Prior to the extensive typole gical studies of consonant harmony by Hansson (2001) and Rose and Walker (2004), analyses of nasal consonant harmony were developed that involved nasal feature spreading at a node within the feature geonetry (Ao 1991; Odden 1994; Hyırian 1995) or at a suprasegmental level (Piggott 1996). The typological studies in question sharpened the characterization of the differences between nasal consonant harmony and nasal vowel-consonant harmony, leading the authors of those studies to analyze nasal consonant harmony as the product of a different harmony-driving mechanism and as involving different representations front those usually assumed for nasal vowel-consonant harniony.

Two of the chief differences between nasal consona nt harm ony and nasal vowelconsonant harmony involve locality and types of triggers and targets. Nasal consonant harmony targets segments that are phonologically simiar to the nasal stop trigger, i.e. stops and approximant consonants. The harmonizing segments are usually non-adjacent, with at least a vowel intervening and sometimes longer transparent sequences. In contrast, in nasal vowel-conso nant harmony, harmony affects a (near-)continuous sequence of segments, and vowels are never skipped. In the latter systems, favored targets follow the scale in (1), with vowels ranked at the top, a scaling suggested to have a basis in the segnents' phonetic compatibi-ity with nasalization or in maintaining distinct contrasts. Consonants that do not become nasalized in nasal vo wel-consonant har mony most often block harmony, although in some systems, (some of) the obstruents behave as transparent. ${ }^{21}$

The role of phonological similarity and the capacity for action-at-a-distance are emphasized in the correspondence-driven approach to nasal consonant harnony (Walker 2000b; Hansson 2001; Rose and Walker 2004). In this account, the occurrence of high phonological similarity between consonants can spur a formal correspondence relation to be established between them. Corresporiting segments are co-indexed with one another, as illustrated in (22). Nasal harmony is effected via the correspondence relation. Constraints for individual features, such as [nasal], are postulated that enforce identical specifications in corresponding segments, thus producing nasal consínant harnony, as in (22b). Because nasal assimilation is accomplished through the correspondence relation in this structure, the harmonizing segments are not required to share a single [nasal] specification, unlike the outcome of [nasal] spreading, which is usually assumed for nasal vowel-consonant harmony. A representation like that in (22b) is suggested to accommodate the potential for nasal consonant harmony to occur anoong non-adjacent segments.


In the correspondence-based approach, patterns that show harmony only between consonants in adjacent syllables are analyzed using proxinity-sensitive constraints governing corresponding segments. The neutrality of preconsonantal nas*-ls

[^216]in a Kikongo-type system has been attributed to their dissimilarity from the potenthal target oral consonants, either in terms of their role in syllable structure the nasals in NC clusters are codas, whereas the oral consonants are onsets) or in terms of their release status (the nasals in NC clusters are unreleased, whereas the oral consonants are released). It is suggested that a voiced stop in an NC cluster does not undergo harmony because of avoidance of geminate nasals, which do not occur in Kikongo. In Ngbaka, prenasalized stops are considered to be singleton consonants - not NC clusters, as in Kikongo - so these issues do not arise. Whether the representation and patterning of nasal contours in Ganda fall in line with these treatments has yet to be closely considered.

The correspondence approach to nasal consonant harmony has been applied to consonant harmony systerns in general. The basis for that proposal is that other systens of consonant harmony alse show effects of similarity and action-at-adistance. See Hansson (2001), Rose and Walker (2004), and chapter 77: longdtstance assimillation of consonants.

## 4 Directionality

This section turns to directionality in nasal harmony. Some systems can be considered bidirectional, with no apparent difference in the pattern of harmony in either direction. Nasal consonant harmony involving voiced stops in roots of Ganda is an example of this kind. Such patterns do not necessitate an overt statement of directionality. Also, root- or sten-controlled harmony where affixes in the donaain of harmony occur only following or only preceding the root or stem can give the appearance of directional harmony but without requiring formal reference to a direction for harmony. However, other systems of nasal harmony slow evidence of asymnetrical directionality, where harmony operates in only one direction or shows different patterns in its progressive vs. regressive operation.

A contrast in the direction of nasel vowel-consonant harmony with opaque segments is seen in the patterns of the Johore dialect of Malay, an Austronesian language of Malaysia, and Capanahua, a Panoan language spoken in Peru. Iohore Malay shows a harmony from nasal stops that targets vowels, laryngeals and glides (Onn 1980). Liquids and obstruents block harniony. Examples in (23) show that the harmony is progressive only.
(23) panāıวãhãn 'central focus'
parãพัãan 'supervision'
panãndaryãn 'scenery'
noākan 'to eat'
banoōn 'to rise'
mānãwãn 'to capture (ACTIVE)'
mâjãn) 'stalk (palm)'
mãratappi ${ }^{22}$ 'to cause to cry'
nīnōm 'to drink'
mā̄̄̄ap 'pardon'

[^217]Like Johore Malay, Capanahua displays a nasal harmony that targets vocoids and laryngeals and is blocked by other segments (Loos 1969; Piggott 1992); however, the direction is regressive. The regressive direction cannot be predicted from the position of triggers in the syllable structure, as they occur in both syllable onsets and codas. Word-final nasals are enclosed in parentheses because they are deleted but still trigger harmony."

| h̄āmawi | 'step on it' |
| :---: | :---: |
| hล̄กไāōo | 'coming stepping' |
| kajatānai ${ }^{24}$ | 'I went and jumped' |
| wururãai | 'I pushed it' |
| bími | 'fruit' |
| ¢ipōr)ki | 'downriver' |
| kıüntlap | 'bowl' |
| bãivil n ) | 'catfish' |
| wară(n) | 'squash' |
| pōjō ( $几$ ) | 'arm' |
| ว¢ธлāmpā(п) | 'l will learn' |

An instance of directionality in nasal vowel-consonant harnoony with transparent segments is found in Siriano, a Tucanoan language spoken in Colonibia and Brazil (Bivin 1986). Suffixes in Siriano become nasalized following a nasal stem (excluding certain suffixes that are invariant in nasality). Examples of suffix alternations are given in (25). Underlying forms are as provided by Bivin.

|  | /wehe-g $\ddagger$ / [wehegi] to fish-3sc masc | 'when he is fishing' |
| :---: | :---: | :---: |
|  |  | 'when he is killing' |
|  | to kill-3sG masc |  |
| b. | /ig()-re/ [?igore] <br>  | 'she (COMPLEMENT)' <br> 'he (complement)' |

The data in (25) are compatible with nasal harmony where directionality is an ерірhenomenon of root or stem control. However, a small group of suffixes harmonize with a following suffix rather than the root, as shown in (26). The suffixes that exhibit this behavior are /-ju/ (second hand information), /-de:/ (past nominalizer), /-bu/ (inceptive), and /-ku/ (probability).
a. /wa:-ju-pi/ [wa?jupi] 'they say he left'
to gotevid:second hand +3 sc masc /wa:-ju-rã/ [wadnũr̃ā] 'they say they left' to gotevid:second hand +3pl arvimate
 to kill+evid:second hand +3 sc masc

[^218]b. /wa:-blu-gi/ [waPbugi] 'about to go (sc masc)'
to go+incertive + sg masc
/wa:-bu-rã/ [wa¹nũr̃ã] 'about to go (pl)'
to gotinceptive +3 pl animate

to kill+inceptive+sg masc
c. /wa:-de:-ro/ [wa?a"de?ro] 'where he went'
to go+nominalizer+ioc

to go+nominalizer+3pl animate

to kill+nominalizer+ioc
d. /wa:-ku-a/ [waªkoa] 'it left'
to golprobability+inanimate
/was-ku-bī/ [wa’akïimī] 'he left'
to go+rrobability+evid:3sc masc
/w̃êhê-ku-a/ [wَ̄̄̄̄̄̄kua] 'it killed'
to kill+probability+inanimate

Bivin notes that /-ju/ and /-ku/ are evidentials, which must appear with a personnumber suffix. Although he does not have data to verify the facts for /-de:/ and $/$-bu/, he speculates that they too must be used with an additional suffix. We nay wonder whether a stipulation for Siriano is needed that harmony with these suffixes is regressive or whether this directionality could be made to follow from morphological structure. Both possibilities have been considered. Bivin suggests that the suffixes in question form a separate lexical class. He treats regressive nasal harmony using a left spreading rule for [nasal] that appl ${ }^{*}$ us to that lexical class. He also considers an approach that posits an internal word boundary at the left of these particular suffixes. This would block them from harmonizing with the root, as harmony occurs only within words. Bivin disprefers this account because he finds no evictence from other Tucanoan languages to support the presence of an internal word boundary, nor does he find evidence for an analogous occurrence of internal word boundaries elsewhere in Siriano. On the other hand, for Desano, a language closely related to Siriano, Kaye (1971) treats a similar directionality phenomenon as an epiphenomenor of noorphologice.l constituency. Like Siriano, Desano has a limited number of suffixes that derive their nasality from the following suffix rather than the preceding morpheme. Three of these suffixes are the same as those in Siriano (Bivin 1986). Kaye suggests that the suffixes targeted by regressive nasal harmony form a norphological constituent with the foll owing suffix that is separate from the preceding stern. ${ }^{26}$ He pairs this a.ssumption with a bidirectional nasal assimilation rule that applies cyclically to obtain differences in the direction of harmony. Siriano and Desano, then, are cases where directionality in nasal harmony can perhaps be reduced to the organization of morphological structure, but further study on this issue is needed.

There is possible evidence of directionality in nasal consonant harmony. In the nasal consonant harmony of Kikongo, introduced in §3, harmony is progressive in the stem. The examples in (27) show apparent directionality; a voiced stop or

[^219]consonantal approximant precedes a nasal in the stem but remains oral. (See also the discussion in Chapter 77: long-distance assimilation of consonants.)

> -dumukina 'jump for'
> -bilumuka 'assemble in crowd'

Hansson (2001) speculates that progressive directionality in canonical Bantu nasal consonant harnoony, like that of Kikongo, might be reducible to a system of harmony that is stem-controlled and that preserves the underlying oral/nasal quality of root-initial segments (e.g. using a faithfulness constraint specific to this position). However, this hypothes is has been questioned. Although the canonical Bantur root structure is CVC, Rose and Walker (2004) cite evidence that [bilum] is lexically stored as a whole. For the sinvilar pattern of nasal consonant harınony in Yaka, another Bantu language, they point to evidence of stored forms with the sequences /CVJVN-/ and /CVbVN-/, which likewise do not show nasal harmony. Because the $/ \mathrm{l} / \mathrm{or} / \mathrm{b} /$ is not root-initial in these cases, nor does it belong to a different cycle from the nasal, it would be expected to undergo nasal harmony that was not strictly progressive. Within a correspondence-based approach, Rose and Walker propose to analyze directional harmony in these patterns using a precedencesensitive identity constraint for the feature nasal in corresponding segments.

In sum, there are systems of nasal vowel-consonant harmony and nasal consonant harmony that seem to display directionality effects that cannot be attributed to independent aspects of the systemt or structure. Differences in directionality in certain patterns of nasal vowel-consonant harmony with opaque segments present the strongest evidence for these effects. In some cases, certain researchers have suggested that morphological structure and/or prosodic position could obtain the effect of directional harmony, but there is not consensus on this explanation for the various patterns discussed above.

## 5 Conclusion

To conclude, at the heart of research on nasal harmony are patterns that fall into three descriptive categories: nasal vowel-consonant harmony with opaque segments, nasal vorvel-consonant harmony with transparent segments, and nasal consonant harmony. Across languages, patterns belonging to the first category respect an implicational scale that governs favored targets. Whether nasal vowel-consonant harmony with transparent segments and systems with opaque segments share a common source remains in question. Studies bearing on this issue have generated diverse perspectives on the harmony imperatives, the levels of representation that are involved, and the nature of locality. Nasal consonant harmony presents differences from nasal vowel-consonant harmony in showing action-at-a-distance and in favoring harmony between segments that are phonologically sintilar. This has given rise to a correspondence-driven approach to nasal consonant harmony, situated in a general typology of consonant harmony. This approach is distinct from the treatment of nasal vowel-consonant harmony, which is most often assurned to involve spreading.

The study of nasal harmony can illuminate not only the nature of long-distance phonological assintilation but also themes in phonology that are more general in
nature. Whereas in the last couple of decades the broad strokes of the typological characteristics of nasal harmony patterns have been reasonably well delineated, the details of inany specific systems remain unknown. Future research could be fruitfully applied to developing nore case studies. The resulting findings will doubtless in turn slued new light on the theoretical debates and the cross-linguistic characterization of nasal harmony, both alone and in the larger picture.
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## 79 Reduction

## Natasha Warner

## 1 Introduction

[banglarn] is a four-word phrase of American English (Figure 79.1). What might it be? How could a listener map this phonotactically improbable string back to the speaker's intended four-word phrase? Why would a native speaker produce this realization? The intended phrase was but I was like, us ingthe quotative like in the utterance but I was like, "iwhy ivouldn't you just go home?". The speaker was a young female native speaker holding a casual telephone conversation with a friend. The fact that /b^t ar waz laık/ can be produced as [bı^jlar] is surprising, but


Figure 79.1 Waveform and spectrogram of a conversational speech token of bus I was like, demonstrating numermis deletions, mergers, and changes to segments, as well as insertion of unexpected / $r$ /-coloring, perhaps as a reflection of the flap of but. All spectrograms show a $0-5000 \mathrm{~Hz}$ range
perhaps even more surprising is that when a native listener hears the utterance, it sounds like a normal pronunciation of the plrase. While one night not expect this realization, when one exantines spontaneous conversation, such surprising reductions are rather common. The fact that a surface realization can depart so drastically and in variable ways from the underlying representation poses problems for phorulogical theory. The fact that listeners find it unproblematic brings up further questions regarding what a phonological underlying representation is, and how speakers and listeners use it. There are three directions from which one night approach the topic of reduction: what sounds the speaker produces (acoustics of reduction), how the speaker produces them (reductions and changes in articulations), and how the speech is perceived.

Phonetichans and phonologists have long known that speakers sometimes produce reduced speech, at least in casual speech situations. [d $\mathrm{Ji}^{i}{ }^{2} \mathrm{j} \varepsilon$ ] for did you ent yet? is often used as a plausible example. However, such examples are sometimes presented in phonetics and phonology classes as something that occurs when one is at home talking with one's spouse, perhaps when one is not fully awake, not as a normal phenomenon. Such speech has often been removed from the realin of phonology, and left for phonetic implementation. Yet phoneticians have often paid hardly more attention to reduced speech, considering it too uncontrolled to give good results. Ladefoged (203) suggests avoiding connected speech such as storytelling when documenting a language, and advises sticking to word lists in controlled frame sentences. Many of the chapters in the Companion summarize a debate about how phonological theories should handle a particular phenomenon. This one, instead, summarizes a debate about whether a phenomenon is even relevant.

The default assumption may be that reduction is not linguistically relevant. Speech style (e.g. casual, formal) and speech rate seem like non-linguistic factors, outside the boundaries of the abstract system that makes up the grammar. Or perhaps speech reduction really does occur primarily when conversing with one's spouse, at home, when tired - perhaps it is the exception. However, there is also reason to think that reduced speech is anything but peripheral to the linguistic system. It may be in fact the normal, typical way for humans to communicate information. Furthermore, neither phonetic nor phonological theories were built to handle reduced speech, so reduced speech raises large theoretical questions.

First, I will discuss terminology. There are many overlapping terms falling along more than one dimension, such as reduced, conversational, connected, spontaneous, fast, casual, and natural speech. One could separate a speech rate dimension (fast-slow) out from the dimension of formality (casual-formal) (see also Chta PTER 92: VARIABJI.ITY). Neither of these is exactly a dinemsion of "reduction": some speakers talk very quickly in both formal and informal settings, yet seem to maintain almost all of their consonantal articulations. However, reduction is probably more common in casual conversation and fast speech.

Another dimension might be spontaneity. In nyy own understanding of the terne, "spontaneous speech" refers to any speech in which the words are not chosen ahead of time. This excludes read speech, speech in a talk one has given repeatedly (e.g. politicians' campaign speeches), and speech that is explicitly prompted (e.g. shadowing tasks). When the Oregon Graduate Institute (OGI)
collected its Tapanese corpus (Muthusamy et al. 1992), for example, speakers were instructed to talk about themselves (e.g. hobbies, work) for a minute, which leads to spontaneous monologue speech. I take "connected" speech to be broader than "spontaneous speech," including anything where words form part of a longer utterance, perhaps even target ivords in a frame sentence.
"Conversational" speech sets a stricter requirement, meaning speech that occurs while two or more speakers are conversing, whether by telephone or in person, and whether they know each other or not. Speech can be spontaneous and connected but not conversational, as in the OGI monologues. "Conversational" speech excludes any scripted speech, even reading a scripted conversation. "Casual" speech goes one step further, requiring that the speakers be comfortable in the setting, comfortable with the topics and comfortable with their interlocutors. $A$ job interview or a discussion of governmental policy is usually conversational and spontaneous, but not casual. Howvever, monologues about hobbies or friends can be casual without being conversational if the speakers are comfortable with the recording setting.

Three terms differ from the rest: fast, natural, and reduced speech. Speech rate, measurable in intended syllables per second, for example, does seem to be a separate but usually correlated dimension. For example, some parts of spontaneous conversational speech are very fast, while others may be very slow (perhaps if the speaker is tired or uninterested in the topic). However, one may expect that casual conversation would usually have a faster rate in intended syllables per second than inost careful read speech. "Naturalness" defies a simple definition. One can refer to matural speech as ithe opposite of synthesized speech, so that even nonsense CV syllables can be natural if produced by a human. Alternatively, linguistic anthropologists may put very strict requirements on the setting of "natural speech," such as the speakers not being seated in a sound booth, or not having head-mounted microphones on, as these things might make the speakers self-conscious, and affect their speech. Thus I will not attempt to fit "natural speech" into the other dimensions.
I take "reduced speech" to refer to changes in the segments or suprasegmentals relative to what would be expected in a careful pronunciation of the same word or phrase. "Reduction" thus includes changes to sounds (chapter 66: lenition; e.g. [ỵ] or [u్] for [g] in gonna; Figure 79.2), deletions of expected segments (chapter 6r: deletion; e.g. [ivia.] for we were; Figure 79.2), and shrinkage of contrast space (e.g. a smaller overall vowel space, or a specific centering like [w̄̃] for then; chapter 2: contrast). Types will be discussed below. Clearly, however, not all alterations of segments are reduction: speech errors, dialectal differences, historical sound change (CHAPTER 93: SOUND CHANGE), and obligatory (morpho-)phonological changes (eg. /k/ becoming /s/ in electric/electricity; Chomsky and Halle 1968) are not reduced speech. "Reduction" refers to changes relative to a clearly pronounced surface form, not relative to the underlying form. Thus, spontaneous or conversational speech can be defined based on the setting in which it is produced, but I define reduced speech based on its acoustic or articulatory form. Notably, reduction does occur in relatively careful speech, although not as often as in spontaneous casual speech, so setting or style alone does not define it. I do not define reduction based on it being easier to articulate, or requiring less movement of the articulators, because it is difficult to define objectively for each situation what "easier to articulate" would mean.


Figure 79.2 Waveform and spectrogram of a conversational token of We avere gonna go outt, demonstrating approximant realizations of the /g/phonemes (marked with arrows)

## 2 Historical perspective

Scholars have long noticed that expected speech sounds are not always produced. Richter (1930) gave numerous examples of reduction in French, although from relatively careful speech. She notes severe reductions like the deletion of the entire syllable -ble in impossible, as well as single-segment deletions, assimilations, etcEarly scholars like Richter had to develop creative methods to detect reductions, since in context reductions sound notoriously unremarkable. Richter recorded speech on phonograph records, then played the records backwards while transcribing the sounds she heard. While this may have biased her results in some ways, it was a creative way to determine what kinds of reductions were present, without the benefit of spectrograns.

For several subsequent decades in phonetics and phonology, many scholars acknowledged that speech reduction exists and gave a few examples of reductions that might occur in conversation or in "sloppy" speech. However, they usually considered reduction phenomena as outside the area of interest, stating that one should analyze the full forn of a word rather than the "elliptic," "slovenly," or "slurred" forms one finds in "rapid speech" or "familiar talk" (all terms from quotations in Johnson 2004). Johnson (2004) cites Hockett (1955) as giving examples [didza] for did you? and [wudza] for would you?. Johnson also discusses how Chomsky and Halle's focus on competence rather than performance reınoved speech reduction from the field of data to be analyzed. Johnson (2004) provides an excellent historical summary. Johnson does point out that European phonology (he emphrasizes Stampe's Natural Phonology) gave more attention to reduction. For example, Dressler (1975) discusses implications of reduction for analysis of historical sound change, and advocates Natural Phonology as the best formal
phonological approach to reduction. Shockey (2003) presents numerous transcriptions of reductions, and discusses how various phonological theories, including Natural Phonology, would handle reduction. Zwicky (1972) and Bolozky (1977) also address how to generate variable reduced surface forms in phonology. However, the publications that do address reduction represent a minuscule proportion of the work in the field, and papers not explicitly on reduction generally only mention careful speech forms. The training which new members of the field receive can also give an impression of the field's stance on reduction: one graduate introductory phonology course in an American linguistics department in the 1990s included a few examples of minur reductions such as [mr $\int^{\prime} u$ ] miss you and a statement that what we should be studying is the clear speech form of words, not reductions. Overall, the field of phonology is primarily characterized by work that stops at the careful speech surface level. Many of the phonological works that do address reduction, furthernore, discuss reductions of a single segment, rather than the more drastic deletions of multiple syllables found in conversational corpora.

Turning to phonetics, Johnson (2004) notes that phoneticians have discussed reductions. The earliest example he cites is Dalby (1986), who examined how often schwas (Chapter 26: schwa) were deleted in English television talk-show speech and in a fast speech task in the lab. Richter (1930), mentioned above, gives an early example. Ladefuged et al. (1976) recorded speech styles ranging from corversational interviews to isolated word-list reading, and failed to find reduction of the vowel space. Koopmans-van Beinum (1980), however, found exactly that effect (in Dutch), in a wide variety of speech styles. A search of the Journal of the Acoustical Society of America's database, going back to 1929, does show early studies of conversational speech, although often for engineering purposes, e.g. earplug effectiveness (Kryter 1946).

Still, the vast majority of phonetic research for many decades las been on carefully read speech. To take just one example, Lofqvist and Gracco's (1999) work using read sentences such as Say " $i p a$ a again is more representative of the field then Dalby's (1986) work using television talk-show recordings. This is not a fault of the field. In part, technological limitations hindered analysis of large amounts of spontaneous conversational speech. Furthermore, there are many interesting questions that are more appropriate to answer with carefully controlled speech than with open, uncontrolled, variable conversation.

To confirm objectively that research using spontaneous or non-careful speech is still the exception in phonetics, I examined every article in a recent volume of the Journal of Phonetics (vol. 36, 2008). This volume contains 36 research articles, including a special issue on phonetics of North American indigenous languages (six articles). Of the 36, a total of four articles use speech material occurring in a relatively natural setting. Notably, two of those are on infant.ts' speech productions during play (isolated words and babbling). The other two are from the special issue on indigenous languages and use field recordings (interviews, monologues, and elicitation) as corpora. One additional indigenous languages article uses a sentence translation task. Thus, in this volume of the journal, relatively natural speech settings seem to be used when it would be difficult or impossidele to obtain data otherwise: with infants and with highly endangered or nonwritten languages. (One additional article on an African language uses a sentence repetition task rather than reading.) The remaining 32 articles use careful speech. The majority use target words or non-words in repetitive frame sentences of
the Noit $l$ say $X$ a Srain $^{\text {type. Thus, although the sources discussed below demon- }}$ strate that there is now a substantial body of research on spontaneous speech and reduction, such research represents a small percentage of work in the field.

Until recently, speech perception and spoken word recognition research has also largely avoided speech that might be reduced. Speech perception stimuli tend to be even more careful and less natural than the speech for acoustic phonetics: a common type of stimulus might be synthesized /ba da ga/ nonsense syllables, or perhaps isolated words with one segment gated out. One would be unlikely to use stimuli collected from natural conversation unless perception of reduction were the topic. Turning to psycholinguistics, much of Cutler and colleagues' work is about how listeners segment words out of connected speech. Still, Cutler points out (1998; see also Mehta and Cutler 1988) that one usually uses carefully pronounced stimuli with little context (e.g. apple embedded in vufapple for a word-spotting task) to study the segmentation of connected speech, reducing experimental variability. Thus, even work that sets out to examine how one deals with connected speech uses rather careful speech as the testing ground.

Recently, phonetic investigation of reduced speech has been expanding rapidly. Three studies quantify how much reduction takes place overall by comparing pronunciations in corpora of spontaneous speech to expected careful pronunciations. Shattuck-Hufnagel and Veilleux (2007) surprisingly emphasize how few of the expected acoustic landmarks are deleted in spontaneous speech (14 percent in their study), while Greenberg (1999) emphasizes how many expected segments are deleted ( 12.5 percent in his study), Tolnsen (2004) finds 20 percent of words having at least one segnient deleted and 5-6 percent of words having at least a syllable deleted. Although one paper concludes that deletions are rather rare and the other two conclude that they are common, the difference in deletion rate is not large, and the methods differ (deletion of Stevens-style landmarks vs. deletion of segments, in a map task - where speakers viewing a map give directions to listeners - as opposed to conversation). Thus, whether deletion is frequent nay be a question of whether the glass is half full or half empty: is $12.5-14$ percent deletion a lot? Is it enough to make listening challenging? Work such as that by Raymond et al. (2006) examines deletion of particular segments, also showing substantial rates of deletion, even for word-medial consonants. Reduction is not solely about deletion: Greenberg finds 117 pronunciations for the word that, for example, an astounding demonstration of the variability that listeners encounter in rurmal conversation. Strik ef al. (2010) show a similar result for Dutch. Shackey (2003) contributes transcriptions of reductions from many dialects of English.

Ernestus and colleagues have conducted extensive research on reduction in Dutch (beginning with Ernestus 2000). Some of their studies locate all tokens of particular high-frequency words or suffixes in a corpus, such as eigenlijk 'actually' or its suffiix -lijk, and analyze what affects their duration (Pluymaekers et al. 2005a, 2005b). Research on reduction has favored English and Dutch thus far, but does exist for other languages. Some examples are Tseng (2005) and Cheng and Xu (2008) on Mandarin, Furui and colleagues (e.g. Nakanura et al. 2007) and Maekawa and Kikuchi (2005) on Japanese, Kohler (2001) and colleagues on Cerman, Engstrand and Krull (2001) for Swedish, Lennes et al. (2001) on Finnish, and Nicolaidis (2001) on Greek. The Nijmegen Speech Reduction Workshop (Iune 2008) included several talks on French, and Barry and Andreeva (2001) compare reduction phenonena in six languages. Furthernore, Keune et al. (2005)
find that degree of reduction can differ even for dialects, with more reduction in Belgian Dutch than in Netherlands Dutch. It is promising that there are data in an array of languages, although Europe still dominates. Another consideration about the past literature is that much of the spontaneous speech has been from the Map Task (Bard et al. 2001; Shattuck-Hufnagel and Veilleux 2007), monologues (Arai 1999), or other relatively careful speech, which may lead us to underestimate reduction. There has also been phonetic research on speech style in the opposite direction from reduced speech, specifically on the "clear" speech that speakers use to address hard-of-hearing or second-language listeners (Bradlow and Bent 2002; Smiljanić and Bradlow 2005, 2008).

Most phonetic research on reduction is on what is produced (articulatory or acoustic phonetics), but percept ion research is now increasing rapidly. Mehta and Cutler (1988) test perception of spontaneous us. read speech, using a phoneme monitoring task, and find that the coherent intonation of planned speech facilitates processing, relative to the pauses and self-corrections of spontaneous speech. Koopmans-van Beinum (1980) finds that identification accuracy for Dutch vowels presented in isolation, cut out of the speech stream, is extremely low for casual speech. Arai (1999), on Japanese, and Ernestus et al. (2002), on Dutch, both investigate perception of severe reductions (e.g. syllable deletions, such as [zik] for Dutch [ $\varepsilon_{i \neq} l_{z k}$ ] 'actually'). Both Arai and Ernestus et rel. find that listeners cannot retrieve the intended words well without context, but can with context. Shockey (2003), using a single conversational utterance, ind'icates that listeners usually nisperceive reduced speech unless extensive conversational context is present.

Turning to perception of specific types of reduction, Mitterer and Ernestus (2006) find that listeners take patterns of where reduction is produced into account when recognizing reduced final /t/. Ranbom and Connine (2007) investigate recognition of English words with /nt/ reduced to nasal flap, as in gentle rhyming with kennel. They find that words which listeners hear more often with nasal flap are not as hard to recognize with the nasal flap as other words. However, the reduced form is still more difficult overall. Tucker (2007) finds that having heard fast, reduced speech in the preceding frame sentence can, to some extent, mitigate the reduced-speech difficulty. This suggests that listeners use information about reduction in the context to adjust the ir acoustic criteria for recognition of upcoming sounds. Isabelle Racine presented on recognition of French wrords with schwa deletion at the Nijmegen Speech Reduction Workshop. Oliver Niebuhr, also at that workshop, discussed listeners' use of lengthening in neighboring segments to recognize otherwise deleted segments. Warner et al. (2009b) test the contribution of various acoustic aspects of flap reduction to whether listeners hear a medial consonant in pairs such as needle-kneel.

Past research has also examin.ed processing of flapped vs. extremely careful /td / pronunciations, e.g. recognition of pretty with flap vs. [t] in American English (McLennan et al. 2003, 2005; Connine 2004; chapter h3: flatping in american enclish). However, since f.ap is the normal careful pronunciation, that work is more about the processing of phonological alternations than about reduction.

Speech reduction borders on other fields besides linguistics and psychology. It is particularly relevant for engineering, for purposes of automatic speech recogn ition (ASR), because speakers may expect $A S R$ systems to respond correctly to their requests even if they use reduced speech. Some of the works cited above relate particularly to ASR (Greenberg 1999; Strik et al. 2010; Nakanura et al. 2007).

Within the field of linguistics itself, but beyond phonetics and phonology, speech reduction is of particular interest for sociolinguist ics.

To sum up the historical perspective on reduction, formal phonology has long excluded reduction front its domain. Phonetics has long included the topic, but as a very small proportion of all phonetic research. Psycholinguistics has addressed questions of connected speech, although usually by means of careful speech stimuli. The last few years, however, have shown an explosion of research on reduction, speech style, and large connected speech corpora.

Perhaps it is not surprising that conversational speech and reduced speech make up a small proportion of research, even in phonetics. The field uses an astounding range of speech carefulness, from nonsense sequences such as /ipa, ipu/, possibly with articulngraph pellets glued to the speaker's tongue, to spontaneous conversation between close friends, or even natural interactions outside the lab (e.g. Hicks Kennard's 2006 work on male and fentale narine corps drill instructors' phonetics). The former will yield extremely stable data with little random variability, with obvious statistical advantages (increased power) when the question is not about more natural speech. However, once there is a background literature on a given topic, we may be able to move to more spontaneous speech. We are then likely to encounter nore reductions, even if reduction is not the topic of the work.

## 3 Reduction phenomena

### 3.1 Duration

Shorter duration of segments is perhaps an obvious meaning of reduction (duration is literally reduced), but if the segments are acoustically otherwise unaltered, overall shorter durations might stem from fast speech rather than reduction. However, shorter duration is usually correlated with reduction in manner of articulation, so duration may provicte a convenient way to measure reduction. For example, we find a good correlation between intervocalic stop duration and how approxintant-like the "stop" is (Warner and Tucker 2007). Ernestus and colleagues have made extensive use of duration as a simple, one-dinnensional indicator for reduction (e.g. Pluymaekers et al. 2010). Figure 79.3 shows a phrase taken from casual conversation, with reduction of several syllables to very short durations, and the same phrase in careful speech. Ernestus and colleagues often use a partially automated system (automatic speech recognition, given phonetic transcription as input) for duration measurement (Pluyrmaekers et nl. 2010).

### 3.2 Alterations to segments

Changes in the manner of articulation or voicing of a segment are extremely common in reduced speech. Warner and Tucker (2007), studying realizations of expected intervocalic stops and flaps, find that a great many tokens in all speech styles are actually produced as approximants (Figure 79.4a, even in read speech). Figure 79.8 b shows an expected flap that is barely visible, and a second visible but extremely short flap. Figure 79.5 shows a Tapanese example in which reduction causes devoicing rather than voicing (in an environment where vowel
(a) First pair with transcription

(b) Second pair with transcriprion


Figure 79.3 Waveforms and spectrograms of two tokens of chillin' in the spar. The highlighted portion corresponds to -in' in the. In all figures, phonetic symbols in parentheses indicate sound for which there is some evidence, but either they have extremely low amplitude or their presence is in doubt. (a) U'lterance taken from conversation (highlighted portion: 173 msecs). (b) Carefully produced utterance of the same words (highlighted portion: 435 msecs)
(a) First pair with transcription

(b) Second pair with transeription


Figure 79.4 Waveforms and spectrograms showing reduced stops and flaps.
(a) . . artistic about (read speech from a list of phrases), with /k/ marked by an arrow.
(b) . . . get out, er . . (conversation), with arrows at expected flaps
devoicing should be phonolegically impossible). The entire final syllable of the utterance, /ru/, is effectively devoiced, although the / $\mathrm{u} / \mathrm{could}$ be argued to have 3-4 extremely low-amplitude pulses.

If manner of articulation (chapter 13: The stricture features) and voicing (chapter 69: final devoicing and final laryngeal nelitralization) can change as part of reduction, one wonders whether place of articulation (chapter 22: consonantal place ef ariculation) can as well. One inight hesitate to consider most


Figure 79.5 Waveform and spectrogram of a Japanese partial utterance... to iu no de artt 'it's that it's the case that' (from a cassette tape accompanying a third-year language textbook, read speech by a professional speaker). The arrow marks a consonant and vowel that are devoiced where not phonologically expected
assinnilations (e.g. English /in-/ in impossible; Chapter 81: local assimilation) to be reductions. However, variable phonetic assimilations may be part of reduction: seve[m] plus for seven plas would happen less often in careful speech, even though the tongue tip still makes an unperceived alveolar gesture (Brow'man and Goldstein 1989). This type of example has influenced the field through Articulatory Phonology (Chapter 5: the atoms of phonolugical representations), although it is not generally presented as being "reduced" speech.

### 3.3 Deletion and syllable count

In reduced speech, one alnost always finds deletions of segments (Figures 79.179.3), as quantified by Greenberg (1999), Johnsion (2004), Raymond et al. (2006) and others. Some scholars might propose that delet ing is not a type of reduction, because reducing something does not mean removing it. However, it is impossible to separate deletions from other reduced speech phenomena. Even for a given segment, it can be difficult to say whether there is some trace of the segment present. Figure 79.6 shows several examples ranging from reduced to probably deleted (even in Figure 79.6c, one perceives some trace of a consonant for the expected f.ap, although it is not visible in the spectrogram).

Furthermore, Browman and Goldstein (1989) review findirıgs that, even when a segment appears to be fully deleted acoustically, there may still be a reduced-size articulatory gesture for it, as in the apparent deletion of the final /t/ in perfect memory. This is very similar to the seve[m] boys type of assimilation example above, and in Articulatory Phonology, the difference between deletion (jerfect meniory) and this assimilation is solely a matter of whether the following labial gesture overlaps a voiceless stop, rendering it inaudible, or a nasal, ınaking it audible with


Figure 79.6 Waveforms and spectrograms of a variety of reductions of flap. Arrows mark the lecation, visible or expected, of the flap. All are from read speech ((a) from the reading of a story; (b) and (c) from word-list reading). (a) motters, with the fllap slightly nasalized. (b) status, wi th the flap approximated. (c) canitnlist, with the flap so reduced that no trace is visible, although there is some suggestion of a consomant perceptually
(c)


Figure 79.6 (Cont d)
a different place. Thus there are several reasons to consider apparent segmental deletions to be quite literally a type of reduction: reduction $\partial s$. deletion is a continuum (Figure 79.6), acoustic deletions are knowr to often have small residual gestures (Browman and Goldstein 1989), and gesturally there is no difference between some deletions and some assimilations. Furthermore, deletion and reduced segments go together: in conversational or spontaneous speech, if we are finding many changes of manuer or voicing in a recording, we will also be failing to find some expected segments at all.

Often, reduced speech overlaps gestures and perceptual cues so much that one cannot say which segments have been deleted and which are present. One hears some trace of expected seginents, but on close examination of the spectrogram, and despite close listening, one cannot be sure what sounds are present at all (Figure 79.7). In weekent were you in Figure 79.7, there is a voiceless palatal fricative for the $/ \mathrm{k} /$, and later a high F 2 for the $/ \mathrm{j} /$ of $y$ ou. Between those, there is a vocalic stretch, then a low F2 that suggests a/w/, and one hears substantial nasalization and some r-quality. This unclear stretch must be a reduction of /endwa /, and one can identify features such as nasalization, but it is very difficult to identify segments or transcribe it in order to determine what has been deleted. Any transcription of this stretch forces unjustified and artificial clarity onto the speech. Still, this utterance sounds completely normal and intelligible. Such examples make the issue of whether deletion and assimilation are part of reduction moot. Gestures and perceptual cues are highly overlapped, yet sonvething remains of many of them. Both assimidation and deletion must be happening, but the speech is simply not clear enough to point to specific assimilations or deletions.

As a result of deletions, syllable count often drops relative to careful speech. As discussed above, Johnson (2004) finds that 5-6 percent of words in a spontaneous


Figure 79.7 Waveform and spectrogram of ... uecekend were you, from conversational speech

English corpus have at least one syllable deleted, as determined from phonetic transcriptions. Arai (1999) studies perception of spontaneous Japanese speech, using the fact that the Japanese mora writing system allows one to evaluate perceived mora (or syllable) count. Arai (1999) presented a stretch of conversational speech, with varying amounts of context. Listeners were simply asked to write down what they had heard. Out of context, a stimulus which would have five moras in careful speech was perceived as containing an average of slightly more than two, but with even a little context, the same stretch was reported as constituting an average of nearly five inoras. This study concurs with others that listeners cannot recognize reduced words or sounds well out of context, yet do so quite successfully in context. It also provides direct evidence that listeners perceive fewer moras or syllables for the same reduced acoustic material out of context.

### 3.4 Shrinkage of acoustic spaces

Literature on reduced speech often focuses on changes from one segment to another or deletions (e.g. Greenberg 1999; Johnson 2004; Shattuck-Hufragel and Veilleux 2007). This is partly because of the method of transcribing a corpus, then comparing the transcription to dictionary listings for the words (Warner, forthcorning). However, sonve types of reduction do not result in a different transcription, as when the overall vowel space shrinks (Koopnk nss-van Be inum 1980). Many of the vowel tokens in Koopmans-van Beinum's work would probably be perceived as the full vowel phonemes (e.g. /i u a/, etc.) and not as /a/,
yet the vowel space shrinks with each step away from careful speech. Ladefoged et al. (1976) are unable to find this effect in Southern California English, but theirs is a relatively small study.

Other acoustic spaces may also compress, without causing changes in the transcribed segments. Berry (2009) shows reduction of the tonal space in spontaneous Mandarin speech (also demonstrating how reduction applies to suprasegmentals). Furui and colleagues (e.g. Nakannura et al. 2007) quantify reduction in spontaneous Iapanese through a measure of spectral difference among phonemes, showing lesser spectral difference in reduced speech. This method is particularly useful for its ability to quantify reduction across all segment types, regardless of either underlying or surface manner of articulation.

## 4 The driving force behind reduction

What motivates reduction? Several motivations have appeared in the past literature, although some have primarily been proposed as explanations of other phenomena, and simply extend easily to reduction. The most obvious potential explanation may be "ease of articulation." In the 1990s, a trend developed that proposed speakers' desire for ease of articulation as an opposing principle to their wish for listeners to understand them, with these two wishes sometimes described as ranked constraints in Optimality Theory (reviewed and criticized by Hale and Reiss (2000); see also chapter 63: markedness and faithfulness CONSTRAINTS). While these constraints were not developed to describe spontaneous speech, their applicability is obvious. This would, however, be tantamount to saying that reduced speech is sloppy speech. Furthermore, what constitutes "ease" in articulation is neither clearly defined nor readily ineasurable.

Target undershoot is perhaps a more neeasurable version. Reduction in the size of gestures provides a convenient way to describe niany reductions, such as expected stops being realized as approximants. Combining target undershoot and gestural overlap (discussed above), one could describe lowered syllable counts, as in beret realized as bray (Browman and Goldstein 1989). One would have to use gestural overlap and target undershoot considerably more heavily to model extreme reductions as in Figures 79.6 c and 79.7 , but this would be readily possible. However, the idea of reduced size and greater overlap of gestures does not provide a motivation for reduction, just a description. Task dynamic modeling, with its interaction among stiffness, targets and time, might do so, but gestures may be a better description of reduced speech than they are an explanation of what causes it. As far as the author is aware, the exact relationship of speech raie, stiffness, speech reduction, and speaker's chovice of speech style remains for future research.
"Ease of articulation" and gestures focus on the speaker. One can alternatively focus on the listener. The OT account mentioned above suggests that listeners want clearer speech, and the perceptual literature does confirm that listeners find clearer speech easier to process (Ranbom and Connine 2007; Tucker 2007). However, listeners may not uniformly "want" unreduced speech. Speakers might acomnmodate the listener's specific informational needs in choosing when to reduce. This could be viewed as an overall motivation: overlap the segments (or gestures, or perceptual cues) during low-information portions of the signal, then use clearer speech for high-information portions, maxinlizing the speed and efficiency with
which information is conveyed. Some results, such as Ernestus and colleagues' work on high-frequency words and suffixes (e.g. Dutch eigenlijk 'actually', mentioned above), support this view. In some itens, they find greater reduction for higherfrequency words (CHAPTER 90: FREQUENCY EFFECTS), for words that have already occurred in the conversation, and for words that are more predictable from surrounding words (Pluymaekers et al. 2005a, 2005b). All of these support the idea that speakers reduce where the information will not be too important, or difficult to retrieve, for the listener. Kuperman et al. (2007) find an opposite effect of predictability for a specific set of data, though. Greenberg (1999) finds that low-frequency words tend to be pronounced canonically, regardless of speech rate, but that high-frequency wrords show more reduction with faster speech rate. However, Bard et al. (2001) find quite surprising results by cleverly manipulating what the listener actually knows and what the speaker knows, suggesting that speakers decide how much to reduce based more on what the speaker him/ herself knows than on what the listener knows. These results together suggest that information structure certainly has an effect, but not a straightforward one, on speech reduction. It seems safe to conclude that reduction is only partially motivated by how information can be conveyed efficiently.
Furthernore, reduction itself probably conveys infornation. Bradlow (2002) argues that CV co-articulation conveys information to the listener and is part of the speaker's intentional strategy, rather than being simply a necessary consequence of inability to inove articulators instantaneously from one place to another. Ogasawara (2007) and Tucker (2007) both find that listeners make use of reduction or speech rate in the context to help them decide on the acoustic criteria for later sounds in the speech stream. Putting these separate ideas together with the commonsense notion that speakers are more likely to reduce when talking with a close friend than with a prospective employer, for example, it seems likely that part of the motivation for reduction is to convey something about the speech style to the listener, rather than to eliminate urnecessary gestures for the speaker.

Overall, there is no definitive explanation for what drives reduction. It seems very likely that articulatory factors (e.g. task dynamic stiffness, articulator movement rate), information structure (greater reduction where information is less important), and intentional use of reduction as a feature that conveys information in itself all contribute to how much reduction a given utterance contains. The possible interactions of these factors are too complex to be disentangled in a single experiment.

## 5 Representational consequences of reduction

### 5.1 Formal phonology

As discussed in the section on historisal perspectives above, formal phonology (whether OT or rule-based) has largely ignored reduction. Assuming that language is divided into competence us. perforinance, all reduction may be a performance phenomenon, outside the grammar. However, one must know how to reduce in order to be a native speaker of a language, particularly if anything about reduction is language-specific. Barry and Andreeva (2001) show crosslinguistic similarities in reduction types, but there has been little quantitative
comparison of reduction across languages, and stress vs. syllable vs. mora rhythm at least are likely to cause language-specific differences in reduction. Keune et al. (2005) find more reduction in Belgian Dutch (Flemish) than Netherlands Dutch. To the extent that how to reduce is language-specific, it may have to be part of the grammar, although at the phonetic level (Pierrehumbert 1994).

However, formal phonology rarely reaches a detailed enough surface level to reflect reductions, nor does it attempt to generate as inany variants for each word as reduction produces. Forinal phonology usually takes written broad transcriptions of single-word careful pronunciations as the data to be accounted for. If a particular token of we were as in Figure 79.2 sounds like were out of context but like sue were in context, a formal phonological analysis is likely to lose that information before the analysis ever starts. Formal phonology examines an abstract version of how a word might be pronounced (carefully), not how it was pronounced on a particular occasion.

However, the 1990s saw a huge increase in the number of formal phonological models that integrate gradient, quantitative phenomena. Pierrehumbert (1994) lays out the reasons for addressing quantitative variability within the plonological competence. Flenıming's (1995) work includes constraints that specify by how many Hertz two vowels' formants nust differ. Warner (2002) addresses (but argues against) the possibility of modeling fow-level phonetically variable acoustic events such as epenthetic stops (e.g. $[\mathrm{k}]$ in yorong [ k$]$ ster) within Optimality Theory. Nagy and Reynolds (1997) suggest ranking constraints variably to obtain nultiple possible outcomes (see also chapter 92: variability). Boersma's version of OT (Boersna and Hayes 2001) adds noise to constraint rankings, so that how an underlying form is pronounced on a particular occasion can vary in a specific distribution. None of these works focuses on reduced speech, but the overall development of including gradience provides a mechanism for modeling the variability of reduction in formal phonology.

Using Boersına and Hayes's (2001) approach, one could easily model deletions (e.g. [wə] for we were; (Warner et al. 2009a) by ranking the deletion-preventing constraint Max only slightly higher than the markedness constraints that work against realization of various segments or sequences (e.g. *LAB, *COR, ${ }^{*} N C$, NoCoda, etc. (Kager 1999). Nlarkedness constraints are unviolated if the relevant segments are deleted, and Max is unviolated if the underlying segments are maintained. Thus, if Max were ranked just slightly above a collection of many markedness constraints, the random noise which Boersma and Hayes's system adds to rankings would sometimes place Max lower than some of the markedness constraints, making a form with deletions optinnal. Since randonn noise is added to the constraint rankings each time a speaker produces a form, Max would be demoted beneath a different collection of markedness constraints on different productions, modeling the variability of which deletions occur in a given token. Furthermore, by varying how much random noise is added to constraint rankings, one could model varying amounts of deletion. Perhaps spontaneous, casual speech involves adding more noise to constraint rankings at evaluation time than careful speech does, supplying a direct way to model a speaker's choice of speech styles and degree of reduction. By ranking the Ident constraints that prevent changes to manner of articulation and voicing appropriately relative to the markedness constraints, one could perlaps model reduction of stops to approximants and other such changes.

If reduced speech becomes part of "the business" of phonology, it could be modeled in OT in the way tentatively suggested here, or in some other way, or it could be modeled in a rule-based formalism. It would require far more detailed surface forms than are typically encoded, variable rules or variably ranked constraints (Boersma and Hayes 2001), and perhaps acoustically detailed rules or constraints (e.g. "overlap the gestures by at least $x$ msecs or percent").

It is an open question in the field of psycholinguistics and spoken word recognition whether words have a single underlying representation in the lexicon or a wide variety of lex'ical listings (discussed below). Greenberg (1999) finds that the word that occurs with 117 distinct pronunciations in his spontaneorus speech corpus, of which the most common is [ Is there just one abstract underlying representation stored for that, from which 117 different forms are derived? (See chal'ter i: underlying representations for nore discussion.) How to write phonological rules or constraints that can produce the wide array of surface forms from a single underlying representation would be a mint-boggling problem. How can one change / סeet/ into any of 117 forms, without allowing all words to become simply [a]? One might need rules or constraints that effectively map any vowel onto any central vowel quality, any consonant onto an approximant, and any segment onto null. While it is not true that anything is possible in reduced speech, so many different things are possible that any frormal phonological system might severely overgenerate, if set up to generate attested reduced forms.

### 5.2 Articulatory Phonology

Articulatory Phonology (Browman and Coldstein 1989 and many other publications) is better equipped to handle reduction and var tability than many theor les, as discussed above. Articulatory Phonology allows for reduction in the size or temporal span of gestures, and allows overlap, readily accommodating nost or perhaps all reductions, as discussed above. It does require that all gestures present in the underlying representation (which consists of a gestural score), and only those gestures, be present in the surface form. This means that it is not literally possible for a gesture to be deleted. However, the theory does not prevent reducing a gesture until it is not measurably different from deletion. There is ample evidence that speakers often make articulatory gestures even if there is no aurdible acoustic consequence (e.g. the seve[m] plus and perfe $[\mathrm{k}]$ memory examples discussed above, with some tongue tip gesture maintained). This supports the idea that speakers would reduce the size of gestures in reduced speech whether listeners hear them or not. Heavily overlapping gestures might rennove most sudden acoustic changes in the word, leaving one long vocalic stretch with minor acoustic variation throughout and no clear segments, as in portions of Figures 79.3a, 79.4b, and 79.7. The fact that Articulatory Phonology incorporates time as a continuous scale (gesture duration, rather than simply linear order of segments or features) is an important factor in its success with speech variability.

Articulatory Phonology nay seem a perfect theory for describing reduced speech. However, this may be because it is actually more adept at describing phonetic implementations than at describing most abstract phonological alternations. With its prohibition on adding or removing gestures from the underlying representation, it is not meant to account for abstract morphophonemic alternations. (As
one example, Navajo has certain suffix combinations in which all segmental material of one suffix deletes, but a high tone is added (Young and Morgan 1987). This is clearly not a matter of altering underlying gestures.) Instead, the theory shows its strength in areas that traditional formal phonology might have relegated to phonetic implementation, such as casual or fast speech reduction. It is clear, though, that inclusion of speech reduction would have no representational consequences for Articulatory Phonology: the use of gestural scores as representations works extremely well for reduced speech. Articulatory Phonology is simply based in the gradience and variability of real speech, which includes reduced speech, whereas other phonological theories are not.

### 5.3 Abstractionist theories of spoken word recognition

Moving beyond nodels of phonology, we can ask what representational consequences reduced speech has for spoken word recognition models. Greenberg (1999) finds that in data from the Switchboard corpus, the word and has 87 distinct pronunciations, including [æn, $\varepsilon \mathrm{n}, ~ a n, æ n t, a n, ~ a m, i]$. He alsı) finds that the most conunon pronunciation of them is [əm]. How does a listener get from the possible surface forms back to the lexical entry and without creating massive confusion with ant, on, them, lanat, a, l'm, etc.? The problem is more extreme for high-frequency function words, but is not limited to them. Models of spoken word recognition such as TRACE, SHORTLIST, etc. traditionally assume that each word has a single underlying form (e.g. Norris et al. 2000), although listing multiple forms is sometimes adopted (Spinelli et al. 2003). Listeners would recognize [ $\mathfrak{j}$ ] as [त्तd], despite their dissimilarity, through a combination of finding the closest segmental match in the lexicon and weighting high-frequency words. For example, listeners might recognize [is] as this despite the poor segmental match, because this has higher frequency than hiss. However, many high-frequency words reduce to similar forms: this, just, and is can probably all be realized as something like [is], and realizations of and overlapping with ant, on, them, and a above also demonstrate this. Thus best match plus frequency may not solve the problem, and neither would multiple lexical listings.

For somewhat less ambiguous forms such as [wic̣ā] weekend (Figure 79.7), listeners could try to apply a rule-like conversion to get from the surface string back to the single lexical representation. However, the problem would be just as for formal phonology in reverse: rules would have to allow for insertion and alteration of almost any segments. Since reduction creates such varied forms, it might be impossible to systematically derive a single invariant underlying form by working backwards from them.

Another approach is to list every possible form of each word in the lexicon, or at least several forms. Thus, the word that might have at least 117 underlying representations, or at least some substantial number from which the rest of the possible surface forms can be derived. The exact number is dependent on the narrowness of the transcription system, but the effect on the lexicon is the same: the number of forms would anultiply greatly. This solution is a drastic departure from the traditional view of what a lexicon contains, and assumes that speakers and listeners do very little abstraction.

Tak ing the logic of multiple underlying listings further, the forms listed need not be limited to those that receive differing trariscriptions in a phonetics lab. Why
should that be limited to the 117 forms Greenberg (1999) found for it? Perhaps it should have a separate listing for every acoustically distinct pattern that can be realized for the word. This leads us to whole-word-based exemplar models of spoken word recognition (Goldinger 1998). In such a theory, every incoming speech toker is measured on various acoustic characteristics, and placed into a "covering map" on all the relevant acoustic dimensions (Johnson 1997), with this information saved about each token a listener hears.

Exemplar inodels were not developed to account for reduced speech. However, they already use an unusually detailed version of lexical representation, which can be viewed as the word category plus all the acoustic information about exentplars of that word heard in the past. An exemplar model would also save information about the speech style in which the listener heard a particular token. For example, if a listener hears a highly reduced token of and in fast, casual speech that was realized just as [i] ], and successfully recognizes it, the acoustic properties of this token and the fact that it was a toker of and will be stored, and the fact that it occurred in casual, fast speech would also be stored. This might help the listener to avoid recognizing the acoustic pattern [i] as and in slow formal speech. It remains to be explicitly tested though whether an exemplar model of spoken word recognition would do any better than other models at identifying reduced speech tokens. Whether token-specific information is saved or not, identifying [is] as the word this vs. just, for example, would present a challenge to any model. If past exemplars of these twro words happen to fall into acoustically somewhat distinct clusters, an exemplar model might succeed (but other models would as well). However, if information about long-term speech rate across the utterance and syntactic and semantic context are more important than acoustic differences within the word, then an exemplar model might have no advantage.

To sum up the issue of whether reduced speech affects our understanding of what constitutes a lexical representation, this depends on the degree of phonetic detail included in a theory's representations. Theories that include considerable detail in lexical representations or memory (e.g. Articulatory Phonology, exemplar models) can readily accommodate reduced speech without a change to what constitutes a representation, although this does not guarantee that these models would succeed in generating or recognizing the correct forms. Theories with exclusively abstract lexical representations may require inoderate or large numbers of separate underlying representations for each word in order to accommodate the variety of reduced surface forms that occur in normal speech.

## 6 Conclusions

At the outset, l suggested that the controversy over reduced speech is not one of how phonological theories should handle a particular phenomenon, but rather one of whether phonetic or phonological theories even should attempt to handle the phenomenon. It is clear that reduction exists, is extremely common, and is not peripheral to the system. But is reduced speech of any interest to phonetics or phonology? We return now to the possible answers to this question.

Within applied work, there is a reason to include reduced speech: if we would like speech technology systems (speech synthesis or automatic speech recognition (ASR)) to make use of what we know about language, we should know as much
as possible about the everyday connected speech which humans use. While speakers may speak somewhat clearly to ASR systems in some applications, ASR systerns have to recognize a great deal of reduction. The acoustic findings on reduction show that even relatively careful speech contains quite a number of reductions (Warner and Tucker 2007), so ASR systems are unlikely to escape the task of recognizing reduced forms. Another application for findings about reduction is language teaching. Students acquiring a second language in a classroom usually hear careful speech. Many of us have had the experience of arriving in the country of our L2, only to find that we cannot understand much at all. While thent problem has many sources, pronunciation variability from casual speech reduction is likely to be one of them. (See also Shockey 2003 on the importance of reduced speech for both of these applications.)

The second reason for considering reduction to be of interest to phonetics and phonology is theoretical. While no theory needs to account for every phenomenon, it seems reasonable for theories of phonology to be able to reach detailed surface forms that actually occur in corpora, unless the theory is intended to stay entirely at a level of abstraction. If the general purpose of phonology is to relate what speakers know about words to how they pronounce then, one night want the theory to be equipped to discuss and represent attested forms; if obtained from a corpus, these forms will include reduction. Some phonological theories can represent reduced forms, at least as transcriptions and perhaps with acoustic values. The modifications to these theories that allow them to model reduction usually were not introduced for that purpose, but the necessary formal mechanisms are now in place.

For a theory of phonetics to rule out reduced speech as being outside its area of interest would be surprising. Phonetic theories clearly "are responsible for" speech as it is produced and perceived. Thus, theories of gestural coordination, of segment perception, of speaker normalization, of phoneme distinctiveness, etc. should be adaptable for reduced speech. Fortunately, many phonetic theories are less sensitive to representational issues than formal phonological theories, and Articulatory Phonology already provides a thoroughly implemented theory that can represent and inodel reduction, as discussed above.

Models of segment perception (whether exemplar or more abstract; cf. Smits et al. 2006) can also potentially accomnodate the detail of reduced segments, although these models have not generally been tested on reductions. One might argue that reduced speech should be considered during the development of all phonetic theories, even if reduction is not the primary interest, to see whether the theory would adapt to the speech that speakers and listeners use daily. Even if connected speech data would be too variable to test a theory on, it should at least be able to apply to more natural speech. For example, the stimuli used by Smits et al. (2006) are synthesized non-speech noises, because the exact controlled distribution of synthesized acoustic characteristics allows them to contrast several models' predictions. However, one could test each model on how it distinguishes the reduced realizations of fap in Figures 79.4b and 79.6 from / / / or from a vowel-vowel sequence, and the mechanisn behind each theory could, in principle, work for reductions.

When one spends a lot of time looking at reduced, spontaneous speech, the difference between that and careful speech can seen so pervasive that one begins to wonder why there is so much research on abstract, careful forms. The exact
details of, for example, locus equations (phonetic theory, involving the relationship between formant frequencies near a consonant and at vowel mid-point) or sonority sequencing (phonological theory) night be obscured or obliterated by the deletions, overlaps, mergers, and alterations of reduction. How can one determine a reliable locus equation for a place of articulation when the volvels can shift toward schwa, be deleted, or merge into a neighboring vowel, and the consonant might be deleted, or might surface with unexpected acoustic characteristics? How can one deterinine the sonority sequencing requirements when the number of syllables is unstable (two on the surface, five underlyingly, as in Arai 1999, or two us. four in Figure 79.1), and manner and voicing of each consonant varies (e.g. Figure 79.2, where everything has become nasals and/or approximants)? The fields of phonetics and phonology have both invested considerable effort into working out the details of theories based on careful speech forins, with an assumption that those forms are representative. Spontaneous speech might make these detailed theories of careful speech seem pointless. Instead of asking whether theories should accommodate spontaneous speech reduction, one might ask whether theories should accommodate the forins of careful speech.

However, it is clear that native speakers' judgments of syllable structure are tapping into sonte real property of language, and that experimental findings on locus equations are as well. The same could be said of other phenomena in phonetics and phonology: spontaneous speech obscures the phenomenon, yet the phenomenon is clearly a real part of language. Alsto, it is easy to focus on the extreme reductions in spontaneous speech, but even casual conversation contains clearly articulated focused words as well. Furthernore, when one does not yet know much about a topic the field is starting to explore, it is certainly advisable to work with speech that is as controlled as possible. Phonetic and phonological studies that consider exclusively careful speech patterns do tell us about a real type of human language. However, what they tell us about is probably not the most conimon form of human language our auditory processing systenis encounter in daily life, inside or outside the classroom, the lab, or our homes. Even when hearing professional newscasting, we are likely to encounter far more reduction than most phonetics experiments or phonological data consider. There are arguments for both perspectives: that reduced speech is a specific facet of phonetic implementation irrelevant to formal phonology and to noost topics of phonetics, and also that it is important to test and model reduced speech in phonological and phonetic theories. What is clear, though, is that reduced speech is a normal part of our daily experience as speakers and hearers, not a rare or marginal phenomenon.
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# 80 Mergers and Neutralization 

Alan C. L. Yu

## 1 Introduction

The notions of mergers and neutralization presuppose the concept of contrast. Two sounds are phonologically cuntrastive if they are in opposition with each other, i.e. if they are capable of differentiating the lexical meanings of two words in a part icular language. The plosives [ p ] and [ $\mathrm{p}^{\mathrm{b}}$ ], for example, are in opposition in Cantonese (Yue Chinese) (e.g. [pa:7] 'father' vs. [p'a:7] 'to lay down') but [b] and $[p]$ are not. Contrast is not restricted to pairs of segments; classes of segments contrast as well. The aspiration opposition between $[p]$ and $\left[p^{h}\right]$ finds analogs in other pairs of segments $\left\langle[t] \sim\left[t^{h}\right],[k] \sim\left[k^{h}\right],\left[k^{w}\right] \sim\left[k^{w h}\right]\right.$. When a phonological opposition is suspended, neutralization or merger obtains. For example, Cantonese has no aspiration opposition between plain and aspirated plosives in syllable-final position; all syllable-final plosives are voiceless and unreleased (e.g. [tha: $\left.\mathrm{p}^{\mathrm{H}}-1\right]$ 'pagoda', [past'-l] 'eight', [kJ:k'f] 'corner, horn').

The terms merger and neutralization are often employed in complementary contexts: merger often characterizes a diachronic and neutralization a synchronic collapse of contrast. The diachronic-synchronic divide between merger and neutralization is more apparent than real, however; the two notions are the two faces of the same coin. The notion of merger is often applied in the context where a contrast reduction leaves no trace of the contrast in the synchronic system; a context-free contrast reduction is the clearest example of this. Neutralization applies to context-dependent contrast reduction; traces of a contrast remain in some contexts, but not in others. Certain varieties of English, for example, merge the voriceless labial-velar fricative / $\mathrm{N} /$ with its voiced colunterpart /w/ (Min kova 2004). Thus the words zultine and wine are homophonous; no remnant of this/in/ ~/w/ contrast is evidenced in the grammar of speakers of these dialects. In certain dialects of Cantonese (most prevalently in Guangzhou, Hong Kong, and Macao; Bauer and Benedict 1997), the distinction between plain and labial velars is not maiintained before the back rolu7.ded vowel /o/. The collapse of the plain vs. labial velars distinction is referred to as a matter of neutralization because the contrast remains before vowels that are not/a/ (e.g. [kenA] 'tight' us. [ $k^{\text {wen en }}$ ] 'boil'). These instances of contrast reduction in English and Cantonese transpire diachronically, but one results in a nerger (i.e. the /w/ ~/w/ merger) and the other in neutralization (i.e. $/ k^{(h)} / \sim / k^{w(h)} /$ neutralization). In this chapter, I shall
collectively refer to mergers and neutralization in terms of contrast reduction. I shall further assume that the term neutralization refers to contrast reduction that results in alternation, while the term merger will refer to any reduction of contrast, both synchronically and diachronically. Thus, in the case of the $/ \mathbf{k}^{(\mathrm{h})} / \sim / \mathbf{k}^{\mathrm{w}(\mathrm{h})} /$ contrast in Cantonese, $/ k^{(h)} /$ and $/ k^{\text {"(h) }(h)} /$ merge before $/ \mathrm{J} /$ diachronically. The outcome of this merger is the neutralization of $/ \mathrm{k}^{(h)} /$ and $/ \mathrm{k}^{\text {w(h) }} /$ before $/ \mathrm{s} /$.

This chapter begins with a review of the range of contrast reduction (§2). §3 surveys several theories that attempt to explain the sources of contrast reduction. $\$ 4$ concludes with a discussion of the challenges to a purely phonological conception of contrast reduction.

## 2 Typology of contrast reduction

Contrast reduction nanifests itself in three different ways: structure-preserving reduction, structure-building reduction, and free variation. ${ }^{1}$ Structure-preserving reduction characterizes scenarios where two or more distinct sounds have, after the reduction, a form that is physically similar to that of one of the sounds appear:ng in the position of differentiation (e.g. $/ \mathrm{k}^{(1)\rangle} / \sim / \mathrm{k}^{\text {w(h) }} /$ neutralization; cf. Kiparsky 1985; Citapter 76: structure preservation: tite resilience of distinctive information). Formally, a reduction of contrast in is structure-preserving if and only if $m$ turns two (or more) distinct sounds into only one of the two sounds, to the exclusion of the other. The merger of $/ \mathrm{m} . /$ and /w/ is structure-preserving, since the result of the nerger leaves /w/ as the surviving sound. Regressive assimilation of voicing is another instance of structure-preserving contrast reduction. For example, in Dutch, the distinction between voiced and voiceless plosives is suspended preconsunantally (Ernestus and Baayen 2003). However, the result of neutralization differs depending on the nature of the following consonant. For example, before a voiced plosive, the $/ \mathrm{t} / \mathrm{\sim} / \mathrm{d} /$ contrast in inervijten [verveitan] 'reproach-INF' and vervijiden [verveidən] 'widen-INf' neutralizes toward /d/ (verwijt bijno [verveid beina:] 'reproach almost' vs. verwijd vijno [verveid beina:] 'widen almost'). However, before a nasal, neutralization is toward /t/ (verwijt niet [verveit nit] 'reproach not' vs. veriwijd niet [verveit nit] 'widen not').

Contrast reduction is structure-building when the outcome of contrast reduction is a sound intermediate between the nornal realization of the two phonemes. Final-consonant voicing neutralization in Cantonese is a case in point. Stops in syllable-final position are unreleased, and thus phonetically non-contrastive in terms of aspiration (chapter 69: final devoicinc and final larynceal neutralization). Another celebrated case of structure-building reduction is flapping in English. The /t/ ~ /d/ contrast in English is suspended intervocalically where the coronal in question is immediately followed by an unstressed vowel (e.g. heed ['hi:d] ひ's. hent ['hi:t], but Indder ['læra'] u's. Intter ['læera.]) (chapter mz: flatping in american enclish). ${ }^{2}$

[^220]When contrast reduction leads to a form varying between two or more variants, this is referred to as free variation (see chapter 92: variability). For a large number of Cantonese speakers, syllable-initial [ n ] is in free variation with [I] (Bauer and Benedict 1997). Thus, words like [nejA] 'you' and [nainv] 'difficult' are ofter pronounced with initial [1], thus merging with [lej^] 'Li (surname)' and [la:nv] 'orchid', respectively. The rate of [ n ] vs. [l] usage varies according to age and gender of the speaker, as well as the register of speaking (e.g. read speech vs. conversational speech).

### 2.1 Positions of contrast reduction

Contrast (chapter 2: contrast) is often restricted to certain positions within the word: the syllable peak (rather than the margin; chaiter 33: syllable-internal sTRUCTURE), the onset (rather thron the coda; CHAPTER 55: ONSETs), the stem (rather than the affiix; citapter 104 : root-affix asymmetries), the stressed syllable (chapter 40: the foot), or the edge of the morphological domains (chapter su: tonal alignment). Washo (Hokan), for example, only allows voiceless liquids and nasals in onset position (Jacobsen 1964). Isthmus Zapotec (Oto-nanguean) contrasts glottalized and modal-voiced vowels, but only in stressed positions (Виело-Holle 2009). Hausa (Chadic) has a fiive-vowel system (/i e a o u/), with a long-short distinction which is reliably distinguished only in final position (Steriade 1994). Ngalakan (Australian) has a five-vowel system (/i e a o u/), but nid vowels in Ngalakan are restricted to the edges of roots (Baker 1999: 72-73); if there is only one nuid vowel in a root, it must appear in an edgentost syllable (i.e. initial /cerata/ 'woman's ceremony' or final /curuwe-/ 'rush'). If there is more than one mid vowel, they must occur in contiguous syllables (/caworo/ 'patrilineal clan') or every vowel in the root must be a mid vowel (/koweleng'(-mit)/ 'beckon to'). ! Xóo (Bushman) contrasts consonants with clicks and consonants without click accompaniment, but only in initial syllables (Traill 1985). In Etung (Bantu), falling and rising tones ( $\mathrm{HL}, \mathrm{H}^{\llcorner } \mathrm{H}, \mathrm{LH}$ ) are restricted to the final syllable of phonological words, but there is no restriction on the occurrence of level tones (Edmondson and Bendor-Samuel 1966). In Lushootseed (Central Salishan), glottalized consonants are only found in roots and lexical suffixes; grannmatical suffixes never have glottalized consonants (Urbanczyk 1996; 46). Contrast restrictions might also differ acrosis word types. For example, in a cross-linguistic survey of 32 languages having 26 consonants or more, Willerman (1994) found that pronouns made significantly less use of the palato-alveolar, retroflex, uvular, and pharyngeal places than other places of articulation and of fewer laterals, affricates, trills, clicks, ejectives, and aspirated segments (see also CHAPTER 102: CATEGORY-SPECIFIC efffcts for differences between nouns and verbs).

Loci of contrast reduction are not always characterizable in structural terms. Steriade (1994) observes that languages with a retroflexion contrast in the apicals (e.g. /t/ us. /t/) often neutralize the contrast in initial or postconsonantal positions, but allow the contrast in post-vocalic position (CHAPTER 46: POSITIONAL EFFELTS in CONSONANT CLUSters). The position of retrofilexion reutralization is difficult to capture in prosodic terms, since post-vocalic position can be either within or across a prosodic domain (e.g. the coda of a syllable and a syllable onset in intervocalic position). Obstruents in Lithuanian contrast in terms of voicing (Senn 1966; Steriade 1997). However, the voicing contrast is supported only before sonorants
(skobnis 'table'; bâdmetys 'year of famine') and not elsewhere. Voicing is neutralized word-finally (daitg [dauk] 'much'; kìd [kat] 'that') and in pre-obstruent posit'ion (dèg-ti [kt] 'burn-inf', mielas drmügas [zd] 'dear friend').

### 2.2 Common triggers and targets of contrast reduction

Languages with contrast reduction often exhibit striking parallelism in the direction of merger and neutralization. Non-assimilatory neutralization of laryngeal contrasts in word-final and preconsonantal positions is often structure-preserving; the preserved segments are generally voriceless. Neutralization toward voiced or ejective is rare, if not non-existent. ${ }^{3}$ Reduction of vocalic contrasts in unstressed positions is commonplace across the world's languages (chafter 26: schwa). The vast majority of such reductions involve the neutralization of vowel nasalization, quantity, or height. Nasrl and oral vowels, for example, are often only contrastive in stressed syllables (e.g. Copala Trique (Hollenbach 1977); Guaraní (Beckman 1998: 158)). Contrasts in vocalic quantity are frequently neutralized toward the short variant in unstressed syllables. Kolami, for example, only contrasts long and short vowels in initial syllables, which are always stressed (Emeneau 1961: 6-7). Quantity contrasts may also neutralize toward the long variant under certain circumstances. For example, a vowel following a consonant-glide sequence must be long (/ak-a/ 'ask!' is. /kw-a:k-a/ 'to ask'; Myers and Hansen 2005: 318) in Rwanda (Bantu), which has a contrast in vowel length ([gusi: $\beta$ a] 'to be absent' vs. [gusißa] 'to erase'; Kimenyi 1979: 1). Reduction in vowel height in unstressed position often favors one of two outcomes: the unstressed vowel may becone either [a] or [a]. In Belarusian, for example, mid vowels /e o / reduce to [a] (['roryi] 'legs' vs. [na'ya] 'leg'; ['reki] 'rivers' vs. [ra'ka] 'river'; Crosswhite 2004: 192); thus the five vowels found in stressed syllables, /ie a o u/, are reduced to three, [ia u], in the unstressed syllables. The seven-vowel system in Central Eastern Catalan (/iex a $\mathfrak{\rho}$ ou/) is only evident in stressed syllables; in unstressed syllables, only three vowel qualities, [i a u], are allowed; underlying /e $\varepsilon$ a/become [a], while /u o J/become [u], as shown in (1). Vocalic contrast reductions along other featural dimensions are rare and are often secondary to height neutralization in the same system (Barnes 2002).
(1) Central Enstern Catalan (Barnes 2002: 37)

| 'riv | 'river' | ri'wet | 'river ( dim ) ${ }^{\text {c }}$ |
| :---: | :---: | :---: | :---: |
| 'new | 'snoww' | na'weta | 'show (Dim)' |
| 'inel | 'honey' | ma'leta | 'honey ( Dim)' |
| 'pala | 'shovel' | pa'eta | 'shovel (DIM)' |
| 'roos | 'wheel' | ru'ôeto | 'wheel (dim)' |
| 'mon ${ }^{\text {a }}$ | 'monkey (FEM)' | mu'neto | 'monkey (FEm dim)' |
| 'kura | 'cure' | ku'reta | 'cure (dim)' |

The targets of assimilatory neutralization show cross-linguistic similarities as well (Cho 1990; Ohala 1990; Jur 1995; Steriade 2001; de Lacy 2002, 2066). For

[^221]example, obstruents are often voiced after nasals (Pater 1999). Nasals in turn frequently assimilate to the place of articulation of the following consonant, as illustrated by the exainples from Yoruba (Niger-Congo) in (2).
(2) Voruba nasal assimilation (Pulleyblank 1995: 5)
a. bá rubbá 'overtake'
fy ḿfj 'break'
b. tà ńtà 'sell'
sū ńsū 'sleep'
c. $\mathrm{j} \emptyset^{\prime} \overline{\mathrm{r}} \mathrm{j}$ ' 'dance'
jє $\overline{\mathrm{j} j} \mathrm{\varepsilon}$ 'eat'
d. ko rjks 'write'
wí !.j㇒́ 'say'
e. gbś פ́mgbś 'hear, understand'
kpa ǵmkpa 'kill'
Among obstruents, coronals are most susceptible to place assimilation. In Korean, for example, morpheme-final coronals assimilate to dorsals or labials (3a). Morpheme-final labials assimilate ío dorsals (3b), but no assimilation is observed when the following consonant is coronal. Dorsals are inert; they assimilate neither to a following labial nor to a following coronal (3c) (CHAPTER 22: consonantal place of articulation). ${ }^{4}$
(3) Korean place assimilation (Hume 2003: 7-8)

| a. | /mit+ko/ | [mikk'0] |  | 'believe and' |
| :---: | :---: | :---: | :---: | :---: |
|  | /mith+pota/ | [mupp'ota] |  | 'more than the bottom' |
| b. | /ip+ko/ | [ikk'o] |  | 'wear and' |
|  | /nop+ta/ | [nopt'a] | *[nott'a] | 'high' |
| c. | /nok+ta/ | [nokt'a] | *[nott'a] | 'melit' |
|  | /kuk+pota/ | [kukp'ota] | *[kupp'ota] | 'more than soup' |

## 3 Theories of contrast reduction

Early discussions of contrast reduction focused on how to characterize the outcome of context-specific contrast reduction. That is, how would a theory of phonemics capture the fact that the contrast between two or more sounds in some positions of a word or a syllable is not maintained in other positions (CHAPTER 11: tife. phoneme.)? The main analytic puzale neutralization presents to structuralist phonemics concerns the violation of the bi-uniqueness condition (i.e. of one-toone mapping between allophones and phonemes). The Prague School resolves this indeterminacy by positing archiphonemes in contexts of neutralization (Trubetzkoy 1939); archiphonemes are units that represent the common features of phonemes whose contrastive property is neutralized in specific contexts. In Yoruba, for example, a preconsonantal nasal would be treoted as an archiphoneme, $N$ (e.g.

[^222][ưnbá] /Ńbá / 'overtake'). The archiphonemic treatment of neutralization anticipates the underspecification treatment of neutralized segments made possible by the reconceptualization of the phonemes as sets of distinctive features. In an underspecification model (CHAPTER 7: FEATURE SPECIFICATION AND UNDERSPECIFICATION), a preconsonantal nasal in Yoruba, for example, would be specified for the feature [+nasal], while the surface realization of this underspecified nasal would be specified contextually.

In addition to the issue of representation, theories of neutralization also attempt to explain the causes for neutralization. That is, why do cross-linguistic parallelisms abound in cases of contrast reduction? Two main approaches have been advanced: structure-based and cue-based. This section review's how these two approaches conceptualize the problem of contrast reduction and what mechanisns account for the observed typological tendencies.

### 3.1 Licensing and markedness

Structure-based approaches maintain that certain prosodic or structural positions disfavor the maintenance of phonological contrasts. The phonological grammar may either prohibit a contrast in a given structural position in termis of a filter constraint (4) or impose a licensing condition which specifies how a phonological contrast must be configured in order to be realized in a given position within the word (5) (see also chapter 46: positional effects in consonant clusters).
(4) Positional neutralization: Filter/negative version (Steriade 1995: 120) * $\alpha F$ in $x$, where $x$ is defined prosodically or morphologically.
(5) Positional neutralization: licensing/positive version (Steriade 1995; 121) ${ }^{6}$ af must be licenced in $x$, where $x$ is defined prosodically or morphologically.

Codas in Pali, for example, must be the first half of a geminate structure (6a) or nasal (6b). Coda nasals must be placeless, or homorganic with the following stop.
(6) Pali cluster simplification (Zec 1995: 157)
a. sup+ta sutta 'to sleep' taptta tatta 'to shine' cajtta catta 'give out'
b. dam+ta danta 'to tame' vam+ta vanta 'to investigate'

Coda cunstraints such as those in (7) prevent illicit codas. (7a) states that "if there is a syllable-final consonant which is singly linked, its melody cannot be [-nasal]"; (7b) states that "if there is a syllable-final consonant which is singly linked, its melody must be [+nasal]."

[^223](7) Codas in Pali (follewing Itô 1986)
a.

b.


Geminates, where the melody is doubly linked both to the coda of one syllable and to the onset of the following syllable (chapter 37: Geminates), violate neither (7a) nor (7b), because the melody is not uniquely linked to a [nasal] feature.


The same approach can be applied to the fact that codas in Pali are either placeless, as in the case of nesall codas, or homorganic with the following stop (9).
(9) Codo place in Pali (following Itô 1989: 224)

$\lambda$ coda consonant can be specified for place as long as the Place node is not uniquely linked to the coda consonant. If a coda nasal cannot share Place with another segment, it will remain placeless.


The restrictiveness of potential triggers and targets of neutralization have provided fruitful venues for discovering the organization of features at the phonelegical level. There have been many proposals for the organization of features inte a hierarchical set structure within Autosegmental Phonology (see McCarthy 1988 and Clements and Hume 1995 for overviews of proposals in feature geometry; see also chapter 27: the organization of features). By assuming that the different features for place of articulation are hierarchically linked to a Place node, nasal place assimilation in Yoruba can be elegantly and economically modeled in ternus of the spreading of the place node (11).
(11) Place assimilation in a fenture-geometric organization (Pulleyblank 1995: 9)


Within this type of feature-geometric framework, non-assimilatory contrast reductions are generally treated as a matter of delinking of branches of a feature free. In the Kelantan dialect of Malay (Austronesian), for example, /ptk/ neutralize to [?], and /s f/ become [h] (12).
(12) Kelantan Malay place neutralization (Teoh 1988)

| /ikat/ ika? | 'tie' | /sasak/ sasa' 'crowded' |
| :--- | :--- | :--- | :--- | :--- |
| /dakap/ daka' | 'embrace' | /hampas/ hapah 'husk' |

Debuccalization to [ ${ }^{7}$ ] and $[\mathrm{h}]$ can be viewed as delinking of the Place node (13). The fact that $/ \mathrm{pt} k /$ debuccalize to $[\rho]$, but $/ \mathrm{s} /$ to $[\mathrm{h}]$, can be attributed to the fact that non-place features of the underlying segment (e.g. [continuant]) are left intact.
(13) Formalization of $/ \mathrm{s} / \rightarrow[\mathrm{h}]$ and $/ \mathrm{p}+\mathrm{k} / \rightarrow[$ ] $]$
$\begin{array}{lc}\text { Other features } & {[- \text { voice, } \pm \text { cont }]} \\ \text { Place node } & \neq \quad \text { Place }\end{array}$

Adopting the framework of Optimality Theory (OT; Prince and Snoolensky 1993), which determines the contrastive status of a feature $F$ via the interaction of a constraint that requires the preservation of $F$ and constraints on the rest of the system (Kirchner 1997), Lombardi (2001b) analyzes place neutralization such as (12) in terms of the interaction between consonantal place faithfulness and a family of universally ranked place narkedness constraints ((14); cf. Prince and Smolensky 1993; Smolensky 1993; see also chapter 63: markedness and fattrifuiness constraints). Unlike the position-specific markedness constraints in (4) and (5), this family of markedness constraints captures the idea that pharyngeals, including / / h/ (McCarthy 1994), are less marked than coronals in general, irrespective of position. The tableau in (15) illustrates a markedness-based treatnent of coda place neutralization.
(14) Place hierarchy
*Dors/*Lab >> *Cor >> *Phar (Lombardi 200ib: 29)
(15) Place neutralization in Kelantan Malay (Lombardi 2001b: 31) ${ }^{7}$

| /ikat/ | Max | Dep | *DORS/*LAB | *Cor | ${ }^{*}$ Phar | *Max(Place) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. jkat |  |  | * | *! |  |  |
| b. jkati |  | *! | * | * |  |  |
| c. ika | *! |  | * |  |  | * |
| dicide? |  |  | * |  | * | * |

[^224]The position-specificity of place neutralization is captured by the universal ranking of Ident(OnsPlace) >> Max(Place). Ioent(OnsPlace) requires that an onset consonant have the Place of its input correspondent, while Max(Place) requires that an underlying Place feature have an output correspondent. Assuming that Io(OnsPlace), which preserves underlying place features in the onset only, always outranks the place hierarchy in (14), a place distinction in coda position is neutralized due to the dominance of the markedness constraints in (14) over $\operatorname{Max}$ (Place). Markedness violations in coda position cannot be resolved by deleting the offending coda due to the high ranking of Max, which penalizes deletion, nor can it be resolved by the addition of a final vovel due to the high ranking of Der, which penalizes epenthesis. Place distinctions neutralize toward [ ${ }^{\prime}$ ], since *Phar, which penalizes /?/, among other things, is ranked lower than the other place markedness constraints; the candidate with a / / / coda ( 15 d ) is thus preferred over the fully faithful candidate (15a), which has a coronal coda.

### 3.2 Richness of cues and contrast maintenance

As the last case study illustrates, the notion of markedness is often invoked to account for the directionality of contrast reduction (Citarter at markedness). Laryngeal neutralization in coda position is said to favor voicelessness, because laryngeal features such as [voice] and [constricted glottis] are more marked than voicelessness (Lombardi 1991; charter 69: final devoicing and rinal larynceal neutralization). Similarly, the fact that vowels in unstressed position often neutralize to schwa is often attributed to the unmarked ness of schwa (chapter 26: schwa). The definition of markedness is a matter of great debate, however, see chapter 4: markedness.

In an effort to provide an objective basis for markedness, somne scholars have proposed to ground the notion of narkedness in terms of speakers' partial understanding of the physical conditions under which speech is produced and perceived. This phonetically based notion of markedness leads to the development of a cue-based approach to contrast reduction (see Hayes et al. 2004 and references therein). The basic assumption of cue-based approaches to contrast reduction is that a contrast is suspended in positions where the relevant contrast-supporting cues are dinninished; a contrast in such cue-impoverished environments may be maintained only at the cost of additional articulatory maneuvers. A contrast is licensed in positions that are rich in perceptual cues that maximize the contrast's perceptibility. Alveolars and retroflexes, for example, are most easily distinguished by their VC transition profiles. Positions where VC transition is impoverished or non-existent, such as word-initial and postaonsonantal positions, tend to be loci where the alveolar ~ retroflex contrast is eliminated (Steriade 1994). For example, the Australian language Bunuba contrasts apical alveolar and retroflex wordmedially (e.g. /bidi/ 'thigh' ves. /widigi/ 'stick insect'), but only apical alveolars are found word-initially (Rumsey 2000). The only exception to this restriction is when a subsequent syllable contains [d. $\eta$ l]; in such instances (e.g. /nad. A/ 'short', /dulu/ 'heart'), long-distance retrofllexion is assumed to be what licenses the presence of retroflexion word-initially (Hamann 2003). Even when VC transitions are present, however, retroflexes are often avoided in the environment of /i/. For example, retroflex fricative and affricate series in several Chinese dialects
are in complementary distribution with the alveo-palatals: before a high front vowel, only alveo-palatals are found, while the retroflexes occur elsewhere (Yip 1996). Hamann (2003) explains this avoidance of retroflexes in the envirorunent /i/ as a result of the articulatory inconpatibility between the production of these segments; a flat tongue middle and retracted tongue back configuration for retroflexion cannot be combined with the high tongue middle and fronted tongue back necessary for front vowels. Languages often restrict the distribution of contour tones to phonemic long vowels (e.g. Soniali and Navajo), stressed syllables (e.g. Xhosa and Jemez), and word-final positions (Zhang 2001, 2002). While it is difficult to characterize these positions in structural or prosodic terms in a unifying way, they have in common rhyme durations that are long, sonorous, and high in intensity. This fact has led some researchers to hypothesize a long sonorous rhyine duration as the unifying factor for privileged contour tone licensers (Gordon 1999, 2001; Zhang 2001). Obstruents are often voiced after a nasal, resulting in voicing
 1986: 236). Hayes and Stivers (1995) attribute the preference for post-nasal voicing to the effects of "velar pumping," which arises from vertical motion of a closed velum, and of "nasal leak," the leakage of air through a nearly closed velar port during the coarticulatory period between oral and nasal segments.

Structure-based accounts have difficulties accounting for languages, such as Lithuanian, which licenses laryngeal contrasts in pre-sonorant position, regardless of whether the following sonorant is tautosyllabic or heterosyllabic (see also Ancient Greek and Sanskrit; Steriade 1997). From a cue-based perspective, the reduction of laryngeal contrasts in preconsonantal and final positions follows from the fact that many of the relevant cues for the perception of voicing (closure voicing, closure duration, duration of preceding vowel, F0 and F1 values in preceding and following vowels, VOT values, burst duration, and amplitude) are endangered in those positions (see also charter 8: sonorants). The more impoverished the available perceptual cues are, the less sustainable the laryngeal contrast is. Thus, word-initial preconsonantal position is least hospitable to a contrast in voicing, while inter-sonorant position is most ideal for voicing realization. Formally, a cue-based account of contrast reduction may be modeled as the interaction between constraints on contrast maintenance and markedness constraints induced from phonetic knowledge (Steriade 1997; Hayes 1999). Steriade (1997), for example, models [voice] neutralisation in terms of the interaction between the constraint Preserve[voice], which demands faithfulness to input voice values, and a fixed hierarchy of $*$ Voice constraints, aligned to a voice perceptibility scale (16).
(16) Scale of obstruent wicing perceptibility nccording to context (Steriade 1997: 11) ${ }^{8}$

$$
\begin{aligned}
& V \text { _ }[+\mathrm{son}]>\mathrm{V} \_\#>\mathrm{V} \_[-\mathrm{son}]>[-\mathrm{son}] \ldots[-\mathrm{son}],[-\mathrm{son}] \ldots \#, \\
& \# \text { _ }[-\mathrm{son}]
\end{aligned}
$$

A language with voicing licensed only before sonorants would have the following ranking:

[^225](17) Voice licensed before sonorants (Steriade 1997: 12)
*Voice / [-son] _ [-son], [-son] _ \#, \# _ [-son] >> *Voice /V _ [-son] >>
*Voice / V _ \# >> Preserve[voice] >>*Voice / V _ [+son]
Given that the ranking of constraints projected from a phonetically grounded perceptibility scale has been argued to be universal (CiIAPtER 98: SPEECII PERCEPTi@n and phon@l@cy), such a model makes strong predictions about the typology of laryngeal neutralization patterns. For example, it predicts that a language with a voicing contrast in word-injtial preconsonantal position must also allow a voicing contrast in word-initirll, intervocalic, and word-final positions. The Mon-Khmer language Khasi, spoken in the Assam province of India, shows that such a strong prediction does not obtain. As i.lustrated in (18), Khasi contrasts voiced and voiceless plosives in word-initial preconsonantal position.
(18) Voicing contrast in initial clusters in Khasi (Henderson 1992: 62)

| bti | 'to lead by the hand' | pdot 'throat' |  |
| :--- | :--- | :--- | :--- |
| bthi | 'sticky' | pdeng | 'middle' |
| dker | 'tortoise' | thian | 'floor' |
| dkhar | 'plainsman' | tho | 'to feel' |
| dpei | 'ashes' | pjah | 'cold' |
| bshad [blart] | 'civet' | bdi | 'twenty' |

Using evidence from a Frakjær-Tensen combined osciloscope and mingograph, Henderson (1992) confirmed the voicing contrast in word-initial preconsonantal position and ruled out the possibility of a svarabhakti vowel between the two stops. What is of interest here is the fact that in syllable-final position there is no distinction between voiced and voiceless stops; final stops are unreleased and frequently accompanied by simultaneous glottal constriction (Henderson 1967: 567). Since a voicing contrast is allowed word-initially before another obstruent, a highly inupoverished environment for the maintenance of a voicing contrast, a cue-based approacl that maintains the universality of voicing perceptibility necessarily predicts that a voicing contrast should also be maintained in less impoverished environments, such as post-vocalic word-final positions. It is worth noting that counterexamples of this sort do not obviate the validity of a cue-based approach to contrast reduction per se, since the assumption of the universality of cue perceptibility is logically independent of the claim that cue maintenance is the driving force behind contrast maintenance and reduction (see Hume and Johnson 2001b for discussion on the language-specificity of speech perception).

Some cue-based theorists eschew the notion of markedness at the level of the individual segment or feature, and favor instead a contrast maximization account. Dubbed "Dispersion Theory" (Flemming 1995, 1996; Ni Chiosáin and Padgett 2001; Padgett 2003) after Lindblom's $(1986,1990)$ Theory of Adaptive Dispersion, such a theory of contrast maintains that the selection of a phonological contrast is subject to three functional goals (see Mlartinet 1952, 1955, 1964 for early formulations of these functional ideas; cf. Silverman 1996, 2004, 2006):
(19) a. Maximize the distinctiveness of contrasts.
b. Minimize articulatory effort.
c. Maximize the number of contrasts.

From this perspective, the dispreference for sound $x$ is conceptualized as a dispreference for the sub-maximally distinct contrasts between $x$ and other sounds in the particular sound systent. As schematized in the ranking in (20), a contrast is formally neutralized in some context if it cannot be realized with a distinctiveness of $d$ without violating *Efrort, an effort-minimization constraint penalizing some articulation.

## MinDist=d, *Effort >> MaximizeContrasts

In Belarusian, for example, a five-vowel inventory /i ea o u/ is observed in stressed syllables. In unstressed syllables, /e a o/ reduce to [a] or [ t ], depending on the position of the vowel relative to the stressed syllable (Barnes 2()02: 65). Flemming (2004) argues that this type of vowel reduction is notivated by difficulties in producing distinct F1 contrasts in unstressed positions. Specifically, increasing difficulty in producing a low vowel as a result of vowel duration shortening in unstressed positions leads to the raising of short low vowels; the smaller range of the Fl dimensions for distinguishing Fl contrast then leads to the selection of a smaller number of contrasts. Flemming captures this intuition in terms of the ranking in (21).
(21) Unstressed vowels are short, *ShortLowV, MinDist=F1:3 >> MaximizeContrasts >> MinDist=F1:4

The constraint Unstressed vowels are short requires unstressed vowels to be shorter than stressed ones. This constraint will be omitted in tle subsequent discussion, since it is assumed to be undominated, so that no vowel systems violating this constraint will be permitted in the present context. *ShortLow ${ }^{\text {* }}$ (abbreviated *a) is an effort-minimization constraint that penalizes low vowels. The MinDist=Y:X constraints are satisfied by contrasting sounds that differ by at least $X$ distance on the $Y$ dimension. The highest-ranking MinDist constraint that outranks the iliaximizeContrasts constraint sets the threshold distance, and the optimal inventory is the one that packs the most contrasting vowels onto the relevant dimension (here F1) without any pair being closer than this threshold.

With the relative positioning of vowels on the F1 dimension stated in (22), Belarusian's three-way vowel height distinction in stressed syllables is predicted in (23). Since the present evaluation concerns only distinctions in vowel height, the back counterparts of vowels in the inventory candidate set are left out for ease of reference. The tableau in (23) shows that a four-way height distinction is suboptimal (23c), because vowels are not distinct enough according to the constraint, MinDist=F1:3. Reducing the height inventory too much (23a) results in excessive contrast reduction, thus incurring more MaximizeContrasts violations relative to the optimal inventory set (23b).

| F1 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $a$ | $e$ | $\varepsilon$ | $e$ | $e$ | 1 | $i$ |

Belarusian: Vowels in stressed syllables

| ${ }^{* a}$ | MinDist= <br> F1:3 | Maximize <br> Contrasts | MinDist= <br> F1:4 |  |
| :---: | :---: | :---: | :---: | :---: |
| a. 'i'a |  |  | $\checkmark \checkmark!$ |  |
| crb. 'i'e'a |  |  | $\checkmark \checkmark \checkmark$ | ${ }^{* *}$ |
| c. 'i'e'e'a |  | $*!$ | $\checkmark \checkmark \checkmark$ | ${ }^{* * * *}$ |

In the unstressed syllables, the constraint *ShortLowV (*a) becomes applicable. It rules out the candidate vowel inventory [iea], because of the presence of [a]. The three-way height distinction cannot be maintained even if the low vowel [a] is avoided, the distance between [e] and [ b$]$ being insufficient, due to the high ranking MinDist=Fl:3 constraint. The winning candictate has only two vowel heights, which fares worse by MaximizeContrasts, but satisfies the higher-ranked ninimum distance requirements.

Belarusimm: Vowels in unstressed syllables

| ${ }^{*}$ a | MinDist $=$ <br> F1:3 | MinDist $=$ <br> F1:4 | Maximize <br> CONTRASTS |  |
| :---: | :---: | :---: | :---: | :---: |
| c: a. ie |  |  |  | $\checkmark \checkmark$ |
| b. iee |  | $*!$ | ${ }^{* *}$ | $\checkmark \checkmark \checkmark$ |
| c. iea | ${ }^{*}!$ |  | ${ }^{* *}$ | $\checkmark \checkmark \checkmark$ |

Within Dispersion Theory, the objects of analysis are systems of oppositions. The notion of contrast reduction is thus given a genuine expression in such an analysis. Whereas most other approaches view mergers and neutralization as the results of the application of constraints or rules that prevent the expression of individual segments or features, Dispersion Theory holds that mergers and neutralization follow from the number of oppositions a language makes available in different contexts. It should be noted that, because of its insisience on looking at systems of contrast from the perspective of the language as a whole, Dispersion Theory raises questions regarding how phonological derivation is implemented in such a model (Boersma 1998: 361; but see Ní Chiosáin and Padgett 2001 and Padgett 2003 for a response to this problemn).

This section has reviewed major theories of contrast reduction, showing that proposals range from completely structure-dependent accounts to theories that embrace the full phonetic substance of sound patterns. The debate on what a proper theory of contrast reduction is, however, might ultimately rest on resolving a more fundamental question - does synchronic contrast reduction truly exist? This is the topic of the next section.

## 4 Do real synchronic mergers and neutralization exist?

Until recently, most theories of phonology have assumed some form of lexical ninimality (the minilnization of lexically stored information; Chonsky and Halle

1968: 381; Steriade 1995: 114 ; see also chapter 1: underlying representations) and feature economy (the minimization the ratio of features to segments in an "alphabet"; Clements 2003; see also charter 17: distinctive features). In early generative phonology, for example, the underlying alphabet is the minimal sound set needed to express surface differences between distinct morpleemes; at the level of the underlying representation, no allophonic variants are present. Theories differ in the number of levels of representation allowed (e.g. Lex kal Phonology and Morphology (Kiparsky 1982, 1985; Mohanan 1982) recugnizes three levels of representations: underlying, lexical, and phonetic) and the degree of minimality assumed at each level. Common to these early theories of phonology, however, is the premise that, out of the vast sea of phonetic signals, only a small subset of phonetic properties are contrastive in a given language (Sapir 1933; Trubetzkoy 1939; Jakobson et al. 1952; Hockett 1955; Chomsky and Halle 1968; Kiparsky 1982, 1985). Contrast is encoded in terms of a difference between $+F_{i}$ and $-F_{i}$ for some fiinite set of features $F_{i}$, and contrast reduction corresponds to the elirnination of this difference (i.e. the outcome of such a reduction is either $+\mathrm{F}_{i,}-\mathrm{F}_{\mathrm{i}}$, or null).

Non-distinctive phonetic properties are treated in one of two ways. To begin with, features that do not distinguish lexical items may be underspecified in the lexical entries (e.g. Archangeli 1988; Pulleyblank 1995; Steriade 1995; Clements 2003; chapter 7: feature specification and underspecification). The feature [voice] in sonorants, for example, is non-contrastive, and thus redundant, in languages such as English, which do not distinguish between voiced and voiceless somorants (CHAPTER 8: SONORANTS; CHAPTER 13: THE STRICTURE FEATURES). Sonorants are underspecified for voicing, i.e. sonorants bear no value for the feature [voice]. Such an assumption of non-contrastive feature underspecification has important theoretical consequences for the treatment of transparency effects in the phonology of the feature [voice]. For example, as seen earlier, nasals do not induce regressive voicing assimilation in Dutch, but voiced obstruents do, suggesting that only voiced obstruents are underlyingly specified for the feature [voice]. The other treatment of non-distinctive phonetic properties is to exclude them from the feature pool altogether. For example, vowels are longer before voiced stops than before voiceless ones in American English (bat [bæt] vs. bad [bæ'd]). Peterson and Lehiste (1960) suggest that the ratio of vocoid duration before voiceless consonants to that before voiced consonants in American English is $2: 3$. Such a difference in vocoid duration which covaries with the voicing of the following consonant is generally dismissed as the effect of automatic phonetics, and thus assumed to play no role in any phonological analysis; features such as [slightly long] would not be part of the universe of phonological features. ${ }^{4}$

As Labov et al. (1991: 38) point out, the assumptions that "contrasts were discrete and binary, that there was no such thing as a small difference in sound, that production and perception were symmetrical, and that introspections were reliable" have received increased scrutiny in recent years (CHAPTER 89: Gradiencf: and categoricality in phonological, tifeory). For example, Dispersion Theory's admission of phonological constraints that regulate features

[^226]along scalar dimensions, rather than in terms of binary oppositions, already foreshadows the move away from a discrete and binary notion of contrasts (e.g. MinDist $=Y: X$ constraints evaluate distances along sonme phonetic dimensions such as F1). Mounting evidence for near mergers and incomplete neutralization raises further questions about the validity of these abovementioned assumptions. This is the topic of the next section.

### 4.1 Near mergers and incomplete neutralization

Near merger describes the situation where speakers consistently report that two classes of sounds are the same, yet consistently differentiate them in production at a better than chance level. Labov et al. (1972: ch. 6), for example, reports that speakers in New York City different iate words such as source and sauce in production, but report no distinction between them in perception. Similar near nergers have been reported in other varieties of English (e.g. fool and frill in Albuquerque (Di Paolo 1988); too vs. toe and beer vs. bear in Norwich (Trudgill 1974); line vs. loin in Essex (Labov 1971; Nunberg 1980); meat vs. mate in Belfast (M ilroy and Harris 1980; Harris 1985)). Near mergers are not restricted to segmental contrasts. Yu (2007), for example, demonstrates that derived mid-rising tones in Cantonese show a small but statistically significant difference in FO from underived mid-rising tones. Similar to near mergers, incomplete neutralization refers to reports of small but consistent phonetic differences between segments that are supposedly neutralized in certain environments. Flapping is often cited as a neutralizing phonological alternation in American English; underlying /t/ and /d/ surface as dental flaps or taps when followed by an unstressed vowel (Cutarter 113: flapring in american enclisit). Word-final and preconsonantal obstruent devoicing is another classic example of a neutralizing sound pattern (chapter 69: Final devoicing and final larynceal neutralization).

Incomplete neutralization has been reported outside the domain of obstruent voicing as well. In Eastern Andalusian Spanish, for example, the combined effect of word-internal coda aspiration and the gemination of the consonant following the aspirated coda leads to potential neutralization (e.g. [kaht:a] for both /kasta/ 'caste' and /kapta/ 's/he captures'). Gerfen (2002), however, reports that aspirating an /s/results in a longer duration of aspiration, while aspirating a/p/or /k/ results in longer medial consonant gemination (see also Gerfen and Hall 2001). Bishop (2007) found that listeners make use of the length of the consonant following aspiration as a cue for making phonemic decisions regarding the nature of the underlying coda. In many languages, an epenthetic stop can occur within nasalfricative or heterorganic nasal-stop clusters (e.g. English dreamt [dıentt] ~ [diempt]; prince [puns] ~ [paints]). Several studies have fround that such epenthetic stops are phonetically different from underlying stops in the same environment. Fourakis and Port (1986), for example, found that underlying /t/ in words like prints [pants] are significantly longer and the neighboring nasal significantly shorter than epenthetic [t] in words like prince. Dinnsen (1985), citing Rudin (1980), reports that long vowels deriving from underlying / $\mathrm{VgV} /$ sequences in Turkish are 13 percent longer than the underlying long vowel $/ V: /$. Simonet et al. (2008) report that the so-called /r/ $/ / /$ neutralization in post-nuclear position in Puerto Rican Spanish (e.g. /'arma/ $\rightarrow$ ['alma] 'weapon' $\because s . /$ /alma/ $\rightarrow$ ['alina] 'soul') is incoinplete. Based on measurements of duration of the vowel

+ liquid sequences and examination of formant values and trajectories, Simonet et al. (2008) conclude that, while post-nuclear /r/ is similar to post-nuclear /I/. there nonetheless exist systematic durational and spectral differences, suggesting that the two liquids have not completely merged.

Since traditional theories of the plonetics-phonology interface assume that phonological representations in the lexicon are categorical, contrastive elements, and since the phonetic implementation component computes the degree and timing of articulatory gestures, which are gradient and variable, the discovery of near mergers and incomplete neutralization presents a curious contundrum. For a given underlying distinction $+F$ and $-F$, how can an output $-F$ that corresponds to an underlying $+F$ display systematically different surface phonetic realization from an output $-F$ that corresponds to an underlying $-F$, when information flow is supposed to be strictly unidirectional? In such a model, no articulatory plan can look backward to phonological encoding, nor can phonological encoding look back to the lexical level. No lexical information can influence the phonetic implementation directly either, bypassing the level of phonological encoding. On this view, the categorical form of a lexeme wholly determines the phonetic outcome. Phonetic variations on the surface are considered artifacts of the context or performance-induced anomalies.

In light of such conceptual difficulties, many have sought to explain away the observed sub-phonemic phonetic differences as a consequence of orthographic influence or as variation in speaking style. For example, it has been found that the less the experimental design emphasizes the role of orthography, the smaller the durational effects (Fourakis and Iverson 1984; Jassem and Richter 1989). Port and Crawford (1989) found that discriminart analysis to classify productions by underlying final voicing was most successful ( 78 percent correct) when speakers dictated the words, but least successful (55 percent correct) when target words were embedded in sentences that do not draw attention to the ninimal pairs (whether read or repeated orally). But not all cases of near mergers and incomplete neutralization can be attributed to performance factors. Warrer et al. (2004), for example, fourt sub-phonemic durational differences in the case of final devoicing in Dutch, even when possible orthographic influence was controlled for as a confound. Yu (207b) found incomplete merger of underived and morphologically derived mid-rising tones in Cantonese, a language whose orthography does not indicate tone. Further support for the existence of a suspended contrast comes from the fact that speakers appear to have some access to subtle phonetic differences. As noted earlier, Bishop (2007) found that Andalusian Spanish speakers can make use of subtle closure duration differences to recover underlying coda consonants. In the case of final devoicing in Dutch, listeners not only can perceive durational differences (Warner et al. 2004), they even use these sub-phonemic distinctions to hypothesize which past tense allomorph nonce forms would take (Ernestus and Baayen 2003; Chapter ys: phonolocically conditioned allomorirh selection).

### 4.2 Approaches to sub-phonemic phonetic differences

Sub-phonemic distinctions have been analyzed as the result of paradigm uniformity ainong morphologically related neighbors (e.g. phonetic analogy; Steriade 2000; Yu 2007a; (HAPIER 83: 1'ARAdicms; Chal'ter 87: neiGhborhood effects).

Steriade (2000), for example, argues that grammars prefer words within a paradignt to be uniform. ${ }^{\text {In }}$ Steriade extends this paradigm uniformity preference to the phonetic level. French, for example, has an optional schwa deletion which creates ostensibly homophonous strings (e.g. bas retroncs' [basatruve] 'stocking frund again' $\rightarrow$ bas r'tronvé [bastisuve] des. bar trouvé [bastruve] 'bar found'). Various studies have shown that the consonant to the left of the syllable of the deleted schwa maintains phonetic qualities that would only be expected if the schwa were still present (Rialland 1986; Fougeron and Steriade 1997). Steriade (2000) interprets such unexpected phonetic differences as the results of phonetic analogy; forns with schwa deletion are influenced phonetically by the corresponding schwa-full forms (e.g. /r/ in bas r'tronvé [bastruve] takes on onset-like articulation from the $/ r /$ in the related phrase bas retrowere [bacatisuve]).

Van Oostendorp (2008) argues that incomplete neutralization in final devoicing can be captured within a Containment nodel of OT in terms of a turbid representation of phonological outputs (Goldrick 2001). Output structures are characterized in terms of two types of relations: a Projection relation, which is an abstract structural relationship holding between a segment and the feature (represented by $\uparrow$ in (25)), and a Pronunciation relation, an output relationship that holds between the feature and the segınent and describes the output realization of a structure (represented by $\downarrow$ in (25)). On this conception, a three-way distinction obtains between segments that are underlyingly voiceless (i.e. they lack the feature [voice]), segments that are underlyingly voiced and pronounced voiced, and segments that are underlyingly voiced, but are not realized as voiced on the surface (25).

A three-way voicing distinction using turbidity theory
a. ta:t

b. | tad |
| :---: |
| $\uparrow \downarrow$ |
| $[$ vorice $]$ |

c. ta:d
[voice]

The selection of a representation like (25c) would be determined by the interaction between markedness constraints that disfavor coda voicing and the constraint Reciprocity $(X, F)$, which holds that if a segment $X$ entertains a projection relation with a feature $F$, then $F$ must entertain a pronunciation relation with the segment $X$. Because of their structural differences, (25a)-(25c) will show different surface phonetic realizations.

These phonological approaches assume that cases of incomplete neutralization are in faict complete at the phonological level and that the output segment is phonologically unvoiced. The sub-phonemic differences observed would either be due to analogical influences from related forms that retain voicing or to covert structural differences among outputs. Is a complete neutralization interpretation of incomplete neutralization a necessity, or even desirable? The answer to this question hinges on the conception of the phonetics-phonology interface and, specifically, the nature of allophony. What should beconsidered extrinsic allophones (i.e. allophones that are phonologically governed), and what should be considered intrinsic (i.e. those introduced by phonetic variability; Wang and Fillnoore 1961;

[^227]Ladefoged 1971; Tatham 1971)? Must extrinsic allophones be governed by changes in discrete distinctive feature values, or can extrinsic allophones be gradient? The next section offers an alternative interpretation of near mergers and incoinplete neutralization, which appeals to the notion of a covert contrast.

### 4.3 Sub-phonemic distinctions as covert contrasts

Near inergers and incomplete neutralization are problematic from the point of view of a model of the interface between phonetics and phonology sketched above, because, if the phonetic implementation component accounts only for variations due to biomechanical and aerodynamic factors, it is anomalous, to say the least, that speakers of a language with [voice] neutralization vary the realization of the neutralized sounds in accordance with the feature value of their non-neutralized counterparts. The above model of the phonetics-phonology interface is arguably simplistic, however. Kingston and Diehl (1994) articulate a model of the phoneticsphonology interface that affords the phonological component greater control over the range of variability in the phonetic implementation of contrasts. Elastoinert hal, bioneechanical, aerodynamic, psychoacoustic, and perceptual constraints delimit what a speaker (or listener) can do, but not what they must do. Within this conception of the phonetics-phonology interface, a phonentic contrast is taken to be "any difference in the feature content or arrangement of an utterance's phonological representation which may convey a difference in semantic interpretation" and allophones are "any phonetic variant of a distinctive feature specification or arrangement of such specification that occurs in a particular context" (1994: 420, fr. 2). To illustrate this framework more concretely, consider Kingston and Diehl's summary of the phonetic variants of English stops contrasting for [voice] (see also Silverman 2004).

Table 80.1 illustrates the fact that the contrastive feature [+voice] in English shows great variability in its phonetic realization. In word-initial position, for example, [+voice] stops are often realized as voiceless unaspirated, even when the preceding word ends in a vowel (Caisse 1982; Docherty 1989). Kingston and Diehl (1994) interpret such data as showing that speakers choose between two active articulations in producing initial [+voice] stops in English: delay glottal closure until the stop release, or close the glottis but expand the oral cavity to overcome the difficulty of initiating voicing. Such controlled variation is made possible by the fact that there are typically multiple, auditorily independent correlates that serve as distinct bases for a minimal phonological distinction. As noted in Stevens and Blumstein (1981), [+voice] consonants are characterized by the "presence of low-frequency spectral energy or perindicity over a time interval of 20 to 30 nesecs in the vicinity of the acoustic discontin uity that precedes or follows the consonantal constriction interval" (1981: 29). This low-frequency property, as Kingston and Diehl (1994) call it, has multiple supporting subproperties such as voicing during the consonant constriction interval, a low F1 near the constriction interval, and a low F0 in the same region, as well as enhancing propelties such as the duration ratio between a consonant and its preceding vowel. These properties do not all surface in all positions. Crucially, while [+voice] strops do not show prevoicing in word-initial position, the [voice] contrast is nonetheless maintained because [-voice] stops tend to have longer VOT, stronger burst energy and higher F1 and F0 following the consonant constriction interval.

Table 80.1 Summary of the phonetic variants of English stops that contrast for [voice]

|  | [+voice] | [-voice] |
| :--- | :--- | :--- |
| Utterance-initial or pre-tonic | short lag VOT | long lag VOT |
|  | Fl lower | Fl higher |
|  | F0 lower | F0 higher |
| Iveaker burst | stronger burst |  |
| Intervocalic or post-tonic | clos Jne voicing | no closure voicing |
|  | short closure | longer closure |
|  | longer preceding vowel | shurter preceding vowel |
|  | F1 lower | Fl higher |
|  | F0 lower | Fo higher |
| Utterance-final and post-vocalic | longer preceding voivel | shorter preceding voivel |
|  | closure voicing possible | no closure voicing |
|  | short closure | longer closure |
|  | FI lower | Fl higher |

From this perspective of the phonetics-phonology interface, sub-phonemic differences observed in near mergers and incomplete neutralization are no more different from those observed between allophones appearing in different phonetic contexts. As noted in Steriade (1997), the percept of voicing hinges on a nultitude of acoustic cues: burst amplitude, closure duration, voicing during the closure period, voice onset time, and vowel onset and offset. Phonetic cues that support a [voice] contrast in word-final positions are intrinsically :mpoverished relative to cues available in word-initial and word-medial positions. Nonetheless, ntany languages ntaintain the contrast in word-final positions because there remain sufficient cues that can differentiate the underlying phonological contrast. (See chapter 1il3: flapping in american english for additional evidence on this interpretation.)

The interpretation of near mergers and incomplete neutralization advocated here suggests that traditional methods of introspection and field elicitation may not be adequate in detecting couvert contrast (Citapter 96: Experimental approacites in theoretical phonology). Self-introspection faces inherent problems of analyst bias and thus should not be taken as a definitive source of :nformation. The phonetician's ears are, after all, human ears. Commutation tests are essentially arnichair psycholinguistic tasks that require language consultants to perform a. same-different task, with minimal control for potential confounds. Subject responses are inherently probabilistic; analysts insisting on dichotomizing a continuous function will find confident responses when the samples have a wide separation in the sample space. Samples that straddle regions of great overlap, as in the case of near mergers and incomplete neutralization, will elicit more anbiguous responses. Contra.sts not detected by linguists using traditional methods of elicitation may nonetheless be detected by native speakers, as demonstrated in laboratory studies reviewed above.

### 4.4 Covert contrasts as systems in transition

The existence of covert contrast is readily understandable from the perspective of sound change and phonologization of phonetic variation (Chafter 93: sound CHANGE). In his seminal work on phonologization, Hyman (1976) conceptualizes the emergence of phonemic tonal distinctions as a three-stage process. At Stage 1, a language displays physiologically based consonantal voicing-induced pitch perturbations on the neighboring vowel. A language reaches Stage 2 when pitch perturbation becomes exaggerated to such an extent that the pitch variation cannot be attributed entirely to the physiological properties of the preceding consonant's voicing (e.g. ${ }^{*}[\mathrm{pa}]>[\mathrm{pa}]$ and $\left.{ }^{*}[\mathrm{ba}]>[\mathrm{ba}]\right)$. The transition from Stage 1 to Stage 2 - when an intrinsic, thus unintended, variation in $p$ itch associated with consonantal realization becomes an extrinsic feature of the vowel - is phonologization. A language reaches Stage 3 when the voicing distinction is lost completely, and the pitch distinction on vowels becomes the sole feature that signals a meaning difference between words. That is, the language has undergone the phonemicization of tone (i.e. */pa/ > [pá] and */ba/ > [pà]). From the perspective of this inodel of sound change, covert contrast represents a language at Stage 2 and possibly in transition to Stage 3. That is, the old contrast (e.g. obstruent voicing) has not completely disappeared (i.e. been neutralized), but the new contrast (e.g. tonal distinction) has not fully emerged either. A language in Stage 2 is in principle unstable. As Hyman points out, "accompanying every phonologization is a potential dephonologization" (Hyman 1976: 410). The emergence of a tonal distinction as a result of the phonologization of intrinsic pitch perturbation of obstruent voicing entails the eventual destruction (i.e. neutralization) of the original voicing contrast. The evolution of vowel duration and consonant voicing covariation provides an instructive example of phonologization and its connection to the emergence of covert contrast. As reviewed in Solé (2007), languages differ in the anount of control the speakers have over the maintenance of this sub-phonemic duration difference. Solé (2007) found that English speakers actively maintain durational differences before voiced and voiceless stops, regardless of speaking rates, while speakers of Catalan and Arabic do not exhibit similar control over such sub-phonemic duration differences. Her findings suggest that English has already partially phonologized the effect of consonant voicing on vowel duration, while Catalan and Arabic have not. Recall that one commonly observed feature of the incomplete reutralization of final devoicing is a vowel duration difference. Following Hyman's dictum that the phonologizat'ion of one feature carries the seeds of the destruction of another, the phonologization of a sub-phonemic vowel duration difference entails an eventual loss of the voicing contrast in the following stops. The reasons why such a correlation exists are still a matter of debate. Two factors are notewortliy in this context. First, the longer vowel before voiced stops and the shorter vowel before voiceless stops are, strictly speaking, in complementary distribution. Likewise, post-vocalic voiced and voiceless stops are also in complementary distribution, since they do not appear in the same context. This type of analytic ambiguity (i.e. between vowel duration and consonantal voicing) is typical of a language undergoing phonologization. Second, research on auditory category learning has shown that listeners are not only sensitive to the distributional information of the category cues, but
also acquire unidimensional contrasts more readily than multidimensional ones (Goudbeek 2006; Clayards 2008; Clayards et al. 2008; Goudbeek et al. 2008). Such results suggest that, all else being equal, listeners will tely more heavily on a single cue for category identification even when multiple cues are available in the signal. For example, as voicing during stop closure becomes less prominent as a feature of voiced stops in final position, vowel length becomes the more reliable contrastive feature. When voicing in closure ceases to be a feature of final obstruents altogether, a contrast in vowel length is expected to emnerge. Friulian, a Romance language spoken in northeastern Italy, provides an instructive example of this type of cue trade-off in phonologization. In Friulian, vowel length (chapter 2u: the representation of vowel lencth) is only distinctive in a stressed word-final syllable closed by a single consonant.
(26) Vowel lengeti distinction in Friulian (Baroni and Vanelli 2000: 16)

| a. ['la:t] | 'gone (Masc)' | b. ['lat] 'milk' |  |
| :--- | :--- | :--- | :--- |
| ['brust] 'brother, mother-in-law' |  | ['brut] 'ugly' |  |
| [fi'ni:t] | 'finished (masc)' | ['frit] | 'fried (masc)' |
| ['pa:s] | 'peace' | ['pas] 'step' |  |
| ['fu:k] 'fire' | ['tok] 'piece' |  |  |

Stressed vowels are always phonologically long before [r] (['la:rk] 'large (masc)') and always short when they are not in the last syllable of a word ([kan'tade] 'sung (fем)'), when they occur in the final open syllable ([ku'si] 'so'), and when they are in a final syllable closed by a consonant cluster, nasal, or affricate (['gust] 'taste', ['man)] 'hand', ['brat'] 'arm'). Of particular relevance here is the fact that vowel length in word-final syllables before obstruents is predictable: the stressed vowrel is long if the following consonant is realized as voiced in intervocalic position (27a); if the following consonant is voiceless intervocalically, the stressed vowel is short (27b).
(27)

Vorvel length and consonant voicing (Baroni and Vanelli 2000; 17)

| a. ['la:t] | 'gone (masc)' | ['lade] | 'gone (fEM)' |  |
| :--- | :--- | :--- | :--- | :--- |
|  | [fi'ni:t] | 'finished (masc)' | [fi'nide] | 'finished (FEm)' |
|  | ['pe:s] | 'snow' | [pe'za] | 'to snow' |
|  | ['fu:k] | 'fire' | [fogo'la:r] | 'fireplace' |
| b. | ['lat] | 'milk' | [la'te] | 'to breastfeed' |
|  | ['pas] | 'pass' | [pa'sa] | 'to pass' |
|  | [pa'taf] | 'slap' | [pata'fa] | 'to slap' |
|  | ['tak] | 'piece' | [tu'kut] | 'little piece' |

Based on acoustic evidence, Baroni and Vanelli (2000) establish that long vowels are more than twice as long as the short ones and word-final obstruents are indeed voiceless (i.e. no voicing during closure). While final [t] corresponding to medial $[d]$ is significantly shorter than final [ $t$ ] corresponding to medial [ $t$ ], this difference is only observed after certain vowel qualities. Their findings suggest that, while Friulian final obstruent devoicing is incomplete (i.e. there remains some difference between underlying / $\mathrm{d} /$ and underlying / t / in final positions), this difference is inainly carried by the closure duration of the obstruent and only in very restricted contexts. On the other hand, a full-blown vowel quantity difference has einerged
in its place. The salience of this vowel length contrast is exemplified by the behavior of vowel length in loanword adaptation. Friulian does not preserve the consonantal length contrast in borrowed Italian words. However, longer vowels before single consonants in Italian are treated as long in Friulian if they occur in word-final position: [impje'ga:t] 'clerk (masc)', from Italian [impje'ga:to]. When such long vowels occur in word-internal position, they become short and the following obstruent is voiced ([impje'gade] 'clerk ( rem ) '). When borrowed short vowels occur in word-internal position, the obstruents remain voiceless (e.g. [a'fi.t]/[afi'tut] 'rent/little rent'; Italian [a'f:it:o]). This loanword evidence suggests that Friulian has restructured its system to one with a limited vowel length contrast; voicing var aation has become secondary to vowel length difference.

The possibility of a covert contrast in purported cases of neutralization raises questions about the existence of genuine instances of neutralization. Kim and Jongman (1996), for example, report that coda neutralization (i.e. word-final coronal obstruents (e.g. /t $t^{h} \mathrm{~s} /$ ) are all phonetically realized as $[\mathrm{t}]$ ) is complete (chapter in: larynceal contrast in korean). Based on both production and perceptual data, they conclude that complete neutralization is observed despite the fact that Korean orthography distinguishes between the different underlying consonants. The difference between genuine neutralization ${ }^{2}$ s. covert contrasts might also be related to the nature of the evidence supporting the claim of neutralization. Evidence for neutralization may come from distributional information alone (e.g. laryngeal neutralization in coda position in Cantonese) or may additionally be supported by morphological means (e.g. obstruent devoicing in Dutch). All reported cases of incomplete neutralization pertain to morphologically sensitive neutralization. In sum, the question of how pervasive covert contrasts and complete neutralization are is ultimately an empirical one. More systematic phonetic and psycholinguistic investigations are needed to answer this fundamental question in contrast reduction research.
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## 81 Local Assimilation

Elizabeth C. Zsiga

## 1 Overview

Local assimilation is a phonological alternation in which two sounds that are adjacent becone more similar. Its opposite is dissimihtion, an alternation in which two sounds that are similar become more different (see chapter 60: dissimilation). Local assimilation can alsu) be contrasted with long-distance assimilation (harmony - see also charter 91: vowel harmuny: upaque and transparent vowels; CHAPTER 77: LONG-DISTANCE ASSIMILATION OF CONSONANTS; CHAPTER 78: NASAL Harmony; Ctiapter 118: tUrkisti vowel itarmony; Ctiapter 123: wungarjan vowel harmony), in which sounds that are not immediately string-adjacent influence one another, and with conlescence (see Casali 1996; Pater 1999), in which twe adjacent sounds merge into a single segment that shares properties of both.
Local assimilation can be illustrated by different forms of the English negative prefix /in-/, as in (1). Examples in (1a) and (1.b) illustrate common place assimilation: the basic form of the nasal consonant is /n/ (1a), but it assimilates to the place of articulation of a following stop (1b). When the prefix precedes a labiodental fricative (lc), assimilation of $/ n /$ is optional, as it is with other prefixes or across a word boundary (1d). In words like illegal and irregular (1e), the $/ \pi /$ is not pronounced at all: in Latin, the / $n /$ became identical to a following /I/ or $/ \mathrm{r} /$. These different aspects of the / $\mathrm{m} \mathrm{n}-/$ alternation illustrate many of the questions and issues that arise in the cross-linguistic description of local assimilation.
(1) An example of local assimilation in English
a. $i[n]$ neility
i[nh]ospitable
i[ns]olvent
b. i[mp]ossible
i[mb]alance
$i[\mathrm{nt}]$ eminable
i[ndjecisive
i[nk]ongrnent

|  | $\begin{array}{ll}\text { i[nf]requent } & \text { or } i[\mathrm{njf}] \text { requent } \\ \text { i[nv]ariant } & \text { or } i[\mathrm{mjv}] \text { ariant }\end{array}$ |  |
| :---: | :---: | :---: |
|  |  |  |
| d. | . u[nb]alanced | or ti[mb]alanced |
|  | $i[n p] a s s i n g$ | or i(mp ${ }^{\text {assing }}$ |
|  | $i[l] e g a l$ | (Latin il-legalis) |
|  | i[r]egular | (Latin ir-regularis) |

If two adjacent sounds come to sliare just one feature, or a subset of their features, the assimilation is termed partial, illustrated by the word impossible, where the consonants in prefix and root share place of articulation, but not nasality or voicing. If two adjacent sounds become identical, as in illegralis, the assimilation is total or complete. It is also useful to distinguish the direction of assimilation. In a sequence of sounds $A B$, if $A$ changes to become inore like $B$, the assimilation is termed anticipatory: A anticipates some feature of B . If B changes to become more like A , the assimilation is perseverative: some feature of A continues into B. (Anticipatory assimilation may also be called regressive, since the assimilating feature is moving backwards, and perseverative assimilation may be termed progressive, since the assimilating feature is inoving forward.) The assimilations in (1) are all anticipatory.

Local assinilation is the most conumon type of phonological alternation, and as such has played an important role in plunological theory. Phonological issues that arise with respect to local assimilation include the following:
(2) a. What features assiınilate?
b. What groups of features assimilate together?
c. How can directional asymmetries be accounted for?
d. What is the influence of morphological and prosodic context?
e. What are the roles of production and perception in local assimilation?
f. How is local assimilation different from co-articulation?
g. How should local assimilation be formalized?

These questions concerning the nature and representation of local assimilation will be addressed in the remainder of this chapter, which is divided into two parts. \$2 provides a cross-linguistic sampling of types of local assimilation, providing the data for 1 nore general theoretical discussion that follows in §3. Issues addressed in $\S 3$ are directionality and perception (§3.1), production and co-articulation ( $\$ 3.2$ ), and formalism ( $\$ 3.3$ ). In addition to these larger questions that focus on the linguistic status of assimilation per se, other more specific issues often come up in the discussion of particular datasets or types of assimilation. Various processes of local assinullation have been important in providing evidence for and against phonological issues such as underspecification, privative us. binary features, feature geometry, and Lexical Phonology. Such connections will not be treated in depth in this chapter, but will be noted, along with cross-references to other chapters where the issue is addressed more fully.

## 2 Examples of local assimilation

Local assimilation can affect nearly every phonological feature. In fact, participating in assimilation is considered prime evidence for featural status (McCarthy

1994; Hume and Odden 1996; see also chapter 17: distinctive features). Some of the most common types of local assimilation are exemplified below.

### 2.1 Voicing and other laryngeal features

When obstruent consonants become adjacent, they often come to agree in voice, and sometimes in other laryngeal features as well. For example, in Russian, a string of obstruents always agrees in voicing with the rightnost obstruent in the sequence (Jakobson 1978; Padgett 2002).
(3) Voicing assimilation in Russian

|  | [ot papi] | 'from papa' |
| :---: | :---: | :---: |
|  | [od babufki] | 'from grandma' |
|  | [od vzbutiki] | 'from a scolding |
|  | [ot fspleska] | 'from a splash' |
|  | [ot inaıni] | 'from miamıa' |

A similar alternation is found in Yiddish (Katz 1987, cited in Lombardi 1999), illustrated in (4).
(4) Voicing assimilation in Yiddish
[vog] 'weight' [vok-Joi] 'scale'
[bak] 'cheek' [bag-bejn] 'cheekbone'
but [nud-nik] 'boring person'
[mit-niten] 'co-respondent'
In both Russian and Yiddish, the assimilation is ant icipatory: consonants ant icipate the voicing of the rightmost obstruent in the cluster, whether voiced or voiceless. This is the unnarked direction for assimilation (Lombardi 1999). Perseverative voicing assimilation, in which the voicing value is determined by the leftnost consonant, may also be seen, usually in the case of assimilation of a suffix to a stem (Lombardi 1999; Borowsky 2000). Examples from English and Turkish are shown in (5).
(5) a. Voicing assimilation in English (plural and past tense)
[ro-z] 'rows' [ro-d] 'rowed'
[ræg-z] 'rags' [bag-d] 'begged'
[rak-s] 'rocks' [kik-t] 'kicked'
b. Voicing assimilation in Turkish (Lewis 1967)

| [git-tim] | 'go-past.lsG' |
| :--- | :--- |
| [kiz-dim] | 'got mad-past.1sG' |
| [konnsu-muz-dan] | 'neighbor-ross-ABL' |
| [raf-tan] | 'shelf-abl' |

Cases of voicing assimilation have been central to the debate over whether [voice] is a privative or binary feature. Cases like that of Yiddish, where either a voiced or voiceless cluster may be formed, and where assimilation is independent
of syllable-final devoicing, have been crucial. Is it possible to account for alternations such as $[\mathrm{vog}] \sim\left[\mathrm{vok} \int \mathrm{oi}\right]$ without reference to a feature [-voice] ? See Cho (1999), Lombardi (1999), and Wetzels and Mascaro (2001) for further discussion.

Another important point to note about voiciry assimilation in consonant clusters is that sonorant consonants are often neutral with respect to voicing assimilation (see chapters: sonorants). Thus there are sequences like [ot fspleska] in Russian and [mitniten] in Yiddish, where the rightmost consonant in the cluster is a (voiced) sonorant, but the other consonants are voiceless. (Though note that the behavior of Russian /w/, which alternates with [v] and participates only partially in voicing assimilation, has been the subject of much discussion: see Padgett 2002 and references therein.)

On the other hand, the laryngeal features of obstruents and sonorants do sometimes interact. Common cases include intervocalic (or intersonorant) voicing (6) and post-nasal voicing (7).
(6) Intersonorant woicing in Korean (Silva 1992)

| [pap] | 'rice' | [i-bab-i] | 'this rice-Nom' |
| :--- | :---: | :---: | :--- |
| [kuk] | 'soup' | [i-gug-i] | 'this soup-Nom' |
| [tal] | 'moon' | [pan-dal] | 'half moon' |
| [palp] | 'walk' | [palb-in] | 'that is walking' |
| /nnotun kilim/ $\rightarrow$ [modun gilim] | 'every picture' |  |  |
| /kulimul potal $\rightarrow$ [kulimul boda] | 'to look at a picture' |  |  |

(7) a. Post-nasal woicing in Yno (Nurse and Phillipson 2003)
[ku-pélék-a] 'to send' [kuu-m-bélek-a] 'to send me'
[ku-túm-á] 'to order' [kuu-n-dúm-a] 'to order me'
[ku-kwéél-a] 'to cliınb' [kuu-1)-givéel-a] 'to climb on me'
b. Post-nasal woicing in Puyo Pungo Quechun
(Orr 1962; Rice 1993; Pater 1999)
[sinik-pa] 'porcupine's' [wasi-ta] 'the house'
[kam-ba] 'yours' [wakin-da] 'the others'
It inay also be the case that obstruents cause devoicing in sonorants, as in high vowel devoicing in Japanese (8a), in which /i/ and /u/ devoice when surrounded by voiceless consonants, or sonorant devoicing in English (8b), in which /l/ and $/ \mathrm{r} /$ devoice when preceded by a voiceless aspirated consonant.
(8) a. Hight vowel deroicing in Japanese (Tsuchida 1997)
[kokunsai] 'international'
[kịtai] 'expectation'
[akịko] 'wonlan's name'
[puton] 'bed'
b. Sonorant deroicing in Englisht


The interaction or non-interaction of sonorants and obstruents in voicing assimilation has played an inportant role in feature theory. On the one hand, the non-participation of sonorants has been cited as evidence that sonorants are underspecified for voice in underlying representation, with later fill-in by rule (Hayes 1984; Kiparsky 1985; It $\hat{\text { ô }}$ and Mester 1986). Alternatively, it has been argued that cases of sonorant/obstruent interactions involve features other than [voice] or [sonorant]. Rice (1993) argues that sonorants are specified with a different feature, [sonorant voice], which may spread to neighboring consonants, accounting for cases of intersonorant or post-nasal voicing. In the case of devoicing, as in (8), the assimilating feature may be aspiration: [spread glottis] rather than [-voice]. For further discussion, see chapter 17: distinctive features, chapter 7: feature specirication and underspecipication, and chapter s: sonorants.

Another approach has been to argue that cases of apparent voicing assimilations between vowels and consonants are not featural assimilation at all, but phonetic co-articulation. Jun (1995), for example, argues that Korean intersonorant voicing comes about because the glottal opening gesture for lax voiceless consonants is weak, allowing vocal fold vibration to onntinue throughout a short closure duration. Brownan and Goldstein (1988) point out that the large and late glottal opening gesture for English initial aspirated stops is sufficient to delay voice onset in a following liquid, without further addition of a rule assimilating either [-voice] or [spread glottis]. $\$ 3$ below returns to the issue of disentangling co-articulation and assimilation.

When languages have multiple laryngeal contrasts, exannples of the assimilation of multiple laryngeal features have been identified. Snıyth (1920) gives exannples of assimilation of both aspiration and voricing in Ancient Greek.
(9) Ancient Greek assimilation of both voicing and aspiration (Smyth 1920)
a. [grap ${ }^{\text {h}}$-o] 'I write ${ }^{\prime}$
[gegrap-tai] 'has been written'
[grab-den] 'writing/scraping'
b. [trib-o] 'I rub'
[tetrip-tai] 'has been rubbed'
[etrip ${ }^{h}-t^{h}$ e:n] 'it was rubbed'
Sanskrit also exhibits assimilation of multiple laryngeal features. The pattern of assimilation of voicing and aspiration in Sanskrit is complex, and its description and analysis has a long history (Whitney 1889; Wackernagel 1896). The examples in (10) represent part of this interaction, and serve to illustrate local assimilation of voicing and aspiration from the coda of the verb root to the onset of the suffix.
(10) Assimilation of voicing and aspiration in Sanskrit (Calabrese and Keyser 2006)

$$
\begin{aligned}
& / b^{\text {h }}{ }^{\text {aud }}{ }^{\text {h }} \text {-ta/ } \rightarrow \text { [budd }{ }^{\text {ha }} \text { ] 'awake-PsT PART' } \\
& / r u d^{h} \text {-ta/ } \rightarrow \text { [rudd }{ }^{\text {ha }} \text { ] 'obstruct-PST PART' } \\
& / \text { said }{ }^{\text {h }} \text {-ta/ } \rightarrow \text { [sa:dd }{ }^{\text {ha }} \text { ] 'succeed-pST PART' }
\end{aligned}
$$

Cases of simultaneous assimilation of more than one feature, such as those in (9) and (10), have been important in providing evidence for hierarchical
organization of features. See $\S 3.3$ below, and chapter 27: the organization or features.

### 2.2 Nasality

Assimilation of nasality is very common. Vowels generally become nasolized when adjacent to a nasal consonant, as :llustrated in (11). Such nasalization may be anticipatory, as in English (11a), or perseverative, as in Sundanese (11b). Sundanese nasalization can also be iterative and in some cases long-distance, applying across an intervening /h/: see Cohn (1993) and CHAPTER 78: Nasal harmony.
(11) a. Anticipatory nasalization in Englisht [ $\left.\mathrm{k}^{\mathrm{h}} \underset{\mathrm{e} t}{ }\right]$ 'cat' [k"̄en] 'can' [ıb] 'rib' [xÏn] 'rim' [ $\theta \mathrm{Ik}$ ] 'thick' [बĨn] 'thing'
b. Perseverative nasalization in Studanese (Cohn 1993)
[nãtur] 'arrange'
[mãr'is] 'examine'
[лиiãr] 'seek'
[nähäl] 'expensive'
Cohn (1993) argues that, in addition to differing in direction, English and Sundanese represent two distinct types of assimilation: the one categorical and phonological (Sundanese), the other gradient and phonetic (English). $\S 3.2$ below returns to this distinction.

Assimilation of nasality may also apply between adjacent consonants, as shown in (12).
(12) a. Nasal assimilation front onset to codn in Korean (Kim-Renaud 1991)

| [pap] | 'rice' | [pam mekta] |
| :--- | :--- | :--- |
| $[\mathrm{ot}]$ | 'clothes' | 'eat rice' |
| [on man] | 'only clothes' |  |

[jak] 'medicine' [jan mekta] 'take medicine'
b. Nasal assimilation from prefix to root in Twi

| $[\mathrm{bá}]$ | 'counes' | [n7-má] | 'does not come' |
| :--- | :--- | :--- | :--- |
| $[\mathrm{gu}]$ | 'Pours' | $[\mathrm{n}-\mathrm{Du}]$ | 'does not pour' |
| $\mathrm{cf}$. |  |  |  |
| $[\mathrm{p} \varepsilon]$ | 'likes' | $\left[\mathrm{m}-\mathrm{P}^{\varepsilon]}\right]$ | 'does not like' |
| $[\mathrm{to}]$ | 'does' | $[\mathrm{n}-\mathrm{tJ}]$ | 'does not do' |

### 2.3 Continuant

Stops often become continuants when surrolunded by, or in some cases just preceded by, continuants. The change from stop to fricative, termed spirantization, may be considered assimilation of the feature [continuant] (see chapter 28: the representation or fricatives). Examples from Spanish and Italian are shown in (13).
(13) a. Post-contimant spirantization of voiced stops in Spanish

| la gata/ | $\rightarrow$ [la yata] 'the (fem) cat' |  |
| :--- | :--- | :--- |
| lla data/ | $\rightarrow$ [la Øata] 'the date' |  |
| lla bola/ | $\rightarrow$ [la ßola] | the ball' |
| Ilas gata/ | $\rightarrow$ [las yatas] 'the (Fem) cats' |  |
| /las bolas/ | $\rightarrow$ [las ßolas] 'the balls' |  |

b. Intervocalic spirantization of voiceless stops in Florentine Italia (Villafana 2006)
/la kaza/ $\rightarrow$ [la xaza] 'the house' /la torta/ $\rightarrow$ [la Oorta] 'the cake' /la pal:a/ $\rightarrow$ [la $\mathrm{p}^{2}$ al:a] 'the ball'

Similarly, continuants often "harden" to stops or affricates in post-nasal position, an alternation that may be considered assimilation of [-continuant] from the preceding nasal (Padgett 1994).
a. Post-nasal hardening in Setstumn (Tlale 2006)

| [supa] | 'point at' | [n-ts'upa] |  |
| :---: | :---: | :---: | :---: |
| [Japa] | 'hit' | [л-6" ${ }^{\text {chapa] }}$ | 'hit ıne' |
| [xapa] | 'capture' | [ y -kx ${ }^{\text {happa }}$ | 'capture me' |
| [rut'a] | 'teach' | [ $n-t^{\text {h }} \mathrm{ut}{ }^{\prime} \mathrm{a}$ ] | 'teach me' |

b. Post-masal hardening in Kiknyw (Armstrong 1967; Clements 1985) imperative lsg imperfect

| [ $\beta$ ur-a] | [m-bur-eetr] | 'lop off' |
| :---: | :---: | :---: |
| [reh-a] | [n-deh-eet $\Sigma$ ] | 'pay' |
| [ $\mathrm{f} \bullet \mathrm{r}-\mathrm{a}$ ] | [ n -gor-eet $\boldsymbol{\text { ] }}$ ] | 'buy' |

Spirantization and hardening are not necessarily considered to be cases of assimilation, however, but cases of a separate phonological process of lenition or fortition, in which features other than [continuant] may be involved. Spanish stops may weaken to more open approximant articulations (/la bola/ $\rightarrow$ [la vola]) and intervocalic /k/ in Florentine often weakens to [h] (/la kaza/ $\rightarrow$ [la haza]). Conversely, post-nasal fortition in Setswana involves changes in laryngeal features as well as in continuant. See Kirchner (1998), Lavoie (2001), Gurevich (2003), and Ctiapter f6: Lenition for numerous furtluer examples and discussion.

### 2.4 Consonantal place of articulation

### 2.4.1 Nasal place assimilation

Assimilation of place of articulation is probably the most ubiquitous phonological alternation. Especially common is nasal place assimilation: nasals assinvilate in place of articulation to a following consonant. Examples could be found in almost any language. Nasal place assimilation in English and in the African languages Yao, Twi, Setswana, and Kikuyu was seen in examples (1), (7a), (12b), (14a), and (14b) above. Additional examples are shown in (15): Ciotalan (a), Zoque (b), Malayalam (c), SriLankan Creole (d), and Zulu (e). Zulu is included to illustrate the point that in place assimilation to complex segments such as clicks and labial-velars, assintilation to the dorsal place of articulation is most common (Maddieson and Ladefoged 1989; see also Char'er 18: the refresentation of Clicks).
(15) a. Nasal place assimilation in Catalan (Mascaró 1976; Kiparsky 1985)
so[n]amics 'they are friends'
so[m]pocs 'they are few'
so[m] Jelicos 'they are happy'
so[nd dos 'they are two'
so[n].]rics 'they are rich'
so[nli]itures 'they are free'
so[17]grans 'they are big'
b. Nasal place assimilation in Zogue (Wonderly 1946, cited in Padgett 1994)
[pama] 'clothing' [m-bama] 'my clothing'
[tatah] 'father' [n-datah] 'my father'
[tyina] 'calabash' [n-tyima] 'my calabash'
[kaju] 'horse' [n-gaju] 'my horse'
[gaju] 'rooster' [rj-gajiu] 'my rooster'
cf. nasal deletion preceding fricatives:
[faha] 'belt' [faha] 'my belt'
[Japun] 'soap' [Japun] 'my soap'
[rantso] 'ranch' [rantio] 'my ranch'
c. Nasal place assimilation in Molayalam (Mohanan 1993)
[awan] 'he'
[awam-paraرлли] 'he said'
[awañ-taticcu] 'he became fat'
[awarca:ti] 'he jumped'
[awar-karaرul 'he cried'
[kamalam] (proper name)
[kamalam-paraллıu] 'Kamalam said'
[kamalañ-taticcu] 'Kamalam became fat'
[kamalan-ca:ti] 'Kaınalaın jumped'
[kamalaı-karajıuи] 'Kamalam cried'
d. Assimitation of non-coronal nasals in Sri Lankan Portuguese Creole (Hume and Tserdanelis 2002; Hume 2003)
Nomsg Gensg Verbal noun

| [ma:m] | [main-su] | [mairn-pa] | [na:1)-ki] | 'hand' |
| :--- | :--- | :--- | :--- | :--- |
| [mistin] | [mistin-su] | [mitim-pr] | [mi:tiy-ki] | 'meeting' |
| [si:n] | [si:n-su] | [si:n-pa] | [si:n-ki] | 'bell' |

e. Assimilation to the dorsal place of clicks in Zulu (Doke 1926, cited in Padgett 2002)
/izin-/ (class 10 plural prefix)
[izim-pap ${ }^{\text {b }} \varepsilon$ ] 'feathers'
[izin-ti] 'sticks'
[izin-kezo] 'spoons'
[izir\}-lezu] 'slices'
[izin-キut] $]$ ulu] 'species of bird (ps. $)^{\prime}$
[izity-llarylla] 'green frogs'
A number of cross-linguistic differences and similarities in nasal place assimilation are worth noting.

As in the Zoque and Zulu examples, it is often the case that a nasal (or nasalfinal) affix undergoes obligatory place assimilation in every lexical item in which it occurs. In such cases, it may be impossible to determine empirically the basic or underlying form, and it is often argued that such nasals are unspecified for place (e.g. Kiparsky 1985). A segment specifiied only as [nasal], but with no underlying place features, may be symbolized /N/. Depending on how a particular alternation is formalized, however, underspecification may or may not be assumed. (See chapter 7: feature specification and undersiecification.)

Relevant to the debate on underspecification is the observation that the coronal nasal assimilates more often than either labial or velar nasals. In many languages, such as Catalan and Spanish (Navarro Tomás 1970; Honorof 1999), only the coronal nasal assimilates, although for some languages such as Malayalam, assimilation of non-coronal nasals is also attested. In Sri Lankan Creole, all nasals except [ n ] assinnilate. Asymmetries in plaoe assimilation are discussed further in $\S 3.1$ and $\S 3.2$ below.

Another point of interest in nasal place assinnilation is whether or not nasals assimilate to [+continuant] segments. In Catalan and Sri Lankan, nasals assimilate to both stops and continuants, but in Malayalam and Zoque, nasals assimilate only to stops. In Malayalam, unassimilated nasal-fricative clusters are tolerated, but in Zoque the nasal deletes when a fricative follows. In other languages, other processes may apply to repair disfavored nasal-fricative clusters. In Setswana and Kikuyu ((14) above), fricatives harden to stops or affricates in post-nasal position. In English, as was noted in (1), assimilation of $/ \mathrm{n} / \mathrm{to} / \mathrm{f} /$ is optional: the nasalfricative cluster in the word infrequent may be pronounced [nf] in careful speech or [nff] in less careful speech, but impolite is invariably [mp]. The propensity for place assimilation and continuant assintilation to occur together leads Padgett (1994), among others, to posit a dependency relation between features for place and the feature [continuant], though this requires a different explanation for cases like Spanish so[ m ) flelicos and English $i[\mathrm{mf}]$ requent (see the discussion in $\S 3.2$ below).

Data on nasal place assimilation, probably more because it is so common than because of any inherent phonological property, has often been invoked in debates on domains of application. Catalan nasal place assimilation played an important role in arguments for cyclic rule application, and the distinction between lexical and post-lexical phonology (Kiparsky 1985). The observation that place assimilation applies to English /m-/ impossible, /kan-/ congruent, and /sin-/ sympatiy, but not / $\wedge n-/$ unprepared, provided important data for level ordering of affixes in English. The ability of nasal place assimilation to create sounds that are not part of the underlying inventory of the language, such as [m] in English and Catalan, has informed debate on Structure Preservation, and on the lexical/ post-lexical distinction (Kiparsky 1985; chapter 94: lexićal phonology and the jexical syndrume).

Finally, data on nasal place assimilation has also been crucial in the theory of feature geometry (discussed in $\S 3.3$ below), and in development of the theory of Art iculatory Phonology (discussed in §3.2).

### 2.4.2 Other consomantal place assimilations

Place assimilation most often involves nasals, but other consonants undergo place assimilation as well. In Korean, for example, optional place assimilation applies to certain obstruent clusters, as illustrated in (16): final [t] may assimnilate to a following labial or dorsal stop, and [p] to a following dorsal.
(16) Place assimilation in Korean obstruents
(Kim-Renaud 1991; Kochetov and Pouplier 2008)

| /pat"-pota/ | $\rightarrow$ [pat p'oda] or [pap p'oda] 'rather than the field' |
| :--- | :--- | :--- | :--- | :--- |
| /pat"-kwa/ | $\rightarrow$ [pat $k^{\prime}$ wa] or |
| [pak $k^{\prime}$ wa] | 'field and' |

In other cases, subsidiary place features assimilate between adjacent consonants. Most often the features [anterior] and [distributed] assimilate in sequences of coronal consonants. It was seen above that Catalan nasals (15a) assimilate to a following consonant at all places of articulation. Catalan laterals also assimilate (17), but only to a following coronal. (See chapter 31: lateral consonants for further discussion.)
(17) Assimilation of laterals in Catalan (Mascaró 1976)

| $e[1 \mathrm{p}] \Omega$ | 'the bread' |
| :--- | :--- |
| $e[1] \mathrm{d}] i a$ | 'the day' |
| $e[l \mathrm{r}] i c$ | 'the rich' |
| $e[\Lambda]=e r m a$ | 'the brother' |

In English, coronal stops and nasals assimilate the [-anterior] feature of a following [ x ], or the dental articulation of a following dental fricative.
(18) Assimilation of retroflex and dental in English
train [trein]
drain [dxenn]
tenth [t'عn0]
eighth [erto]
width [wide]
In Sanskrit, Murinbata, and other languages of India and Australia (Steriade 2001), place assimilation among coronal clusters is of ten perseverative: that is, the onset assimilates to the coda, as shown in (19). This reversal in expected direction is discussed further in $\$ 3.1$ below.
(19) a. Perseterative retroflex assimilation in Sanskrit (Whitney 1889, cited in Steriade 2001)

| /iş-ta/ | $\rightarrow$ [iş-ta] | 'sacrificed' |
| :--- | :--- | :--- |
| /san,-nam/ | $\rightarrow$ [sar-nam] | 'of six' |
| /git-su/ | $\rightarrow$ [git-su] | 'in songs' |

b. Perseverstive retro flex assimilation in Murinbata (Street and Mollinjin 1981, cited in Steriade 2001)
/pan-tal/ $\rightarrow$ [pan-tal] 'cut it-3sG'
$/$ r.judu-lıl-nu/ $\rightarrow$ [nudu-[kl-nu] 'roll-fi't'

As was noted with respect to nasal place assimilation, evidence from consonantal place assimilation in general has been crucial in the development of phonological theory. One point of particular interest is how place assinnilation, which nay involve a whole set or subset of different features, may be formalized as a unitary process (see $\$ 3.3$ below'). Another point is the problem of directionality (\$3.1): why is it that codas usually assimilate to onsets, rather than vice versa? Place assiunilation has also played an important role in the debate over assimilation us. co-articulation, and in the development of the theory of Articulatory Phonology (§3.2).

### 2.4.3 Vozvel and consonant place interactions

While place assimilation usually applies to consonant clusters, vowels and consonants may also assimilate to each other (see chapter 73: consonant-vowel place feature interactions for more discussion). Consonants often assimilate the properties of adjacent vocalic articulations. For example, in the Wakashan language Oowekyala (Howe 2000), velar and u.vular consonants contrast in rounding in initial position and following most vowels (20a). Immediately following /u/, however, all velars and uvulars assimilate to the vowel's [round] feature (20b).
(20) Oowekyala (Howe 2000)
a. Contrastive rounding
[q"ut'a] 'full'
[quia] 'bent'
b. Rounding assimilation
[pusq'a-x'it] to beconte very hungry'
[ $K^{\prime} u^{\prime} x$ walasu-x ${ }^{\text {is }} 7 \mathrm{it}$ ] 'to become sick'
[maja-gila] 'make (draw or carve) a fish'
[?amastu-g"ila] 'make kindling'

In the neighboring language Nuxalk, Howe reports that rounding assimilation is anticipatory rather than perseverative: velars and uvulars becone round preceding /u/.

Another assimilation from vowel to consonant is palatalization of a consonant adjacent to front vowels and glides. Palatalization may take the form of an alveolar or dental (or sometimes velar) becoming alveopalatal, or it may take the form of secondary articulation, adding an additional high front tongue position without changing the consonant's prinnary place of articulation. Janguages differ in the irput sequences that trigger palatalization, and in the resulting outputs. Three examples are shown in (21); see chapter 71: palatalization for further examples and discussion. In English (21a), alveolars become alveopalatals before / $\mathrm{j} /$. In Tapanese (21b), alveolars become alveopalatals before /i/, while velar and labial consonants become secondarily palatalized. In one pattern of palatalization in Polish (21c), labials receive secondary palatalization before [i] and [e], while velars and alveolars change their primary place. (Palatalization in Slavic languages is both common and coinplex: see chapter 121: slavic palatalization and chapter 122: slavic yers.)
(21) a. English palatalization be fore / $\mathrm{j} /$
[d $\sim \mathrm{c}_{\mathrm{t}}$ ] grade gradual
[ t ~ 5 ] habit habitual
[s ~ J] press pressure
[ $2 \sim 3]$ use usual
b. Palatalization in Japanese (Vance 1987; Chen 1996)
[kas-anai] 'lend-nec' [kaf-ita] 'lend-past'
[kat-anai] 'win-nec' [kat-itai] 'win-volitional'
[wak-anai] 'boil-nec' [waki-itai] 'boil-volitional'
[job-anai] 'call-NEG' [jobi-itai] 'call-volitional'
c. Palatalization in Polish (Szpyra 1989; Chen 1996)

| [lupi] | 'booty' | [hupi-ic] | 'to rob' |
| :--- | :--- | :--- | :--- |
| [zabava] | 'gane' | [zabavi-ic] | 'to entertain' |
| [zloto] | 'gold' | [ztoc-ic] | 'to gild' |
| [kwas] | 'acid' | [kwaç-ic] | 'to make sour' |
| [rana] | 'wound' | [rajl-ic] | 'to wound' |
| [sok] | 'juice' | [sotj-ek] | 'juice-DIM' |
| [mex] | 'moss' | [nef-ek] | 'moss-DIM' |

Vowels may also assimilate to adjacent consonants. In Russian (22a), palatalization on consonants is contrastive, and the vowels [i] and [i] are in complementary distribution: [i] is found in initial position and following palatalized consonants, [i] follows non-palatalized consonants. (See chapter 121: slavic palatalization for additional discussion.) In the Dravidian language Tulu (22b), the accusative suffix /-i/ becomes round when it follows a labial consonant (or another round vowel).
(22) a. Vorvel backing in Russian (Halle 1959; Padgett 2002)
[ivan] (proper name)
[k-ivanu] 'to Ivan'
[italia] 'Italy'
[ v -italijiju] 'to Italy'
b. Rounding assimilation in Tulu (Bright 1957, cited in Kenstow icz 1994)
[katt-i] 'bond-Acc'
[kapp-u] 'blackness-Acc'
[ucc-u] 'snake-ACC'

Another type of assimilation from consonant to vowel is vowel lowering. Vowel lowering after uvular, pharyngeal, and laryngeal consonants (the class of guthural consonants) is found in many Semitic, Caucasian, and North American languages (Herzallah 1990; Bessell 1992, 1998; McCarthy 1994; Rose 1996). In Syrian Arabic (23a), for example, the feminine suffix is realized as [a] after laryngeals, pharyngeals, and uvulars, and as [e] after all other consonants. In Oowekyala (23b), $/ \mathrm{j} /$ and $/ \mathrm{u} /$ are lowered to [e] and [o].
(23) a. Vowel lowering in Syrian Arabic (Cowell 1964; Ruse 1996)

| [dara3-e] | 'step' |
| :--- | :--- |
| [Jerk-e] | 'society' |
| [madras-e] | 'school' |
| [rva:zh-a] | 'display' |
| [mni:ћ-a] | 'good' |
| [dagga:R-a] | 'tanning' |

b. Vorvel lowering in Oowekyala (Howe 2000)
/Siq-ila/ $\rightarrow$ [dliqxela] 'to give a name to someone'
/qusa/ $\rightarrow$ [qosa] 'bent, crooked'
/hula/ $\rightarrow$ [hola] 'heap up'
/Gwixila/ $\rightarrow$ [Gwixela] 'to bake bread'
Vowel lowering has figured prominently in the debates over what features constitute the class of guttural consonants. In various cases the feature has been argued to be [low], [-high], or [pharyngeal]. See CHAPTER 25: Pharyngeals for further examples and discussion.
In general, the question of when and how vowels and consonants interact with each other has been important in the area of feature theory. Consonants are often transparent to long-distance vowel-to-vowel assinnilation, yet they also interact with vowels in local assimilations, as has been illustrated. Transparency to vocalic alternations suggests that vowels and consonants have different features, or that consonants bear vocalic features only as secondary articulations: e.g. front vowels and palatalized consonants are [-back], while alveolar and dental consonants are [coronal]. Such an approach accounts for cases in which processes of palatalization and rounding result in secondary articulations. But it fails to account for cases where the vowel causes a change in the consonant's primary place of articulation, or where the consonant causes a change in the backness of a vowel. Such alternations have led to proposals (e.g. Clements 1993; Hume 1994; Clements and Hume 1995) that vowels and consonants share the saine features: e.g. alveolar consonants, alveopalatal consonants, and front vowels are all [coronal]. See Citapter 19: vowel place, citapter 22: consonantal place of articulation, and chapter 75: CONSONANT-VOWEl place peature interactions.

### 2.5 Complete assimilations

Complete assimilation occurs when two adjacent sounds become identical. Complete assimilation is particularly common in clusters involving /r/ and /l/ (see chapter 30: The relpresentation of rhotics and chapter 3i: lateral consonants). Contplete assimilation of the Latin prefix /mi/ to both / / / and / $\mathrm{r} /$ as in ille galis and irregularis was seen in (1) above. Similar cases are found in Ponapean and Korean.
(24) a. Assimilation of /n/ to /l/ and /r/in Pomapern (Rehg and Soll 1981; Rice 1993)
/ranras/ $\rightarrow$ [narras] 'ground level of a feasthouse'
/nanlers/ $\rightarrow$ [nalle,1] $\quad$ 'heaven'
/pahn lirian/ $\rightarrow$ [pahl liraan] 'will be beautiful'
/pakn rory/ $\rightarrow$ [pahr rory] 'will listen'
b. Assimilation of $/ \mathrm{n} /$ to $/ \mathrm{l} /$ in Korean (Davis and Shin 1999)
/non-Ii/ $\rightarrow$ [nolli] 'logic'
/tan-Ian/ $\rightarrow$ [tallan] 'happiness'

In some cases, a sonorant may assimilate completely to a following obstruent. In Arabic (25a), /I/ assimilates to a fol low ing coronal, but not to con sonants at other places of articulation. In Havana Spanish (25b), the /l/ assimilates completely to most following consonants. The exception is that if the following consonant is a voiceless stop, the /l/ assimilates in all features except [voice].
(25) a. Assimilation of /I/ in Arabic (Kenstowicz 1994)
[?af-fams] 'the sun'
[’ad-daar] 'the house'
[’an-nahr] 'the river'
[’az-zajt] 'the oil'
cf.
[Tal-qamr] 'the moon'
[?al-kitaab] 'the book'
['al-faras] 'the inare'
b. Assimilation of /I/ in Havama Spanish (Harris 1985)
albañal a[bb]añit 'mason'
tal drogn ta[dd]droga 'such a drug'
pulga pu[gg]a 'flea'
tal minta ta[mm]ata 'such a shrub'
el fino e[ff]ino the refined one'
el pobre e[bp]obre 'the poor man'
el tres e[dt]res 'the three'
A similar case of near-complete assimilation occurs in Kannada (26). The fincal consonant of the morpheme meaning "big" copies all features from the following consonant, except that the resulting cluster inust be voiced, regardless of input.
(26) Complete assimilation with voicing in Kamada (Roca and Tohnson 1999)

| [tere] | 'screen' | [hed-dere] | 'big screen' |
| :--- | :--- | :--- | :--- |
| [kumbala] | 'Pumpkin' | [heg-gumbala] | 'big pumpkin' |
| [dzenu] | 'bee' | [hedz-dzenu] | 'big bee' |
| [mara] | 'tree' | [hem-mara] | 'big tree' |

Finally, complete local assimilation of one vorvel to another can also be found. Many languages will not tolerate successive non-identical vowels (chapter 61: hiaTUS RESOLUTI•N). While vowel hiatus is often repaired by deleting one vowel or the other (see Casali 1996, 1997), another strategy is assimilation, as shown in (27).
(27) Vowel assimilation in Yombon (Welmers 1973)
[owo] 'money'
[owe-epo] 'oil money'
[owa-ade] 'Ade's money'

### 2.6 Instances where local assimilation doesn't apply

The preceding list of types of local assimilation has been long. Nonetheless, there are situations where local assimilation is not typically found. These include, on the one hand, environments where the trigger and target of assimilation tend not to be immediately string-adjacent, as in tone and vorvel harmony. On the other hand, there are features for which languages prefer an alternating pattern, such as CVC within a syllable, or stress-unstress within a foot.

Features such as [round], [back], and [advanced tongue root] often assimilate from vowel to vowel within a word, but such assimilation is usually not local at the level of the segment, since vowels are most often separated by consonants (see chapter 91: vowel harmony: opaque and transparent vowels; chapter 118: TURKISH vOWEL HARMONY; CHAPTER 123: HUNGARIAN vOWEL HARMONY). Similarly, tone assimilations are quite conunon, and have played an important role in the development of theories of phonological representation. Tone assimilation, however, is also generally a long-distance phenomenon, applying at least from vowel to vowel across intervening consonants, and often across stretches of multiple syllables (see chapter 14 : bantu tone; chapter 4s: the representation or tone; Charter 107: chinese tone sandir). Because this chapter focuses on local processes, vowel harmony and tone assimilation are not treated further here.

It has been argued that the features [consonantal] and [somorant] do not assimilate (McCarthy 1988). Consonants do not become vowels when adjacent to vowels, and vice versa (but see Kaisse 1992 for a possible counterexample). Although consonant clusters may come to agree in sonorancy as a result of nasal assimilation or complete assimulation, the feature [sonorant] does not assimilate independently. But see Rice (1993) for discussion of a feature [sonorant voice], which is proposed to distingu ish sonorants from obstruents, and to be active in cases of sonorant/obstruent voicing interactions. See also chapter 8: sonorants and chapter 13: the stricture features.

Length does not assimilate: if anything, lengthening of one segınent will induce shortening of neighboring segments, or vice versa (see Chapter fut: compensatorv lenctuening). Stress does not assimilate. If two stressed syllables become adjacent, languages will often resolve the "clash" by moving or deleting a stress to restore the alternating pattern. (See Chapter 41: the representation of word stress.)

## 3 General phonological issues in local assimilation

$\$ 2$ provided examples of the most common kinds of local assimilations, and pointed out theoretical issues raised by specific cases, such as privativity of the feature [voice] and the featural description of the class of guttural consonants. $\S 3$ now turns to broader questions, which are applicable to inany or all kinds of local assimilation. These include directionality and perception (\$3.1), the relation between assimilation and co-articulation ( $\$ 3.2$ ), and the formal treatment of local assimilation (§3.3).

### 3.1 Directionality and perception

In nearly every case discussed above, there has been a preference in the directionality of assimilation. The following principles can be deduced:
(28) a. Assimilation in consonant clusters tends to be anticipatory: the specification of the rightmost consonant dominates.
b. Codas assimilate to onsets, rather than vice versa.
c. Affixes assinilate to stems and roots, rather than vice versa.

Many phonologists have analyzed these asymmetries in structural terms. Itô (1998), for example, proposes that onsets "license" place features, and that in many languages codas can only acquire place features by sharing them with an onset consonant, thus forcing assimilation. Lombardi (1999) proposes a similar argument for laryngeal features. Beckman (1998) extends the positional analysis in proposing a theory of "positional faithfulness": certain structural positions, including onset of a syllable or word, are privileged, and changes to these privileged positions are dispreferred. Stems and roots are privileged over affixes, thus affixes tend to assimilate to stems rather than vice versa. Hyman (2008) proposes a structural account of directional asymmetries in a number of Bantu languages.

Other linguists, however, argue that asymmetries in direction of assimilation can be explained by asyınmetries in perceptibility, without reference to structural positions. Steriade (2001), for example, emphasizes that consonantal place of articulation is most clearly cued by the formant transitions and burst noise that occur when a closure is released into a vowel. Steriade argues that codas most of ten assimilate to onsets because the phonological features of a postvocalic stop are less clearly perceived than the features of a prevocalic stop, and thus a change to the coda consonant is less obvious. In cases where a particular distinction is better cued in coda position, the direction of assim lation is reversed: there is perseverative assimilation of retroflexion in Sanskrit and Murinbata consonant clusters ((19) above), because retroflexion is best cued by formant transitions on the preceding vowel.

Siınilar arguments fron perception can be applied to explairı why nasals and ooronals so often undergo assimilation. Nasals nay be especially prone to assimilate, because nasal resurances interfere with the formant infurmation that conveys plece of articulation. Coronals may more frequently assimilate because cues to coronal place of articulation are weakest, and may be overwhelmed by the stronger cues from a following stop at a different place (Kawasaki 1982; Byrd 1992). Cho and McQueen (2008) and Sohn (2008) offer perceptual accounts of Korean place assinilation. See also Paradis and Prunei (1991) and Hume (2003) for argunents respectively for and against general coronal unmarkedness, and Citapter 12: CORONALS.

Integral to the discussion of perception in local assimilation is the role of misperception. A speaker may produce a word or plurase in a way that is faitluful to the lexical representation, but if perceptual cues to a particular contrast in a particular position are weak or non-existent, a listerer may perceive something different. That is, a speaker may say [пр], but the listener may hear [mp]. If the listener assumes [mp] was the intended pronunciation of /np/, the listener may postulate a phonological alternation. For further discussion see Ohala (1981), Hume and Johnson (2001), and CHAPTER 98: SPEECH PERCEPTION AND PHONOLOGY.

### 3.2 Assimilation and co-articulation

Processes of local assimilation are "natural," in the sense the wrord is used in the theory of Natural Phonology (Donegan and Stampe 1979); that is, the phonetic
motivation for such processes is clear, and the motivation works in the direction of making speaking easier. While concepts like "ease of articulation" and "articulatory effort" are difficult to quantify (see Lindblom 1983; Kirchner 1998, 2000), local assimilation has an obvious phonetic basis in co-articulation.

The term co-nrticulation describes the influence segments have on one ancother simply by being adjacent, apart from any featural change. Because articulators cannot change position instantly, there is necessarily either some anticipatory or perseverative effect, if not both, on neighboring segments, as articulators move from one target to the next. Two examples illustrate the point. If the velum is to be fully open by the time a consonant closure is achieved, then opening must begin during the preceding vowel, resulting in some inevitable nasal resonance during the vocalic portion. If the tongue body is to reach its target vowel position by the time the onset consonant in a CV syllable is released, articulation of vowel and consonant must begin simultaneously. Thus a $[k]$ is made further forward in the mouth when it precedes a front vowel.

Some articulatory overlap is inevitable, but degree and direction of coarticulation will differ from language to language. Given that language-specific patterns of co-articulation must be learned as part of the grammar, sone linguists have argued that there is no need to state independent phonological rules of nasalization, rounding, palatalization, or place assimilation. In particular, the theory of Articulatory Phonology (Browman and Goldstein 1992) argues that all productive phonological changes can be accounted for in terms of differences in articulatory organization, particularly gestural overlap and reduction, without invoking any phonological feature change (see CHAPTER 5: THE ATOMS OF PHONOLOGICAL representation). Brow'man and Goldstein (1990), using X-ray microbeam data, show that a coronal closing gesture is still present in English phrases which sound as though a coronal nasal had become labial: for example in the phrase sevent plus heard as assimilated se[vmp]lus. They argue that the [n] is not deleted or changed from [coronal] to [labial], but is overlapped by the following [p], according to the general pattern of consonant coordination at word boundaries in English. The [ n ] and [p] articulated together sound like [ m ] (see also Byrd 1992). Browman and Goldstein further argue that place assimilation in tentht ((18) above) is also the result of overlap and blending: the tongue tip cannot be both dental and alveolar at the same time, so a compromise blended position is reached. Zsigai (1995) argues for an overlap account of palatalization at word boundaries in English. The phrase this year may sound like thish year, but data from electropalatography shows that the word-final fricative is not identical to an underlying [ $\delta$ ]. Rather, it is the acoustic result of an [s] and [j] articulated at the same time, with tongue tip and blade gestures blended together. Some proponents of Articulatory Phonology incorporate gestural dynamics into constraint-based theory (Gafos 2002; Bradley 2007).
It is not clear, however, whether all local assimilations are best described in terms of gestural overlap. One distinction that is often made is that categorical phonological alternations should be represented as the result of a change in featural specification, while partial and gradient changes are attributed to gestural overlap (see chapter 89: Gradience and categoricality in piionolugical theory). Thus Cohn (1993), for example, identifies two different kinds of nasalization in English and Sundanese. Using nasal and oral airflow data, Cohn demnonstrates that nasalization of a vowel i.r English is partial and gradient,
due to co-articulation with the opening velum, and very much dependent on timing and context. In contrast, nasalization in Sundanese is categorical: a nasalized vowel must be specified with its own featural target. In a sinvilar vein, Zsiga (1995) argues that palatalization at word boundaries in English is the gradient result of overlap, while palatalization at morpheme boundaries ((21a) above) is the categorical result of a featural change. Ladd and Scobbie (2003: 16) provide data that vowel assimilation at word boundaries in Sardinian is categorical, and conclude

> that gestural overlap is on the whole not a suitable model of most of the assimilatory external sandhi phenomena in Sardinian, and more generally that accounts of gestural overlap in some cases of English external sandhi cannot be carried over into all aspects of post-lexical phonology.

Other researchers, however, follow Brownan (1995) in arguing that apparently categorical deletions and assimilations are just the endpoints of a gradient distribution: deletion being the limiting case of reduction and categorical assimilation the limiting case of overlap. Thus Kochetov and Pouplier (2008), for example, describe the categorical change of $/ \mathrm{pk} / \rightarrow[\mathrm{kk}]$ in Korean ((16) above), in which they show the assimilated sequence to be identical to an underlying /kk/ cluster, as full reduction of the lip closing gesture and temporal extension of the velar closing gesture. One crucial question is whether there is a theory of gestural tining and organization that is both powerful enough to account for gradient changes, and constrained enough to account for changes that result in category neutralization (see the discussion in Zsiga 1997; Ladd and Scobbie 2003; Scobbie 2007). Another challenge lies in integrating articulatory and perceptual approaches. Further discussion of co-articulation and gestural overlap can be found in Chapter 89: Gradience and CATEGORICALITY IN PHONOLOGICAL THEORY.

### 3.3 Formalizing local assimilation

Local assitnilation has played an important role in the developnent of phonological formalism. McCarthy (1988: 84) states: "The goal of phonology is the construction of a theory in which cross-linguistically common and wellestablished processes emerge from very simple combinations of the descriptive parameters of the inodel." He further argues that the ubiquitous presence of assimilation, both local and long-distance, warrants assigning it a "privileged status" in phonological formalism (1988: 86). Despite its clear phonetic bases, the process of assimilation has nut necessarily been simple to capture in phonological representation.

In the formal theory of Chonsky and Halle (1968), processes of assinuilation were expressed with the use of alpha notation. In thls formalisnl, Greek letters stand for variables over " + " and " - ", and every instance of the variable in a rule nust be filled in with the same value. Thus, a rule of obstruent voicing agreement, as would be needed for example in Yiddish (4), would be written as in (29).

Obstruents agree in voicing: a notation
[-sonorant] $\rightarrow$ [avoice] / _ [-sonorant, cxvoice]

Whie the use of a special notation does convey the privileged status of the notion of "agreement," non-occurring rules can also be easily represented, with no increase in formal complexity.
(30) Obstrment voicing must match the value for [士back]
[-sonorant] $\rightarrow$ [ $\alpha$ voice $] /$ _ [-sonorant, $\alpha$ back]
Thus, as pointed out, for examiple, by Bach (1968) and Anderson (1985), this rule formalism is too powerful, in that it predicts that rules (29) and (30), being equal in complexity, should be equally likely to occur. On the other hand, the cominon and straightforward process of nasal place assimilation ( $\$ 2.4 .1$ above) is represented via a complicated formula (31):
(31) Catalan masal assimilation using alphan notation


It was the study of long-distance assimilation - tone and vowel harmony - that led to the introduction of autosegmental phonology (Goldsnith 1976; Clements and Sezer 1982), but this formalism was quickly adopted for local assimilations as well. In autosegmental representation, assimilation is represented by "feature spreading" through the addition of an "association line": a feature that begins as a property of one segment comes to be associated with inore than one, as in the anticipatory voicing assimilation in (32):

Obstruents agree in woicing: Autosegmental notation


Feature spreading gives assinuilation a privileged status as an elementaly operation, while more complicated feature suvitches have a correspondingly more complicated representation.

The addition of class nodes in a more elaborated feature geometry allows for a simple representation of rules that target a group of features. As noted by Clements (1985: 226),

If we find that certain sets of features consistently behave as a unit with respect to certain types of rules of assimilation or resequencing, we have good reason to suppose that they constitute a unit in phonological representation.

Local place assimilation is the prime example of a set of features that behave as a unit. MicCarthy (1988: 86-87) states: "The basic motivation for feature geometry [is] the naturalness of place assimilation."

Consensus has not been reached, however, on exactly which geometry is correct. The need is clear for a class node grouping consonantal place features to account for assimilations such as that in Catalan (15a), one grouping laryngeal features to account for assimilation of voicing and aspiration together as in Creek (9) and Sanskrit (10), and a root rude grouping all features for complete assimilation as in Ponapean (24a) or Arabic (25a). Less clear is the need for a supralaryngeal node that groups all features except the laryngeal features. Cases like those in Havana Spanish (25b) and Kannada (26), where all features except voice assimilate, would argue for such a node (see Clements 1985); however, McCarthy (1988: 92) connters that spreading of the supralaryngeal node "is known from only one or two examples that are subject to reanalysis." Other points of contention include where to attach manner features (Padgett 1994), how to represent the class of guttural consonants (McCarthy 1994), and, probably most difficult, how to handle vowel and consonant interactions and lack of interaction. Clements and Hume (1995; see also Clements 1993; Hume 1994) suggest separate Place nodes for C-place and V-place: different patterns of interaction and transparency will depend on which nodes are targeted for assimilation. For extended further discussion, see chapter 13: the stricture FEATURES; CHAPTER 14: AUTOSEGMENTS; CHAPTER 19: VOWEL PLACE; CHAPTER $75:$ CONSONANT-VOWEL PLACE FEATURE INTERACTIONS; CIIAPTER 22: CONSONANTAL PLACE OF ARTICULATION; CHAPTER 25: PHARYNGEALS; CHAPTER 27: THE ORGANIZATION of features.

Constraint-based theories (Prince and Smolensky 1993) offer a different way of formalizing assimilations. Although autosegnental representation is generally assumed, the details of feature-geometrical representations become less crucial. One way of representing local assimilation is through the mech onism of AGree constraints: markedness constraints that state that two adjacent segments must agree with respect to the specified feature. These markedness constraints interact with constraints requiring faithfulness to underlying features, with languagespecific rankings producing different patterns of assintilation (see ciapter 63 : markedness and faitiffulness constraints). Thus Lombardi (1999) proposes the constraints in (33) to account for voicing assimilation in Yiddish ((4) above). The positional faithfulness constraint (33c) is needed to account for the fact that the coda assinilates to the onset and not vice versa.
(33) Constraints on obstruent voicing agreement (Lombardi 1999)
a. Agree

Obstruent clusters should agree in voicing.
b. Ident(Laryngeal)

Consonants should be faithful to underlying laryngeal specification.
c. Ident-Onset(Laryngeal)

Consonants in [pre-sonorant position] should be faithful to underlying laryngeal specification.

If these are ranked such that the agreement constraint and the positional faithfulness constraint outrank general faithfulness, as in (34), the result is that the coda will assimilate in voicing to the onset.
(34) Voicing assimilation in Yiddish (Lombardi 1999)

| /bak bejn/ | Agree | luent-Onsert(Lar) | Iuent(Lar) |
| :---: | :---: | :---: | :---: |
| a. bak.bejn | *! |  |  |
| ois b. bag.bejn |  |  | * |
| c. bak.pejn |  | *! | * |

Steriade (2001) treats place assimilation with parallel formalism, but substitutes positional faithfulness constraints that reference differences in perceptibility rather than syllable structure (see \$3.1 above).
(35) Place assimilation with perceptibility constraints (Steriade 2001)

| /at $\mathrm{pa} /$ | Acree | [df.nt(Place)/C_V | IdentiPlace)/V_C |
| :---: | :---: | :---: | :---: |
| a. atpa | *! |  |  |
| wi> b. appa |  |  | * |
| c. atta |  | *! | * |

Place assimilation is also often handled with reference to positional markedness as well as positional faithfulness (Kager 1999). In this approach, assimilation is not driven by a constraint requiring agreement. Rather, the markedness constraint that forces the alternat ion is based on Itô's (1998) insight that codas may not license place features alone. Direct reference to a "coda condition" captures the insight that assimilation to the place of an adjacent onset consonant is just one way to repair the codd violation; epenthesis and deletion, which change the syllable structure rather than featural content, are others. The use of different constraints for place assimilation and voice assimilation captures the generalization that, crosslinguistically, epenthesis and deletion often occur to repair clusters that do not match in plaoe, but they do not occur to repair clusters that do not natch in voicing (see Baković 2000; Lombardi 2001). The account of nasal place assirnilation in Spanish [tampoko] 'neither' in (36) and (37) is adapted from Shepherd (2003).

## Coma condition

A coda cannot license place features.
(37) Nasal place assimilation in Spanish

| /t.si.po.ko/ | CodaCond | lueni-Onset (Place) | IuENT(Place) |
| :---: | :---: | :---: | :---: |
| a. tan.po.ko | *! |  |  |
| u* b b. tant.po.ko |  |  | * |
| c. tan to.ko |  | *! | * |

Note that in the tableaux above, there is nopecific reference to feature geometry or a Place node. In keeping with a general move away from solutions based in representations and rules, the sets of features targeted for assimilation are defined within the content of the constraints, not in terms of a universal hierarchical structure
that must be made to work for all cases. Padgett (1995) specifically argues against a Place node in feature geometry, proposing instead that constraints that target defined sets of features better account for partial place assimilations.

In conclusion, it may be said the7t questions of representation encapsulate the debates that continue over the linguistic nature of local assimilation. Phonologists are working toward finding the representation that will capture crucial crosslinguistic generalizations about assimilation in the simplest and most straightforward forn, while accounting for the details of individual datasets. Debates continue over defining the features and feature classes that are active in assimilation, and whether the definition of classes should be representational or set-theoretic. It remains a question whether structural or perceptual approaches to direction al asymmetries best account for the range of cross-linguistic data. Another important question is whether assimilation is featural at all: should local assimilation be defined in terms of manipulation of phonological features, in terms of articulatory organization, or in some other way? Accounting for both gradience and variability on the one hand and systematic category change on the other continues to be a challenge. Finally, theories of the phonology-morphology interface, the phoneticsphonology interface, and, inost generally, theories of the overall structure and architecture of the phonological gramnar continue to reference processes of local assimilation. Certainly local assinvilation, the most armmon phonological alternation, will continue to play a central role in phonological theorizing.
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## 82 Featural Affixes

## Akinbiyi Akinlabi

## 1 Characteristics of featural affixes

Featural affixes are phonological features that function as gramnatical morphemes. The most commonly found cases are tonal (Akinlabi 1996). An example is the associative marker in Bini (Amayo 1976), exemplified in (1). (The forms before the arrow indicate the isolation forms of the nouns and the forms after the arrow are associative constructions. For clarjty, the tones in the examples in (1) are indicated with both tone marks and the letters L, H for Low, High respectively. ${ }^{1}$ indicates a downstepped tone on the following vowel.)
(1) Bini (Amalyo 1976)


However, several cases of non-tonal features functioning as grammatical morpluemes have also been described in the literature. A representative list is given in (2). ${ }^{1}$

[^228](2) Non-tomal examples of featural morphemes
a. In Chaha, the 3rd inasculine object is indicated by labialization.
(Johnson 1975; McCarthy 1983; Hendricks 1989; Archangeli and Pulleyblank 1994; Rose 1994, 2007)
b. Nuer indicates tense/aspect distinctions with the features [continuant] and [voice].
(Crazzolara 1933; Lieber 1987; Frank 1999)
c. In Zoque, the 3rd person singular is marked by palatalization.
(Wonderly 1951)
d. [nasal] is the 1st person possessive marker in Terena.
(Bendor-Samuel 1960, 1966)
e. The feature of "uncontrolledness" is signaled by palatalization in Tapanese.
(Hamano 1986; Mester and Itô 1989; Archangeli and Pulleyblank 1994: Alderete and Kochetov 2009)
f. Noun class 5 is marked by voicing the first consonant of the root in Aka (Bantu, Zone C).
(Kosseke and Sitamon 1993; Roberts 1994)
g. Noun class morphemes in Fula include the features [continuant] and [nasal].
(Arnott 1970; Lieber 1984, 1987)
h. The Athapaskan D-classifier consists solely of the feature [-continuant]. (Rice 1987)
i. In Seereer Siin, an Atlantic (Niger Congo) language, consonant nutation (involving the features [voice] and [continuant]) constitute all or part of the noun class prefix in nouns and dependent adjectives, and number in verbs.
(Mc Laughlin 2000, 2005)
j. In Mafa, a central Chadic language of Cameroon, imperfectives of verbs ending in a consonant are formed with a palatal featural affix. (Ettlinger 2003, 2004)

The features in (2), like segmental morphemes, often refer to specific edges of stems, and thus are featural affixes (e.g. Chaha labialization and palatalization, Aka voicing, Zoque palatalization). While the fact that phonological features may function as grammatical morphemes is uncontrovers tal, the status of such features as prefixes or suffixes often remained muted in spite of traditional intuition, with some scholars contented with referring to the morphemes simply as "floating autcosegments." ${ }^{2}$ The reason why the status of featural affixes as prefixes or suffixes is of ten problematic is that, while segmental affixes may be phonetically realized independently, featural affixes are always phonetically realized as part of some other segment or segments of the stem. The question therefore is why featural affixes get realized as part of the stem. The answer to this is that features have to be "licensed" (i.e. their occurrences have to be sanctioned) in order to get phonetically realized, therefore featural affixes must associate vith a licensor in the stem or elsewhere.

[^229]In this chapter I am assuming a feature geometry in which all segments have a root node, which "gathers" the features into one unit (chapter 27: the organlzation of features). In addition, I assume that vowels (and all syllable peaks, including syllabic nasals) are dominated by a mora (CHAPTER 33: Syllableinternal structure). Finally, I assume that class nodes, such as those for place of articulation, are monovalent. However, terminal features, such as aperture features, are bivalent. Since this chapter has a constraint-based, optimalitytheoretic bias, I will not be assunling underspecification here (chapter 7: FEATURE specification and und erspecification).

Universally, feature licensors can (only) be either a mora or a root node (Itô 1989; Itô and Mester 1993; etc.). Therefore, while edges in tones refer to the initial or final mora, edges in nasal harmony and the like may refer to the first or last root node; i.e. a real morphological edge, since the last licensor also coincides with the last segment of the morpheme (see Archangeli and Pulleyblank 1994). ${ }^{3}$ But, with featural affixes, an edge does not necessarily mean a morphological edge; an edge is defined for a feature on the basis of a possible licensor in a language.

Another characteristic of featural affixes, as distinct from segmental affixes, is their domain. While most segmental affixes occur at the beginning, middle, or end of a base, featural affixes often occur throughout the base, or span it. Features that commonly have this characteristic are the "prosodic" features, in the Firthian sense of the word. As is well known, such features may include pitch, nasality, roundness, palatalization, and the like (see Firth 1948). Since these are the featural spell-out (or content) of the morphological categories in question, they are featural affixes.

In their study of alignment in (regular) segmental affixation, McCarthy and Prince (1993b; 103) observe that an alignment constraint, such as one that aligns the left edge of one morpheme with the right edge of another (as in Tagalog -rmprefixation) nay be violated when dominated by a prosodic constraint, such as one that disallows a coda. This may force a prefix to be realized as an infix. The Tagalog affix cum-"falls as near as possible to the left edge of the stem, so long as it obeys the phonological requirement that its final consonant $\quad 1 /$ not be syllabified as a coda" (McCarthy and Prince 1993b: 79). Therefore, it appears as a prefix before a vowel-initial word: /um + aral/ $\rightarrow$ [un-aral] 'teach', but as an infix when the word is consonant-initial: /unn + sulat/ $\rightarrow$ [s-um-ulat] 'write', /um + gradwet/ $\rightarrow$ [gr-um-adwet] 'graduate'.

A similar characteristic is found in featural affixes. One important distinction from segmental prefixes/suffixes is that featural affixes often behave like "infixes," because they frequently do not occur at an edge of the stem. A feature may be forced away from an edge when the feature cannot ch-occur with another feature(s) of the segment at the edge (see Pulleyblank 1993), leading to

[^230]misalignment. A featural suffix may for example be realized elsewhere in the stem, resulting in featural infixation. However, featural affixes occur as "infixes" more often than segmental affixes.

Finally, one characteristic that has recently been observed in featural affixation is one in which a grammatical category is marked by a feature which has both segmental and featural allomorphs, as in Mafa (Ettlinger 2003, 2004).

In the following sections I illustrate each of the above characteristics of featural affixes. Each case study discussed below has been selected because it illustrates a particular claaracteristic or characteristics of featural affixes.

In the discussion of Chaha ( $\S 2.1$ ), l show that a featural suffix [round] is realized as a featural infix, or even as a featural prefix, when the featural suffix is forced awray from the edge. The opposite effect is illustrated with Nuer nutation (\$2.3).

Tonal data from Etsako, an Edoid language, and nasalization data fron Terena show situations in which featural morphemes span the entire base of affixation. In the discussions of Terena nasalization and the Etsako tone, I suggest that these are still cases of prefixation and suffixation respectively, but in conjunction with harmony. Therefore there are no special treatinents of featural affixes required.

Mc Laughlin $(2000,2005)$ notes that, taking into consideration featural affixes, a morphological category can be expressed in one of three ways: as a segmental affix, as a featural affix, or as a combination of both segmental and featural affixes (Chapter 103: phonological sensitivity to morphological structure).

In summary, the primary focus in this chapter will be illustrating the characteristics of featural affixes. To do this, I will provide short descriptions of several of the featural affiixes listed in (2). The characteristics include (a) marking morphological categories (like segmental affixes), (b) occurring as part of other segments rather than independently, (c) varying between prefixes and suffixes, (d) occurring elsewhere in the stem (because of feature co-eccurrence constraints), (e) spanning the entire base of affixation, and (f) varying occurrence as a feature or a segntent in the same language. I will argue that these characteristics of featural affixes do not require any new type of morphology, because the same machinery already developed for segmental affixes can handle them as wrell.

I discuss seven case studies in all, divided into four groups. The first group, Chaha and Zoque, illustrates the most basic characteristics of featural affixes mentioned above, that of directionality. Cheter jllustrates suffiixation and Zoque shows prefixation. The second group, Nuer and Seereer Siin, combines featural affixes with consonant mutation. Nuer is suffixal, and Seereer Siin is prefixal. The third group, Etsako and Terena, shows featural affixes that span the whole stem domain. They illustrate featural affixation combined with "harınony." Again, Ftsako shows the harmony from the right (suffixal), and Terena shows it from the left (prefixal). The fourth group contains only one language, Mafa. Mafa show's a special case of affixation, in that the segment involved is at the same time a segment and a feature. I refer to this as segmental realization of a featural affix.

## 2 Directionality

The first case studies illustrate the need to consider featural morphemes as either prefixes or suffixes, a property that is formally accounted for by the directional
component of alignment. In this light, Chaha illustrates prefixation, and Zoque illustrates suffixation.

### 2.1 Chaha labialization

In Chaha, a Gurage language of Ethiopia, the 3rd person masculine singular object is indicated by labialization (with the suffix /n/) (Johnson 1975; McCarthy 1983: Hendricks 1989; Archangeli and Pulleyblank 1994; Rose 1994, 2007). Labialization surfaces on the "rightmost labializable consonant" of the stem. Labializable consonants in Chaha include labial and dorsal consonants, but not coronal consonants. ${ }^{4}$ The data in (3) (from McCarthy 1983: 179) show the surface realization of this morpheme.
(3) without object with 3 rd masc sg object
a. Rightmost consonnmt of the stem is labinlizable
dænæg dænæg' 'hit'
nædæf nædæf"'sting'
nækæb nækæb"' 'find'
b. Medial consonant of the stem is labializable, final is not
nækæs næk"æs 'bite'
kæfæt kæf"æt 'open'

c. Only the leftmost consonant of the stem is labializable
qætær $\mathrm{q}^{\prime \prime æ t æ r ~ ' k i l l ' ~}$
mæsær miæsær 'seem'

d. No labinlizable consonant
sædæd sædæd 'chase'
A number of observations are important here. Labialization must be realized only on the rightmost labializable consonant, and on no other. This is obvious from the third example in (3a), /nækæb/ $\rightarrow / n æ k æ b^{w} /$. Both of the last two consonants of the verb root in this example are labializable, but only the rootfinal consonant is labialized. The medial consonant is not labialized, because of this requirement of rightmostness. In the formis in (3b), all of the final consonants of the verb roots are coronal, e.g. /nækæs/, therefore only the root-medial consonants, which are either labial or dorsal, are rightmost; and so only these receive the labialization feature. Note further that the initial consonants in the last two examples, /kæfæt/ and /bæekær/, are labializable, but again are not labialized, because of the requirement of rightmostness. In (3c) the only labializable consonants of the verb root are the leftmost consonants, /qæたたr / $\rightarrow / q^{\prime \prime} æ t æ r /$, and so by rightmostness they receive labialization. Finally, in (3d) none of the consonants is labializable and so the feature is not realized.

An explanation of the above facts is as follows. Following earlier analyses we assume that the 3 rd person masculine singular object marker in Chaha is

[^231]the feature [round]. It must be a featural suffix, as indicated by the insistence on rightmostness. The 3 rd person masculine singular object [round] aligns with (or coincides with; Zoll 1996) the right edge of the stem. In Chaha, [round] may be licensed by any consonantal root node. The position explicitly treats the morpheme as a suffix, but the segmental content is a feature [round], hence what the constraint aligns is the feature [round]. The right edge of the stem has to coincide with the feature [round], the featural content of the affix. Thus the feature [round] seeks out the rightmost consonantal root node in the verb root for licensing, given the discussion of licensing and edges above. As noted in our description of the facts, coronal consonants cannot receive the labialization feature. This means that the feature [round] cannot be articulated with a coronal consonant in Chaha. We can bar this with a feature co-occurrence constraint, which forbids [round] from linking to a root node associated to [coronal].

To conclude, there are several characteristics of featural affixes, which this affix illustrates. First, it marks a morphological category, the 3rd person masculine singular object. Second, the realization is a feature, the feature [rourk I]. Third, it must be realized as part of another segment, a consonant, because it is not a seginent. Fourth, like any affix, it has a position. However, like a featural affix it seeks the rightnost dorsal or labial consonant for licensing. Therefore it is a suffix. Fifth, like segmental affixes, it can be pushed from the suffix position. As it is a featural affix, however, co-occurring with other features is what matters. It cannot co-occur with a coronal constmant; therefore it gets pushed more and more invards until it finds the right consonant to co-occur with. Sixth, if it does not find the right licenser, it simply does not get realized. This is comparable with the null realization of certain segmental morphemes in language, as for example where a segmental affix is not realized for some phonotactic reason. One example is Dutch, which does not have geminate consonants. Here the 3rd person singular ending $[-t]$ is not realized on verbs which end in a coronal plosive. ${ }^{5}$
(4) Dutch 3rd person suffix [-t] nbsent after verb-final [t]

| a. | iklees | [ik les] | T read |
| :---: | :---: | :---: | :---: |
|  | hij leest | [hei lest] | 'he reads' |
| b. | - ik zie | [1k zi] | 11 see' |
|  | hij ziet | [hei zit] | 'he sees' |
| c. | ik cet | [1k et] | 'leat' |
|  | hije eet | [hei et] | 'he eats' |

### 2.2 Zoque palatalization

In this section, I consider the process of morphological palatalization in Zoque (Zoque-Mixe of southern Mexico). Zoque palatalization contrasts with Chaha labialization (\$2.1) in some crucial senses. First, while Chaha lab'ralization illustrates a case of long-distance realization of an affix, Zoque palatalization illustrates local realization; i.e. the affix nust be realized at the edge, and nowhere else (Akinlabi 1996). Second, Zoque differs from Chaha in the sense that the featural affix is a prefix as opposed to a suffix.

[^232]Wonderly (1951: 117-118) describes a process of palatalization (charter 71: palatalization) in Zoque, which marks the 3rd person singular. He represents this morpheme as a prefix [j]," and treats this process of palatalization as "metathesis" of [j] and the following consonant. A rule-based treatment assuming metathesis is proposed in Dell (1980). The relevant examples are listed in (5), with the morpheme transcribed as [j], following Wonderly. ${ }^{9}$ My interpretation here is that Wonderly's [j] is a palatal feature, which I will assume is [-back].
(5) Zogue 3rd person singular
a. With labial consonants

| j-pata | piata | 'his mat' |
| :---: | :---: | :---: |
| j- $\mathrm{P}^{\text {jesa }}$ | pesa | 'his room' |
| j-buro | $\mathrm{b}^{j} \mathrm{uro}$ | 'his burro' |
| j-faha | fiaha | 'his belt' |
| j - mula | $\mathrm{m}^{\text {jula }}$ | 'his mule' |
| j-w'akas | wiakas | 'his cow' |

b. With alveolar consonants

| j - tatah | t'atah | [catah] | 'his father' |
| :---: | :---: | :---: | :---: |
| j - tih | nis tilhu | [n^ ciluu] | 'he is arriving |
| j-duratsshk | nı diuratsahku | [ns ctyuratsshku] | 'it is lasting' |
| j-tsshk |  | [t'ahku] | 'he did $\mathrm{it}^{\prime}$ |
| j-sık | $\mathrm{s}^{\mathrm{j}}$, k | [ $\wedge_{\wedge} \mathrm{k}$ ] | 'his beans' |
| j-swerte | fwerte | [Jwerte] | 'his fortune' |
| j-nanah | $\mathrm{n}^{\text {janah }}$ | [رanah] | 'his mother' |

c. With palatal consonants (no change)
j- tornanga to fongoja 'his rabbit'
j-Sapun Japun
'his soap'
d. With velar consonants
j-kama kiama
j-gaju g'aju
e. With laryngeal consonants

| - ${ }^{\text {atsi }}$ | ${ }^{\text {j }}$ atsi |
| :---: | :---: |
| j - hajah | $h^{j}{ }^{\text {a }}$ jah |
| - huj | h'uju |

'his cornfield'
'his rooster'
'his older brother'
'her husband'
'he bought it'
All words in Zoque are consonant-initial. The data in (5) show that the 3rd person singular norpheme produces secondary palatalization of the first consonant of the stem if it is labial (5a), velar (5d), or laryngeal (5e); it turns alveolars into

[^233]alveopalatals in (5b), and has no phonetic effect on underlying palatals (5c). As Wonderly (1951: 118) puts it, "when y [i.e. /j/J precedes an alveopalatal consonant $\dot{c}$, š, the $y$ is lost." In this analysis we assume that the inorpheme is not "lost," but that it has no phonetic effect if the initial consonant of the stem is palatal.

I assume that the 3 rd person singular in the above data is the feature [-back] (see Sagey 1986). [-back] is licensed by any root node in Zoque. It is apparently a featural prefix, given its restriction to the first (or leftmost) consonant.

The palatalization case in Zoque is completely straightforward. All consonants participate in the palatalization, regardless of place of articulation. For example, labials are not barred from being palatalized, as coronals are barred from being labialized in Chaha.

The only set of consonants that require additional comment is the set of palatal consonants, as seen in (5c) (/[-back]-Japun/ $\rightarrow$ [ Japun] 'his soap'). There are two approaches to this set of consonants. One is to assume that the [-back] 3rd singular morpheme is unparsed when the first segment is underlyingly palatal. The second approach is to assume that [-back] links vacuously to a palatal segment. I adopt the second position here, since linking [-back] to a palatal consonant will not change the consonant's realization. If palatal consonants are asst.וned to have underlying tokens of [-back], then linking the morpheme in this case simply implies that the [-back] specification in the surface representation corresponds to two tokens of the same feature in the input. Phonetically, it will be impossible to distinguish one or two tokens of the same feature.

In conclusion, Zoque provides evidence for featural affixes which must be realized, and which must be realized at an edge and nowhere else. In Chaha, a co-occurrence constraint forces a featural affix away from the edge. In Zoque, such co-occurrence constraints (which must be universal) have no surface effect. In Chaha, a featural affix may not be realized if none of the segments can license it. In Zoque, the affix can be licensed by all consonants, and so it is always realized. ${ }^{\text {B }}$

In the two case studies of featural affixes discussed above, one is a suffix (Chaha [round] or Labial), and the other is a prefix (Zoque [-back] or Coronal). Both of these involve only features. I now turn to cases in which the affix has both segmental and featural content.

## 3 Features plus segments: Segment mutations

Systematic alternation in homorganic segment classes that reflect morphological distinction is often called mutation (Chapter 6. © Consonant mutation; Cifapter 117: celtic mutations). The second group of case studies consists of languages which combine featural affixes with consonant mutation.

[^234]What is interesting about these cases is that languages with consonant mutations often combine both featural and segmental affixation. That is, the featural affix nay occur by itself or with additional segnents. In this section, we examine two cases, Nuer and Seereer Siin. Nuer is suffixal and Seerer Siin is prefiixc 7 l.

### 3.1 Nuer mutation

The consonant mutation process of Nuer, a Nilo-Saharan language of Sudan, presents an interesting contrast to Chaha, in that the featural suffix must be realized at the very right edge of the verb stem rather than anywhere else in the stem. If the featural suffix cannot be realized on the last consonant of the stem due to a co-occurrence constraint, it is simply not realized at all (see Chaha palatal prosody). But our interest in Nuer mutation is that the suffixes do not just consist of features, but of segments and feaíures.

In the Nuer verb roots, final consonant mutation is associated with various tenses and aspects in the verbal paradigms, as the following examples illustrate. The alternation is only productive in verbs and not in nouns. (All data presented here are from Crazzolara 1933: 156-160; see Frank 1999 for more details on Nuer morphology.) Rule (6) summarizes the observed consonant alternations and (7) provides examples. In the following examples each place of articulation is represented by two verb paradigms. I have converted Crazzolara's representations to IPA, following his descriptions.
(6) Nuer final consonant alternation (Crazzolara 1933; Lieber 1987) ${ }^{9}$

|  | labial | interdental | alveolar | palatal | velar |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ed | b | б | d | $\dot{1}$ | $\gamma$ |
| iceless continuant | f | $\theta$ | I | c | h |
| iceless stop | p | ¢ | $t$ | c | k |

(7) Verbal paradigms ${ }^{11}$
a. Labial final verbs
3rd sy indic pres act
1st pl indic pres act
pres pple neg
past pple

| to overtake a person' | 'to scoop (food) hastily' |
| :---: | :---: |
| cóbêjer | k |
| coofk ${ }^{\text {jex }}$ | kどafk ${ }^{\text {je }}$ |
| p | kep |
| cof | kef |

[^235]| b. Interdental final verbs | 'to suck' | 'to wade' |
| :---: | :---: | :---: |
| 3rd sy indic pres act | lóơe jè | јæ̌ð¢ ${ }^{\text {je }}$ |
| 1st pl indic pres act | lojek j k |  |
| pres pple neg | lot | јæ્セt |
| past pple | 100 | jæ0 |
| c. Alveolar fimal verbs | 'to sharpen' | 'to cut a point' |
| 3rd sg indic pres act | paádè jé | Wítré je |
| 1st pl indic pres act | páaŗk ${ }^{\text {jex }}$ | wəŗkj jé |
| pres pple ney | paat | wit |
| past pple | Pàa! | wir |
| d. Palatal final verbs | 'to hit' | 'to dismiss a person' |
| 3rd sg indic pres act | jáạ̧̇̀ je | jiéejè jx |
| 1 st pl indic pres act | jáaçkó jex | jjáaçk ${ }^{\text {joz }}$ |
| pres pple neg | jaac | jièec |
| past pple | jaaç | jjeeç |
| e. Velar final verbs | 'to throw away' | 'to find' |
| 3rd sy indic pres act | јæ்¢ |  |
| 1st pl indic pres act |  | jəkıj je |
| pres pple neg | jakk | jok |
| past Pple | jæh | jah |

First, Crazzolara (1933: 102) notes that the verb root is monosyllabic in Nuer. Second, all verbs begin and end in consonants. I assume, following Lieber (1987), thent the features implicated here are [continuant] and [voice]. I will also assume that the morphemes involved in the mutation consist of the following inputs."
(8) The Nuer suffixes

```
indic pres act \(=\) [j६]
3rd sg \(\quad=\) [cont \(][\varepsilon]\)
\(1 \mathrm{st} \mathrm{pl}=\) [cont] [ko]
pres pple neg \(=\varnothing\)
past pple \(=\) [cont]
```

The most important illustration of the theme of this section is the past participle morpheme, which under any analysis must include the feature [continuant], and the 1st plural morpheme, which, in addition to the feature [continuant], also includes the segment sequence [ k ]. A comparison of all the past participle forms with the 1 st plural indicative present active forms shows that the latter always include the additional [ k ]. What is interesting is that the suffix [ k ] also triggers spirantization of the preceding stop. ${ }^{12}$ Therefore we must assume that this suffix has a preceding floating [continuant]. Finally, we must assume that Nuer also has intervocalic voicing, as seen in all the 3rd singular forms.

[^236]It is clear from the mutation cases in Nuer that the features involved are suffixes, since in two cases the free feature [continuant] is paired with Iraditional segmental suffixes. In the case of the past participle morpheme, the entire content of the anorpleme is the free feature [continuant]. [continuant] is licensed by a root node in Nuer. This feature links to the rightmost consonant of the verb. This association formally defines the past part icple morpheme in Nuer as a suffix. This morpheme happens to have just a single featural content [continuant].

The derivation of all the forms with the past participle suffix [continuant] is the same as that of the 1st plural forms, except for the additional segments [ko] in the suffix. This example actually shows that if we call the segments [ko] a suffiix, we must treat the preceding [continuant] the same way, since they, together, mark the same morpheme. And if this feature [continuant] of the 1st plural is a suffix, so is the feature [continuant] that inarks the past participle alone.

Crazzolara notes that a number of segments do not undergo this mutation process in Nuer. These segments are the nasals $/ \mathrm{m} n \mathrm{n} \mathrm{n} \boldsymbol{n} \mathrm{m} /$, the liquids / $\mathrm{r} /$, and glicile $/ \mathrm{w} /$. I will split these segments into two groups, the nasals on the one hand and the liquids and glide on the other.

I suggest that the nasals do not undergo mutation because of a co-occurrence constraint forbidding the association of [continuant] to a consonant specified for [nasal]. The examples in (9) illustrate this.
(9) Non-alternating final consonant

|  | 'to see ${ }^{\text {/13 }}$ | r' |
| :---: | :---: | :---: |
| 3rd sy indic pres act |  |  |
| 1 st pl indic pres act | néとankó jı | liejojo je |
| pres pple neg | nè̇n | lin |
| past pple | nėยn | lir) |

Since morphemes with final nasals never alternate, and since [continuant] does not show up anywhere else, we must assume that in these cases [continuant] must remain unrealized (i.e. unparsed). This is parallel to the case of the nonrealization of [round] in Chaha.

I assume that the remaining sonorants, liquids, and glide undergo the process, though the surface forms appear invariant; i.e. [continuant] links vacuously to stems whose final consonants belong to this class, but without any apparent surface effect, since they are already continuants. ${ }^{14}$

In conclusion, [continuant] in Nuer provides a significant contrast to labialization in Chaha and palatalization in Zoque. In both Chaha and Nuer, the featural affix is a suffix, given the insistence on linkage to the final consonant. In both languages, the featural content of the affix cannot co-occur with a class of segnents.

[^237]This results in the non-realization of the featural suffix on the final segment. This fact is captured by the co-occurrence constraints between the feature content of the affix and the feature content of the class of segments. Thus it is co-occurrence constraints that force featural affixes from edges. The substantive difference between the two languages is seen in Chaha's insistence on realizing the featural suffix on other segments even if it cannot be realized on the edgemost segment, while Nuer will not realize the featural suffix at all.

It is important to note that other languages with consonant mutation have been identified in the literature, e.g. Fula (Arnott 1970) and North Atlantic languages (Mc Laughlin 2000, 2005), which confirm the above analys is of Nuer mutation. These languages also differ significantly from Nuer. I will brief.y discuss the case of one, Seereer Siin (Mc Laughlin 2000).

### 3.2 Seereer Siin consonant mutation

In her work on several Northern Atlantic languages of Niger Congo (Pulaar, Seereer Siin, Wolof), Mc Laughlin (2000, 2005) argues that consonant mutation can be viewed and accounted for as the prefixation of a floating feature to the root node of the stem-initial consonant. ${ }^{\text {is }}$ She proposes a constraint-based account to locate the feature on the left edge of a word.

Seereer Siin conson ont mutation is morphologically conditioned by noun class in nouns and dependent adjectives, and by number in verbs. There are two patterns of consonant mutation in Seereer: (a) voicing mutation, and (b) continuancy nutation. In each, there is a three-way homorganic range of alternations, called grades (Arnott 1970). I will only discuss the voicing nutation, and I will discuss only the fully mutating forms. The reader is referred to Mc Laughlin's work for the partially mutating forms, and the continuancy mutation.

In the voicing mutation, the three grades are "voiced stop," "voiceless stop," and "prenasalized voiced stop." Grade-a refers to the voiced set, grade-b to the voiceless set, and grade-c to the prenasalized set.

Seereer Siin has sixteen noun classes. Of the sixteen, classes $2,3 a, 5,7,8$, and 10 condition the a-grade mutation, while classes $3 \mathrm{~b}, 6,12,13$, and 14 condition the c-grade mutation. The remaining classes ( $1,4,9,11$, and 15 ) condition the b-grade mutation.

I will now illustrate the above statements with the examples in (10), from Mic Laughlin (2000: 339-340). The numbers in parenthesis beside the forms indicate the noun classes of the forms.
(10) Voicing mutation (fully mutating)

| roiced | roiceless | nosn $1^{16}$ |  |
| :--- | :--- | :--- | :--- |
| a-grade | b-grade | c-grade |  |
| ogac (10) | akac (4) | for)gac (13) | 'stone' |
| jir (5) | acir (4) | aлfir (3b) | 'illness' |
| o6aj (10) | харај (11) | foбај (13) | 'hand, arm' |

[^238]I follow Mc Laughlin in assuming that the b-grade forms constitute the "underlying" forms in the stems with voicing mutation. The stem patterns show that the features involved in the class prefixation are [+voice] and [+nasal]. [+voice] drives the voicing of underlying voiceless-initial stems, which are fully ntutating. In addition, one must conclude that the class 10 prefix has both segmental and featural contents: /o [+voiced]/, as Mc Laughlin does. Finally, class 13 also has both segmental and featural contents: /fo [+nasal]/. "There is a [+voice] floating feature that drives the a-grade inutations ... and there is a [+nasal] floating feature that drives the c-grade mutations" (Mc Laughlin 2000: 340).

Comparing the Seereer Siin forms with those from Nuer, the mutating oonsonants in Seereer Siin are the stem-initial consonants. The mutating features [+voiced] and [+nasal] are prefixes. They must link to the stem-initial consonant and no other. In Nuer on the other hand, the mutating feature is a suffix. The systen in Seereer Siin sometimes includes featural affixes alone, and sonietimes featural affixes as well as segmental affixes. As seen above, the class 10 prefix includes both segmental and featural content: / 0 [+voiced]/, and the class 13 prefix also has both segmental and featural content: /fo [+nasal]/. These combinations are in fact more apparent than the Nuer combinations. The segmental features causing the mutation eitluer get associated or not, and are never pushed inwards in the stem. They only occur at the edges.

## 4 Harmony: Featural affixes with stem domains

The third set of case studies consists of langlages that combine featural affixes with featural harmony. By "harmony," I mean featural propagation that is domain-based.

The domain of a featural affix is often the entire stem. By definition, we unust take these features to be affixes, since they are the featural spell-out of some morphological category. Since the domain of the featural affix is the entire stem, I take the phenomenon to be the combination of a featural prefix or suffix, plus harmony involving the feature in question. I will illustrate with two languages. I will discuss one case involving a featural suffix (Edoid tone), and one involving a featural prefix (Terena nasalization).

### 4.1 Edoid associative construction

Tonal data from Edoid languages (Niger Congo, Nigeria) provide the first example of featural suffixation plus harmony. Suffixation is detectable from the fact that priority is given to right alignne.ent, and harmony is seen in the transmission of the feature throughout the entire domain.
In several Edoid languages the "associative morpheme" is a free (floating) High tone. The list includes Etsako (Elimelech 1976), Yekhee (Elugbe 1989), Bini (Amayo 1976), Isoko (Donwa 1982), and Eınai (Egbokhare 1990). In this section I will only examine Etsako (Ekpheli dialect). Several other Edoid languages have similar tonal systems to that of Etsako.
Etsako is a two-tone language, with High and Low tones (Elimelech 1976: 41). (Recall that full specification is assumed in this chapter.) In this language, the associative High tone links to the head noun, replacing all Low tones in a
right-to-left manner, until it reaches a segmental High tone. The examples below consist of disyllabic nouns, but they are representative of what happens in longer forıns. The forms cited here (from Elimelech 1976: 55) exhaust all possible tonal combinations of disyllabic nouns. The tones in the first row in each of (11)-(14) indicate the underlying tone pattern of the head nolun in isolation, and the corresponding tones after the arrow indicate its tone pattern in an associative construction. For clarity, I have indicated the tonal pattern of the first example in each set with the tone letters H and L , in addition to the tone marks. The crucial tones to focus on are those of the first noun, since the tones of the second noun remain constant.
(11) L

L
a. àmè L (H)
water
b. àmè
water
c. ámè j̀m
water
d

(12)


[^239]（13）

| a． | H <br> ódzi | セ̀0à | $\rightarrow$ | H odzíéoz | ［ódzêta |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $V$ | $V$ |  | $V V$ |  |
|  | $\underset{\text { crab }}{\mathrm{H}} \quad(\mathrm{H})$ | $\begin{gathered} \text { L } \\ \text { father } \end{gathered}$ |  | H L | ＇father＇s crab＇ |
| b． | $\begin{aligned} & \text { ód }<i \\ & \text { crab } \end{aligned}$ | oiké <br> ram | $\rightarrow$ | ódzióké | ［ódzôè <br> ＇a ram＇s crab＇ |
| c． | $\begin{aligned} & \text { ódzí } \\ & \text { crab } \end{aligned}$ | $\begin{aligned} & \text { śmś } \\ & \text { child } \end{aligned}$ | $\rightarrow$ | ódzíánı | ［ócţ́sıǹ］ <br> ＇a child＇s crab＇ |
| d． | $\begin{aligned} & \text { ódzi } \\ & \text { crab } \end{aligned}$ | $\begin{aligned} & \text { ód } z i ́ \\ & \text { crab } \end{aligned}$ | $\rightarrow$ | ódzíódzí |  <br> ＇a crab＇s crab＇ |
|  | L H |  |  | L H |  |
| a． | joté | è à $^{\text {a }}$ | $\rightarrow$ | 3téè 0 à | ［òtê＠${ }^{\text {a }}$ |
|  | LH | $\begin{aligned} & \mathrm{V} \\ & \mathrm{~L} \end{aligned}$ |  | $\underset{\text { LH L }}{1 \mid V}$ |  |
|  | crickel | father |  |  | ＇father＇s cricket＇ |
| b． | j̀té cricket | òké <br> ram | $\rightarrow$ | 3 3ťòké | ［うtôkê］ ＇a ram＇s cricket＇ |
| c． | j̀é cricket | $\begin{aligned} & \text { śm̀ } \\ & \text { child } \end{aligned}$ | $\rightarrow$ |  | ［̀̀tónı̀̀］ <br> ＇a child＇s crickel＇ |
| d． | う̀ť cricket | $\begin{aligned} & \text { ódzí } \\ & \text { crab } \end{aligned}$ | $\rightarrow$ | s̀téódzi | ［j̀tóctîi］ ＇a crab＇s cricket＇ |

The tone changes on the head noun in associative constructions may be summarized descriptively as follows：
a．$\quad \mathrm{L} \rightarrow \mathrm{H}(11)$
b． $\mathrm{HL} \rightarrow \mathrm{H}$ H（12）
c． $\mathrm{H} \rightarrow \mathrm{H}(13)$
d． $\mathrm{L} H \rightarrow \mathrm{LH}$（14）
In（11）we assume there is a single Low tone associated with both syllables （Inoras）of the noun，following the Obligatory Contour Principle（Leben 1973； McCarthy 1986）．The associative High tone replaces this underlying Low tone， and this Low tone itself is not realized on the surface．That the assumption made luere with disyllabic forms is true of longer forms is confirmed by the trisyllabic examples in（16），where the three syllables of the head noun are now realized on a High tone in the associative constructions．Therefore all adjacent Low tone syllables become High regardless of the number of syllables．


In (12) (with the HL pattern), the final Low tone of the head noun becomes High. Civen the forms in (16), we assume that any number of adjacent syllables with Low tones will become High. Therefore we predict that HLL head nouns will be realized as HHH. This prediction cannot be confirmed, because our sources do not have any examples with such patterns. The forms in (13) are turrenarkable, since the head noun is underlyingly High-toned. Finally, in (14), underlying LH remains the same. Our assumption here is that the associative High tone links vacuously to the final syllable of the head noun, just as [-back] links to palatal consonants in Zoque.

The above facts can be analyzed as follows. Following Elimelech I assunve that "the associative marker (AM) ... is underlyingly a High floating tone" (Elimelech 1976: 42). Tone is licensed by any mora in Etsako. Only vowels and syllabic nasals can be moraic in this language. Based on the facts in (11)-(15) above (especially (14)), as well as on facts presented in the Edoid studies cited at the beginning of this section, I suggested that the associative High tone is a featural suffiix. It is suffixed to the head noun. Howvever, a (separate) process of tonal harmony transmits the associative High tone throughout the entire head noun. Therefore the domain of the associative High tone is the entire head noun, a prosodic word (Nespor and Vogel 1986; Selkirk 1986; McCarthy arıd Prince 1990).

This type of phenomenon nust be handled with two constraints. One is a morphological alignment constraint, tle type of which we have seen so far. This alignment places the featural affix at a particular edge of the stem, characterizing it as a prefix or as a suffix (see Kirchner 1993; Pulleyblank 1993, 1996; Akinlabi 1994, 1997; Cole and Kisseberth 1994). The second is phonological feature spread: harmony. This handles feature propagation by establishing the fact that the domain of the feature is a phonological category, such as the prosodic word.

It is crucial to note that the associative High tone is different from an underlyingly linked segmental High tone of a head noun (the segmental High tone). First, while the associative High tone is a morpheme, the segmental High tone is not. And second, the segmental High tone is underlyingly linked, while the associative High tone is underlyingly fiee, i.e. it belongs to a morphenee with no other content. Any analysis of Etsinko must recognize these differences.

### 4.1.1 H-tone opacity

In Etsako, the segneental High tone is "opaque": it blocks the propagation of the suffixal High tone. That is, the sufflixal H tone camion spread through the lexical $H$ tone. The examples in (14) demonstrate this fact. In the LH head nouns, the output associative construction begins as LH , which does not become HH , as one would expect if the suffixal H tone were to spread through the segmental H tone. This indicates two things. First, only the suffixal H tone spreads, while
the segmental H tone does not；otherwise we would once again have HH on the head noun in the output．Second，the segmental H tone is opaque to the spread of the suffixal $H$ tone．We in ust assume that the constraint responsible for the association of a segmental H supersedes the one for tone spreading．

## 4．1．2 German sign language

Pfau（2000）has found a parallel of this type of affix in an unexpected place，the negative morpheme in the Gerınan Sign Language（DGS）．${ }^{18}$ Pfau proposes an ana－ lysis of the negative headshake of DGS as an autosegntent，in other words as a featural affiix［headshake］，which is associated with a manual form．The negative headshake，he argues，behaves in a way similar to tonal prosodies in tone lan－ guages．He proposes that this feature represents the negative morpheme，in the same way as tone functions as a grammatical morpheme associated with an entire base．

The main goal of $\$ 4 . \mathrm{ll}$ has been to show，first，that the domain of a featural affix may be the whole lexical category，but that it can still be identified as a prefix or suffix．Second，the featural affixation，unlike segmental affixation，may combine with larmony involving the feature itself．In §4．2，we show that non－ tonal featural affixes also behave the same way，using Terena nasalization as illustration．

## 4．2 Terena nasalization

The second example of a system that combines featural affixation with harnony is Terena．In this section I argue that the feature［nasal］in Terena is a featural prefix，given the insistence on association to the initial consonant of the stem （in direct contrast to the Edoid associative High tone），and that the featural prefixation is accompanied by harınony．Terena also confirms the accounts already given in the preceding sections about both featural alignment and misalignment．In contrast io the Edoid associative marker，the lexical feature ［nasal］is transparent to the propagation of the featural affix［nasal］（citapter 78： nasal harmony）．

In Terena，an Arawakan language of Brazil（Bendor－Sainuel 1960，1966），the category of the 1st person is marked through a process of progressive nasalization． Thus the difference between the Terena examples in the first and the third columns is that the latter are marked for the 1st person．

## Ist person in Terena

|  | ajo | ＇his brother＇ | àjo | ＇my brother＇ |
| :---: | :---: | :---: | :---: | :---: |
|  | arine | ＇sickness＇ | ăกักัก | ＇my sickness＇ |
|  | unae | ＇boss＇ | ûnāè | ＇my boss＇ |
|  | emo ${ }^{\text {u }}$ | ＇his word＇ | อัmกิ？${ }^{\text {u }}$ | ＇my word＇ |
| b． | owoku | ＇his house＇ | oัที̂ôg | ＇my house＇ |
|  |  | ＇he rides＇ | 1可枵》＂30 | ＇I ride＇ |
|  | ituke | （ross Pron） | i＂duke | （1pers poss pron） |
|  | nokone | ＇need＇ | nōngone | ＇I need＇ |

[^240]| c. taki | 'arm' | "daki | 'my arm' |
| :--- | :--- | :--- | :--- |
| turi | 'head' | "duti | 'my head' |
| paho | 'mouth' | "baho | 'my mouth' |
| piho | 'he went' | "nbiho | 'I went' |
| d. ahja?afo | 'he desires' | an" 3 a?afo | 'I desire' |
| ha?a | 'father' | "za?a | 'my father' |
| hjifoe | 'dress' | "3ifoe | 'my dress' |

The descriptive generalizations from the above data are as fullows. The Ist person proncoun is expressed by nasalizing the noun or verb. Nasalization affects vowels, liquids, glides, and underlying nasal consonants. Therefore, nasalization spreads through underlying nasal consonants. Laryngeal stops, but not laryngeal fricatives, are affected by nasalization. That is, nasalization may spread through a laryngeal stop, but not through a laryngeal fricative.

The examples in (17b) show that nasalization proceeds in an apparent left-toright fashion until it reaches an obstruent. The interesting thing here is that the obstruent becomes prenasalized (and voiced), as in the first example in (17b), but nothing after it is nasalized (except of course it is an underlying nasal consonant, as in the last example in (17b)). Therefore obstruents block [nasal] spreading, but not before they become prenasalized. If a form begins with an obstruent, the effect of the 1st person progressive nasalization is to turn that obstruent into a prencosalized consonant, as in ( 17 c ), and there is no nasalization of subsequent segments. I shall not be concerned with further changes in obstruents, other than prenasalization. For example, I shall not discuss the fact that laryngeal continuants change to coronals when nasalized in (17d).

Continuing the discussion in the preceding sections, an analysis of the above Terena facts may be presented as follows. The 1st person marker is a free feature [nasal]. [nasal] can be associated with any root node in Terena, consonant or vowel. Given the insistence on associating to the first segment of the noun or verb regardless of the nature of the segment, it is a featural prefix. However, a process of harmony transmits nasality from the prefix through the stem; and thus the apparent domain of the [nasal] morpheme is the entire stem, which is a prosodic word. The surface realization of this morpheme may be accounted for the same way as tone in Etsako. An alignment constraint places [nasal] as a prefix, while a feature spread constraint accounts for spreading to the end of the word.

Just like the High tone in Etsako, [nasal] is both the featural content of a morpheme and a lexically contrastive feature in Terena. These two functions nust be recognized by any analysis.

### 4.2.1 Nasal transparency

Forms like /arine/ $\rightarrow$ [ārīne] in (17a) reveal that nasal stops do not block the propagation of the [nasal] morpheme in Terena, i.e. underlying nasal stops are transparent to the morphemic [nasal] spread. Our account of this Iransparency is that (the constraint responsible for) the domain of association of the [nasal] morpheme takes precedence over the segmentally specified [nasal], and could therefore pass "over" the segmentally specified [nasal].

This constitutes an important difference between the underlying segmental High tone in Edoid (as exemplified by Etsako) and the segmentally specified [nasal] in Terena. While the segnental High tone in Edoid blocks the propagation
of the morphemic High tone, the propagation of the [nasal] morpheme in Terena is not blocked by the segmentally specified [nasal].

### 4.2.2 Obstruents and co-occurrence

We now turn to account for the behavior of obstruents in Terena. As noted above, obstruents block the rightward propagation of the [nasal] morpheme, while becoming prenasalized: /owoku/ $\rightarrow$ [õw̃ำgu] 'my house'. To account for this, we assume a co-occurrence constraint forbidding the co-occurrence of [-sonorant] and [+nasal] in Terena (see Pulleyblank 1989: 109). Note however that, while nasality is always barred from obstruents in general (as in Orejon; Pulleyblank 1989), Terena obstruents are partly nasalized. We can account for this by assuming that nasality is barred froin the release phase of obstruents in Terena, but not from closure phase (Steriade 1993). Prenasalization in Terena can be seen as the association of the [nasal] morpheme to the closure phs?se of the obstruent stops, and not to the release phase.

Finally, though, the domain of the [nasal] morpheme is the entire stem (a prosudic word), like the High tone in Etsako; it is formally a featural prefix, in contrast to Etsako, where H is a featural suffix.

Gerfen (1999: 127-131) describes an interestingly simlar case in Coatzospan Mixtec. In this language, the 2nd person familiar is nuarked by a [nasal] feature. As in Terena, the entire base is nasalized. However, unlike in Terena, the free feature [nasal] is a suffix, because the spreading is from right to left. Furthermore, if spreading is blocked, only the final vowel of the base is nasalized, indicating that the feature [nasal] links to the final vowel. Spreading is blocked when the final syllable has a voiceless obstruent onset. Finally, like in Terena, lexical nasal consonants are transparent to nasal spread.

## 5 Segmental realization: Mafa imperfective

In our fourth case study, the featural affix is at the same time a "feature" and a "segment." I refer to this as segmental realization of a featural affix. The case is exemplified by palatalization in Mafa. This language is interesting because of its unique morphological properties. The affix expressing the imperfective in Mafa can be characterized both as a segmental affix and as a featural affix at the same time. ${ }^{19}$ This allomorphy gives languages like this a special place in the study of featural affixes.

Ettlinger $(2003,2004)$ describes the morphosyntactic process of imperfective aspect formation in Mafa, a central Chadic language of Cameroon, as follows. The imperfective is formed in one of two ways, depending on whether the final segment of the root is a vowel ([a]) or a consonant. In the case of verbs ending in $[\mathrm{a}] . / \mathrm{j} /$ is suffixed to the base, as seen in (18). (All vowel-final verb stems end in an /a/ and all other suffixes are positioned after the imperfective suffix.)

[^241](18) Palatalization of /a/.final verbs

| gudza | 'tremble' | gudzaj | 'is trembling' |
| :--- | :--- | :--- | :--- |
| bəra | 'insult' | bəraj | 'is insulting' |
| nda | 'cut a hole' | 'daj | 'is cutting a hole' |
| keča | 'divide' | keঠaj | 'is dividing' |

The imperfective of verbs ending in a consonant, however, is formed with a palatal featural suffix. Apparently, the palatal prosody targets either vowels or coronal stridents, and no more. There is one complication, regarding the vowel [u]. [u] is not palatalized (to [y]) in two contexts: (a) when it occurs after a dorsal, and (b) after a coronal strident in a disyllabic root. I will not discuss this complication here. Readers are referred to Ettlinger $(2003,2004)$ for an explanation.

The vowel inventory of Mafa is given in (19).
Mafn vowel inventory
$\begin{array}{llll}i & y & \text { a } \\ \text { e }\end{array}$
е ๔ a o
The surface realizations of vowels under palatalization are as follows:

$$
\begin{array}{lll}
\text { /a/ } & \rightarrow- & \text { /i/ }  \tag{20}\\
\text { /u/ } & \rightarrow & / y / \\
\text { /o/ } & \rightarrow & / \propto / \\
\text { /a/ } & \rightarrow & / \mathrm{e} /
\end{array}
$$

The forms in (21a) represent monosyllabic verb roots, and those in (21b) represent disyllabic forms. The last two forms in (21) show that both vowel and coronal stridents can be palatalized, if both are present in the verb root. In the forms in (22), palatalization appears to skip some segments, while orther segments are palatalized (Ettlinger 2004). This is not skipping. The skipped segments are not licensors (Akinlabi 1996) of the palatal prosody in Mafa, hence the apparent skipping.
a. Palatalization of monosyllabic consonant-final verbs

| Pan- | 'wash' | pen- | 'is washing' |
| :--- | :--- | :--- | :--- |
| tov- | 'light (vB)' | tiv- | 'is lighting' |
| dad- | 'add water to' | ded- | 'is adding water to' |
| guts- | 'squirt' | guts- | 'is squirting' |
| tsap- | 'speckle' | tep- | 'is speckling with clay' |
| sur- | 'sleep with a wroman' | fyr- | 'is sleeping with a woman' |

b. Palatalization of disy/labic consonant-final verbs
saban- 'work' Jiben- 'is working'
lubat 'twist' Iybet 'is twisting' suwdzk 'miss' Juwdik 'is missing'
c. No palatalizntion

| gum- | 'carve wood' | gum- | 'is carving wood' |
| :--- | :--- | :--- | :--- |
| gud- | 'search with anxiety' | gud- | 'is searching with anxiety' |
| kurk"- | 'carve everywhere' | kurk'"- | 'is searching everywhere' |

Following the way featural affixes work, there is no doubt that the imperfective is a featural suffix in Mafa (Akinlabi 1996), as the vowel-final verbs show. It scans the verb root in a right-to-left manner. If the last segment of the verb root is a vowel, then the imperfective is a full segnient, i.e a suffix. If the palatal prosody finds a consonant as the final segment, then it seeks out a licensor, preferably a vowel. I assume that the coronal palatalization is just a default. This is because this is the only consonant that can be changed without actually completely changing the pritnary place of articulation. Finally, I suggested that the vowel [u] is blocked from change after a dorsal consonant because it shares the dorsal specification with the preceding dorsal consonant.

## 6 Formal insights into featural affixation

In general, there has not been much disagreement about whether features can be affixes or not. What has varied is the formal approach to featural affixes. Much of the formal work on featural affixes has been carried out within autosegmental phonology, which allows for autonomous representation of features (CHAPTER 24: AuTOSEGMENTS). The featural affix is conmonly represented as a floating feature, and linked to a segment by some rule. Work done on featural affixes within this approach includes McCarthy (1983), Lieber (1984), and others.

Feature geometry (Clements 1985; Sagey 1986; Clements and Hume 1995; and others; see alsi) chapter 27 : the organization or features) has also provided significant insights. For example, feature geometry provides significant insight into the grouping of features, and into why some features co-occur together and others don't. In addition, certain nodes can serve as anchors for some featural affixes while others cannot. Work like Archangeli and Pulleyblank (1994) is situated within this approach.

The formal approach to featural affixation adopted in this chapter is the constraint-based Optimality Theory (Prince and Smolensky 1993). Within this theory, grammars are composed of hierarchies of ranked and violable universal markedness and faithfulness constraints. In the theory, faithfulness constraints monitor input and output to ensure that they are the same, and markedness constraints ensure that output structures are unmarked to the highest degree possible, depending on the conflict between all markedness and faithfulness constraints.

However, there are various approaches to featural affixes within Optimality Theory itself. Variations include Zoll's (1998) subsegmental approach, which proposes that the input and output correspondence of "subsegments," includ'ing "floating features" and latent segments (undominated F-element), is monitored by Max(subseg) (see Lombardi 1998 for similar $\operatorname{Max}(F)$ ), stated as in (22).

Max(subseg)
Every subsegnent in the illput has a correspondent in the output.
As Zoll (1998: 44) notes, featural affixes are realized as part of other segments, therefore the correspondence relation returns the output segment that hosts the feature, not the feature itself. If that is the case, Mc Laughlin (2000) argues
that, since subsegments do not occur as output forms, there is no evidence for positing a DEr constraint of the sort DEr(subseg). She proposes that we employ Iuent-IO(F) to monitor subsegments int general. This ınay be stated as int (23):
(23) IUENT-IO(F)

Correspondent IO segments have identical values for the feature $F$.
Kirchner (1993), Akinlabi (1996), and Zoll (1996) suggest that features are subject to the same kind of alignment, or coincide constraints as segments. Akinlabi (1996) suggests that featural affixes are subject to the same kind of alignment constraints as non-featural morphemes. He proposes thent alignnients constraints account for the determination of featural affixes as prefixes or suffixes. All featural affixes, he proposes, are subject to the featural alignment in (24) (see McCarthy and Prince (1993a, 1993b). The specific morphological alignment constraint in (25) accounts for Chaha labialization (Akinlabi 1996: 246).
(24) Featural alignment

Align(PFeat, C.Cat)
A prosodic feature is aligned with some grammatical category.
(25) Align-3masc-sG

Alicn (3masc sc, R; Stem, R)
The right edge of 3masc sG must be aligned with the right edge of the stem. 3 MASC sG is a suffix irt stem.

A constraint like (25) does not say whether 3MaSC SG is a segntent or a feature; it simply refers to the morphological category. Therefore it should not matter whether 3masc sc is a feature or a segment. As Akinlabi (1996: 243) points out, PFeat (in (24)) is simply the featural spell-out of the morphological category in question.

Misalignment of featural affixes is controlled by feature co-occurrence constraints (Archangeli and Pulleyblank 1994). An example of this is *NasCont (Akinlabi 1996: 254), which forbids nasal consonants from be continuants.
${ }^{*} \mathrm{Nasc}_{\text {Cont }}$
If [nasal] then not [continuant].
The above represents the core of the grammar of featural affixes. The variations are derived from ranking the constraints. This analysis also represents the point of departure for sonte scholars. ${ }^{20}$

[^242]
## 7 Are featural affixes really featural?

I will end this discussion by examining whether "featural affixes" are really "featural." We can examine this issue from the theoretical and the empirical points of view. The traditional view of an affix is that of a "whole segment" (or segments), which marks a morphological category. The affix is dependent on, or attached to, seme host, a base. The category represented could be infectional or derivational. By segment is traditionally meant a unity of several articulatory gestures that are produced simultaneously and that paradigmatically contrast with one another. By this definition [ $t$ ] and [s] are segments in fip and sip. [t] and [s] are also segmental affixes (suffixes), representing the English past tense, and 3rd person singular verbal agreement in [sækt] sacked and [sæks] sncks, respectively. In this definition of an affix, it represents a timing slot or more in the paradigmatic string.

Featural affixes on the other hand, from the cases that we have been discussing, do not always occupy a timing slot. Rather they share the same tine slot with one or $n$ nore of the segments in the base. For example, in Zoque palatalization (Wonderly 1951) ( $\$ 2.2$ ), palatalization siniply changes an alveolar consonant to a palatal ([s] $\rightarrow$ [ $\int$ ], in [s,ak] 'beans', [ [ ak] 'his beans'), yet that difference signifies the distinction between 'beans' and 'his beans'. In some cases, it in fact makes no sense to talk about timing slots in the string. Such is the case in Terena nasalizafion (Bendor-Samuel 1960, 1966) and in Mafa palatalization (Ettlinger 2003, 2004), where the featural affix attaches to more than one segment of the base. In Mafa [lubat] 'twist', [lybet] 'is twisting', the palatal feature is attached fo both vowels in the base.

But even with these facts there are probleins about what a featural affix really is. The problem is those features that can be realized as full segments as well as as features. These include palatalization, labialization, nasalization, and glottalization. Note that, in Mafa and languages like it, the palatal feature can be realized as a full segment [j], when the verb is vowel-final. Does this, then, mean that this is both a segınental affix and a featural affix? Or is it a featural affix that is semetimes realized as a full segment? Mafa is intriguing because, on any account, it would satisfy the definition of a segmental affix as well as that of a featural affix. The same applies to nasalization in Seereer Siin (Mc Lalughlin 2000). It is easy to assume that the nasal feature in all these cases is a full segment. However, certain features are never realized as full segments. These include voicing and continuancy. There is no other way that I know of than to analyze the feature [continuant] as a featural affix marking the past participle in Nuer (Crazzolara 1933) (\$3.1).

From the theoretical point of view, this question relates to the way a "segment" is defined. If segments (or feature bundles) are the contrastive elements in a language, such that the meaning contrast between [tip] and [dip] is seen as represented by the first consonants [t] and [d] in these words, rather than by the fact that [ $t$ ] and [d] differ only in that [d] is voiced and [ t ] is not, then there are featural affixes, because the elements that represent featural affixes are "less than" segments, as the empirical facts above reveal.

On the other hand, the current assumption is that the contrastive elements in language are "features," and not "feature bundles." This distinction is captured
by feature theory (chapter i7: distinctive features) and the internal organization of segınents (e.g. Clements 1985). On this viewpoint, the meaning contrast between [tipJ and [dip] is seen as represented by voicing. If we equate ninimal units with contrastive units, then there are no featural affixes. The only distinction is between affixes that are feature bundles and affixes that are single features.

Empirical data from the Mafa imperfective aspect (Ettlinger 2003, 2004) suggest that the distinction between a segmental affix and a featural affix may not be real. In this case the same feature, "palatality," sometimes behaves as a feature bundle, and sometimes as a single feature. The importance of the Mafa data is that even the distinction between "single feature" and "feature bundle" may not be real.

## 8 Conclusions

In summary, in this chapter I have illustrated the characteristics of featural affixes. These features include (a) marking morphological categories (like segmental affixes), (b) occurring as part of other segments rather than independently, (c) varying between prefixes and suffixes, (d) occurring inside the stem (because of feature co-occurrence constraints at edges), (e) spanning the entire base of affixation, and (f) varying occurrence as a feature or a segment in the same language. I have illustrated these with facts from Dutch. Chaha, Zoque, Nuer, Seereer Siin, Etsako, Terena, Mafa, Coatzospan Mixtec, and German Sign Language.

Comparing featural affixes with traditional regular affixes, featural affixes share four characteristics with the traditional affixes: (a) marking morphological categories, (b) varying between prefixes and suffixes, (c) (sometimes) occurring as independent segments, and (d) occurring inside the stem (because of feature co-occurrence constraints at edges). Other characteristics are unique to featural affixes alone: (a) occurring as part of other segments, (b) spanning the entire base of affixation, and (c) varying occurrence a feature or a segment in the same language.

There are a number of important lessons that the unique characteristics of "featural affixes" teach us. First, the so-called "normal affixes" always contain a timing unit, while "featural affixes" do not normally contain a timing unit. Second, they raise the question of whether segments or features are the basic elements that sound systems manipulate. Finally, they reveal that all features are not the same. Some features can be morphemic but can never be realized independently of some other segments ([continuant], [voice]), while other features that are morphemic nay dock on some sound in the sterin but nuay also become segments in their own right ([glottal], [nasal], [palatal], [labial]).
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# 89 Gradience and Categoricality in Phonological Theory 

Mirjam Ernestus

## 1 Introduction

Within phonological theory, important roles are assigned to the notions of "gradience" and "categoricality." The opposition qualifies sounds and sound patterns, and is crucial both for the definition of the phonological and the phonetic components of generative grammar, and for the development of alternative types of grammatical models. This chapter discusses the assumptions generative phonology and its direct successors (including Optimality Theory) have made about the role of gradience. Moreover, it presents data supporting or contradicting these assumptions, and discusses new models accounting for the conficting data.

The most important section of this chapter ( $\$ 2$ ) discusses the opposition between categorical sounds, which are stable and represent clear distinct phonological categories (e.g. sounds showing all characteristics of voiced segments throughout their realizations), and gradient sounds, which may change during their realizations and may simultaneously represent different phonological categorits (e.g. sounds that start as voiced and end as voiceless). A shorter section (§3) discusses categorical generalizations over sounds, which are fully productive, and gradient generalizations, which are less productive. The fitial section (\$4) provides a short conclusion.

## 2 Sounds

### 2.1 Gradience in generative grammar

In the early days of generative grammar, the opposition between categoricality and gradience was assumed to ref.ect the fundamental distinction between competence and perforınance. Competence described speakers' categorical knowledge about their language, abstracted away from performance factors such as vocal tract size, working memory span, articulatory effort, and so on. Performance, in contrast, described speakers' actual linguistic behavior, which could be gradient, and was not in the direct focus of linguistic research (Chomsky and Halle 1968; following Saussure 1916).

The distinction between competence and performance was reflected in the distinction between the phonological and phonetic component. The phonological component contained the speaker's competence and thus represented cognition. It was believed to be language-specific and to include the plonemes of the speaker's language and language-specific phonological processes, such as fiinal devoicing (charter 69: final devoicing and final laryngeal neutralization) and place assimilation (chapter 81: local assimilation). This knowledge was represented in the form of categorical symbols and rules operating on these symbols. Phonetic mechanisnis were responsible for the speaker's perfornance. These phonetic mechanisms were believed to be univerioll and the automatic results of speech physiology (Chomsky and Halle 1968: 293; Kenstowicz and Kisseberth 1979). They thus reflected physics and included, for instance, nasalization of vowels preceding nasal consonants, palatalization of consonants preceding high vowels, and shortening of vourels preceding voiceless obstruents. Since the phonetic component did not reflect the speaker's compeitence, it was considered not to be part of the grammar proper.

This view on the phonological and phonetic components changed very quickly, since various studies showed that the exact realization of an abstract symbol (e.g. a phoneme or a phonological feature) might be different in different languages. Mloreover, no part of a realization appeared to be the automatic and unavoidable result of speech physiology (e.g. Keating 1985, 1990a; Kingston and Diehl 1994; see also chapter iz: distinctive features). As a consequence, the traditional definition of the phonetic component as containing only universal processes automatically resulting from speech physiology implied that this component was empty. A new distinction had to be developed which was no longer based on the notions of language-specific vs. language-universal and non-automatic vs. automatic mechanisms.

The now widely accepted definitions of the phonological and phonetic components are completely based on the opposition between categoricality and gradience (e.g. Keating 1988, 1990b; Pierrehumbert 1990; Cohn 1993; Zsiga 1997). The phonological component is assumed to deal with categorical, abstract, stable, timeless symbols, such as phonemes and phonological features. Phonological processes refer to these symbols and consequently have categorical effects: they change one symbol (e.g. [+voice]) into another one ([-voice]), or they delete or insert symbuls. Phonetic processes translate the abstract symbols into articulatury and perceptual targets. This may lead to sounds with acoustic characteristics that do not perfectly represent categorical phonological symbols, but rather have intermediate values, for instance, when obstruents are partly voiced due to co-articulation. These definitions of the phonological and phonetic components have been adopted in several psycholinglistic models of speech production and comprehension (e.g. Levelt 1989; Norris 1994).

Since the distinction between gradience and categoricality is crucial in the definitions of the phonological and phonetic components, it has led to many experimental studies. The following subsections discuss their findings and their implications for phonological theory (see alsu chapter 5: the atoms of phonojogtcal repreSentations; Citapter 96: experimental approacites in titeoretical pionology). The first subsections discuss the domains (assimilation and segment deletion) where the evidence for gradience is most convincing but can also be relatively easily reconciled with generative granunar: the relevant processes traditionally
characterized as phonological could be reclassified as phonetic. The following subsections (on incomplete neutralization and phonetic detail) discuss evidence for gradience that is less clear but has important theoretical consequences. Generative granumar cannot account for incomplete neutralization without making additional far-reaching assumptions. Further, evidence for a role for fine ploonetic detail in speech processing suggests that words are not lexically represented in the form of abstract phonemes but are stored together with their detailed phonetic propert les. These data have stimulated the development of accounts based on assumptions other than those of generative grammar.

### 2.2 Assimilation: Data

One of the first types of processes traditionally characterized as phonological for which researchers found evidence of gradience is formed by connected speech processes, in particular assimilation (Citapter 81: local assimilation). Nearly all instances of assimilation are traditionally described as the categorical spreading of a phonological feature from one segment to another segment in the phonological component. The receiving segnent is assumed to be subsequently identical to segments with the same features in their underlying specifications. For instance, [יn [rould have exactly the same surface phonological representation and phonetic characteristics if it results from an underlying $/ \mathrm{m} /$ and if it results from place assimilation, as in the plurase gree $[\mathrm{m}$ b]oot 'green boat'.

Many articulatory studies have investigated the assumed categorical nature of place assimilation using electropalatography (EPG; Hardcastle 1972), which registers contacts between the tongue and the hard palate, or with the help of an electromagnetic midsagittal articulometer (EMMA; e.g. Perkell et al. 1992), which allows the tracking of individual fleshpoints by means of small transducer coils attached to various points on the speaker's vocal tract in the midsagittal plane. These studies have provided evidence for the categorical nature of some place assimilation processes. An example is regressive place assimilation in Korean, which is a characteristic of fast colloquial Korean and affects certain consonants preceding certain other consonants. For instance, the phrase /pat ${ }^{-}$p'oda/ 'rather than the field' can be pronounced as [pap'p'oda]. Kochetov and Pouplier (2008) showed that this assimilation results in the categorical absence of the gestures for the original articulation place of the assimilated consonant (in this example: for $/ \mathrm{t}^{-} /$) in most tokens. Another example is place assimilation of $/ \mathrm{n} /$ to $/ \mathrm{k} / \mathrm{in}$ Italian, which categorically results in the absence of alveolar gestures (Farnetanj and Busà 1994).

Other studies strongly suggest that some place assimilation processes are gradient in nature. For instance, assimilation of alveolar obstruents to the palatality of the following segments (asin American English hi/t j/owt) often does not lead to completely palatal segments ( $[c]$ in the example), but rather to segments that become more palatal during their realizations (within one and the same token) and that consequently differ in their phonetic detail from underlying palatals (e.g. Barry 1992 for Russian; Zsiga 1995 for post-lexical palatalization in American English). The same type of gradience has been reported for place assimilation of coronal obstruents in American English, as in $1 \mathrm{~h} / \mathrm{t} \mathrm{k} /$ alls (late colls) produced as $l a[k:] a l l s$. The assimilated obstruents often start with a coronal constriction that gradually assimilates to the articulation place of the following obstruent during
their realizations (velar in the above example; Nolan 1992). Other gradient place assimilation processes include assimilation of alveolar nasals in American English (e.g. in gree[n b]oat; Ellis and Hardcastle 2002) and of /n/ to following post-alveolars in Italian (Farnetani and Busà 1994). Interestingly, some of these assimilation processes show considerable inter-speaker and intra-speaker variation. For instance, Ellis and Hardcastle (2002) found that four of their eight English speakers showed categorical place assimilation of $/ \mathrm{n} /$ to following velars in all tokens, two speakers showed either no or categorical assiunilation, and two speakers showed gradient assiunilation. Together, the data show that place assimilation processes, at least those apply ing across morpheme boundaries, may be gradient in nature. These processes cannot simply be accounted for by the categorical spreading of a phonological feature from one segment to a nother.

The evidence for gradience is clearer for place assimrilation than for voice assimilation. The main reason is probably that the difference between [+voice] and [-voice] obstruents is cued by many different acoustic, and hence also articulatory, characteristics, including the duration of the preceding vowel, the duration and intensity of the obstruent, and the duration of glottal vibration during the obstruent. Voice assimilation can thus not be studied on the basis of electropalatography alone, and has been mainly investigated on the basis of the acoustic signal instead. For instance, Kuzla at al. (2007) studied progressive voice assimilation in German clusters consisting of a voiceless obstruent and a voiced fricative (e.g. the /tv/ cluster in ha/t v/älder 'had woods' produced as [tf]). They showed that assimilation results in shorter stretches of glottal vibration during the cluster, whereas it hardly affects the duration of the fricative, which is the most important perceptual cue to the [ $\pm$ voice] distinction for German fricatives. Assimilation thus does not affect all perceptual cues of the [ $\pm$ voice] distinction equally, and the phonetic implementation of devoiced fricatives differs from the implementation of underlyingly voiceless fricatives. This is difficult to reconcile with an abstract phonological categorical account of voice assinnilation, since in such an account voice assintilation results in phonologically voiceless fricatives, which cannot be distinguished from underlyingly voiceless fricatives during phonetic implementation.

Other studies have investigated regressive voice assimilation in Dutch, that is, the voiced realizations of obstruents before voiced stops (e.g. we [t] 'law' is realized as we [d] in wetboek 'law book'). Ernestus et al. (2006) and Jansen (2007) showed that glottal vibration, which is the most important cue to the [ $\pm$ voice] distinction in Dutch obstruent clusters (van den Berg 198), may be completely absent, partly present, or continuously present in clusters subject to regressive voice assimilation, suggesting that regressive voice assimilation in this language is gradient. Ernestus and colleagues (2006) also investigated the effect of a word's frequency of occurrence (i.e. the wrord's relative number of occurrences in speech, independent of its realization) on voice assimilation (see also Chapter 9d: Prequency effects). They found that higher frequencies correlate with shorter obstruent clusters, a perceptual cue for [+voice], but also with shorter periods of glottal vibration and longer release bursts, which are perceptual cues for [-voice]. These data also suggest that voice assinilation may result in sounds that are neither fully voiced nor fully voiceless.
In conclusion, the data on assinvilation suggest that we often perceive assirnilation as categorical because we are used to distinguishing between only two values
of the relevant phonological feature, but that the actual results from assimilation may be gradient rather than categorical. Before discussing the theoretical implications of these data, I first discuss data showing that segment deletion may also be gradient in nature.

### 2.3 Segment deletion: Data

In addition to assimnilation, many studies have investigated the nature of segment deletion (CHAPTER 68: DELETION). It is generally assumed that the absence of segments may result from three different sources. First, the lexicon may represent more than one pronunciation variant for at least some words, and segment deletion may result from speakers' selection of reduced pronunciations from their lexicons. Examples of lexicalized reduced pronunciations include English won't for will not and Dutch [tyk] for [natyrlak] 'of course' (Ernestus 2000). Second, segments may be absent due to phonological deletion processes operating on the lexically represented unreduced pronunciations. These processes result in phonological surface representations without the absent segments. Both mechanisms (i.e. selection of lexically represented pronunciation variants and phonological processes) result in pronunciation variants that do not contain any acoustic cues for the nissing segments, and the absence of these segments is categorical in nature. Alternatively, segments may be absent due to gradient phonet icreduction processes, which reduce the durations and articulatory strengths of segments and make different segments overlap in time (chapter 79: reduction). Segments that are absent due to such reduction mechanisnts typically leave some traces in the acoustic signal or in the word's articulation. In conclusion, the distinction between categoricality and gradience is also relevant for the the ry of segment deletion, since it indicates which type of mechanism is responsible for a given type of deletion.

This view resulted in several studies investigating the categorical vs. gradient nature of segnient deletion processes. Brownian and Goldstein (1990) hypothesized that most highly productive casual speech reduction processes result from reduction in and overlap of articulatory gestures. They showed in an X-ray study that, for instance, the /t/ in a phrase like perfect merrory may be acoustically absent, but still articulatorily present: speakers may close their lips for the production of the $/ \mathrm{m} /$ before the closure of the $/ \mathrm{t}$ / is released, which makes the release noise of the / t ( (its most inuportant perceptual cue) inaudible (Browman and Coldstein 1992). Several articulatory and acoustic studies of other highly productive reduction processes support this hypothesis. Thus, Manuel (1992) and Davidson (2006) demonstrated that schwa deletion in American English is gradient (chapter 25: SCHWA). They reported acoustic differences between consonant clusters resulting from schwa deletion (e.g. [sp] from schwa deletion in support) and underlying consonant clusters (e.g. [sp] in sport). For instance, clusters resulting from deletion may show aspiration, whereas underlying clusters typically do not. Similarly, Russell (2008) showed that the deletion of the first vowel of a sequence of two in Plains Cree is gradient for his ino native speakers (vowels may vary in their duration on the fill continuun from values typical for accented full vowels to zero, which implies that they may have clear, some, or no traces at all in the acoustic signal).

In contrast, several less productive processes appear categorical in nature. Exannples are the possibly morphosyntactically governed coalescence of /a+i/ or
/a: $+\mathrm{i} / \mathrm{to}$ [e:] in Plains Cree (Russell 2008) and /e/deletion in the highly frequent French word combination c'étaty 'it was' (Torreira and Ernestus 2009). Furthernoore, segments that may also be absent in more careful speech registers are nore probable to be (at least partly) categorically absent. An example is word-medial schwa in French (as in f/o/nêtre 'window'; see Bürki et al. 2010).

### 2.4 Gradient assimilation and segment deletion: Theoretical implications

Together, these studies suggest that many productive connected speech processes, such as assimilation and segment deletion, are gradient in nature. If the phonological component contains only categorical processes, as is assumed in traditional versions of generative grammar, these gradient processes should be classified as phonetic, which implies a move of a substantial part of the phonological component to the phonetic component. Theoretical research is needed to understand the consequences of this move. Furthermore, the experimental data suggest that post-lexical processes, in particular, show gradience. Additional detai.ed articulatory and acoustic sludies have to investigate whether this generalization is correct. Finally, we have to investigate why some processes are categorical and others gradient and why some processes show inter-speaker and intra-speaker variation. For instance, we have to exclude the possibility that differences result from how participants deal with the experimental situation in which they are tested, including the tools that are put in their mouths for the recording of their articulation. Some participants may show normal speech behavior, while others may adapt their speecl.

The evidence for the gradient nature of many connected speech processes has stimulated the development of new theoretical accounts, which do not make a fundainental distinction between the phonological and phonetic components. One of the inost influential theories is Articulatory Phonology, developed by Browvinan and Goldstein (1986, 1992; see also citapter 5: the atoms of pionologtical representations). This theory assumes that lexical phonological representations consist of strings of articulatory gestures (articulatory scores), which are specified for time and space, and that languages differ in how these gestures may reduce in size and overlap in time. Gradient reduction in gestural size and gradient increase in gestural overlap naturally explain the gradient na tures of assimilation and segment deletion processes. For instance, nasal place assimilation in English gree[m b]oat may result from the early onset of the biabial closure, during the realization of the preceding nasal, which makes this nasal partly bilabial. In addition, Articulatory Phonology can account for categorical connected speech processes, either by incorporating the processes in the lexical representations of the wrords (e.g. the French word 'rastait 'it was' may have two lexical representations: one with, and one without, the gestures for the vowel /e/), or by processes that reduce gestural sizes to zero and make gestures completely overlap in time. Note that these different types of mechanisms make Articulatory Phonology a very powerful theory, which can basically explain any reduction pattern. More research is necessary to investigate low this theory can account only for those sound patterns that are actually attested. Furthermore, detaied research is necessary to explain how listeners translate the acoustic signal into gestural scores, which are the basic units of the phonological lexical representations in Articulatory Phonology.

While Browman and Goldstein $(1986,1992)$ proposed Articulatory Phonology as an alternative to theories making a sharp distinction between the phonological and the phonetic components, nany researchers (e.g. Byrd and Choi 2010) do not consider this theory as a competitor for these theories. Rather, they incorporate the ideas of Articulatory Phonology (especially the idea of reduction in and overlap of articulatory gestures) into the phonetic component of generative grammar. Obviously, theoretical research is necessary to investigate the consequences of this incorporation.

### 2.5 Incomplete neutralization: Data

Final devoicing is another phonolog tal process whose possible gradient nature has received a great deal of attention in the literature (see also charter 69: final devoicing and final laryngeal neutralization). It has usually been assumed (e.g. Booij 1995) to imply a categorical change of voiced obstruents into voiceless ones, and thus a complete neutralization of the distinction between underlyingly voiced and voiceless obstruents in their phonological surface representations and articulatory and acoustic characteristics. Within traditional generative phonology, the output of final devoicing (i.e. final voiceless obstruents) forms the input to other categorical phonological processes (see below). Hence, if final devoicing turns out to lead to incomplete neutralization (i.e. to slightly voiced obstruents) and thus, according to the definitions of generative grammar, to be phonetic in nature, this has consequences for the theoretical accounts of these other phonological processes as well. That is, a gradient nature of final devoicing would have more important theoretical consequences than the gradient nature of the connected speech processes discussed above. Consequently, the possibility of incomplete neutralization has attracted attention from many researchers.

Most experimental studies have investigated the nature of final devoicing by comparing the acoustic characteristics of words differing only in the underlying voice specifications of their final obstruents. The acoustic characteristics that are typically investigated are known to correlate with perceived voicing. They include the duration of the vowel preceding the final obstruent, the duration of the final stop's closure, the duration of this stop's burst, the complete duration of the final fricative, and the duration of glottal vibration during the final obstruent. For instance, Port and O'Dell (1985) investigated ten minimal word pairs in German (e.g. Rat 'counsel' is. Rad 'wheel'), read aloud by ten speakers, and showed that all acoust ${ }^{\text {ic }}$ measures mentioned above provided cues to the underlying voice specification of the final obstruent. In line with this, cluster analysis could correctly classify the underlying voice specifications of the obstruents on the basis of these acoustic measurements for 63 percent of the tokens. Similar studies have provided evidence for incomplete neutralization in Polish (e.g. Slowiaczek and Binnsen 1985) and Dutch (e.g. Warner et al. 2004). They report acoustic differences between underlyingly voiced and voiceless obstruents in word-final position, but also that that these differences may be very small (e.g. Warner and colleagues observed a difference in vowel duration of only 2.5 msecs).

Other studies have cast doubt on these findings. For instance, Port and Crawford (1989) recorded five native speakers of German reading three mintimal word pairs in four different contexts. The underlyingly voiced funal obstruents differed in their realization slightly from the underlying voiceless final obstruents in all four contexts,
which is in line with the incomplete neutralization hypothesis. However, speakers differed in which acoustic cues were relevant for the distinction, and, more importantly, in whether acoustic characteristics typically cueing voiced obstruents (e.g. longer preceding vowels) were combined with underlyingly voiced or voiceless obstruents. One possible explanation for (part of) these mixed results may be the nature of one of the minimal pairs (seid, a form of 'to be', z's seit'since'), since the final obstruent of the member seid never occurs in onset position in Modern German, and there is consequently no synchronic evidence that this obstruent is underlyingly voiced. Another study showing mixed results was conducted by Charles-Luce (1985), who investigated eight German minimal word pairs. Each of the words appeared in four different sentences, in which it was in sentence-finct or medial position. Vowel duration appeared to be the only reliable cue to underlying voicing, distinguishing /t/ and /d/ in both sentence positions, but /s/and $/ z /$ only in sentence-final position.

Several studies have raised the question of whether the reported evidence for incomplete neutralization may result from the experimental tasks speakers had to perform. Participants typically read sentences aloud, and their pronunciation may therefore show spelling effects. Fourakis and Iverson (1984) :nvestigated this possibility by asking their German participants to conjugate strong verbs after having heard the infinitives (e.g. they heard reiten and had to form ritt and geritten). In this task, participants' attention was not drawn to the spelling of the words to be pronounced. Only 10 percent of the statistical analyses showed a significant difference betwreen the words ending in underlyingly voiced and underlyingly voiceless obstruents. Importantly, the differences were much smaller than those obtained for the same words in a word-reading task performed by the same speakers. Dinnsen and Charles-Luce (1989) addressed the role of spelling by studying five Catalan minimal word pairs whose members differed from each other in the underlying voice specification of the final obstruent, but not in spelling (e.g. /fat/ fat 'fate' us. /fad/.fat 'silly'). The words were embedded in carrier sentences, and five speaker's read the sentences five times. Two speakers showed incomplete reutralization, one in the expected direction (vowels were 10 percent longer before underlyingly voiced obstruents in one context condition), and one in the unexpected direction ( 15 percent longer closures for underlyingly voiced obstruents). Finally, Warner et al. (2006) addressed the role of spelling by comparing two types of Dutch word pairs consisting of morphologically related homophones that differed underlyingly only in the presence of the singleton $/ t /$ is the geminate $/ t t /$. Importantly, only one of these two types of word pairs reflects the underlying difference in spelling. For instance, /het+an/ [hetan] heten 'are called' vs. /het+tan/ [hetan] heetten 'were called' ref.ects the underlying difference, whereas /het/ [het] heet 'am called' vs. /het+t/ [het] heat 'is called' does not. The results suggest that only those underlying differences that are reflected in orthography lead to pronunciation differences, and that these pronunciation differences are comparable in size to the pronunciation differences induced by incomplete neutralization resulting from final devoicing. Together, these results suggest that incomplete neutralization may be completely driven by orthography.

The nature of final devoicing has also been investigated in several perception studies, addressing the question of whether listeners are sensitive to the mininal acoustic differences assumed to be present between underlyingly voiced and voiceless obstruents. If they are, this supports the hypothesis of incomplete
neutralization. Participants typically listened to words in isolation and indicated which word they heard by selecting the corresponding orthographic representation (e.g. German listeners heard [rat] and indicated whether they had heard Rat 'counsel' or Rad 'wheel'). All studies showed that participants tend to choose the intended orthographic representation at just above chance level (e.g. 59 percent in Port and O'Dell 1985; 62 percent in Warner pt al. 2006). In another type of study (Ernestus and Baayen 2007), Dutch participants rated rhymes (i.e. monosyllabic words without their onsets) as 0.7 ntore voiced on a scale of one to five if the final obstruent was underlyingly voiced contpared to voiceless. These studies thus suggest that listeners are sensitive to the minimal cues of incomplete neutralization.

It is legitimate to wonder to what extent the results from the perception experiments are simple task effects, reflecting unnatural linguistic behavior. All studies reported above asked participants to choose between orthographic forms, and hence drew participants' attention to spelling. Moreover, participants could not perform their tasks without taking the acoustic cues to incomplete neutralization into account. Ernestus and Baayen (2006) circuinvented this problem by presenting Dutch participants auditorily with non-existing verb stems and asking thent to produce the corresponding past tense forms. According to Dutch regular morphology, the appropriate past tense allomorph is -fe if the fïnal obstruent of the verbal stem is underlyingly voiceless; otherwise it is -de. Earlier research had shown that participants interpret the final obstruents of nonce words on the basis of the phonologically similar existing words (Ernestus and Baayen 2003). Ernestus and Baayen (2006) showed that, if the final obstruents differ slightly in their voicing, participants interpret these acoustic differences as resulting from incomplete neutralization and use these differences as a cue for their interpretations of the final obstruents as well. They do so even if their interpretations have no consequences for the spelling of these final obstruents. These findings suggest that listeners are sensitive to incomplete neutralization also if this is not necessary for the exper imental task and has no consequences for spelling.

In conclusion, several experimental studies have shown that final devoicing may be incomplete, and that listeners are sensitive to the resulting min:mal acoustic differences between underlyingly voiced and voiceless obstruents. Other studies, however, have cast doubt on these findings. Further research into this issue is necessary.

### 2.6 Incomplete neutralization: Theoretical implications

The possibility that final devoicing may be gradient is unexpected within generative granmar, since it has always been classified as a phonological process. If final devoiciry is phonetic in nature (see e.g. Port and O'Dell 1985, who suggested that final devoicing and incomplete neutralization together form one phonetic implementation process), its output cannot form the input of purely phonological processes. This complicates the theoretical account of several other processes.

One example is the devoicing of voiced fricatives followiry syllable-final obstruents in Dutch (e.g. while maa/n+v/is 'angelfish' is pronounced as man[nv]is, gou/d+v/is 'goldfish' is pronounced as gou[tt]is (see e.g. Booij 1995)). In the traditional generative account, this fricative devoicing results from phonological progressive voice assimilation, which is fed by phonological final devoicing
(i.e. in the example gout tf ]is, final devoicing turns word-final /d/ into [ t ], which triggers devoicing of the following $/ v /$ ). If final devoicing is phonetic, we have to assume that the devoicing of fricatives results from a phonological process that precedes and is independent of final devoicing. Another possibility is that progressive voice assimilation is phonetic as well, an assumption for which we do not have any acoustic or articulatory su pport.

A second phonological process that appears to follow final devoicing is resyllabification. In Dutch, word-final obstruents forın syllables with following vowel-initial clitics (CHAPTER 84: CLITICs), and the word-final obstruents then occupy onset positions (e.g. weet ie 'knows he' is pronounced as /ue-ti/). Importantly, these word-final obstruents are typically voiceless, independently of their underlying voice specification. If final devoicing precedes resyllabification, this is as expected. Hence, if final devoicing is part of the phonetic conponent, we have to assume thent resyllabification is phonetic as well, or we have to assume a phonological process, independent of phonetic final devoicing, which devoices resyllabified obstruents. In summary, if final devoicing is phonetic in nat ure, we have to assume that other phonological processes are also phonetic, or that there are several phonological processes doing partly the same work as funal devoicing.

Since both options appear unattractive, Dinnsen and Charles-Luce (1984), as well as Slowiaczek and Dinnsen (1985), suggest that phonetic implementation mules (including final devoicing) may apply before phonological rules. Note that this solution implies that phonetic processes may be of very different types. Traditional phonetic implementation processes translate segnents or phonological features into phonetic scores (for articulation) that correspond well with these symbols. Final devoicing, in contrast, would change [tvorice] into (almost completely) [-voice].

Given the problems facing a phonetic account of final devoicing, some researchers have proposed that the process is phonological in nature, and that incomplete neutralization results from phonetic inplementation processes. These accounts have to solve the question of how the phonetic component can distinguish between obstruents that should be realized as completely voiceless and those that should be slightly voiced. Van Oostendorp (2008) proposes that obstruents may be phonologically specified as voiced ([voice]), as voiceless (no specification for voice), or as devoiced (the feature [voice] is not in a pronunciation relation), and argues that this possibility directly results from asslimptions about the phonological component that are necessary for the explanation of unrelated phenomena.

A completely different account of incomplete neutralization is proposed by Ernestus and Baayen (2007). Their account is based on the assumption that the mental lexicon contains representations for all words of the language, including morphologically complex words. Thus, the Dutch lexicon contains both the singular man $[\mathrm{t}]$ 'baskel' and the plural man[d]en 'baskets'. This assumption is supported by the finding that all words of high frequencies of occurrence, including inorphologically inflected and derived words, are recognized and produced more quickly and with fewer errors them words of low frequencies (e.g. Baayen et al. 1997; Alegre and Gordon 1999; Citafter 90: frequency effects). If the lexicon contains all words of a language, all word-final obstruents can be lexically represented as voiceless. The information that obstruents are voiced in morphologically related words is present in the lexical representations of these related
words themselves. Thus, the Dutch word for 'basket' can be lexically represented as man/t/, since the plural man/d/en is stored as well. In this account, incomplete neutralization may be explained in two ways. First, lexical representations may be gradient and contain detailed information about the exact pronunciations of the segments (see also §2.7). Word-final obstruents may thus be represented as slightly voiced. Second, the realization of a word may be affected by the pronunciations of phonologically and morphologically related words. If a stem-final obstruent is voiced in nost words, these voiced specifications may affect the pronunciation of the stem-final obstruent in word-final position, which is consequently produced as slightly voiced. This type of lexical analogy would also explain why, in the absence of an abstract mechanism of fincil devoicing, the final obstruents of new words are alwrays produced as voiceless: this results from the influence of all final voiceless obstruents in the lexicon.

In conclusion, incomplete neutralization has attracted much attention in the theoretical literature, framed both within and outside generative grammar. This may be surprising since we saw above that the phenomenon is not yet well established. Note, however, that if future research will show that incomplete neutralization is just an artifact of our experimental paradigms, we still need to explain how these experimental effects can arise in speech production and comprehension. Incomplete neutralization will therefore remain an important theoretical top ic

### 2.7 Fine phonetic detail in speech processing

Within generative graminar, lexical representations are categorical in nature, as they consist of strings of phonemes or phonological features, abstracting away from phonetic detail which is not necessary to distinguish between these units. In contrast, several researchers now consider the hypotheses that lexical representations are gradient in nature and reflect fine phonetic detail (see, for example, the account of incomplete neutralization of Ernestus and Baayen 2007, mentioned above) and that one and the same word may have many lexical representations reflecting slightly different pronunciations. These hypotheses are based on the findings that phonetic detail may play an important role in speech comprehension (CHAPTER 98: SPEECH PERCEPTION AND PHONOLOGY).

First, experimental datz. show that listeners are sensitive to phonetic detail. providng information about upcoming segments. For instance, in several languages, the relative duration of a vowel is a cue to the presence of additional syllables within the same word, as vowels are typically shorter if they are followed by nore syllables. Listeners use these durational cues and predict that syllables like ham and dive, produced with relatively short vowels, are part of longer words (i.e. hamster and diver; e.g. Davis et al. 2002; Kemps et al. 2005). Similarly, listeners use fine phonetic cues in syllable onsets to predict the presence of $/ \mathrm{r} / \mathrm{or} / \mathrm{s} / \mathrm{in}$ syllable codas (e.g. Heinrich and Hawkins 2009).

Second, several experiments have shown that listeners remember voice characteristics and that these meennory traces may affect speech processing. For instance, participants are faster in determining whether two words in a sequence are identical if these two wrords are presented in the same voice than if they are presented in different voices (Cole et al. 1974). Participants tend to complete morphological stems with those suffixes that result in words they have just heard before,
especially if these complex words were produced by the same voice as the stems (Scluacter and Church 1992). Furthermore, participants tend to inimic previously heard pronunciations in their phonetic detail (Goldinger 1998).

These plonetic detail effects can be accounted for within generative graınmar by means of the ploonetic component and performance factors. The phenetic component may translate long stretches of phonological segments, rather than single segments, into acoustic signals. Likewise, listeners may analyze acoustic signals to extract not only their segments but also information on following segments (see e.g. Norris and McQueen 2008). This would explain the existence and perceptual relevance of acoustic cues distributed over longer stretches of speech. The effects of voice characteristics may result from the storage of acoustic signals in short-term memory.

In addition, these data ınay be accounted for by assuming that the detailed phonetic properties of a word are stored in the mental lexicon together with all other information about that word. Thus, the lexical representation diver may contain the information that the first vowel is relatively short. Episodic models (e.g. Goldinger 1998) assume that the mental lexicon contains such detailed representations for all tokens of all words that a speaker has ever encountered (such representations are called exemplars). These nodels can easily explain the processing effects of voice characteristics: if a lexicon contains a word roken with the characteristics of a given speaker, the mapping of a new token of that word produced by that same speaker with the exemplars in the mental lexicon is easier than if the mental lexicon does not already contain a token by that speaker.

Episodic inodels are especially popular in psycholinguistics. So far, two purely episodic models have been developed and armputationslly implemented for speech processing: Johnson's (1997) XMOD and Goldinger's (1998) MINERVA. The KMOD model is based on the Lexical Access from Spectra (LAFS) model developed by Klatt (1979), and assumes that the inconning speech signal is transformed into a sequence of spectra. MINERVA was originally developed by Hintzman (1986) and applied to speech by Goldinger. Both XMOD and MiNERVA assume that during the recognition process, exemplars respond to an acoustic input in proportion to their similarities to this input, and that their activations spread to the abstract word nodes (XMOD) or to the working meinory (MINERVA), which enables recognition.

In addition to these purely episodic models, several hybrid models have been formulated, which assume both abstract lexical representations (strings of phonemes or features) and exemplars. These models can account for all experimental evidence supporting abstract lexical representations (including categorical perception, e.g. Liberman et al. 1957) and for the role of fine phonetic detail in speech processing. In addition, they can account for the recent finding thent speaker characteristics affect speech processing only if for some reason processing is slow. McLennan and Luce (2005) as well as Mattys and Liss (2008) showed that tokens produced by the same voice are recognized more quickly than tokens produced by different voices only if the experimental task produces delayed responses (e.g. a shad owing task with a long set response time, or a lexical decision experiment that is difficult because of the many word-like pseudowrords).

An important hybrid model for speech production is proposed by Pierrehumbert (2002). She assumes that speech production involves the activation of abstract representations, the application of abstract phonological rules (e.g. Prosodic Final

Lengthening), and the activation of exemplar clouds of phonological units (e.g. phoneanes and phoneme sequences). Two hybrid models for word recognition are Goldinger's (2007) Complementary Learning System and the model that McLennan ct al. (2003) developed on the basis of the Adaptive Resonance Theory (Grossberg and Stone 1986). Both models assume that the incoming signal is first analyzed into abstract phonological units, which are matched with the abstract representations in the lexicon, and only then is the signal matched with the stored exemplars. Another hybrid model for word recognition is PolySP (Polysystemic Speech Perception), developed by Hawkins and Smith (Hawkins and Smith 2001; Haw'kins 2003). This model assumes that a memory trace does not only contain acoustic information, but also multi-medial context, for instance, visual information about the speaker's gestures. In addition, the model assumes that the analysis of an acoustic input into its linguistic units (phonemes, etc.) may precede (and contribute to) or coincide with or follow word recognition or not take place at all, depending on the circumstances.

In conclusion, experimental evidence suggests that gradient acoustic characteristics play a role in speech processing. More research is necessary showing which types of acoustic characteristics are relevant, how this gradient information is accessed under which conditions, and how the role of this type of information should be accoluted for in speech production and comprehension models.

### 2.8 Conclusion

Gradience appears to be a much more important characteristic of speech sounds than is traditionally assumed. Place and voice assimilation, segment deletion, and final devoicing often result in sounds showing incomplete neutralization, i.e. they result in sounds that contain characteristics of more than one phoneme or that are only partly absent. Since generative grammar assunnes that gradience is a characteristic of the phonetic component, these data suggest that within this thecory many processes that have always been classified as phonological actually belong to the phonetic component. Particularly in the case of final devoicing, this reclassification has consequences for the classification of other speech processes as wrell. Alternative theories have been developed, which assume that the phonological primitives are articulatory gestures or that lexical representations reflleci the gradient nature of speech sounds. These theories are supported by data showing that fine phonetic detail affects speech processing.

## 3 Productive sound pattems

### 3.1 Introduction

Gradience does not only play a role in the discussion of the phonological and phonetic components and of the nature of lexical representations, but also in the theoretical discussion of the nature of productive (norpho)phonological processes. Within traditional generative phonology, a productive process applies always and to all inputs that satisfy its structural description. Productive processes are thus categorical in nature. Recent research suggests, however, that some product ive processes show gradience. The following two subsections discuss evidence for
gradient phonological processes, their implications for generative phonology, and alternative theories that account for the gradient data.

### 3.2 Phonotactic constraints

The first type of phonolngical processes whose categorical nature has been seriously questioned is phonotactic generalizations. Within traditional generative phonology, all illegal sequences are considered equally illegal, all legal sequences as equally legal, and there is no gradience in legality.

If this assumption is correct, differences in the frequencies of occurrence of phonemes and phoneme sequences are based on coincidence. Pierrehumbert (1994) studied the frequencies of consonants and consonant clusters at the beginning of words, at the end of words (excluding the phonological appendix), and in syllable onset and coda positions within morpheme-internal consonant clusters (e.g. the frequency of [ n$]$ in words like vanpuish, where it is in syllable coda position within a consonant cluster, and the frequency of [st] in words like lobster, where it is in syllable onset position in a consonant cluster) in an American English dictionary. If the consonants are randomly distributed over the positions, the frequencies of a given consonant (cluster) in the different positions should be unrelated. This appeared not to be the case. The frequency of a morpheme-internal cluster appears highly correlated to the frequency of its first part (i.e. the consonants in coda position) in word-final position and to the frequency of its second part (i.e. the consonants in onset position) in word-initial position. Phonemes and phoneme sequences structurally differ in their frequencies in a language.

Crucially, language users reflect these frequencies in their well-formedness judgments of nonce words and parts of words (chapter 86: morpheme structure constraints). Speakers typically judge high-frequency rhymes as "phonologically" better than low-frequency rhymes (Treiman et al. 2000), phonotactically legal nonce words as better if they contain phoneme sequences of high frequency (e.g. Vitevitch et al. 1997; Frisch et al. 2000), and rasal-obbstruent clusters as better if these clusters are more frequent (Hay et al. 2004). Thus, blick is rated as a good English word, bnick as an impossible word and bruick is rated in between. Importantly, these gradient well-formedness judgments are obtained both if participants are allowed to provide gradient responses and if they have to provide categorical judgments, with the judgments being averaged over participants (Frisch et al. 2000). This strongly suggests that phonotactic constraints are gradient rather than categorical.

Language users' judgments of a nonce whord are also affected by the phonological distance of this word from existing words (CHAPTER 87: NEIGHBORHOOD EFFFCTSS . Thus, participants rate a nonce word as more well-formed if it differs in fewer phonemes from an existing word (Greenberg and lenkins 1964; Ohala and Ohala 1986). In addition, their well-fformedness judgments are related to the size of a word's phonological neighborhond (Bailey and Halun 2001; Hamnond 2004), which is typically defined as the number of existing words that can be changed into that word by the substitution, addition, or deletion of a single phoneme. Importantly, the effect of the word's phonological neighborhwod is independent of the effects of the frequencies of the word's constituents (i.e. the effect is also present if words with small and larger neighborhoods are matched in the frequencies of their constituents). This shows again that well-formedness judginents are not
categorical (i.e. it is not the case that a word is either completely well formed or completely ill formed). Rather, these judgments are gradient between comnpletely well formed and coupletely ill formed.
Importantly, the measures affecting well-forniedness judgments also play a role in other (psycho-)linguistic tasks. The frequencies of the phonemes and phoneme sequences in a word have been shown to affect speech production, recognition, and learning. For instance, participants are better at repeating nonce words made up of high-frequency rather than low-frequency phoneme sequences (Vitevitch et al. 1997) and at transcribing such words orthographically (Hay et al. 2004). Participants tend to interpret ambiguous fricatives as the most probable ones given the preceding and following segments (Pitt and McQueen 1998). Nine-month-old infants prefer to listen to words consisting of high-frequency rather than low-frequency phonemie sequences (Jusczyk ot al. 1994). Furthermore, when both eight-month-old infants and adults are presented with continuous speech froma non-existing (artificial) language, they extract the words of this language on the assumption that frequent phoneme sequences form (parts of) words, while the less frequent ones span word boundaries (Saffran et al. 1996a; Saffran et al. 1996b). Similarly, speech production and comprehension are affected by a word's phonological neighborhood. Thus, participants recognize words with large neighbor hoods more slowly in auditory lexical decision (e.g. Luce and Pisoni 1998) and produce them with more expanded vowel spaces (Munson and Solomon 2004), while pre-school-aged children produce such words more quickly and with fewer errors in picture-naming tasks (Arnold et al. 2005).
Several generative linguists have assumed that the gradience of well-formedness judgments may be merely a task effect, resulting from performance factors (for a discussion, see Schütze 2005). This account is in line with the firding that the variables affecting well-formedness ratings also play roles in speech production, perception, and learning, which are certainly modulated by perforınance factors.
In addition, there is a continuun of accounts which differ in their assumptions about the contributions of the phonological component and the mental lexicon. The models at one end of the continuum assume that the gradience of wellformedness judgments results from the gradient nature of the phonological component itself. This component would be gradient due to the probabilistic nature of its constraints or rules. For instance, Hammond (2004) frames his account of gradient well-formedness judgments within Probabilistic Optimality Theory, which is based on Stochastic Optimality Theory, developed by Boersma (1998). The idea is that the ranking of constraints is variable, and that a given (markedness or faithfulness) constraint outranks some other constraint with a certain probability. If this probability is smaller than 1, the phonological component shows variation, sometimes favoring one form and sonetimes another, which results in gradient well-formedness rankings. The probability of a given ranking (and consequently the judgment of a given form) may be co-determined by the frequencies of phoneme sequences and by the exact contents of the mental lexicon. Models at the other end of the continuum assunve that well-formedness judginents for a given word result only from the comparison of that word with all words in the mental lexicon and their constituents. The visual or auditory presentation of a word leads to the activation of all (phonologically) similar words in the lexicon and their constituents, and a higher total lexical activation leads to a higher well-formedness rating. In these analogical models, there is thus no
role for an abstract phonological component with hardwired phonological constraints or rules (e.g. Bailey and Hahn 2001). Models positioned between the two ends typically assume that the effects of constituent frequencies result from phonotactic knowledge, and the effects of phonological neighborhood from lexical knowledge. Phonotactic knowledge is permanently stored in the phonological component, while lexical knowledge is deduced from the mental lexicon if necessary (e.g. Bailey and Hahn 2001; Albright 2009).

In summary, the evidence for gradience in well-formedness judgments is undisputed. Detailed research is necessary in different domains of phonology to establish the best theoretical account.

### 3.3 Allomorphy

A second type of productive phonological process that appears gradient is those involved in morphological processing. These morphophonological processes select affixes on the basis of the phonological properties of the words' stems (CHAPTER yy: phonologically conditioned allomorph selection). For instance, Dutch regular past tense forms consist of a verbal stem and the suffix -le or - de. According to the traditional literature (which follows Dutch orthography), the correct allomorph is -te if the verbal stem ends in an underlyingly voiceless obstruent (e.g. str/p+t/e 'stepped'), otherwise it is $-d e$ (e.g. $\mathrm{kra} / \mathrm{b}+\mathrm{d} / \mathrm{e}$ 'scratched'). It has been shown recently that at least some of these apparently perfectly categorical generalizations do not do justice to the full data.

One example is the above-mentioned regular past tense forntation in Dutch. Ernestus and Beayen (2004) show that the description of the selection of the past tense allomorph given in the literature is too simplistic. Speakers tend to choose the non-standard allomorph for verbal stems that are special, in that the underlying voice specification of their final obstruent is unexpected given the other stems ending in the same type of final rhyme in the lexicon. For instance, speakers often choose the non-standard allomorph for $\mathrm{kra/b} /$ (creating $\mathrm{kra/b}+\mathrm{t} / \mathrm{c}$ ), which is one of the few Dutch verb stems ending in a short vowel and a voiced (instead of voiceless) bilabial stop. The pattern "short vowel-underlyingly voiceless bilabial stop" is much more common (e.g. sto/p/ 'stop', kla/p/ 'bang', me/p/'slap', $n i / p /$ 'sip') than the pattern "short vowel-underlyingly voiced bilabial stop," and speakers tend to add the allomorph that is correct for the majority of verbs ending in a short vowel and a bilabial stop to the minority of verbs for which it is incorrect (i.e. verbs ending in a short vowel and an underlyingly voiced bilabial stop). These findings can easily be incorporated in all types of theoretical accounts, since the only adaptation necessary is that the broad generalizations are replaced or supplemented by generalizations that are more specific for the precise phonological properties of the words. Apparently, Dutch requires a generalization stating that stems ending in short vowels and bilabial stops tend to select -te.

Importantly, however, the facts are more complex. First, Ernestus and Baayen (2004) observe that, if participants select the standard allomorph, they do so more quickly for verbs following the majority patterns than for exceptional verbs (i.e. they produce forms of the type stapte more quickly than forms of the type krabde). Second, Ernestus and Baayen (2003, 2004; see also Ernestus 2006) find that speakers show stochastic behavior; they often do not agree with each other,
and the same speaker may choose -fe for some verbs and -de for other verbs of the same type. Similar results have been found, among others, for past tense formation in English (Albright and Hayes 2003), the choice of the English indefinite article ( a vs. an; Skousen 1989), and vowel harniony in Hungarian (Hayes and Londe 2006). Apparently, the morphophonological processes that have to replace or supplement the traditional broad generalizations are not simple categorical rules that apply whenever their structural description is met. The processes are gradient in nature.

Speakers' probabilistic behavior has been accounted for in the two types of approaches (forming a continuum) that also explain the gradience of wellformedness ratings (see above). The first approach holds that constraints or rules are probabilistic in nature. Thus, in Stochastic Optimality Theory (Boersma 1998), constraint rankings are stochastic, and in the rule-based account proposed by Albright and Hayes (2003) rules differ in their confidence intervals. Both accounts assume that the probability of a constraint ranking or rule (and thus of a given form) is determined by the exact contents of the mental lexicon. While this approach can account well for the observed probabilistic effects, additional assumptions are necessary to explain why speakers are slower in selecting the standard allomorph if it receives less lexical support than the other allomorph (for a discussion, see Ernestus 2006). The second approach to speakers' stoclaastic beloavior assumes that, when speakers select an allomorph for a word, they check all words in their lexicons online. The probability that they select a given allomorph is proportional to its support from the words in the lexicon, with words that are more similar to the target word being more influential. If the target word itself is in the lexieon as well and supports a different allomorph fron the one receiving the greatest lexical support from the other words, this may result in severe competition between the two allomorphs, which may lead to the selection of the non-standard allomorph and longer response latencies (Ernestus and Baayen 2004).

In conclusion, phonologically driven allomorphy also strongly suggests that gradience is an important characteristic of phonology. The generalizations formulented in the generative literature appear too coarse-grained, given that speakers show probabilistic behavior. Several models can account for the obtained observations so far. More data are necessary to tease the different accounts apart.

## 4 Conclusion

In the early days of generative grammar, phonology was assumed to be completely categorical in nature. The present chapter has provided a summary of different types of corpus-based and experimental studies which strongly suggests that many processes traditionally classified as phonological are in fact gradient in nature. Sounds may contain characteristics of different categories, and speakers may show probabilistic behavior. These data have given rise to modifications of traditional generative phonology and to the development of new theories, including theories assuning different types of phonological primitives and phonological representations, and theories challenging the role of abstract generalizations. Further research is necessary to obtain a more detailed view of the role of gradience in phonology and to tease different theoretical accounts apart. Until then, we have to conclude that gradience is an important challenge for phonology.
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Adam Albright

## 1 Introduction

Morphological paradigms are a mainstay of traditional descriptions of inflectional systems and of diachronic change. Only in recent years, however, have paradigms played a formal role in the grammatical analysis of phonological systems, in the form of correspondence constraints and contrast constraints on paradigmatically related forms. In this chapter I review some of the evidence that has been taken to indicate that paradigm structure plays an active role in synchronic phonology, and discuss sume of the grammatical mechanisms that have been proposed to capture such effects, focusing especially on work within Optimality Theory (OT: Prince and Smolensky 2004).

It must be acknowledged at the outset that one cannot meaningfully discuss phonological paradigm effects without a precise definition of "paradigm." I begin by adopting a very general and widely assumed definition: a paradigm is the exhaustive set of inflected forms that share a single root or stem - e.g. inflected case and number forms of a noun, or person, number or tense/aspect/mood forms of a verb. In some cases, phonology treats all inflected forms of a root alike, and this broad definition suffices. In many cases, however, it is necessary to restrict the domain of discussion to a specific subset of inflected forms that constitute a local subparadigm - e.g. the set of verb forms that share present tense subjunctive inflection (the "present subjunctive paradigm"), or the set of noun forms that share dual inflection (the "dual paradigm"). For the purpose of illustrating paradigm effects and their analysis, I will simply stipulate the scope of the effect as necessary; in $\S 4$, I return to the issue of the formal definition of paradigms.

An important related issue is whether phonological paradigm effects are conditioned by the same type of paradigm structure that is posited by paradigmbased theories of morphology, such as Word-and-Paradigm Morphology (Hockett 1954; Matthews 1965; Zwicky 1985; Anderson 1986) or Paradigm Function Morphology (Stump 2001). On the face of it, paradigm-based theories of morphology seem especially well suited for capturing phonological paradigm effects, since they provide a representational unit (the "paradigm") that can be used to condition morphological and phonological grammar distribut ions. The use of
phonological paradigm constraints does not presuppose the existence of paradigms as morphological representations, however. In fact, the phonological constraints described in $\S 3$ make very linnited use of morphological structure: if two frorms share a root and all derivational affixes, then they are treated by the phonology as members of the same inflectional paradigm. Although arguments against morphological and phonological uses of paradigms are often presented side by side (e.g. Bobaljik 2008), it appears that the question of whether morphology is paradigm-based may be orthogonal to the question of whether phonology imposes constraints on relations between inflectionally related forms. The current chapter focuses on the role that paradigmatic relations play in conditioning phonological distributions, and leaves aside arguments for and against paradigms as morphological representations. A long-term goal, beyond the scope of this chapter, would be to establish whether morphological and phonological distributions rely on a common set of representational units, or whether phonological constraints make only indirect reference to morphological representations.

In this chapter, I consider a variety of effects that demonstrate a role for paradigms in phonological grammar. Before turning to the analysis of syncluronic paradigm effects, however, it is useful to review briefly the type of data that have traditionally been taken as evidence that phonological processes are sensitive to paradigm structure, drawn from the domain of language change.

### 1.1 Paradigms as a factor in conditioning diachronic change

It is often convenient to present complex inflectional systems in tabular form, with each cell in the paradigm representing a particular combination of morphosyntactic features. In some theories of morphology, paradigms are taken to be not merely a matter of descriptive convenience, but also a gramntatically relevant representation of the distribution of inflectional markers (Hockett 1954; Mlatthews 1965; Anderson 1986; Wurzel 1989; Stump 2001; Blevins 2003; Ackerman et nl. 2009). According to proponents of paradigm-based models, representations in terms of paradigms permit concise or insightful statements about norphological distribution that would be difficult to capture if each morpheme were represented individually. For instance, patterns of syncretism and alternation are often shared across multiple inflection classes, suggesting that a paradigmatic template is in force (Williams 1994; Baerman et nl. 2005; Maiden 2005; though see Bobaljik 2002 and Harley 2008 for alternative approaches). An example is seen in Modern German, which has stem vowel alternations in the 2nd and 3rd singular present tense forms of many verbs. These alternations can be traced back to historically unrelated raising processes, but the conditioning context (originally, high vowels in the suffix) is no longer present in the inodern language, nor can the various changes found in the 2nd and 3rd singular be straightforwardly unified as the same featural change. Thus it appears that the broadest generalization one can make is that the 2nd and 3rd singular differ from the rest of the paradigm in having a raised and/or fronted vowel. This relation cannot be captured by a single (morpho)phonological rule, but can be characterized by a template in which the 2nd and 3rd singular forms differ front the remaining forms.
(1) Vowel alternations in German present tense indicative werb forms

| Verb | 'travel' | 'run' | 'give' | 'see' |
| :---: | :---: | :---: | :---: | :---: |
| INF | fa:sən | laufan | ge:ban | ze:ən |
| 1 sg | fa:s(z) | lauf(z) | ge:b(a) | ze:(a) |
| 2sc | fe:mst | luifst | grobst | zist |
| 356 | feist | luft | grıt | ziet |
| $11 \times 1$ | fa:sən | laufan | ge:ban | ze:ən |
| 2 PL | faist | lauft | ge:ḅt | zeit |
| 3pl | faikon | laufon | ge:ban | ze:on |

A compelling source of evidence for a paradigmatic effect comes from language change: in fact, verbs like [ge:ban] 'give' and [ze:an] 'see' originally showed a different distribution, in which the 1st singular had the same vowel as the 2 nd and 3rd singular: [giba], [gibst], [gibt]. The change of 1st singular [gibo] $\rightarrow$ [ge:ba] to match the vowel of the plural and infinitive appears to have been motivated by the influence of verbs like [fa:wan] 'ravel', in which raising has always been limited to the 2 nd and 3 rd singular (Paul ot al. 1989: 243). ${ }^{1}$ Put differently, a prevalent pattern of alternation within the paradigm (2nd and 3rd singular ws. others) was generalized to verbs with a similar but less robustly attested pattern (singular ers. plural). Such changes are often taken as evidence that speakers evaluate the relations between forms within paradigms, and that language change may enforce or regularize such relations.

### 1.2 Paradigm uniformity in language change

One common way in which paradigmatic relations are strengthened is by loss (or "leveling") of alternations among inflectionally related forms. A widely discussed example comes from inımediately pre-classical Latin, in which [s] ~ [r] alternations created by rhotacism of intervocalic stridents were leveled to invariant [r] (Hock 1991: 179-190; Barr 1994; Kenstowicz 1996; Hale et al. 1997; Kiparsky 1998; Baldi 1999: 323; Albright 2005).
(2) Leveling of rhotacism alternations in Latin honor

|  | Stage 1 | Stage ? <br> NOM SG |
| :--- | :--- | :--- |
| hono:s | honor |  |
| CENSC | hono:ris | hono:ris |
| DATSG | hono:ri: | honori: |
| ACCSG | hono:rem | hono:rem |
| ABL SG | honorre | hono:re |

[^243]Crucially, the change of [s] to [r] in [hono:s] $\rightarrow$ [honor] took place only within the inflectional paradigın, while derivationally related forms such as [hones-tus] 'honorable', [hones-te:] 'honorably', and [hones-ta:s] 'honorableness' remained unchanged. Furthermore, [s]-final nouns that had no inflected forms with [r], such as the indeclinable noun [nefa:s] 'sacrilege' (related to the derived adjective [nefa:r-ius] 'wicked'), also remained unchanged, as did [s]-final words in other parts of speech, such as the adverb [nimis] 'excessively'. These facts show that the change of [ s ] to [ r$]$ was not part of a broader sound change extending rhotacism to the word-final position. Furthermore, if we assume that fornts like [hones-tus] remained synchronically linked to the related noun [honor], the change cannot be viewed as a re-analysis to /honor / by learners missing the presence of [s] ~ [r] alternations (Vincent 1974). Such examples are often taken as evidence that the domain of analogical leveling is the inflectional paradign.

Another common feature of paradigm leveling is that it may affect only a subset of the inflectionally related forms. For example, several classes of Middle High German (MHC) verbs showed vowel alternations between the singular and plural, with the infinitive always matching the vowel of the plural, and the past participle frequen tly showing yet a different vowel. In Yiddish, these alternations have been eliminated connpletely in some verbs (3a), while they have been leveled on ly anoong present tense forms for orhers (3b). We may plausibly suppose that the infinitive and finite present tense forms of /vison/ 'know' remain synchronically related, but the identity of the 1 s1/3rd plural and infinitive has been abandoned in favor of an invariant verb stem within the subparadignl of present tense forms (Albright 2010).
(3) Full and partial leveling in Yiddish


Language clange provides numerous examples of paradigmatic conditioning. However, we frequently cannot be certain whether the changes reflect a synchronic preference for non-alternating paradigms, or whether they represent lexical reanalyses on the part of learners. Such changes are difficult to interpret́, because we cannot be sure that Latin speakers synchronically derived forms like [hono:s] and [hones-tus] (without rhustacism) from a single stem /hono:s/. If [hono:s] and [honestus] were derived fromı different stems, we could interpret the change as a re-analysis of the nominal stem from /hono:s/ to /honor/ (perhaps nootivated by the preponderance of rhotacized [honorr-] forms), while the adjectival stem /hones/ remained intact. Sitnilarly, although there is no reason to think that MHG speakers treated the infinitive and plural stems wiz3- and roiz3- as distinct, if for some reason they did encode thein as separate stems, then we could simply say
that Yiddish lost the plural stem while retaining the infinitive stem. In order to show that a phonological process misapplies within inflectional paradigıns, we nust demonstrate that the forms in question are synchronically derived from the same stem, and that the process in question continues to apply except when trumped by identity among paradigmatically related forms. In the following section, we review several cases with exactly this flavor: a phonulogical process continues to apply straightforwardly and productively in derived forıns, but is overridden just in case greater identity between inflected forms would result.

## 2 Synchronic paradigm effects

The literature on synchronic paradigm effects has identified two opposing ways in which phonological relations among inflected words may be regulated: on the one hand, there is a tendency to demand identity among inflected forms, so that elements of shared meaning (the stem, shared inflectional markers) have a consistent phonological form throughout the paradigin (unformity). At the same time, there is a tendency to avoid total identity betwreen forms that are morphologically distinct (anti-homophony) (see also CHAPTER 103: PHONOLOGICAL SENSITIVITY to morpiological structure). In both cases, it is claimed that the requirenent of identity or distinctness may be enforced within the domain of the paradigm, while violations of identity between derivationally related forms, or violations of anti-homophony among unrelated forms, are not enforced. I consider these two tendencies in turn. Paradigınatic conditions in phonology have been explored extensively in the past decade, and it would not be possible in a chapter of this length to do justice to the range and intricacy of empirical cases that have been brought to bear on the issue. For additional examples, the reader is referred to the collections of papers in Hermans and van Oostendorp (1999), Downing et al. (2005b), and Bachrach and Nevins (2008).

Frequently, affixation creates or destroys the context for a phonological process to apply, leading to the possibility of alternations. This section discusses cases in which regularly expected alternations are avoided, and paradigmat icidentity is seen instead. As is standard in the literature on identity effects in other donnains, such as reduplication (McCarthy and Prince 1995), we may distinguish between cases where identity is achieved by applying a process outside its regular context (overapplicntion), by failing to apply a process within its reguler context (umderapplication), or by applying a process differently from how it would normally apply to a given phonological string (misapplication). It is also important to bear in mind that these phenomena are not substantively different from those that arise in cases of cyclicity in derived forms; therefore, nuch of the discussion of parallel facts in citapter bio: cyclicity is relevant here as well.

### 2.1 Overapplication

Frequently, phonological processes apply outside their regular context, if doing so can achieve greater identity between related forms. For example, Hayes (2000) discusses a process in American English (and other varieties) in which coda /I/ becomes dark and creates a diphthongized allophone of the preceding vowel (chaiter 31: lateral consonants): /fi:l/ $\rightarrow$ [fiət]feel, /fail/ $\rightarrow$ [fabał]file,
/boil/ $\rightarrow$ [borał] boil. This process does not normally occur intervocalically: [si:lın]/*[siałın] ceiling, [parlat]/*[paiałat] pilot, [tarlat]/*[torałat] toilet. However, at inorpheme boundaries, coda velarization may apply. Hayes presents survey data documenting a variable or gradient partern in which $/ 1 /$ may be realized as [t] before morplueme boundaries: mai[t]er, (touchy-)fee[t]y. The pattern that Hayes describes for his own speech involves overapplication of diphthongization and coda velarization before both inflectional and derivational affixes: [hial in] heoling, [meała] mailer. By contrast, in at least the present author's idiolect, coda velarization always overapplies, but diphthongization overapplies (optionally) only in infiected forms. The difference is most clearly lueard (and intuited) after underlying diphthongs, where "diphthongization" yields so-called sesquisyllabic outcomes such as [bsial] boil. Crucially, the overapplication of diphthongization seems to occur only in inflected forns: boiling [boratin] patiently us. boiler [borłal], "[bosała].
(4) Overapplication of pre-lateral diphthongization in one idiolect of American English

| hase |  | inflected | derived |  |
| :---: | :---: | :---: | :---: | :---: |
| [bjist] | boil | [birinn], <br> [bsiahin] | [bouta], <br> ${ }^{*}$ [birata] | boiler ('water-heater') |
| [sporal] | spoil | [sportin], [spэıるłu] | [spoiłə], <br> *[spэıəła] [sportatb], <br> *[spoiałads] | spoiler (of plot) <br> spoilage |
| [3ı3] | oil | [3itrn], [эıatin] | [sita], <br> * $\mathrm{mała}$ a] | (Edmonton) Oiler(s) |
| [smaiat] | smite | [smaritu], <br> [smaiałin] |  |  |
| [varal] | vile | [varłas!], [vaiałast] |  |  |
| [marat] | mile |  | [matładz], <br> *[mantady] | mileage |
| [naizl] | Nile |  | [nattarik], <br> *[narołarık] | Nitotic |
| [kainparał] | compile | [kannpartiru], [komparołtro] | [kəmparłə], <br> *[kompaisłə] | compiler |
| [stas ${ }^{\text {at }}$ | style | [startor] <br> [staintin] | [sta łfist], <br> *[starintist] | stylist ${ }^{2}$ |

A similar example comes from Yiddish, which generally avoids [rn] and [rm] codas by schwa epenthesis (Albright 2010): [alarəm] 'alarm', [fturəm] 'storm', [ [firan] 'unibrella', [turam] 'tower' (CHAPTER 26: SCHWA; CHAPTER 67: VOWEL EPENTHESIS). When an /rm/ cluster is intervocalic, epenthesis does not normally occur: [alarm-ir-n] 'to alarm', [ [Jurm-1f] 'stormy', [ $\mathrm{irm}-\mathrm{s}$ ] 'screen', [turm-э] 'prison'. This pattern is disrupted in verbal paradigms, however: (5a) shows that, if epenthesis applies somewhere within the paradign, it systenatically overapplies in the entire paradigm. This can be compared with (5b), which shows that, if

[^244]epenthesis is not conditioned any,where within the paradigm, /rm/surfaces uniformly faithfully. Overapplication in the verb [fturəm-ən] cannot be attributed to the influence of the related noun [ $\int$ turən], since the verb [alarm-ir-ən] does not show overapplication on the basis of the related noun [alaram]. In addition, as the examples above show, epenthesis does not overapply in derived forms; additional examples include [varm-zs] 'warm food' and [reform-ir-n] 'to reform'.
(5) Overapplication of epenthesis in Yiddish


In both the English pre-lateral diphtlongization and Yiddish epenthesis cases, phonology is blind to inflectional affixes - that is, a coda process applies as if the stem-final consonant is a coda, even if the inf.ectional affix should bleed epenthesis. It is not always the case that overapplication extends a process from ar inner constituent to an outer constituent in this way, however. The Latin [honor] analogy discussed in $\S 1$ involved the overapplication of rhotacism, which should normally have occurred only before vowel-initial suffixes (e.g. /hono:s-is/ $\rightarrow$ [hono:ris]), but came to apply before nominative singular /s/ (or / //) as well: /hono:s-s/ $\rightarrow$ [hono:r].

Another example of application of a process triggered by an inflectional affix is fourd in certain dialects of Korean (Han 2002; Kang 2e33). In Korean, coronal obstruents regularly palatalize (Cifapter 71: palatalization) before a suffix beginning with high front [i]: /os-i/ $\rightarrow$ [osi] 'clothing-nom', /path-i/ $\rightarrow$ [paty ${ }^{\text {hi] }}$ ] 'field-nom'.3 Palatalization does not normally occur before mid front vowels ([path-e] 'field-Loc') or high central vowels ([pat'-il] 'field-acc'). Han (2002), citing data from Choi (1998), observes that in certain dialects of North Gyeongsang Korean (namely, in Sangju, Geumneung, Cheongdo, and Mungyeong), palatalization overapplies:
(6) Overapplication of palatalization in North Gyconssang Korenn

| /pat ${ }^{\text {/ }}$ 'field' | Conservative | North Gyeongsang |
| :---: | :---: | :---: |
| Unmarked | pat ${ }^{\text {² }}$ | pat ${ }^{\text {a }}$ |
| NOM | patt ${ }^{\text {h-i }}$ | paty ${ }^{\text {h-i }}$ |
| ACC | pat ${ }^{\text {h }}$-il | paty |
| -at/loc | pat ${ }^{\text {h }}$ e | paty |

In North Gyeongsang Korean, as in other dialects, the urmarked form obeys coda restrictions that reutralize continuancy and laryngeal contrasts (CHAPTFR 69:

[^245]final devoicing and final larynceal neutralization). The change in North Gyeongsang consists of extending palatalization within noun paradignis, so that it overapplies before mid and central vowels. Unlike Latin or Yiddish, this case involves the overapplication of a process thent is triggered by an inflectional affix.

As with Latin, we must ask whether the change could be interpreted instead as a change in the context of palatalization, or as a lexical re-analysis (chapter 1: underlying representations). It is easy to demonstrate that the change is not a general expansion of the context for palatalization to include mid and central vowels. Han (2002) and Kany (2005) point out that, within verbal and adjectival paradigms, palatalization rever affects $/ t^{h}-\mathrm{i} /$ sequences: /kat ${ }^{\text {h}}$-in/ $\rightarrow$ [kat ${ }^{\text {hin }}$ ], *[katy 'in n 'same-modifier'. Thus, there is no evidence that palatalization in the accusative or locative reflects a broader change in the palatalization process itself. It is also important to ask whether the change is simply a re-analysis of the lexical entry $10 / \mathrm{pat}^{h} /$ / - indeed, this is precisely what Kim (2005) clains. There are several reasons to think that a purely lexical account is not sufficient, however. First, assuming that the leveling in (6) has affected all $/ 1 \mathrm{~h} /$-final nouns in the relevant dialects and that speakers would reject new words with $\left[\boldsymbol{t}^{h}\right]-\left[\mathrm{h}^{\mathrm{h}}\right]$ alternations, we need to account not only for the change to the specific lexical items in question, but also for the knowledge that there could be no lexical itents of this type - i.e. a morpherne structure condition. McCartly (1998) proposes to analyze such knowledge as a paradigm effect specifically, speakers know that palatalization must apply before $-i$, and that it must overapply in the remainder of the paradigm by virtue of output-output faithfulness; therefore, no morpheme with $/ t^{\text {h }} /$ could ever surface as such within its inflectional paradignn. Even nore telling, it appears that overapplication of palatalization may be observed even in cases of partial leveling, where speakers continue to treat the noun as $/ t^{h} /$-final in other contexts. Han (2002) and Kang (2005) discuss a related pattern found in the dialects of Gyeonggi, parts of Chungcheong, and North Jeolla, in which palatalization overapplies only before the accusative marker /-il/, while the expected [ $\mathrm{r}^{\mathrm{h}}$ ] surfaces faithfully before locative /-e/ and directive /-i]o/: umnarked [pat${ }^{\wedge}$ ], rominative [pat ${ }^{\text {h }}-\mathrm{i}$ ], accusative [pat ${ }^{\text {h }}$-il], directive [pat ${ }^{\text {h }}$-iro], locative [pat ${ }^{\text {b }}$-e]. For these dialects, the use of $\left[t^{h}\right]$ in the accusative cannot be straightforwardly attributed to a re-analysis of the final consonant of the noun stem, since it surfaces as [ $t^{\mathrm{h}}$ ] elsewhere. Instead, Han (2002) clains that we are observing a more limited identity effect, in which the accusative connes to match the rominative, but the locative and directional remain identical and distinct from the other case forms. Kang (2005) attributes the identity of the locative and directive to the fact that they share locational meanings.

The Korean example shows that overapplication may extend processes that apply in inflected forms (i.e. overapplication is not "blind" to inflectional material). It also illustrates some of the difficulties in establishing a synchronic paradigm effect as opposed to a diachronic re-analysis. Many cases of overapplication that have been documented in the literature are potentially reinterpretable as lexical re-analyses or broadening of phonological processes. In order to demonstrate that a given case truly involves synchronic paradigmatically notivated overapplication, we must be able to sluow that the process continues to apply as expected elsewhere in the language, that the relevant lexical items have not been re-analyzed, and that the process overapplies just in those cases where paradigmatic identity would result. Sinilar considerations hold for identity through underapplication and misapplication, to which we now turn.

### 2.2 Underapplication

Just as in cases of underapplication of phonological processes to maintain reduplicative identity (McCarthy and Prince 1995; chapter 100: reduplication; chapter 119: reduplication in sanskrit), it appears thent phonological processes may be suppressed within inflectional paradigms in order achieve identity. An example can be seen in the behavior of Yiddish [rm] clusters. As shown in (5) above, schwa epenthesis overap plies in Yiddish verb paradigms, just in case epenthesis is expected in a suffixed form such as the 1st or 3rd singular. Interestingly, the converse pattern holds in noun paradigms. As shown in (7), noun plurals are sometimes formed by adding a consonant ( $/-s /$ ), and sometimes by adding a vourel-initial suffix (usually /-an/). In contrast to verbal paradigms, schwa epenthesis optionally modernpplies in noun paradigms if it is not licensed in the plural.
(7) Underapplication of eprenthesis in Yiddish norms

|  | singriar | plural |  |
| :---: | :---: | :---: | :---: |
| a. | fturəm ~ * fturm | fturəms | 'storm' |
|  | firam ~ *Sirm | firams | 'umbrella' |
|  | fvoram ~ * ${ }^{\text {dorm }}$ | ¢varams | 'swarm' |
|  | varam ~ *varm | varams | 'worri' |
|  | aram ~ *3rm | arams | 'arm' |
|  | turam ~*turin | turains | 'tower' |
|  | alaram ~ *alarnı | alaranis | 'alarm' |
| b. | foram ~ form | formən | 'form' |
|  | ?uniforsm - uniform | uniformion | 'uniform' |
|  | *faram - farm | farman | 'farm' |

A similar example of parallel over- and underapplication comes from Polish diminutives, as discussed by Kraska-Szlenk (1995:108-114) and Kenstrowicz (1996). Many Polish nouns show an alternation between [u] and [s] before word-final voiced non-nasal consonants, with [u] occurring in closed syllables and [0] occurring in open syllables. The morphological context for raising differs depending on the gender of the rum, since different affixes create closed syllables in masculine $v s$. feminine nouns:
(8) Regular application of o-raising in Polish nouns (Kraska-Szlenk 1995: 108)


In diminutive paradigns, raising alternations are suspended. Instead, the vowel that is expected in the nominative singular occurs everyw here. The diminutive suffix
is (on the surface) [-ek] word-finally and [-k-] before a vowel, due to the presence of a feeting yer vowel, indicated in (9) as /E/ (charter 122: siavic yers). As a result, diminutives of masculine nouns end in [-ek-Ø] in the nominative singular. Since the suffix begins with a vowel, raising does not apply in the nominative singular, and it correspondingly underapplies in the remainder of the paradigm (9a). Diminutives of feminine nouns, on the other hand, end in [-k-a]. This suffix does condition raising, and raising overapplies in the remainder of the paradigm (9b).
(9) Under-and overapplication of raising in Polisht diminutives

| a. /dow <br> 'ditch | singrular <br> ) | plural | b. /krov-Ek-a/ 'COW (FEM)' | singular | plaral |
| :---: | :---: | :---: | :---: | :---: | :---: |
| norm | dswek | dowki | NOM | krufka | krufki |
| GEN | dewka | dıw wuf | GEN | krufki | kruvek |
| Dat | dıwkovi | dzwkonl | DAT | kruftse | krufkom |
| ACC | dowek | dzwki | ACC | krufkē | krufki |
| INSTR | downkjem | dswkami | INSTR | krufká | krufkami |
| loc | dowku | dorıvax | loc | kruftse | krufkax |

As McCarthy (2005) points out (following Buckley 2001; Sanders 2003), it is not surprising that the distribution of o-raising has been disrupted in nodern Polish: raising interacts opaquely with final devoicing, it is conditioned by an unusual set of following segments (non-nasal voiced consonants), and it is not generally applied to loanwords or nonce words. Nonetheless, the fact that raising applies normally in the non-dimninutive forms of /dow/ and /krov / (8) shows that the process is learned in some (perhaps lexically or morphologically restricted) form, and that it continues to apply in the expected contexts. Furthermore, speakers have clea rly learned that these particular stems undergo raising, even in the nominative singular of the diminutive. Kraska-Szlenk (1995) and Kenstowicz (1996) argue that the lack of raising alternations in the paradigms in (9) is best altributed to a paradigm identity constraint, which holds specifically within diminutive paradigıns.

### 2.3 Misapplication

In some cases, a regular phonological process applies in an unexpected fashion (misapplication). Harris (1973) argues that certain exceptions to regular stress placement in Spanish can be explained as identity effects, and that recognizing paradigmatic identity as a grammatical force could avoid the reed to complicate the statement of stress rules. An example comes from the imperfect indicative forms of Spanish (discussed also by Burzio 2005: 65 and Oltra-Massuet and Arregi 2005):
(10) Avoidance of stress alternations in the' Spanish innerfect: [terminar] 'finish'

|  | expected | actual |
| :--- | :--- | :--- |
| 1SG IMP INDIC | termi'naba | termi'naba |
| 2SG IMP INDIC | termi'nabas | termi'nabas |
| 3SG IMP INDIC | terni'naba | terni'naba |
| 1PL IMP INDIC | termina'bamos | termi'nabamos |
| 2PL IMP INDIC | termina'bais | termi'nabais |
| 3PLIMP INDIC | terni'naban | terni'naban |

The stress pattern as it would have been inherited from Latin is shown in the left column of (10); this expected pattern also reflects a general pattern of penultimate stress that still holds in modern Spanish. The actual stress pattern in [termi'nabamos] is unusual in Spanish, since words with final closed syllables rarely have antepenultimate stress, the sole exceptions being learned words such as Sócrates and fúpiter, which are felt by speakers to be unusual (Hochberg 1988). This unexpected pattern is immediately explained if we look at the stress pattern of the other cells of the imperfect, where stress is penultimate according to the regular principles of Spanish stress assignment

Harris (1987) provides another example from certain dialects of Spanish, including Chicano Spanish. As (11a) shows, stress in verbs regularly falls on the penult, both in conservative varieties and in Chicano Spanish. Within the present subjunctive paradigm, however, stress alternations have been eliminated, with stress falling on the antepenult in the 1st plural (11b) (see also Reyes 1974). Once again, a possible explanation for this subversion of the regular stress pattern is that it maintains identity among infected forms. Note that this effect holds locally within the present subjunctive, but does not affect the present indicative, nor does it affect non-verbal forms such as ['termino] 'end'.
(I1) Avoidance of stress alternations in Chica no Spanish subjunctive: [terminar] 'finish'

|  | Conservative | Chicano <br> a. <br> 1sG INDIC <br> 2sG INDIC |
| :--- | :--- | :--- |
| ter'mino | ter'minas | ter'mino |
| 3sG INDIC | ter'mina | ter'minas |

Kenstowicz (1996) observes a similar effect for certain Russian nouns, in which stress unexpectedly avoids falling on a feeting yer vowel in the genitive plural ("double retraction"). Like the Spanish cases, this irregular placement of stress serves to avoid stress alternations within the plural paradigm, and may likewise be attributed to a constraint demanding uniform stress.

### 2.4 Anti-homophony within paradigms

In addition to serving as the domain for identity effects, inflectional paradignis also appear to be the locus of anti-homophony effects, in which phonology applies unexpectedly in order to avoid surface identity of mor phologically distinct forms. The scope and treatment of anti-homophony effects is controversial, but we neention here two examuples.

The first example comes from Kenstowicz (2005), who discusses the distribution of schwa in medial open syllables in Dannascus Arabic (charter 124: word stress in arabic). Normally in this dialect, unstressed schwas in open syllables are deleted: /səntar-ət/ $\rightarrow$ ['səm$\left.{ }^{〔}-a t\right]$ 'heard-3sG FEm sub]'. This deletion also occurs in forms that have been cliticized with object markers: both /d'arb-at-o/ $\rightarrow$ ['d'arbto] 'hit-3sc fem subj-3sc masc obj' and /fa:f-zt-o/ $\rightarrow$ ['fa:fto] 'saw-3sc fem subj-3sc masc obj' show deletion of the underlying/a/ in the 3rd singular feminine subject inarker. However, this deletion is systen atically blocked in cases where the form in question would become identical with the corresponding masculine form. For example, / 'allam-t-o/ 'taught-3sg masc subj-3sc masc obj' and /「allam-ot-o/ 'taught-3sc feam subj-3sc masc Obj' are expected to yield surface [fal'lamto], with syncope of the stressless schwa. Instead, syncope is blocked in the feminine form 'she taught him', and the schwa exceptionally remains and attracts stress: [ [alla'pasto]. Kenstowicz (2005) attributes this unusual stress pattern, which violates the normal principles of stress placement in Damascus Arabic, to an anti-homophony condit on that holds between the 3rd singular masculine and feminine forms. Importantly, this condition does not penalize deletion in cases such as ['d‘arbto] 'she hit him' or ['fa:fto] 'she saw hinv', because for these verbs, the 3rd singular masculine forms happen to follow different vocalic templates: [da'rab-t-o] 'lue hit him', ['fuf-t-o] 'he saw him'.

Hall and Scott (2007) discuss another example, involving underapplication in Swabian German. In this dialect, /s/becomes (f] before a coronal: /pust/ $\rightarrow$ [past] 'mail'. This process underapplies in infectional paradigms, however: /grizs-t/ $\rightarrow$ [grizst], *[grizft] 'greet-3sc'. Hall and Scott attribute this underapplication to the influence of inflectionally related forms with [s], such as 1st singular [grias]. In the 2nd singular, howrever, the inflectional affix is $/-\delta /$. Here, underapplication of $/ \mathrm{s} / \rightarrow$ [ $\delta$ ] would yield the illegal form [grias $\delta$ ], which would be expected to assimilate and degeminate. The candidate [grizs], which resolves the /s $/ /$ cluster in favor of [s], would create paradignatic identity with 1st singular [grizs], 3rd singular [grizst], etc., but it would be homophonous with the 1st singular. Instead, the actual outcome is [grios], in violation of paradigm uniformity. Hall and Scott argue that this is due to an anti-homophony condition, in which the 2nd singular is required to be distinct from other forms.

In both the Damascus Arabic and the Swabian Gernan examples, the paradigm is the locus of anti-homophony effects, in the sense that homophony betwreen forms that are not paradigmatically related (as in accidentally homophorwus verbs) does not trigger unexpected phonology. If this restriction turns out to hold in a broader range of cases, it could serve as an additional source of evidence that paradignts nay serve as the domain of grammatical effects.

## 3 Grammatical mechanisms for deriving paradigm effects

The fact that the regular application of phonological processes natay be disrupted in order to achieve paradigmatic regularity wras often commented on in the earlier literature on generative phonology (see, e.g. Kiparsky 1972; Harris 1973; Kenstowicz and Kisseberth 1977: 69-74). However, no formal mechanism was provided for accomplishing this effect within the rule-based approach of Chomsky
and Halle ( 1968 ; henceforth SPE). Indeed, it is hard to see what a mechanism that explicitly enforces paradigmatic identity would look like, since the decision about whether to apply a rule or not (or to reverse the order of two rules) can be made only by "looking ahead" and seeing whether the results would create alternations within the paradigm. Instead, inflectional identity has ofter been analyzed as a by-product of how morphological and phonological operations are ordered, under the hypothesis that inflectional affixes are added after many phonological processes have already applied. (See Downing ct al. 2005a for a review of alternative rule-based mechanisıns, and $\S 3.3$ below for discussion of cyclic approaches employing phase-based spell-out; see also Citapter 85: cyclicity and Chapter 74: RULE ordering.)

For example, the Aınerican English pre-lateral diphthongization data in (4) ([spurt] spoil, [spuraty] shoiling vs. [sparłacts] spoilage) can be seen as the result of diphthongization applying after derivational affixes like -age have been added, but before inflectional affixes have been added. A challenge for such approaches is to establish an internally consistent ordering of morphological and phonological operations. This is not always trivial; for example, in the author's idiolect, the fact that /l/ is at least optionally dark in words like [sporłaty] spoilage and [matłatj] mileage suggests that velarization is ordered before affixation of age, yet there is no option for dark [ t$]$ in word s like [saladaty] *[salaady] silage, which arguably also contains an /l/ before the -age suffix. Accounts based on cyclic ordering have no direct way of referring to the fact that for spoilage and mileage, related forms such as [spial] spoil and [maral] mile contain dark [ t ], while for silenge, the related form [sailou] silo has light [1].

Paradigm effects of this sort are readily accommodated within Optimality Theory (OT), since evaluation in this framework is carried out over surface forms, which is precisely where identity and contrast must be enforced. In this section, we review the main approaches to enforcing identity aınong paradigms of inflected forms in OT.

Most approaches to paradigm effects in OT employ correspondence constraints (McCarthy and Prince 1995), which place morphologically related forms into correspondence with one another, so that identity can be evaluated with the standard machinery of faithfulness constraints (Ident, Max, Dep; see also chapter 63: markedness and faithfulness constraints). Under this approach, paradigmatic identity effects are closely related to cyclicity effects, in which derived forms show unexpected similarity to their bases of derivation. Correspondence relations are intrinsically pairwrise, so paradigm uniformity is typically enforced by requiring that each individual pair of forms be identical. Thus, in a sense, paradigm constraints are not truly "paradigmatic," since they evaluate sets of pairs rather than the entire distribution at once. A cost of this approach, however, is that the number of pairwise relations that must be considered growrs factorially with the size of the paradigm -e.g. $6 \times 5=30$ pairwise relations for a six-member paradigm.

Since their introduction, correspondence constraints have been used to analyze the relation between derived forms and their bases in producing cyclicity effects (Bursio 1994; Kenstowvicz 1996; Benua 1997; Kagger 2000; Steriade 2000). L,jke input-output faithfulness conditions, base-derivative correspondence is usually assumed to be intrinsically asymmetrical: derived forms must be faithful to their bases, but bases are not constrained to resemble their derivatives (see also
chapter bo: cyclicity). There are two main issues that must be resolved in applying faithfulness conditions to paradigun regularity. First, we must deternine whether correspondence relations between inflectionally related forms are intrinsically symmetrical, as is generally assumed for base-reduplicant faithfulress (McCarthy and Prince 1995), or asy mmetrical, as is usually assumed for other cases of base-derivative faithfulness (Benua 1997). Second, if inflected forms are faithful to a base form, we must determine which form acts as the base in an inflectional paradigın.

In this section, the predictions of a symmetrical approach to paradigm uniformity (McCarthy's 2005 Optimal Paradigms approach) are compared to those of an asymmetrical/base-prioritizing approach (Albright 2002; Kenstowicz 1996; Benua 1997), as well as to a stratal approach in which outputs are evaluated cyclically with interleaved levels of affixation and phonological evaluation (Kiparsky 1982, 2000).

### 3.1 Symmetrical output-output faithfulness: Optimal paradigms

Ore approach to enforcing paradigmatic regularity is through symmetrical correspondence relations, which simply demand that all inflected forms have identical forms of the root. This symmetrical identity requirement has gone under various names in the literature, including consistency (Burzio 1994, 2005; see also CHAPTER 88: DERIVED ENVIRONMENT EFFECTS), inif orm exponence (Kenstowicz 1996), parndigm uniformity (Steriade 2000), and, most recently, optimal paradigms (McCarthy 2005). McCarthy (2005: 172) succinctly sums up the motivation for adopting a symmetrical approach to identity in paradigms: "Inflectional paradigns have no base . . : Latin amat 'he loves' is not derived from amō 'I love' or vice versa; rather, both are derived from the lexeıne /ant-/." The claim that inflected forms are based on a eommon lexeme but not on each other rests on a morphological notion of base of affixation, in which affixation realizes (or marks) morphological features, and affixed forms contain a superset of the morphological information that their inner constituents contain. Under this definition, the base must necessarily contain a subset of the inorphological features of derived forms. Depending on the morphological features that one assumes, it is implausible to suppose that the 1st singular "contains" the 3rd singular (though for feature systems that make use of underspecification, see Harley and Ritter 2002; McGinnis 2005). A similar point is made by Kager (1999; 282), who refrains front positing a relation between the 1st singular and the 2 nd plural, since neither one appear's to compositionally contain the other.

Because no individual form has priority in a symmetrical approach, paradigms must be evaluated as a set, in case a high-ranking constraint demands a modification in one form that would then overapply in the rest of the paradigm. In McCarthy's (2005) Optimal Paradignes (OP) formulation, candidates consist of entire paradigms. The stem in each cell in the paradigm stands in correspondence to the stem in every other cell, and output-output faithfulness constraints (OP-IDENT, OP-Max, OP-Dep) evaluate every pair of surface forms in the paradigm. Paradigm uniformity effects arise when OP-faitlufulness outranks the relevant IO-faithfulness
constraint. This is illustrated in (12) for the overapplication of schwa epenthesis in Yiddish, discussed in (5) above.

Optimal Paradigms analysis of ouerapplication of schzon epenthesis in Yiddish

| / Jturm, fturm-l, Jturm-on/ | OP-Dep | * ra 7 | 10-Dep |
| :---: | :---: | :---: | :---: |
| a. Sturnn, ¢turmt, fturman |  | ${ }^{*}$ ! ${ }^{\circ}$ |  |
| b. Sturam, Sturamt, fturman | * ${ }^{*}$ |  | ** |
| car c. Sturam, fluramt, fturaman |  |  | *** |

The tableau in (12) illustrates several important features of the OP approach. The ranking of "rm] over IO-Dsp reflects the fact that there is a general process of epenthesis to repair rnl codas. If this ranking did not hold, there would be no possibility of alternations. With this ranking in place, it is possible to rank OP-Dep high, in order to favor an invariant paradigm with overapplication (candic late (12c)), or low, in order to favor normal application (candidate (12b)). Crucially, the only rankings that favor candidate (12a) (underapplication) are those in which IO-DEp outranks "rm] - but these are incompatible with the fact that the language generally has a process of epenthesis. Thus, there is no ranking in which epenthesis is found in general, but underapplies in order to maintain paradigm uniformity. McCarthy dubs this prediction overapplication-only. Furthermore, the relative number of intervocalic $v$ s. coda /rm/ sequences in the paradigm cannot affect the outcome, since the logic of strict domination dictates that even one instance of coda $/ \mathrm{rm} /$ may be fixed by any number of 10 -Dep violations. Thus even if we had eonsidered a paradigm with only a single input like / fturm/and many inputs like / Jturm-on/, overapplication of epenthesis would still be the optimal way to satisfy OP-Der.

On the face of it, the overapplicationonly prediction of OP is too strong, since, as we saw in §2.2, paradigm identity may also be achieved through underapplication - in fact, the very same process of epenthesis underapplies in Yiddish rouns. The only mechanism available to hardle such cases in the OP framework is to find some higher-ranked constraint that would be violated by overapplication. As a hypothetical example of what such a constraint might be, suppose Yiddish were to borrow the English word platform, retaining initial stress and creating an associated plural ['platforman]. In this case, overapplication of schwa epenthesis would yield a plural form with pre-antepenultimate stress and a long stress lapse: ['platforam] - ['platforəmən]. As it turns out, Yiddish stress, though somewhat unpredictable, must fall within the last three syllables of the word (see Jacobs 2005: 135-140), so the output ['platforaman] would be illegal. In this hypothetical example, we could analyze underapplication of epenthesis (['platform] ~ ['platformin]) as overapplication of lapse avoidance (['platfaram] ~*['platforamən]), consistent with the overapplication-only prediction.
(13) Linderapplication as overapplication of an orthogonal process (hypothetical)

| /platform, platform-an/ | $\begin{aligned} & \text { OP- } \\ & \text { Dep } \end{aligned}$ | $\begin{array}{\|c\|c\|} \hline \text { OP- } \\ \text { loENT } \\ \text { (stress) } \end{array}$ | Stress | $\begin{gathered} \hline \text { IO- } \\ \text { IDENT } \\ \text { (stress) } \end{gathered}$ | ${ }^{\text {rrm }}$ | IO-Dep |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| E* a. 'platform, 'platiornion |  |  |  |  | * |  |
| b. 'platforam, 'platiorman | *! * |  |  |  |  | ** |
| c. 'platioram, 'platframan |  |  | *! |  |  | *** |
| d. 'platiforam, plat'framan |  | *! ${ }^{*}$ |  | * |  |  |
| e. plat'f uram, plat'foraman |  |  |  | *! ${ }^{*}$ |  |  |

Unfortunately, in the actual cases of underapplication in Yid dish nouns in (7b), it is not clear what such a constraint would be. In particular, the contrasting pair [ $\mathrm{v} \supset \mathrm{r} \partial \mathrm{m}$ ] 'worm' vs. [form] 'form' do not appear to differ in any relevant way that could be capitalized on in order to block epenthesis in the latter case by means of a higher-ranked marked ness constraint.

A similar point can be nade about the Polish diminutive example in (9). Here, the cases in which raising underapplies in the masculine find exact counterparts in which raising applies normally in the feminine: e.g. accusative plural [dowki] 'little ditches' vs. [krufki] 'little cows'. There is no form in the paradigm of [dowek] in which raising would not violate a constraint that is also violated in the paradigm of [krufka]. In particular, hypothetical overapplication of raising in the nominative and accusative singular (*[duwek]) would violate the same constraints that are vislated by the attested overapplication of raising in the feminine genitive plural ([kruvek]). As Kenstowicz (1996) points out, symmetric faithfulness constraints are equally well satisfied by over- and underapplication, and it is not obvious what additional constraint would break the tie. This problem leads McCarthy (2005) to suggest that raising alternations nust be lexicalized in this case, reflecting the more generally unproductive nature of 0 -raising in Polish. As noted in $\S 2$, it is often difficult to determine whether an attested case of underapplication represents a synchronic paradigm effect, or whether it is the outcome of a diachronic re-analysis in which the relevant alternation simply no longer applies, even when paradigmatic identity is not at stake. A lthough it appears that at least some cases of underapplication demand a synchronic analysis, more caref $u$ l investigation is needed to determine whether they are more appropriately interpreted as diachronic effects rather than as synchronic exceptions to the overapplication-only prediction.

Misapplication can also pose a challenge to the syminetrical faithfulness nodel. The stress patterns of the Spanish imperfect (10) and (dialectal) present subjective (11b) show the otherwise practically non-occurring pattern of antepenultimate stress with a closed final syllable ([termi'nabannos], [ter'minemos]). The candidate in which antepenultimate stress is avoided by placing stress too far to the right in other forms (hypothetical [termina'ba], [termina'bas], [termina'ba], [termina'bamos], [termina'bais], [termina'ban]) would fare much better by the constraint that favors penultimate stress with final heavy syllables. This candidate involves a different dispreferred pattern - namely, forms with stress on funal open syllables
([termina'ba]). This stress pattern is somewhat rare, but it occurs in native monomorphemic words ([a'ki] 'here', [so'fa] 'sofa', [xo'se] 'José', etc.) to a far greater extent than antepenultimate stress in words like Sócrates. Moreover, invariant suffixal stress is found in other tenses, including the future ([termina're], [termina'ras], [termina'ra], [termina'remos], [termina'reis], [termina'ran]). Thus it appears that the OP approach would favor a paradigm that avoids the stress violation in (actual) [termi'nabamos] by placing stress one syllable to the right (*Ttermina'ba], *[termina'bamos]).

### 3.2 Base-prioritizing output-output faithfulness

An alternative possibility is that faithfulness among inflected forms is exactly parallel to the asymmetrical structure of faithfulness among derived forms. Asymmetrical, base-prioritizing faithfulness has been given various nanes in the literature, including base identity (Kenstowicz 1996) and transderivational correspondence' (Benua 1997). In an asymmetric approach, dependent forms are constrained to be faithful to a designated base form, but the base form is not constrained to match the rest of the paradigm. Thus, we expect the base form to exhibit norinal application of regular phonological processes, while the remaining forms may show over- or underapplication in order to resemble the base. Since surface properties of the base form must be known ahead of time in order to evaluate base-faithfulness violations, base-prioritizing faithfulness requires a form of cyclic, or recursive, evaluation. In the discussion that follows, I follow Benua (1997) in assuming that evaluation proceeds in two steps: first the base is evaluated, and then its dependent forms are evaluated. Although recursive evaluation involves more steps than a single, parallel evaluation, the evaluation of output-output faithfulness requires a fraction of the comparisons that are involved in the full pairvise evaluation of the synmetric approach.

An asymmetric approach provides a natural solution to many of the problems pointed out in the preceding section. In the case of stress in the Spanish imperfect and (dialectal) present subjunctive, the unexpected pattern in [termi'nabamos] 'we ended' can be attributed to faithfulness to other forms in the paradigm, in which stress obeys the usual pattern of penultimate stress. Deferring for a moment the question of what form should be designated as the base in general, let us assume for now that the base of Spanish verb paradignis (or, at least, of the imperfect and subjunctive) is the 3rd singular: [termi'naba]. In the base-prioritizing approach, properties of the base are determined "first" according to the general rankings of markedness and IO-faithfulness, and this pattern is then transferred to related form via base faithfulness, as shown in (14). We assume that Spanish has constraints against final stressed vowels ( ${ }^{*}$ V]) and against antepenultimate stress with final closed syllables ( $\left.{ }^{* 1} \sigma \sigma \bar{\sigma}\right]$ ). We also assume that, although antepenultimate stress is sometimes found on vowel-final words, the default is penultimate stress (Aske 1990; Eddington 2000; Oltra-Massuet and Arregi 2005), and that this is favored by a constraint against final lapse ( $\left.{ }^{* 1} \sigma \sigma \sigma\right]$ ], not shown). These are overruled, however, by a constraint demanding faithfulness to the stress pattern of the 3rd singular base. (Following Benua 1997, the tableau for the non-basic 1st plural form is indented to show that the evaluation of Base-Ident requires reference to the output of the 3rd singular evaluation.)
(14) Misapplication in the Spanish imperfect

| /ternii:าa-ba-Ø/ 'end-3sc' | *Base-l Ent(stress) | *'erctic] | *'V] |
| :---: | :---: | :---: | :---: |
| eas a. termi'raba |  |  |  |
| b. Rermina'ba |  |  | * |


| /termina-ba-mos/ <br> 'end-1pL' | *Basf-luenitstress) | *'ரார\| | * V ] |
| :---: | :---: | :---: | :---: |
| ${ }^{3} 5$ a. termi'nabaınos |  | * |  |
| b. termina'bamos | *! |  |  |

Base identity also addresses the problem of o-raising in Polish diminutives. Again deferring the discussion of what form serves as the base in general, let us assume that the base of Polish roun paradigms is the nominative singular. The evaluations of the masculine and feminine nominative diminutives are shown in parallel for /d $\quad \mathrm{w}-(E) k /$ and $/ k r \supset v-(E) k-a / i n(15)$. Since these forms are basic, they vacuously satisfy Base-ldent. The constraint Raise is shorthand for whatever constraint motivates [ $u$ ] in closed syllables; recall that the paradigms of simple (nor-diminutive) [duw] 'ditch' and [krova] 'cow' in (8) show that both of these stems participate in raising. For brevity, the constraints that are responsible for the vocalisin of the diminutive suffix are not shown.
(15) Normal application of Polish raising in nominative singular bnse forms

| /dow-Ek-Ø/ <br> 'ditch-DIM-NOM Sc' | Base-ldent[high] | Raise | IO-IOENT[high] |
| :---: | :---: | :---: | :---: |
| six a. dowek |  |  |  |
| b. duwek |  |  | * |


| /krov-Ek-a/ 'cow-dim-niom sc' | Basf-[uent[high] | Raise | [O-luenrihigh] |
| :---: | :---: | :---: | :---: |
| mir a. krofka |  | *! |  |
| b. krufka |  |  | * |

The remaining inflected forms are then constrained by Base-I Ent to preserve the vowel height of the nominative singular, as in (16).
(16) Over- and underapplication of Polish mising in non-basic forms

| /dow-Ek-a/ <br> 'ditch-uIm-GEN Sc' | Base-Ident[hişh] | Raise | IO-Ident[hizh] |
| :---: | :---: | :---: | :---: |
| was a. duwka |  | * |  |
| b. duwka | *! |  | * |


| /krov-Ek-Ø/ 'cOW-DIM-GEN rL' | Base-Ident[high] | Raise | IO-[dinnt[high] |
| :---: | :---: | :---: | :---: |
| a. krjuek | *! |  |  |
| cir b, kruvek |  |  | * |

By hypothesis, Base-Ident for inflected forms is a distinct constraint from whatever base-derivative faithfulness constraints may hold of derived forms. This predicts the possibility of different degrees of faithfulness for inflected os. derived forms. As we saw above for Latin, inflected forms may indeed exhibit greater faithfulness than derived forms. A similar point can be made for Yiddish, in which derivationally related forms show schwa alternations: cf. [alaram] 'alarm' ~ [alarm-ir-n] 'to alarm', [firam] 'shade' ~ [firm-a] 'screen', [varam] 'warm' ~ [varm-əs] 'warm food'. What is not explained by this approach, however, is the cross-linguistic tendency for inflected forms to show greater uniforınity than derived forms. If inflectional BASE-Ident and base-derivative faithfulness are separate and independently re-rankable constraints, we predict that some languages may show greater uniformity in derived forms than in inf.ected forms.

The analysis in (15) and (16) requires that the nominative singular be designated as the base, even though other inflected forms are not necessarily built compositionall.y from it. For the masculine diminutive [dowek], this coincides with the fact that rominative singular is in a substring of the remaining forms. In particular, although the nominative singular differs from the remaining infected forms in having an [e] in the diminutive suffix, its suffix is -Ø. As a result, the underlying form /dow-Ek-Ø/ is a phonological substring of the underlying form of inflected forms like / dow-Ek-a /. In many cases, it is sufficient to posit that null -affixed forms (sometimes termed isolntion forms) serve as the base for overtly affixed inflected forms; see, e.g. Kurylowicz (1947); Kenstowicz (1996); Hayes (1999); Hall and Scott (2007).

The comparison with the Polish feminine diminutive forn [krufka] shows that base forms need not always be isolation forms, however. In this noun class, there is an overt ruminative singular affix/-a/ that is not contained in other case/ nurnber forms. A common intuition is that even if the feminine nominative singular is phonologically marked (in the sense of having an overt affix), it is nonetheless a plausible base form because it represents a morphologically "unmarked" category (in the sense of serving as a default or unmarked member of an opposition). Analyses that make use of this more general notion of morphosyntactic markedness are often somewhat vague as to what the criteria are for identifying the morphologically least marked member of a paradigm, but the general consensus appears to be that it is the nominative singular in a Latin or

Polish-like nominal paradigm (Kenstowicz 1996; Sturgeon 2003), and the 3rd singular in a verbal paradigm (Kuryłowicz 1947; Mańczak 1958).

The idea that the base of a paradigin is a morphologically unnarked form (null affix, or unmarked feature values) is attractive from the point of view of grounding the structure of paradigmatic correspondence in a universal, morphosyntactically motivated representation. There are cases that are difficult to reconcile with this hypothesis, however. The Latin [honor] example discussed in $\$ 1.2$ is one potential counterexample, since it shows overapplication in the nominative singular on the basis of morphosyntactically more marked case forms (oblique and plural forms). The underapplication of schwa epenthesis in Yiddish noun paradigms is also a counterexample. Recall from (7b) that epenthesis may fail to apply in final rm] clusters just in case the plural has a vowel-initial suffix: [voram] - [voram-s] 'worm-sc/rl' (with epenthesis) vs. [farmi] ~ [fornan] 'formi-sc/rl' (epenthesis optionally underapplies). This case is readily accounted for if we posit faithfulness to the plural form. This is illustrated in (17) for the variant [form] 'form-sc'.

> Underapplication of schrur epenthesis in Yiddish nouns

| /form-an / 'form-pl' | Base-Del | "rm] | IO-DEP |
| :---: | :---: | :---: | :---: |
| \%ra. formon |  |  |  |
| b. foromon |  |  | * |


| /form/ 'form-sc' Base: [formon] | Base-Dep | *Tm] | IO-Dey |
| :---: | :---: | :---: | :---: |
| ${ }_{\text {ris }}$ a. form |  | * |  |
| b. forrm | *! |  | * |

Under this analysis, the fact that epenthesis underapplies in noun paradigms is attributed to faithfulness to the plural, while the fact that epenthesis overapplies in verb paradigms must be attributed to faithfulness to a form in which normal application would favor epenthesis (e.g. 1st singular: Albright 2010). If this is correct, it suggests that the choice of privileged base form may differ by language and by part of speech (see also cilapter 102: category-specific effects). This conclusion naturally raises a number of questions: how do learners identify bases? Is it possible to predict which form will act as the base in a given part of speech in a given language, or 1 nust it be inferred post hoc frono unexpected application of regular phonological processes? Are there limits to which form acts as the base? And if the choice of base can vary freely from language to language, why do certain forms such as the "unmarked" nominative singular and 3rd singular so often act as bases?

Albright (2002) proposes that the choice of base in a given language is not arbitrary, but follows from the distribution of contrasts within paradigms (CHAPTFR 2: CONTRAST). Specifically, it is hypothesized that learners identify the form that offers the most phonological and morphological information about lexical items. For example, in Yıddish verbs, sonne inflectional affixes trigger neutralizing plonological processes such as regressive voicing assimilation (/red-st/ $\rightarrow$ [retst] 'speak-2sc'),
degemination (/red-1/ $\rightarrow$ [ret] 'speak-3sc'; /hers-st/ $\rightarrow$ [herst] 'call-2sc') or coalescence of schwas (/blonka-an/ $\rightarrow$ [blonkan] 'meander-lpl') (chapter $80:$ mergers and neutrali¿ation). As it turns out, since the 1 st singular suffix is null and Yiddish has relatively few processes that affect fincll codas, the 1st singular frequently preserves phonological contrasts that are neutralized elsewhere. One process that does occur word-finally (including in the 1st singular) is epenthesis in [rm] clusters, however - and as we have seen, this process overapplies in verb paradignns. For nouns, on the other hand, pluralization involves a high degree of morphological unpredictability, with several competing plural markers and irregular vowel changes to many stems. Thus, the plural often contains morphological information that is neutralized in the singular (Albright 2008b). This correlates with the fact that schwa epenthesis optionally underapplies in the singular if it does not apply in the plural.

Informativeness effects that run counter to inarkedness can be observed in a number of languages. In Latin, the nominative singular underwent many phorological and morphological neutralizations, including cluster simplification and morphological syncretism, which were not found in oblique forms. ${ }^{4}$ Albright (2005) provides a quantitative comparison of neutralizations affecting Latin noun forms. This analysis reveals that the nominative singular was the least informative form, which correlates with the fact that nominative singular forms were rebuilt in Latin. An even more striking example comes from Korean verbal inflection. In a survey of dialects and acquisition studies, Kang (2006) shows that a large number of phonologically independent alternations have been eliminated across different dialects and varieties of Korean. However, all of these changes have in common the property that they extend the stem form found before a certain suffix, the informal form $/-3 \sim$ a / Albright and Kang (2009) show that this form is also the most informative, revealing stem-final consonant and vowel contrasts more clearly than other suffixed forms.

The typological predictions of an infornation-based approach are less certain. One factor that appears to encourage base status is token frequency (Kuryłowicz. 1947: Mańczak 1958). Plausibly, cells in the paradigm with high-token frequency (chapter 90: frequency effects) provide more information to learners, since (on average) more lexical items have been encountered in these forms. Albright (2008a) argues that aitestation is by itself also an important type of information, which may bias learners to choose more frequent paradigm members as bases. This, in turn, may explain the fact that morphologically unmarked forms tend to be bases, since they often have the highest token frequency (Bybee 1985: ch. 3).

An important prediction of the base-prioritizing faithfulness account is that the choice between over-and underapplication is a straightforward consequence of whether the process applies in the base form or not. The corinparison of masculine and feminine diminutives in Polish shows that even within the same language, this may have different consequences for different words. Another prediction is that the same member of the paradigm should act as basic for multiple dimensions of faithfulness. Albright (2008b) shows that for Yiddish nouns, this is true: the plural acts as a privileged base in conditioning lunderapplication of

[^246]/rm/-epenthesis, underapplication of final devoicing, and overapplication of open syllable lengthening. Similarly, Latin showed leveling of not only rhotacism alternations, but also vowel length and nominative singular narking ( $-s>-$ is: Kiparsky 1998; Albright 2005). Finally, the changes to Korean verb paradigms discussed by Kang (2006) stuow parallel changes for a large number of logically independent alternations. If this prediction proves true in general, it could provide strong support for an asymmetric approach in which paradign uniformity extends an independently designated base form.

### 3.3 Stratal and cyclic approaches

The approaclues discussed above rely on correspondence relations between related surface forms to enforce identity. An alternative approach, which denies the existence of paradigms altogether, attributes the phonological similarity of related forms to the fact that they share morphological and syntactic structure, and are thus (by hypothesis) identical at a certain stage in their derivation. For example, the fiamework of Lexical Phonology (Kiparsky 1982) and its successor, Stratal OT (Kiparsky 2000), assumes that phonological evaluation and affixation are interleaved, so that phonological processes may apply to inner constituents of the word prior to the addition of later affixes. Work in Lexical Phonology (LPM) has explored the implications of this approach for cyclicity effects in derivational morphology; see especially Giegerich (1999) and CIIAPTER Rï: CYClicity for overview and discussion (also chapter 94: lexical phonology and the lexical syndrome). Importantly, it is assumed that inflectional affixes are added in the last level of affixation, and are therefore ignored by all earlier cycles of phonological evaluation. This suggests an analysis of paradigin uniformity effects that is parallel to the stratal analysis of cyclicity effects in derivational morphology: processes apply incorrectly when phonology evaluates a morphological subconstituent that does not yet contain the relevant inf.ectional affixes. This is sketched in (18) for the overapplication of epenthesis in Yiddish verbs.
(18) TPM approach to owerapplication of schzon epenthesis in Yiddish verbs
a. Stem level: Inflectional affixes not present

| / T urin-/ | IO-Max *rm] | IO-Oep |
| :---: | :---: | :---: |
| a. Sturm | *! |  |
| เจ3. Sturan | ! | * |

b. Word level: Inflectional affixes added

| /[fturam]-an/ | IO-MAX | *rm] | IO-Dep |
| :---: | :---: | :---: | :---: |
| a. Sturmern | *! |  |  |
| \% b. Sturomon |  |  |  |

Under this approach, the lack of epenthesis in paradigms of verbs such as alarm-ir-n 'to alarm' would be attributed to the fact that verbalizing -ir- is a stem-level affix, atlaching to bound stens and occurring inside other affixes such as -ist.

LPM approach to normal application in alarmirn
a. Stem level: Deriontional-ir-is present

| /alarm-ir/ | IO-MAX | ${ }^{\text {*rm] }}$ ] | IO-DE ${ }^{r}$ |
| :---: | :---: | :---: | :---: |
| a. alarınir |  |  |  |
| b. alaramir |  |  | $*!$ |

b. Word level: Inflectional affixes added

| /[alarmir]-an/ | IO-Max ${ }^{*}$ rm] | IO-Oep |  |
| :---: | :---: | :---: | :---: |
| a. alarmiran |  |  |  |
| b. alaramiran |  |  | *! |

A closely related approach relies on the syntactic mechanisin of derivation by phase (Cluorsky 2001) to evaluate successively larger portions of the word (Mar vin 2002; Arad 2003; Piggott and Newell 2006; Marantz 2007; Skinner 2008). Under this approach, it is likewise hypothesized that words are built cyclically, and that certain syntactic heads trigger spell-out and phonological evaluation of the structure that has been built thus far. We assume that verbs like [alarmirn] 'alarm' have a structure [[[alarm] $]_{r}-$ ir $\left.]_{v}-n\right]$ and verbs like [fturaman] 'storm' have a structure $\left[\left[\left[\int \text { turm }\right]_{-(\varnothing],-ヵ n], ~ w i t h ~ a ~ n u l l ~ v e r b a l i z i n g ~ h e a d . ~ U n d e r ~ t h e ~ a s s ~ u m p t i o n ~ t h a t ~}^{\text {a }}\right.\right.$ verbalizing heads trigger spell-out (Marantz 2007) and that the "little $v^{\prime \prime}$ head is spelled out with (or is at least visible to) its complement, the innermost spell-out domain of [alarmirn] consists of /alarm-ir / (no epenthesis necessary), whereas the inner spell-out domain of [fturaman] consists of /fturm-Ø/ (epenthesis expected). Thus derivations similar to those in (18) and (19) would hold in this approach as well.

Stratal and cyclic approaches evaluate morphologically complex words strictly from the inside outwards. Crucially, there is no way for affixes that are not present to influence the outconne of phonology. For this reason, effects such as the underapplication of epenthesis in Yiddish noums are $\imath m e x p e c t e d$, since the outcome for singular forms like [varam] 'worm' vs. [form] 'form' requires reference to the shape of the plural ([vorəm-s] vs. [form-ən]), More generally, any case in which an output-output correspondence account requires reference to a base form that is rot an isolation form or substring of the remaining forms poses a potential challenge to cyclic approaches. It remains a question for future research to determine whether such cases have a different synchronic status from the more common cases of "inside $\rightarrow$ out" directionality of cyclic influence.

## 4 Defining and constraining paradigms

Up to this point, we have been intentionally vague as to what forins count as belonging to a single paradigm, relying on an intuition notion of sets of forms that share a root, and in some cases also a set of inflectional features (e.g. imperfect indicative or present subjunctive). One possibility that cannot be immediately discarded is that output-output correspondence relations are established along many dimensions of shared inflectional features (imperfect forms, 3rd singular
forms, subjunctive forms, etc.). This unstructured notion of paradigmatic relations appears to miss some general tendencies, however. In point of fact, paradigmatic similarity appears to hold much more strongly within certain sets of formis, such as the set of person/number forms in a given tense and mood. In this section, we briefly review some of the major tendencies that have been identified in the literature, and consider where these tendencies may come from.

The examples in the preceding sections show several recurring patterns. For example, person and number inflections of a verb are often constrained to resemble each other within a given tense, while alternations are tolerated across tenses e.g. Spanish 1st singular present [ter'mino] ~ 1st singular imperfect [termi'naba]; 1st plural [termi'naban]. Although I know of no comprehensive survey of syncluronic paradigmatic effects across different inflectional categories, similar tendencies can be observed in the degree of tolerance for morphologized stem changes across different categories. In a survey of 50 genetically unrelated languages, Bybee (1985) confirms that morphophonological stem changes are virtually never associated with person distinctions, and rarely with number distinctions. Tense and mood, on the other hand, are sometimes accompanied by stem changes, and aspect often is (see alse Veselinova 2006 for discussion). These tendencies diagnose a paradigm structure in which certain inflectional features (aspect, and secondarily tense and mond) define rather cohesive paradignis, whereas person and number do not. We must interpret Bybee's findings cautiously, since they admit two possible explanations: perlaps sharing an aspect or tense feature is particularly important in condition' 48 paradignatic cohesion, or perh aps differences in tense or aspect are preferentially narked with phonologically salient differences (Wurzel 1989). To the extent that tendencies in morphophonological stem changes are correlated with tendencies in phonological over- and underapplication, we find support for an interpretation in terms of paradigmatic cohesion.

Among nouns, it appears that the domain of phonological misapplication is more likely to be a number subparadigm (e.g. singular or plural) than a case subparadigm (e.g. all accusative forms). This appears to be mirrored by the fact that number suppletion is more common than case supplet ${ }^{*}$ in (though see Corbett 2007 for discussion). Similar tendencies are also found in cases of diachronic paradign leveling.

Bybee (1985: 13) interprets these differences in terms of what she calls the relcunnce of different features to the stem. Relevance is defined as the degree in which a given infectional category changes the meaning of the lexical root - for example, changes in valence, particularly between intransitive and transitive, tend to change the verbal action in a way that changes in person do not. Bybee argues that morphological features that are more relevant are moore likely to be marked with overt morphological markers, and are more likely to be accompanied by stem changes. Restated in terms of paradigmatic identity, it appears that the less salient the meaning difference between two forms, the less likely speakers are to tolerate alternations.

Another tendency that can beobserved in the examples above is that identity is more strongy enforced among some paradigms than others. For example, Spanish verbs have stress alternations within the present indicative (1sc [ter'mino] ~ 1pl [termi'namos]), but more "remote" tenses, such as the imperfect, lack alternations (1sc [terni'naba]; lpe [termi'nabantos]). In Polish, raising alternations are
observed within the case/number forms of simple nouns (8), but are suspended within the diminutive forms (9). This suggests that paradigmatic identity is not only enforced more strongly for some dimensions (e.g. person/number) than others (e.g. tense), but it is also enforced more strongly in some morphosyntactic contexts (e.g. the imperfect or the subjunctive) than others.

One attempt to derive these tendencies in a formal system is Burzio's (2005) Representational Entailments Hypothesis (see also chapter 88: derived environment effects). Burzio proposes that the strength of the identity condition that holds between two related forms should depend on the degree to which they already have shared meaning, morphology, and plunology. According to this hypothesis, linguistic representations of different items are lined up, and the more material they share, the greater the expectation that they are alike in other respects as well. For example, suppose a given item has feature values $[+\mathrm{F},+\mathrm{G},+\mathrm{H},+\mathrm{I}]$. This can be restated as a set of associations between co-occurring features: $[+F] \Rightarrow[+G]$, $[+\mathrm{F}] \Rightarrow[+\mathrm{H}],[+\mathrm{F}] \Rightarrow[+[]$, and so on. Now suppose we are given another item with feature values $[+\mathrm{F},+\mathrm{C},-\mathrm{H},-\mathrm{I}]$. This item shares the association of $[+\mathrm{F}] \Rightarrow$ $[+G]$, but differs in its other associations - for example, $[+F] \Rightarrow[+I]$ and $[+G] \Rightarrow$ $[+\mathrm{I}]$ are not met in this form, Finally, compare a third item $[+\mathrm{F},+\mathrm{G},+\mathrm{H},-\mathrm{I}]$. In this form, three entailments concerning $[ \pm \mathrm{I}]$ are not met: $[+\mathrm{F}] \Rightarrow[+\mathrm{I}],[+G] \Rightarrow[+1]$, $[+\mathrm{H}] \Rightarrow[+1]$. In other words, the amount of overlap between $[+\mathrm{F},+\mathrm{G},+\mathrm{H},+1]$ and $[+\mathrm{F},+\mathrm{G},+\mathrm{H},-\mathrm{I}]$ makes their difference in $[ \pm \mathrm{I}]$ more salient or surprising. Burzio proposes that families of output-out put faithfulness constraints are ranked to reflect such differences in overlap; OO-Ident $([ \pm \mathrm{I}])(+\mathrm{F},+\mathrm{G},+\mathrm{H} \Rightarrow+\mathrm{I}) \gg$ OO-Ident $([ \pm \mathrm{I}])$ $(+\mathrm{F},+\mathrm{G} \Rightarrow+\mathrm{I})$. Entailments may be stated in terms of shared semantic or morphosyntactic features, or in terms of shared phonological features.

The Representational Entailments Hypothesis is useful in accounting for why some paradigms are more cohesive than others. For example, in Spanish, the imperfect is marked with an overt marker (-ba-) whereas the present tense has no overt tense marker. Therefore, imperfect forms share more properties in conumion (nanzely, the property of confaining -ba-), which may in turn beget additional identity. The present subjunctive does not have an overt marker that makes subjunctive forms more similar to each other than indicative forms, but it is not unreasonable to suppose that the semantic or morphosyntactic representation of subjunctive involves more structure than the indicative does. If such explanations are on the right Irack, then it should be possible to correlate the degree of structural overlap between two forms and the pressure for paradigmatic identity between them. Crucially, it is possible to infer the structure of the representation of a given inflect ional category through independent means (observing overt marking, finding implicational relations and default values, etc.; Bybee 1985; Harley and Ritter 2002; McGinnis 2005). Therefore, if the Representational Entailments Hypothesis is correct, it should be possible to predict the streng th of paradigmatic identity effects.

## 5 Conclusion

Kenstowicz and Kisseberth (1977: 74) proclaimed that ". . . the notion 'paradigm' will have to be inuch more rigorously defined in order for the appeal to paradigm regularity to have much explanatory force." As this discussion has made
clear, more than three decades later we are still in the early stages of understanding what determines the strength of paradigmatic effects, and what this might tell us about the underlying structure of correspondence among inflected forms. The growing literature on paradigm uniformity effects in the past 10 years has nuade progress on a number of issues, however. First, it has demonstrated that identity among inflectionally related forms is not just a diachronic phenomenon, but can be seen as a synchronic effect in the "wrong application" of productive phonological processes. Furthermore, formalized grammatical approaches to paradigm uniformity make testably different predictions about possible uniformity effects, pointing the way to those cases which deserve the closest empirical scrutiny. Finally, comparison of the cases discussed so far in the literature suggests a number of cross-linguistic trends that must be accounted for in a theory of how phonology refers to morphological structure. A deeper understanding of these tendencies will require a more comprehensive survey of synchronic paradigmatic effects, in order to understand how best to represent - and perhaps also derive - the observed tendencies concerning when paradigmatic identity is enforced.
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## Stephen R. Anderson

## 1 Introduction

The notion of "clitic" derives from one of the oldest problems in the study of language: how to define the "word." Grammarians have long noted that a difficulty is posed in this area by the fact that certain elements in many languages seem to play an independent role in the grammatical structure of sentences, and thus to warrant the status of "granmatical words," but in ternes of their sound structure form parts of unitary "words" (in a distinct, phonological sense) with other "grammatical words." Examples such as those in (1) from Homeric Greek are typical of the phenomenor.'
(1) a. hē de kai autōs $\mathrm{m}^{\text {º }}$ aieí she-N PTC even so me-A always [pp ent $=$ athanatoisi theoisi] neikei among immortal-o gods-d upbraids even so she always upbraids me among the immortal gods (Iliad 1.520, apud Taylor 1996: 480)
b. Heios =moi enupnion ēthen Onciros divine me-s dream came Oreiros divine Oneiros came to me in a drearn (Iliad 2.56, apud Taylor 1990: 35)

In the first of these sentences ( $\mu$ roclitic) $\mathrm{en}=$ is granunatically an independent preposition, but forms a word together with the following attannatoisi 'immortal'. In the second (enclitic) $=$ moi is a pronominal adjunct 'to me' of the verb éthen 'came' but forms a word together with the preceding adjective theios 'divine'. In both cases the independent status of the pro- or enclitic seems assured by the gramnar of the sentence, but the unitary status of its combination with a host is confirmed by its phonological (especially accentual) behavior. It is this conflict between two

[^247]equally well-grounded notions of "word" that brought clitics to the attention of traditional grammarians, and subsequently that of linguists.

The probleın as just presented is essentially a phonological one (how to get the phonology to treat two or more elentents that appear distinct from the point of view of grammatical structure as one unit). The study of clitics was quickly complicated, however, by the suggestion that the same elements that displayed this anomalous phonological behavior als.) had specific, idiosyncratic syntactic properties. Jakob Wackernagel (1892) proposed, following Delbrück (1878), that the unstressed clitics of the oldest Indo-European languages (and thus, Proto-IndoEuropean) occurred systematically after the first word of the sentence, regardless of their grammatical function. This notion of a special syntax for clitics later became part of the very definition of "clitic" for some linguists, and much of the literature presumes that designating something as a clitic entails special behavior both in the phonology and in the syntax.

It is nonetheless useful to disentangle two distinct dineensions of "clitic" behavior, the phonological and the morphosyntactic, which turn out to be logically (and empirically) orthogonal (see Anderson 2005 for elaboration of this point, as well as related discussion in surveys such as that of Halpern 1998, the papers in Dixon and Aikhenvald 2002, and much other literature both traditional and modern). In the context of the present book, this chapter will focus almost exclusively on the phonological aspects of clitic behavior, and references to "clitics" will be to elements that display the relevant phonological properties (without regard to whether they display unusual syntactic distribution).

## 2 What is a (phonological) clitic?

As a starting point, we can ask which elements we ought to consider as clitics from such a perspective. The notion of clitic in traditional gramnar is that of a "little" word, and in particular one that does not bear an independent accent but rather leans accentually on an adjacent word. ${ }^{2}$ The proposal that clitics are always unaccented, however, is problematic.

For instance, in Modern Greek, enclitics do not usually receive stress; thus, ['0ose] 'give!', ['סose=mu] 'give me!' with no stress on the clitic =mu. But when two such enclitics are attached to the same host, a stress appears on the penultimate one, as in [, סose='mu=to] 'give it to me!, ${ }^{3}$ This is a consequence of a general rule of Mrodern Greek that builds a trochaic font over two otherwise unstressed syllables at the right edge of a word, provided the result does not involve a stress clash. Thus, when a clitic is added to antepenultimate-stressed [tria'dafilo] 'rose', the result is [tria, ${ }^{\text {daf }}$ ilon=mu] 'my rose'. It is not the sequence of clitics per se that results in the penultimate stress in [, oose='mu=to], but rather the application of this rule: cf. ['pes=mu=to] 'say it to me!', with $n o$ stress $\cap n=m u$ in an otherwise identical sequence, because such a stress $w^{\prime}$ ould clash with that on the monosyllabic stem. On the traditional understanding, the claim that $=m u$ ' 1 sc ' is a clitic seems to be

[^248]compromised by the fact that it sometimes bears an accent, but we can see that this accent is due to the regular phonology of the language, and not to properties of $=\mathbf{m u}$ ' $1 \mathrm{sq}^{\prime}$ itself.

Similarly, in the Papuan language Bilua (Obata 2003), stress is generally initial, but proclitic pronouns do not bear stress, as in (3a). Proclitics can also appear in constructions in which there is no a djacent stressed element, however. This occurs under two conditions: first, a vowel-final clitic does not form part of a word with a following vowel-initial stem, as in (2b); and, second, under some circumstances a cluster of clitics arises which is not associated with any non-clitic host, as in (2c). In these circumstances, the clitic receives stress if initial, as illustrated below.

> a. $[\mathbf{o}=\quad$ ' $\beta$ ouß $\beta=\mathrm{a} \varepsilon=\mathrm{k} \quad=\mathrm{a}]$
> 3sG.masc kill 3sG.fem.ObJ tNs
> 'He killed it.'
> b. '0 'odie $=\mathbf{k} \quad=\mathbf{a}]$
> 3 sc.masc call 3sg.fem.obj tns
> 'He called her.'
> c. 'o $=\mathbf{k} \quad=a \quad$ 'zari=a 'rae=ngso
> 3sG.masc 3sG.fem PRT want-TNS matry-2sG.OBJ-NOM
> 'He wants to marry you.'

Designating as "clitics" exactly those elements that do not bear stress, then, does not appear to give us the results we desire. Instead, it is proposed in Anderson (2005) that the right way to pick out clitics phonologically is as prosodically deficient elements. Let us assurme that full words in general have a lexical representation that organizes their phonological content into syllables, feet, and ultimately one or more Phonological Words (PWords; see chapter 51: the phonological word). We can then say that a phonological form realizing some grammatical element, whose segmental content may be organized into syllables and possibly feet but which is not lexically assigned the status of a PWord, is a clitic in the desired phonological sense. This characterization is not compromised by the fact that such a clitic will typically becorne part of a PWord (perhaps together with other clitics, as in Modern Greek [,ðose='mu=te] or in the Bilua sentence (2c) above) as a consequence of the principles of prosodic organization of the language in question.

The property of being a ditic in this sense, then, is not necessarily a characteristic of a lexical item, but rather of a phonological form that can realize that lexical item. The same item may well have both clitic and non-clitic forms. The classic example of this is the case of the auxiliary verbs in English: many of these have both full, non-clitic forms (is, has, had, zoould, zoill, etc.) and ditic forms ('s, 'd, 'll, etc.). From the point of view of the grammar, these are essentially free variants. If a reduced (clitic) form is chosen to lexicalize the auxiliary in a given sentence, however, this may result in prosodic ill-formedness, as a consequence of the impossibility of incorporating the prosodically deficient item into the overall sound structure of the sentence in a well-formed way (see Anderson 2008 for discussion and analysis). Apart from these differential phonological effects, however, the reduced and unreduced auxiliaries are instantiations of the same grammatical element.

In order to be pronounced, such prosodically deficient material must be incorporated into the larger prosodic structure in somee way: thus, the penultimate stress
in Modern Greek [,ðose='mu=to] results from incorporating both enclitics into the same phonological word as the host verb, and then building a trochaic foot over the resultant sequence of unstressed word-final syllables. The Bilua exantples result from assigning PWord status to clusters of naterial that cannot be incorporated into any independent PWord, and then assigning initial stress to this word. It is the characterization of this sort of integration (which we will refer to as Stray Adjunction) that constitutes the phonology of cliticization, and this area of phonology will be central to the discussion in later sections of the present chapter.

## 3 How do clitics differ from affixes?

Although the characterization of clitics as prosodically deficient gramnatical elements appears to capture the phonological dimension of their behavior, it does not pick them out uniquely in grammatical structure. With relatively few except ions, the affixes found within words as formal markers of derivational and inf ectional structure also lack an autonomous organization into prosodic constituents at or above the level of the PWord (see chapter 104: root-affix asymmetries), and the question naturally arises of how clitics and affixes are io be distinguished.

The classic characterization of the issues involved is provided by the widely cited work of Zwicky and Pullum (1983), who enumerate a number of differences between clitics and affixes in defense of their analysis of English $-n^{\prime}!$ as the realization of an inflectional category of nodals and other auxiliary verbs rather than as a clitic. These include the points in (3).
(3) a. Clitics have a low degree of selection with respect to their hosts; affixes a high degree of selection.
b. Affixed words are more likely to have accidental or paradignatic gaps than host + clitic combinations.
c. Affixed words are more likely to have idiosyncratic shapes than host + clitic combinat wors.
d. Affixed words are more likely to have idiosyncratic semantics than host + clitic combinations.
e. Syntactic rules can affect affixed words, but not groups of host + clitic.
f. Clitics, but not affixes, can be attached to material already containing clitics.

These points can be illustrated, following Zwicky and Pullum (1983), by the contrasts in (4) between English clitic auxiliaries (e.g. 's 'is, has', 'd 'would') and the element they argue is an inflectional affix, $n$ ' ' NEG'.
(4) a. The clitic auxiliaries can attach to words of any class that happen to fall at the right edge of the preceding constituent; $n$ 't can only be added to finite forms of auxiliary and no.odal verbs.
b. Combinations of clitic auxiliaries with preceding material are limited only by the possibilities of the syntax; some combinations of auxiliary $+n^{\prime} t$ do not exist (e.g. *mayn't; in most dialects also *amn't) while one ( $\min ^{\prime}$ 't) does not correspond to a specific non-negative form.
c. Combinations of host + clitic auxiliary are governed by the regular phonology of English, as seen for instance in regular plurals and past tense forms with the endings $/ z /$ and /d/; forms such as don't, won't, can't, and shan't bear idiosyncratic relations to their non-negative counterparts.
d. Clitic auxiliaries make the same syntacticand semantic contribution to a sentence as full forms; auxiliaries in $n^{\prime} t$ can have idiosyncratic semantics (thus, in you mustn't go the negation is within the scope of the modal, while in you can't go the modal is in the scope of negation).
e. Clitic auxiliaries do not move logether with their host (thus, a question corresponding to i think Jolu's at the door is Who do yout think's at the door? and not *Who's do you think nt the door?) while the negated auxiliaries Inove as a unit (the question corresponding to 1 haven't any more bananns is Hazen't you any more bananas? and not "Have youn't any more bananas?).
f. While clitics can be added to other clitics (I'd've done better if I could've), n't cannot (thus, I wouldn't do that if I were you cannot be expressed as ${ }^{*} I^{\prime} d n^{\prime} t$ do that if I were yout).

Zwicky and Pulluin present these differences as descriptive observations, supported by comparisons between uncontroversial instances of clitics and affixes. They can be argued to follow, however, from the proposal that clitics are introduced into syntactic structure as prosodically deficient, but morphosyntactically iru lependent, elements, while affixed words are formed by lexical operations and appear as units in the syntax. ${ }^{4}$ Although Zwicky and Pullum formulate some of the principles in (3) only as tendencies, the present account of the nature of clitics suggests that rearly all of them should be construed categorically.

The exception to this generally absolute nature of the differences between clitics and affixes is (3d): syntactically compositional idioms can be semantically idiosyncratic (e.g. build castles in the air 'nake unrealistic plans or proposals'), and there is no reason to exclude host + clitic combinations from this same possibility. Indeed, many languages assign special meanings to verbs in the presence of particular clifics, such as French if y a 'there is' or the Italian verbi procomplementari studied by Russi (2008). These latter are combinations of a verb with a specific clitic or cluster of clitics, which take on a conventionalized meaning that is not compositionally related to that of the basic verb. Examples are provided in (5).
a. far=la 'deceive, prevail on someone cunningly'
from frre 'make, do' +10 ' $3 s c \mathrm{DO}^{\prime}$
b. voler=ne 'resent, have hard feelings for someone'
from volere 'want' + ne 'Partitive'

[^249]c. prender=se=la 'take offense, be upset'
from prendere 'take' $+s i^{\prime}$ rerl' $+l a$ ' $3 \mathrm{sc} \mathrm{DO}^{\prime}$
The constructions in which such combinations are found are syntactically normal (e.g. Me l'ha fatta di nuovo 'he tricked me again'), but their interpretation cannot be directly derived from those of their parts.

The rest of the properties in (3) follow from the proposed architecture of grammar. Clitics per se are not selective with respect to their hosts (3a), because they are placed by principles that do not make direct reference to the host (although in the case of "special clitics," the phrasal environment for their introduction may be such that only a restricted range of hosts will be present in the appropriate position). They do not display gaps (3b), because individual host + clitic combinations are not listed as such in the lexicon and so are not subject to omission. Similarly, such combinations are not available for lexical listing of idiosyncratic form (3c). Host + clitic combinations are not affected in a unitary way by the syntax (3e), because the fact of being a clitic entails only a phonological, not a syntactic, relation to the host.

The only way a clitic could appear "inside of" an affix (3f) would be if some special circumstances caused it to be introduced in that way as an "endoclitic." Most of the putative instances of this situation that have been adduced, such as the pronominal clitics that appear between the verbal stem and a future or conditional ending in Portuguese (e.g. mostrar-no-los-a 's/he will show them to us'), appear to have alternative analyses that do not involve "endocliticization" (see Anderson 2005: 152ff.).

One exception is the case of Udi as discussed by Harris (2002), which does appear to be a real example. In an Udi form like that in (6), the clitic =ne ' 3 sc ' comes between one affix and another.
(6) nana-n äjel-ax $a k^{\prime}-e s=n e-d-e \quad k^{\prime} u t a n$
mother-erc child-dat see-Inf-3sg-caus-aorlj puppy.abs
'The mother showed a puppy to the child.'
In a form such as $a=z-q^{\prime}$ ' $e$ 'I received', indeed, the clitic element $=\mathrm{z}$ ' $1 \mathrm{sc} \mathrm{c}^{\prime}$ appears within the monomorphemic root $\alpha q^{\prime}$ 'receive'. The analysis of such cases is extremely interesting, but, as argued in Anderson (2005: 161-1.65), the principles involved are still consistent with the claim that clitics are added to affixed words, and not the reverse.

## 4 How are clitics prosodically related to their hosts?

Let us assume, then, that lexical elements appear in the input to the phonology with a certain amount of prosodic organization, and that non-clitics differ from clitics in that only the forıner are lexically organized into PWVords. Clitics and nonclitics alike must be organized into Phonological Phrases (PPhrases) and perhaps higher levels of prosodic structure, although that is of less importance for present concerns. This phrasing can be regarded as being projected at least in part from syntactic structure, but the question reınains of how prosodically deficient naterial is related to adjacent PWords within this overall organization.

The categories of prosodic structure are generally assumed to be related in a hierarchical fashion, with syllables constituting Feet, which are parts of PWords, which are in turn grouped into PPhrases, etc.

## (7) The Prosodic Hierarchy

$\sigma<$ Foot < PWord < PPhrase < Intonational Phrase . . .

A particularly restrictive view of this hierarchy known as the Strict Layering Hypothesis was defended by Nespor and Vogel (1986), for whont the relation between category types was seen as exhatustive at all levels: that is, PPhrases consisted exclusively of PWords, which in turn consisted exclusively of Feet, etc. ${ }^{5}$ In a paper which is fundamental to the study of clitic phonology, however, Selkirk (1995), following arguments of Inkelas (1989), proposed that the principles of the Prosodic Hierarchy ought to be regarded as a set of individually ranked, violable constraints, and this view has dominated subsequent research (see chapter 33: syllable-internal structure, chapter to: the foot, chapter 51: the phonolocical word, and chapter 37 : Quantity-sensitivity for more discussion of the prosodic hierarchy).

Associating positions on the ordering in (7) with consecutive integers, we could express the basic nature of the Prosodic Hierarchy as involving two fundamental requirements.
a. Layeredness

No $C_{i}$ dominates a $C_{i j}$ where $j>i(e . g$ no Foot contains a PWord).
b. Hendedness (first approximation)

Every $C_{i}$ directly dominates some $C_{i-1}$ (e.g. every PWord contains a Foot).
The Strict Layering Hypothesis can be expressed as the claim that representations also meet two other requirements.
a. Exhoustivity,

No $C_{i}$ directly dominates a $C_{j}$, where $j<i-1$ (e.g. no PWord directly dominates a $\sigma$ ).
b. Non-Recursivity

No $C_{i}$ directly dominates another $C_{i}$ (e.g. no PWord contains another PWord; adjunction structures do not exist).

In order to maintain its logical independence from Non-Recursivity, the formnufation of Headedness in (8) can be replaced by the following.

Headedness
Every $C_{i}$ directly dominates some $C_{j}$, where $j \geq i-1$.

[^250]As noted already by Selkirk (1995), Layeredness and Headedness are inherent in the nature of the Prosodic Hierarchy; since these notions are in some sense definitional, they are not violable, and if construed as constraints should be treated as always undontinated. Another undominated requirement, which we could call that of Full Interpretation, mandates that all phonological material to be pronounced be integrated into the overall prosodic structure, which means in effect that there must be a path from it to the root of the prosodic tree. It is this constraint that enforces the application of some process of Stray Adjunction in the case of material which is otherwise prosodically unaffiliated.

The requirements in (9), however, make substantive claims about the range of prosodic structures found in the languages of the world and, as such, are subject to empirical confirınation. Evidence suggests, in fact, that they are violated in sume instances, and this is the basis for interpreting them not as definitional of prosodic structure, but as potentially violable constraints.

Of these the conditions in (11), formulated now as constraints, are apparently never violated and so can be regarded as undominated along with Full Interpretation.
a. Layeredness
No category dominates a higher-level category.
b. Headedness

Every category directly dominates (at least) one element no more than one level below it on the hierarchy.

The additional conditions of the Strict Layering condition can, as we have seen, be violated. Furthermore, violation may be "local" in the sense that a language violating, say, Exhaustivity at the PPhrase level may nonetheless conform to this constraint at other levels, such as the PWord. The relevant principles thus need to be formulated as families of constraints, varying over the categories of the hierarchy as in (12).
a. ExhaUSTIVITY( $\left.C_{i}\right)$
Every element of category $C_{i}$ is exhaustively composed of elements of
category $C_{i_{-}-1}$.
b. Non-Recursivity( $\mathrm{C}_{i}$ )

No element of category $C_{i}$ directly doıninates another instance of $C_{i}$.

Adherence to the Strict layering Condition led Nespor and Vogel to require that clitics always constitute lowords in their own right, sisters of their host within a constituent of the next highest level of the hierarchy. This is 80 mewhat problematic, given that clitics do not generally manifest the properties of independent PWords, such as autonomous stress. If we construe the conditions characterizing the Prosodic Hierarchy in (1.2) as constraints that can be violated under the pressure of other constraints, however, there are a variety of possible relations that might obtain between a clitic and its host, and Selkirk (1995) justifies the claim that all of these are in fact instantiated. The typology of clitic-host relations that she proposes is as in (13).


PWord clitics, of course, are structures that result when all of the constraints in (12) are satisfied, so that Strict Layering obtains. Free clitics, in contrast, result when some other constraint forces violations of EXhaUSTIVITY(PPhrase): the PPhrase thus contains a constituent lower in the hierarchy than a PWord, such as a stray syllable or foot. Affixal clitics result when Exhaustivity(PPhrase) is satisfied, but Non-recursivity(PWord) is not (and Exhaustivity (PWVord) is also violated, in case the stray material constituting the clitic is a syllable and not a foot).

Internal clitics, like PWord clitics, involve no violations of any of the constraints. Differentiating these two possibilities requires us to invoke anotluer constraint:

## Prosodic Faithrulness

Prosedic structure in the input should be preserved in the output.

If we assume that the prosodic structure of the host up to the level of the PWord is present in the input to that part of the phonology enforcing Stray Adjunction, we can see that this structure is preserved intact if the stray material is incorporated as a PWord clitic, but altered if it is incorporated as an internal clitic. The choice between the two, then, depends on the relative importance of PROSODIC Faitiffulness and some constraint disfavoring the creation of additional PWord structure (say, ${ }^{*} S_{T R U C T}$ ).

For an example of PWord clitics, we can appeal to Bilua examples such as (2b) and (2c), where other aspects of the structure prevent the incorporation of the clitic into an adjacent PWord, but the prohibition against building new PWords is not highly enough ranked to prevent a new PWord from being formed. The remaining possibilities can be demonstrated through a set of closely related systems

[^251]analyzed elegantly by Peperkamp (1997). As reviewed below, she argues that Standard Italian post-verbal pronominal clitics have the structure of free clitics, while the corresponding elements in Neapolitan are affixal clitics and those of Lucanian are internal clitics. The three dialects provide a nice contrasting set, differing minimally in the way clitics are incorporated into prosodic structure as described in terms of varied rankings of the constraints in troduced above.

The first system to be considered is that of Neapolitan, as illustrated in (15).

## Neapolitan

| imperative | imperative + 'it' | imperative + 'you'+ 'it' |  |
| :--- | :--- | :--- | :--- |
| 'fa | 'falla | fat'tilla |  |
| 'conta | 'contala | 'conta'tills | 'tell' |
| 'pettina | 'pettinala | 'pettina'tilla | 'comb' |

I assume that PWords are built lexically over the host verbs, and then prosodically deficient clitics are added post-lexically. Note that when clitics are added, the first stress does not change except in one case ([fat'tilla]), where we can say that the new stress appearing on the clitic sequence has the effect of suppressing the original stem stress to avoid violating *CIASH (which penalizes a sequence of two adjacent stresses). Peperkamp shows that we can describe this system by saying that the clitic material is adjoined to the existing prosodic word, without modifying its structure, as in (16).



A single clitic constitutes a single syllable, and not a Foot; two clitics, however, provide ennugh material to constitute a Foot, and thus introduce an additional stress. Peperkamp's discussion suggests that there are aspects of formal suppletion that require the treatment of the two-clitic sequence as a single unit, which is eligible to be a Foot. Alternatively, we could assume simply that the two monosyllabic units are introduced together, and subsequently organized into a Foot.

We can describe this system as follows. Full Interiretation. Headedness, and Layerenness are all undominated well-formedness conditions on the candidates that are to be compared, so they play no part in the ranking. It is al.so the case that prosodic structure assigned lexically is generally preserved, so Prosodic Faithfulesess (14) is also ranked high.

In the case of a monosyllabic stem follnwed by two clitics, however, the need to avoid successive stressed syllables is more infportant than the preservation of
input prosody, so the stress on the stem is lost as a result of the domination of Prosodic Faithfulness by another constraint (17). ${ }^{7}$

## (17) *Clash

Sequences of two consecutive stressed syllables are disallowed.
To satisfy Full Interpretation, prosodically deficient material (i.e. the clitics) must be incorporated into the structure somewhere, and the choices are limited. Incorporation into a foot would violate well-formedness conditions on feet, as well as faithfulness to existing prosodic structure. Incorporation into the existing PWord would also violate faithfulness. Incorporation at the PPhrase level would violate Exhaustivity(PPhrase). The Affixal clitic structures that are actually found indicate that Exhaustivity(PPhrase) outranks Non-Recursivity(PWord): that is, building a recursive PWord preserves the existing prosodic structure, and avoids having lower-level constituents (syllables, feet) directly dominated by a PPhrase. The overall constraint ranking for Neapolitan is as in (18).
(18) *Clash >> Prosodic Faithfulness >> Exhaustivity(PPhrase) >> NonRecursivity(PWord)

Now compare the Neapolitan approach to Stray Adjunction with that employed in another dialect, Lucanian.
(19) Lucanian
a. 'vinna 'sell' van'nilla 'sell it'
b. ram'milla 'give me it'
mannata'milla 'send me it'

We see in (19a) that the addition of a clitic in this language causes stress to shift rightward. ${ }^{8}$ Apparently, a binary trochaic foot is constructed over the last two syllables of the form, including both stem and any following clitics. The forms in (19b), with two clitics, have this foot constructed entirely over clitic material. In this language, Stray Adjunction produces Internal clitics, sacrificing Faithfulness to maintain the Strict Layering constraints. The resulting structure for a forın with two clitics is as in (20).


[^252]The constraint ranking necessary to obtain this result is (21).
(21) Non-Recursivity(PWord), Exhaustivity(PWord) $\gg$

Presodic Faitiffulness
Let us finally compare the situation in (standard) Italian, illustrated in (22).
(22) Standard Italian
$\begin{array}{llll}\text { a. } & \text { 'porta } & \text { 'bring' } & \text { 'portami } \\ \text { b. 'portamelo } & \text { 'bring me it' } & \text { telefing me' } \\ \text { telenamelo }\end{array}$
Here the addition of a clitic does not alter the lexically assigned stress, suggesting that Prosodic Faithfulness is highly ranked. Even when two clitics are added, as in (22b), the stress is not altered, and apparently no new stress is assigned even though two syllables of additional material would support the construction of a new Foot if this naterial were within the PWord. Apparently, then, Stray Adjunction in Standard Italian produces free clitics by attachment to the PPhrase, as in (23).


The required ranking is that in (24).
(24) Non-Recursivity, Exhaustivity(PWord), Prosudic Faithfulness >> Exhaustivity(PPhrase)

Stray Adjunction in these three Italian dialects is thus based on different rankings of the prosodic constraints, yielding three different structural types of clitic as a reflection of these differences in their post-lexical phonology.
Peperkamp argues for the structural differences amongst Italian dialects on the basis of the distribution of stress alone, but sometimes this is insufficient to provide an unambiguous analysis. For example, in the case of a language with stress oriented 10 the left of the word (or simply preserved by high-ranking faithfulness constraints) and a set of unstressed enclitics, stress alone will not allow us to different bate among the structures of free, affixal, and internal clitics. To do so, we inust establish the location of PWord boundaries in the resulting forin. The three possibilities can be distinguished in this way, as in (25).
a. Free clitic: (. . .) host $]_{\text {prwd }}$ clitic $]_{\text {lpt }}$
b. Affixal clitic: (...)host $]_{\text {Pwa }}$ clitic $\left.]_{\text {PWid }}\right]_{\text {PSh }}$
c. Internal clitic: (. . ) host clitic $\left.]_{\text {Pwal }}\right]_{\text {PPE }}$

Determining which of these structures is present in a given instance is certainly not trivial, but it can often be done by looking for phonological phenomena which occur at the edges of PWords or across PWord boundaries. Revithiadou (2008) provides a detailed study of a range of dialects of Modern Greek of exactly this sort, showing that phonological regularities characteristic of prosodic boundaries
identify different host-clitic relationships in different dialects. Similar arguments provided by Booij and Rubach (1987) for Polish can be interpreted as showing that proclitic prepositions in that language (e.g. bez 'without' in bez namyshu 'without thinking') are related to a following host as affixal clitics, as reviewed in Anderson (2005: 40f.).

It appears that, in general, the attachment of a clitic to a host on one side or the other can be derived from the overall prosodic organization of a language. Typically, prosodic structure above the level of the PWord is projected from the syntax, and the commonest tendency is for this structure to be respected: that is, a clitic atraches phonologically to the host (on its right or on its left) with which it is most closely affiliated grammatically. In some instances, though, this direction of attachment is directly contra vened.

In Kwakw'ala, for instance, as discussed at length in Anderson (2005), DPinitial determiner clitics associate phonologically not with the following word, which is part of the same DP, but rather with the preceding word, which is not. An example is provided by the sentence in (26).

$$
\begin{align*}
& \text { ca.use hurt-DEM man-obJ-DEM } \\
& \text { dog-inst-DFM stick } \tag{26}
\end{align*}
$$

'The man hurt the dog with the stick.'
Here the square brackets indicate syntactic constituents, while inter-word spaces delineate PWords: thus, /bag"anəmal= $\chi-\mathrm{a} /$ / is a single PWord, while [=ida bag"'anama $]_{\text {DP }}$ is a single DP.

This situation can be related to the fact that Kwakw'ala is a language in which virtually all morphological marking is suffix.ol, and thus the lexical root is always ( $w$ ith the exception of reduplicated forms) word init ial. A preference to maintain this same situation at the level of prosodic structure can be expressed as a constraint such as (27).

## (27) Align(PWord, L; LexWord, L) (>> Alicn(XP, L; PPhrase, L))

That is, it is important that the left edge of a PWord coincide with the left edge of a lexical word (and not e.g. a clitic determiner). This constraint is more highly ranked than the requirentent that the left edges of syntactic phrases coincide with the left edges of Plphrases, and forces the clitics to associate anti-syntactically to their left.

The claim that the direction of attachment of clitics can be derived from the prosodic organization of the language as a whole (including constraints such as the one in (27)) is a strong one. It is at variance with proposals such as that of Klavans (1985), where it is claimed that among the dimensions defining individual clitics in a language is a parameter of direction of attachment. Subsequent research has suggested, however, that once grammatical structure and its relation to prosody are taken into account, a unitary analysis can be offered for the way clitics attach in any individual language. Counterexamples to this claim would have to involve pairs of clitics thent were entirely comparable in their grammar, but where one attached to a host on its lef̂́t and the other to a host on its right (under otherwise identical prosodic conditions). Such examples do not appear to exist, and it seems reasonable to propose that the direction of attachment of clitics is a function of the overall grammiar of a language, rather than a property of individual clitics.

In summary, clitics can be characterized from a phonological point of view as linguistic elements lacking in prosodic structure at (or belonv) the level of the PWord. Linguistic units that are called "clitics" on the basis of unusual syntactic behavior may or may not be clitics in this sense: for example, Italian foro '3pl Dat' behaves in a way which is partially similar to the other Italian pronominal clitics, but foro is not prosodically deficient, and thus does not constitute a clitic from the phonological point of view. Simiarly, Hungarian verbal prefixes such as odo in oda-ment-em 'I went over there' constitute PVords in their own right (as shown by stress and vowel harmony), and thus are not phonological clitics, even though they bear a special grammatical relation to an associated verb.

Material that is not fully integrated into prosodic structure (at the PWord level) in the input can be called "stray," and the phonology of cliticization is fundamentally a matter of how this stray material is incorporated into the overall prosodic structure of the sentence: how "Stray Adjunction" is enforced. The basic neechanics of this can be described by an ordering of the constraints characterizing prosodic layering with respect to one another and to other constraints within the grammar of the language in question. Arguments for this ranking can be provided either directly from properties of the resulting prosodic structure (such as the location of stress) or from other phonological phenomena that are sensitive to it.

## 5 How is the segmental phonology of a clitic related to that of its host?

A consequence of the grammatical architecture proposed here concerns the phonology applicable to clitic + host combinations. Since the formation of these presupposes the forms of lexical words, it would appear that in terins of classical Lexica.I Phonology (e.g. Kiparsky 1985; see also chapter 94: lexical pionologr and the lexical syndrome), any adjustments to their shape must follow from principles of the post-lexical phonology, not the lexical phonology sensu stricto. Bermidez-Otero and Payne (forthcoming) note this, but assert that examples exist which controvert it: cases in which host + clitic combinations are affected by rules that are lexical, mot post-lexical in character.

The one such example cited by Bermúdez-Otero and Payne concerns laryngeal neutralization in Catalan. They argue, following the descriptive literature (e.g. Wheeler 2005) that voicing is neutralized in coda obstruents in this language (see CHAPTER 69: FINAL DEvoicing and final laryngeal neutralization). When these are closely followed by an onset consonant (in the same or a following word), they show the same voicing as that consonant, and it is plausible to attribute this to assimiation. Word-finally, however, coda obstruents are devoiced; and this devoicing persists even if the consonant in question is resyllabified post-lexically with a following vowel. These facts are illustrated in (28) for the stean / $\mathrm{K}_{\mathrm{o}}$ / 'wolf', which ends in underlying voiced /b/.

| Hop | [ $\mathrm{K}_{\text {¢ }}$ ] | Olf ${ }^{\prime}$ |
| :---: | :---: | :---: |
| b. Nop Hiare | [Kob.Kiw.re] | 'free wolf' |
| c. Hop trist | [אop.trist] | 'sad wolf' |
| d. Hoba | [Ko.ßa] | 'she-wolf ' |
| e. Hop amic | [Ko.pa.mik] | 'friendly wolf' |

They suggest that there must be a "word-level" principle of laryngeal neutralization which is counterbled by post-lexical resyllabification in forms like (28e). In forıns where a stem-final voiced obstruent is followed by a vowel-initial clitic, however, the pattern is subtly different: resyllabification bleeds laryngeal neutralization, as illustrated in (29) for the stem /rab/ 'receive'.

| rebre | [re.ßra] | 'receive (INF)' |
| :---: | :---: | :---: |
| b. rep aixed! | [re.pa.fo] | 'receive (2sc.imp) thatl' |
| rep=ho! | [re.ßu] | e |

Why slould there be a difference in voicing between the stent-final /b/as it appears in (29b) and in (c)? Bermúdez-Otero and Payne conclude that this must be because the clitic in (29c) must already be present (and have triggered resyllabification) at the point where Laryngeal Neutralization takes place:

> These data show unequivocally that enclitic =ho belongs in the same gramumatical word as the verb stem, since it causes the stem-final consonant to be syllabified as an onset already at the word level [. . .] Therefore, enclitic =ho cannot be a phrasal affix.

This conclusion does not follow, however. It results from Bermúdez-Otero and Payne's equation of "wrord-level" phonology with "lexical" phonology, and the assumption that the "post-lexical" phonology is monolithic. In fact, however, we can take the "word-level" character of laryngeal neutralization to refer to the PWord, not (as Bernúdez-Otero and Payne do) to the grammatical word. If we assume that post-verbal prononinal clitics in Catalan are affixal clitics, the result of stray adjunction in (29c) will be $\left[\left[[r \varepsilon b]_{P_{\text {Pwi }}} u\right]_{\text {PWid }}\right]_{\text {PPr }}$. This entire construction is a PWord, and it is plausible to assume that resyllabification of this PWord yields a structure like $\left[[r \varepsilon]_{p W d} \cdot b u\right]_{W_{\mathcal{W}}}$, bleeding Laryngeal Neutralization. In (29b), however, the




Resyllabification at the PPhrase level does not bleed Laryngeal Neutralization, but Resyllabification at the PWord level does. Since Bermudez-Otero and Payne do not show that Laryngeal Neutralization has other characteristics of a "lexical" rather than "post-lexical" process (e.g. lexical exceptions), it follows only that the post-lexical phonology displays a sort of cyclic structure, with a round of phonological adjustment induced by each of the categories of the Prosodic Hierarchy, and not that clitics like Catalan =ho are not phrasal affixes. The notion that phonological regularities enforced at different levels of the Prosodic Hierarchy (such as the PWord us the PPhrase) calo be at least partially distinct is a cornerstone of prosodic theory, and a basic way in which one argues that a given prosodic constituent is of one type rather than another (see Nespor and Vogel 1986).

I conclude, then, that the phonology relating clitics to their hosts is in general of the "post-lexical" type, with the specifics depending on the regularities governing various prosodic constituent types within a given language. Given the current state of instability that governs the architecture of phonological theory, with classical rule-based Lexical Phonology and its most direct constraint-based dependent, Stratal OT (Bermúdez-Otero, forthcoming), in conflict both with the "standard" inonolithic nodel of OT and also with various alternatives such as

OT-CC (McCarthy 2007) and Optimal Interleaving (Wolf 2008), Phase-based Phonology, as represented by various papers in Grohmann (2009), and others, it is difficult to see the facts above from Catalan as decisively incompatible with the view of clitics as phonologically integrated with their hosts at the syntactic level, rather than in the lexicon.

## 6 Conclusion

There is very little to the phonology of clitics, then, that is unique to these elements. In terms of their representation, they have the character of being incoinpletely organized in prosodic terms: they are deficient in not constituting PWords, as opposed to normal lexical items. Once that is taken into account, the rest of their behavior follows from the prosodic phonology of the language. Aspects of prosodic well-formedness require that they undergo Stray Adjunction, or incorporation into adjacent prosodic units at some level, in ways that depend on the language's particular ranking of constraints governing prosodic structure. The language's "post-lexical" phonology (in some appropriate, architecture-dependent sense) then governs adjustments in the phonological shape of the resulting combination of clitic and host. Neither the prosodic organization nor the phonological adjustments involved are uniquely identified with clitics, although clitics may well provide essential clues in the deterinination of how the phonology (including prosody) of a language works.

A full treatment of the lingu istic category of "clitics," of course, would have to deal with more than the phonological characteristics of items so designated. In particular, the principles underlying the distinctive (morpho)syntactic behavior of "Special Clitics" must be elucidated. Linguistic items that show clitic behavior in the morphosyntactic sense are usually, though not always, prosodically deficient and thus phonologically clitic as well. The analysis of this dimension of the (not entirely homogeneous) class of "clitics" would, however, take us much too far af teld in the context of this Companion, and the interested reader can only be referred to Anderson (2005) for the development of one view.
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## 85 Cyclicity

## Ricardo Bermúdez-Otero

## 1 Introduction

The phonology of a natural language will often treat the sane string differently according to whether it is wholly contained within a single morph, arises through a morphological operation like affixation, or straddles the edges of two adjacent grammatical words. In the generative tradition there is a widespread and longstanding consensus that such morphosyntactic conditioning effects inay come about in two ways: representationally or procedurally (Scheer 2008: §3ff.; see Table 85.1.). Representational morphosyntactic conditioning occurs when phonological processes are sensitive to the presence or absence of certain phonological objects - boundary symbols in SPE, prosodic categories in most later frameworks - which are in turn positioned by reference to the edges of morphosyntactic units. In procedural morphosyntactic conditioning, in contrast, noorphosyntax directly controls the amount of structure visible during a given round of phonological computat'un, either by submitting to the phonology only a morphosyntactic subconstituent of a complete linguistic expression (as in the theory of the cycle) or

Table 35.1 Two types of morphosyntactic conditioning acknorvledged throughout the history of generative phonology

| Theory | Representatiomal effects | Procedurnl effects | Sample reference |
| :---: | :---: | :---: | :---: |
| SPE | boundary symbols ( + , \#) | the cycle | Chomsky \& Halle (1968) |
| Lexical I'honology | prosodic units (built by rules) | the cycle (with levels) | Booij \& Rubach (1984) |
| Stratal OT | prosodic units <br> (controlled by Ausa) | the cycle (with levels) | Bermúdez-Otero \& Luís (2009) |
| Classical OT | prosodic units (controlled by Alicis) | OO-correspondence | Raffelsiefen (2005) |
| Lateral Phonology | empty CV units | the cycle (phases) | Scheer (2008) |

by allowing the phonology access to the surface representation of some morphosyntactically related expression (as in the theory of transderivational or outputoutput correspondence, henceforth OO-correspondence).

This chapter addresses current debates about procedural norphosyntactic conditioning in phonology, focusing in particular on the contest between the cycle and OO-correspondence ( $\S 5-\S 9$ ); we shall be concerned with prosody only insofar as it raises the non-trivial problem of demarcating procedural from representational effects (\$4). Much of the discussion will be taken up with three instances of norphosyntactically induced misapplication that challenge the basic premises of transderivational theories: in all three cases, the surface bases needed for an analysis relying on OO-correspondence appear to be unavailable for phonological or morphological reasons ( $(\boxed{\delta}-\S 8$ ). As the argument unfolds, however, it will become clear that questions about morphosyntax-phonology interactions are intricately entangled with problems in every other area of phonology, notably including the theory of representations, the phonology-phonetics interface, and the balance between synchronic and diachronic explanation.

## 2 Two cases of cyclic misapplication in English: Post-nasal plosive deletion and Belfast dentalization

Let us begin with a well-known instance of morphologically induced overapplication. Present day English tolerates homorganic consonant clusters consisting of a nasal followed by a non-coronal voiced plosive (i.e. [b] or [g]) only if the latter is syllabified in onset position; if the plosive would otherwise surface in the coda, it undergoes deletion (Borowsky 1993: 202). ${ }^{1}$

| $b$ | [bon)] | b. bombardv | [, |
| :---: | :---: | :---: | :---: |
| $m b$ | [0ım] | imble | ['()m.b!] |
| mb | [kımm] | crumble | ['kıлm.b\|] |
| long | [lvi)] | elongatev | ['is.Ivi],gert] |

The forms in (1a) and (1b) display normal application and non-application of deletion, respectively. In (2a), however, the process overapplies: the plosives [b] and $[g]$ fail to surface stem-finally, even though in that position they would be syllabified as onsets; cf. (2b). ${ }^{2}$
(2) a. bomb-ing ['bo.mun] b. F['bam.bn]]

crumb-y ['kis.mu]
*['k.Inm.br]
long-ish ['lu.ryı]]
*['lorj.gís]

[^253]According to the theory of the phonological cycle, first formulated by Chomsky et al. (1956: 75), the key to such instances of morphosyntactically induced misapplication is to be found in part-whole relationships within the grammatical constituent structure of the relevant linguistic expressions. Consider, for example, the morphological structure of the adjective fong, the verb elonsrate, and the derived adjective longish.
(3) $a$.
b.
c.


Let us suppose that some of the morphosyntactic constituents shown in (3) define domains for phonological computation; I shall henceforth refer to these as "cyclic nodes." Assume, at a minimum, that the set of cyclic nodes in (3) includes every stem immediately derived from a root, as well as every fully inflected, syntactically free grammatical word; these are flagged with a superscript Given these premises, one obtains the following nested domain structures:
(4)
a. [ [lorgg]]
b. [[i:-long-eit $]$
c. [llongg $f f]$

Now suppose that phonological computation proceeds iteratively, starting with the domains defined by the smallest, most deeply embedded cyclic nodes, and then moving to larger, less deeply embedded cyclic nodes: in other words, suppose that the computation of the phonological form of the parts precedes and feeds the contputation of the phonological form of the whole.

$$
\begin{align*}
& \text { innert cycle }  \tag{5}\\
& \text { outer cycle }
\end{align*}
$$

a. [[long ]]
b. [[i:-lolig-eit $]$ is.lol.gett
c. $[[1 \mathrm{Dijg}] \mathrm{I})]$
lous lo.rij 5

According to this cyclic analysis, post-лаsal plosive deletion overapplies in tongisht because its conditions are met within a morphosyntactic subconstituent, the stem long-, which defines a cyclic domain by itself. The environment for deletion disappears in the outer cycle, as the vowel of the suffix -ish projects a syllable with an onset capable of sheltering the underlying /g/; but deletion has already applied in the inner cycle. The result is a counterbleeding interaction.

Observe that not all morphosyntactic constituents trigger phonological cycles. In (3b) and (4b), for example, it is absolutely crucial that roots (as opposed to stems) should not count as cyclic nodes (Kiparsky 1982: 32-33; Inkelas 1989: §3.5.5); otherwise, post-nasal plosive deletion would incorrectly overapply in
e-long-ate. ${ }^{3}$ A fully articulated theory of the cycle must of course specify criteria for designating particular morphosyntactic nodes as cyclic or non-cyclic. Scholars working in the tradition of Lexical Phnnology (e.g. Kiparsky 1982; Hargus and Kaisse 1993) and Stratal OT (e.g. Bermúdez-Otero 1999, 2003; Kiparsky 2000) have reached a broad consensus on a number of points, sometimes strikingly at variance with phase theory in minimalist syntax (Chomsky 2001): e.g. there appear to be no cyclic nodes between the grammatical word ( $X^{*}$ ) and the utterance (see further Scheer 2008: §740ff.). Many other issues remain open: e.g. whether or not certain affixes should be allowed to define cyclic domains by themselves (Baker 2005; see also Mohanar 1982, and cf. McCarthy 2007: 133-134).

To account for morphologically induced underapplication, the theory of the cycle needs to be supplemented with the concept of level or stratum (chapter 94: lexical phunology anu the lexical synurome)." Consider, for example, the process of dentalization found in certain varieties of English spoken in and around Belfast: the coronal non-continuants /t $\mathrm{d} \pi \mathrm{I} /$ have alveolar realizations unless immediately followed by $/(a)_{1} /$, in which case they become dental (Harris 1985: 58, 211ff.).
( ( )


Dentalization underapplies when its environment is created by adding a suffix like agentive -er (7a) or comparative -er (7b) to a free stem, al though it does apply normally when comparative eer is suffixed to a suppletive bound root $(7 \mathrm{c})$.
(7) a. healt]er loald]er di[n]er 'diner' ki[l]er

$$
\text { twai[t]er } \quad \text { ru }[\mathrm{n}] e r
$$

shoult ter
b. fa[t]er lou[d]er filn]er coo[l]er $\mathrm{la}[\mathrm{t}] \mathrm{er}$
c. better ['batas'] 'good.comparative'
cf. better ['breta'] 'one who bels'
Applying the same principles as in (4), we obtain cyclic donain structures like the following:
a. $[[$ train $]]$
[[Peter]]
[[bett-er]] 'good.comparative'
b. [[heat] er]
[ [fot]er]
[ [bet]er] 'one who bets'

However, it becomes immediately apparent that, if dentalization applies in every cycle, then cyclic derivation will just fail to produce the desired underapplication in (8b): dentalization will simply take place in the outer cycle.

[^254]Many cyclic frameworks solve this problem by asserting that phonological domans associated with morphosyntactic constituents of different kinds may be subject to different phonological generalizations: in common usage, such morphosyntactic constituents are said to "belong to different phonological levels." Theories differ as to the number of phonological levels that may be distinguished within the grammar of a single language. Lexical Phonology and Stratal OT often assume that each grammar specifies precisely three levels: the stem, word, and phrase levels. In affixal constructions, the ascription of the construction to the stem-level or word-level phonology is deemed to depend on properties both of the base (Giegerich 1999) and of the affix: the attachment of an affix to a root necessarily produces a stem-level category; the attachment of an affix to a stem may produce a stem-level or wrord-level category depending on the idiosyncratic affiliation of the affix (e.g. Berınúdez-Otero 2007d: 283). In constrast, full grammatical words trigger word-level cycles and complete utterances trigger phrase-level cycles.

In the case of Belfast English, one must assume that dentalization applies only within stem-level domains, and that agentive -er and comparative -er are word-level suffixes unless attached to bound roots. This yields the appropriate counterfeeding relationship between stent-level dentalization and word-level suffixation.

SL (dentalization on)
WL (dentalization off)

SL (dentalization on)

| $\begin{align*} & \text { Peter }  \tag{9}\\ & \text { wi. }[\text { s.l. }] \text { Peter }]] \end{align*}$ | 'good.comparative' <br> wi. s. . [bett-er $]$ ] |
| :---: | :---: |
| $t$ | $t$ |
| - | - |
| fatt-er | 'one who bets' |
| wLl stlfnt]er] | wL[ sl [bet] er] |
| - | - |
| - | - |

## 3 The Russian Doll Theorem and the life cycle of phonological processes

There is no room in this brief chapter to review all the predictions about morphosyntactically induced misapplication that follow from the theory of the cycle. It will therefore be appropriate to concentrate here on one of the most fundamental:

## The Russian Doll Theorem

Let there be the nested cyclic donains $y[\ldots f[\ldots$.....]...]...]. If a phonological process $p$ is opaque in $\beta$ because its donnaill is $\alpha$, then $\beta$ is opaque in $\gamma$.

To my knowledge, this entailment of cyclic theory has not been formally enunciated before, probably because it has been considered so obviously true as to be entirely trivial. Later, however, we shall see that OO-correspondence is easily capable of violating the Russian Doll Theorem and captures its effects only by stipulation ( $\S 9$ ).

The Russian Doll Theorem has the following corollary:
(11) If a phonological process exhibits cyclic misapplication within a certain phonological configuration created by affixation, then it must also exhibit cyclic misapplication if the same configuration arises by word concatenation.

This follows logically from elementary facts of morphosyntactic layering: a phonological process can cyclically misapply in the presence of an affix only if that affix is excluded from its cyclic domain, which must therefore correspond to a morphosyntactic category smaller than the grammatical word, i.e. a stem; but, by its very nature, a stem cannot straddle the edges of adjacent words. Post-nasal plosive deletion (\$2) bears out this prediction: overapplication before word-level suffixes beginning with a vowel, as in long-ish ['lv.pIf], entails overapplication in word-final prevocalic environments, as in long effect [.lo.mn.'fekt];


Not only dnes corollary (11) hold true of post-nasial plosive deletion in present-day English, but it also captures key facts in the diachronic evolution of the process. For /ng/ clusters, in particular, we can reconstruct the four historical stages shown in (12): Stage 0 represents the situation in Early Modern English; Stage 1 is attesied in the fornal, relatively conservative register of eighteenth-century orthoepist James Elphinston; Stage 2 corresponds to Elphinston's description of his own casual, more innovative register; and Stage 3 is observed in present-day RP (Garrett and Blevins 2009: 527-528). The symbol || represents pause (i.e. the end of the phonological utterance).

|  | Stage |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 0 |  | 2 | 3 |
| clongate | Dg | Dg | Dg | ng |
| prolong-er | Dg | Dg | gg | $\eta$ |
| prolong it | ]g | יg | 1 | ワ |
| prolong \|| | Tg | 0 | ๆ | $\square$ |

In compliance with (11), the diachronic transition from normal application (Stage 1) to word-internal overapplication (Stage 3) is effected through an internediate phase involving overapplication at word boundaries but normal application word-internally (Stage 2).

More generally, the diachronic pathway shown in (12) provides a clear illustration of the typical life cycle of phonological processes, which stratal-cyclic frameworks capture in a particularly perspicuous way; see e.g. Bermúdez-Otero (1.999: 99-103, 239-240; 2007b: 503) and McMahon (2000: ch. 4). First, phonetically driven innovations enter the grammar from below as gradient phonetic rules, which later become stabilized as categorical phonological processes applying across the board at the phrase level (Bernúdez-Otero 2007b: 505; see also Chapter 89: GRADIENCE AND CATEGORICALITY IN PHONOLOGICAL THEORY; CHAPTER 93: SOUND Change): in (12), this is the transition from Stage 0 to Stage 1. Subsequently, analogical change causes the new phonological process to climb up to progressively higher levels, concomitantly narrowing down its domain of application (Dressler 1985: 149): in (12) we see deletion climbing up from the phrase level (Stage 1) to the word level (Stage 2), and from the word level (Stage 2) to the sten level
(Stage 3). Eventually, senescent processes typically undergo morphologization or lexicalization: see Bermŭdez-Otero (2008) for incipient symptons of this in the case of post-nasal plosive deletion.

The overall sequence of events is represented in greater detail in (13), where 8 indicates a site of $/ \mathrm{g} /$-deletion.
(13) level deletion? elongate prolonging II prolongit prolong II
a. Stage : Early Modern English

| SL |
| :---: |
|  |  | WL no [i:.lon.geit] [paislongirgg] [pıalorg][it] [pıj.long] PL no [i:Ion.geit] [paa.lvrı.gır.g] [pıa.lurı.git] [pıa.long]

b. Stage 1: Elphinston's formal register

| SL | no | [i: Ion.gert] | [pıa.lurlg][1r,g] | [pıa.lor!g][1t] | [pıa.long |
| :---: | :---: | :---: | :---: | :---: | :---: |
| WL | по | [i:.lory.gert] | [paa.lor.!ging] | [pazalong][1t] | [pia.loigg] |
| L | yes | [i: Iorl.geit] | [paaluri.ging] | [p.ıa.lorigit] | [paalonf |

c. Stage 2: Elphinston's casual register

| SL | no | [i..lor.gert] | [paviorngl[1r!g] | [plas.lorge] [tt] | [pas.lorjg] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| WL | yes | [i: I orn.geit] | [pıa.lvrı.girige] | [paa.lorng][it] | [pa.lona ${ }^{\text {a }}$ |
| PL | yes | [i:.lon.gert] | [p.a.lurl.gin] | [par.lv.nıt] | [pıa.lou] |

d. Stage 3: Present-day RP

SL yes [i:.lon.gert] [p.a.lvr!g][ruge] [pıa.lor!g][rt] [pıa.lurjeg]
 (vacuous)


The analogical changes involved in the transitions between Stages 1 and 2 and between Stages 2 and 3 were driven by input restr ucturing (Bermúdez-Otero and Hogg 2003: 1056f.; Bermúdez-Otero 2006: 501ff.). At Stage 1, for example, surface pL[pıa.lor,ll] was derived unfaithfully from word-level wilpaa.loryg] by a phrase-level application of deletion. By Stage 2, howrever, pLLpıa.lor.jll] has been re-analyzed as derived faithfully from an identical word-level representation wl [paal on]. This has the effect of introducing deletion intor the word-level phonology, and gives rise to the innovative opaque surface form [il.[pro.lo.1נut], derived from word-level wilpıa.lor.)] wi[lt]. Bermúdez-Otero (1999: 100-103, 239-240; 2003: 4ff.) outlines an approach to phonolog cal learning that accounts straightforwardly for such patterns of recurrent input restructuring.

## 4 Cyclicity vs. prosody

In $\S 2$ we assumed that the morphosyntactic conditioning effects displayed by post-nasal plosive deletion and Belfast dentalization were procedural, not representational (see §1). However, several scholars have proposed that the behavior of English wrord-level suffixes should be explained prosodically, rather than cyclically (e.g. Szpyra 1989: 178-200; Hammond 1999: 322-329). In this approach, suffixes like agentive -er and adjectival -ish are not incorporated into the prosodic
wrord containing the stem, but attach under a second projection of $\omega$ (Chapter 31: the phunological word):
(14)
a.

b.


If this were true, then the absence of dentalization in Belfast fatt-er ['fata'], cf. *['fata'] (§2), could be described as a case of transparent non-application, rather than as an instance of opaque underapplication: one would just need to stipulate that dentalization does not apply unless its conditions are met within the first projection of $(w$.

$$
\left[\begin{array}{c}
\text { coronal }  \tag{15}\\
- \text { continuant }
\end{array}\right] \rightarrow[+ \text { distributed }] / \ldots[\cdots-(\text { (a) } \ldots]
$$

The uncertainty whether a particular instance of morphosyntactic conditioning in phonology should be analyzed procedurally or representationally is in fact one of the noost serious and recurrent obstacles faced by empirical research into the morphosyntax-phonology interface. A great deal of existing work fails to make the cut on explicit, consistent, and principled grounds (Raffelsiefen 2005: 214-215). Typically, the question cannot be settled without analyzing a very substantial fragment of the phonology of the language in question, including both norphosyntax-phonology and phonology-phonetics interactions (e.g. BermúdezOtero and Luís 2009).

In our case, phonological variation and phonetic gradience in English provide strong evidence against the prosodifications shown in (14). Let us first consicter vartation. Hayes (2000: 98) shows that, in American English, the application frequency of $/ \mathrm{l} /$-darkening (chapter 31: Lateral consunants) follows the cline in (16):
(16) higher frequency of [ t$]$ lower frequency of [ t$]$ heal $\|>$ heal it $>$ heal-ing $>$ Healey

On the basis of a comprehensive survey of English function words, however, Selkirk (1996: 204-206) shows that combinations of a verb and a wreak object pronoun like leal it undergo affixal cliticization (chapter 84: clitics):
(17)


Therefore, if one adopts the approach to English word-level suffixes shown in (14), heal-ing will end up being prosodified in the same way as heal it, and so prosody will be unable to explain the fact that $/ \mathrm{l} /$-darkening appl'is with greater frequency in the latter than in the former. One would then have to fall back on a procedural (cyclic) explanation: see $\S 9$.

The argument from variable /l/-darkening suggests that the prosodification shown in (14) is descriptively insufficient (though cf. Raffelsiefen 2005: 253-256); the evidence of gradient durational effects confirms that it is incorrect. It is a wellknown fact that, in English, each of the members of a transparent compound forms a prosodic word by itself:


Given this fact, the approach to word-level suffixes outlined in (14) prediets that stems in word-level suffixal constructions will display the same patterns of gradient durational adjustment (resistance to polysyllabic shortening; liability to pre-boundary lengthening) as the first members of transparent compounds, since both occur in the environment $\ldots[\ldots[\ldots]$. This prediction proves incorrect. In an experiment with nonce wonds, Sproat and Fujimura (1993) found no durational effects of stem-level suffixation (e.g. becl-ic) or word-level suffixation (e.g. beel-ing) when compared with monomorphemic controls (e.g. Beelik), whereas the first members of compounds (e.g. beel equator) were consistently lengthened; see Sproat (1993: 178). A more recent study of Scottish English has detected a very small effect of word-level suffixation: the phonetic realization of the string /xe:z/ appears to be slightly shorter in raisin ['se:zn] than in rais-ing ['xe:zın] (Sugahara and Turk 2009). Nonetheless, this effect falls far below that of compounding: it is not statistically significant at "normal" speech rates (Sugahara and Turk 2009: 496); it manifests itself as a 6.6 percent difference (mean of 23 msecs) at "slow" speech rates; and it reaches only 9.6 percent (neean of 42 msecs) at "extra-slow" speech rates. Pace Sugahara and Turk (2009: 488), these findings are best understood as an effect of footing, rather than of recursive prosodic-word structure (Chapter 40: The foot): ${ }^{\text {S }}$

[^255]
## a. rnisin

b. rnise
c. rais-ing

disyllabic
foot


Indeed, the idea that stray syllables affiliated to word-level suffixes attach directly to $\omega$, as in (19c), instead of being footed, makes straightforward sense of the fact that, unless autostressed, word-level suffixes are stress-neutral.

The diagnostics that we have applied so far can be used to demarcate representational morphosyntactic conditioning from procedural morphosyntactic conditioning regardless of one's particular theory of the latter. However, if one conunits to a stratal-cyclic analysis of procedural morphosyntactic conditioning, then furtluer demarcation criteria become available. One such criterion is cyclic locality: prosodic structure assigned in an early cycle can persist, and continue to affect the application of phonological processes, throughout later cycles; in contrast, the inorphosyntactic structure visible during a phonological cycle ceases to be accessible in the next cycle (by "Bracket Erasure": see e.g. Orgun and Inkelas 2002: 116). Cyclic locality entails, for example, that the contrast between American English, capi[r]alistic and ,mili[t]a'ristic must be mediated by prosody, as /t/-flapping is demonstrably phrase-level (see (36b) below) and so cannot access the internal norphological structure of words: see e.g. Davis (2005) and Bermúdez-Otero and McMahon (2006: 403-404); cf. Steriade (2000).

## 5 Cyclicity vs. OO-correspondence

Whilst phonologists generally agree that both representational and procedural morphosyntactic conditioning effects exist, as we saw in $\S 1$ and $\S 4$, there is currently no consensus on the best way to a nalyze procedural morphosyntactic conditioning. Within OT, the most popular alternative to the cycle is transderivational correspondence (e.g. Kenstowicz 1996; Benua 1997; Kager 1999; etc.). This theory claims that morphosyntactically induced misapplication arises when high-ranking OO-identity constraints cause a transparently derived surface property of a given expression (the "surface base") to be transmitted to the surface representation of some morphosyntactically related expression, where its presence is opaque. Thus, the underapplication of Belfast dentalization in fatt-er ['fata'] (§2) would be analyzed as follows:
(20)


The implementation of this solution poses a number of non-trivial technical challenges, such as motivating the selection of the surface base and preventing the satisfaction of OO-identity by neans of overapplication in the base (i.e. transparent /Eat-aı/ $\rightarrow{ }^{*}[$ 'fatar $]$ leading to opaque $/$ fat/ $\rightarrow{ }^{*}[$ fat $]$ ); [ relurn to these issues in $\$ 9$ below.
At this point, however, I should like to compare the core predictions of cyclicity and OO-correspondence. The comparison is in fact easy, because the two theories share a fundaınental assumption:

## (21.) Llltimate transparency

If a phonological generalization $p$ misapplies in the surface representation $s$ of some linguistic expression, then $p$ must apply transparently in some other representation $r$, , with which $s$ is in direct or indirect correspondence.

The theory of the cycle predicts that $p$ will apply transparently in some cyclic domain defined by some morphosyntactic constituent of the expression: the output of this cycle is connected with the surface representation by relationships of input-output faithfulness. In contrast, OO-correspondence predicts that $\mu$ will apply transparently in the surface representation of some appropriately related linguistic expression; the two surface representations are linked to each other by means of transderivational correspondence. In $\$ 6$ to $\$ 8$ I adduce empirical evidence supporting the first prediction and challenging the second.

## 6 Phonologically masked bases I: Quito Spanish /s/-voicing

Spanish has a voiceless alveolar fricative phoneme /s/. In the dialect spoken in Quito (Robinson 1979; Lipski 1989), /s/ is realized faithfully in the onset (22a), but displays contextual laryngeal allophony in the coda: coda /s/ surfaces as [s] before voiceless segments and utterance-finally (22b), and becones [z] when
followed by a voiced segment either in the same grammatical word or across a word boundary (22c).

| 803a | /gasa/ | ['ga.sa] | 'gauze' |
| :---: | :---: | :---: | :---: |
| ganso | /gaNso/ | ['gan.so] | 'gander' |
| da sulurio | /da suenn/ | [dda.'swe.no] | 'makes one sleepy' |
| el stueño | /el suejno/ | [el.'swe.jno] | 'the dream' |
| b. rasco | /rasko/ | ['ras.ko] | 'I scratch' |
| gas caro | /gas karo/ | [.gas.'ka.ro] | 'expensive gas' |
| gas ll | /gas/ | [gas II] | 'gas' |
| c. rasgo | /rasgo/ | ['raz.ujo] | 'feature' |
| plasma | /plasma/ | ['plaz.ına] | 'plasma' |
| gas blanco | /gas blaNko/ | [,gaz.'@lar.).ko] | 'white gas' |
| gas noble | /gas noble/ | [.gaz.'no.ßle] | 'noble gas' |

Coda /s/ undergoes voicing not only before voiced obstruents, but also before sonorants: e.g. plasma ['plaz.ına], gas noble [igaz.'no.fle]. For our purposes, the crucial fact is that voicing overapplies to word-final prevocalic /s/:

| a. | gas acre | /yas akre/ | [.ga.'za.kre] | 'acrid gas' |
| :---: | :---: | :---: | :---: | :---: |
|  | gasa | /gasa/ | ['ga.sa] | 'gauze' |
| b. | has ido | /as ido/ | [a.'zi.0ָ̃o] | 'luast gone' |
|  | la sido | /a sido/ | [a.'si. | 'hath been |

On the surface, expressions like gas acre [.ga.'za.kre] fail to meet the conditions for /s/-voicing: in gas acre, [z] surfaces in a pre-sonorant environment, but not in the coda, for Spanish has a phrase-level process of resyllabification that moves word-final prevocalic consonants into the onset. ${ }^{6}$ In this position, therefore, the transparent realization of /s/ would be voiceless: cf. gasa ['ga.sa].

In a stratal-cyclic framework, the laryngeal allophony of Quito Spanish /s/ submits to the following analysis. First, the stem-level phonology allows output [s], but forbids output [z]: in an optimality-theoretic implementation, therefore, a hypothetical underlying /z/ present in the rich base would be unfaithfully mapped onto [s] in the stem-level output (see Bermúdez-Otero 2007c for an illustration of this strategy). At the word level, in turn, [s] remains unchanged if syllabified in the onset; in the coda, however, [ s ] loses its laryngeal node, becoming laryngeally unspecified [S]: see (24a). Finally, at the phrase level, input [s] is realized faithfully, whereas delaryngealized [S] acquires voice specifications either by leftward autosegnental spreading from an inmediately following obstruent or by default: on the assumption that sonorants are not redundantly specified as [+voice] (Cttapter 8: S@n@rants), we can just say that $[\mathrm{S}]$ becomes voiced before sonorants in order to satisfy a positional constraint designating [+voice] as the unmarked feature in this particular context, whereas utterance-fiual [S] is assigned the context-free default specification [-voice];

[^256]see (24b). ${ }^{7}$ In this analysis, underlying /s/becomes vulnerable to voicing if it finds itself in the coda in a word-level cycle and so loses its laryngeal node; the generalization is rendered opaque by phrase-level resyllabification. ${ }^{8}$
\[

$$
\begin{aligned}
& \text { b. PL (defaults) [ga.sa] [ga.za.kre] [gas] }
\end{aligned}
$$
\]

a. WL (coda delaryngealization)

As stated, the facts of Quito Spanish /s/-voicing pose a challenge to OOcorrespondence (Colina 2006). This theory can explain the opaque voicing of onset /s/ in gas acre [ga.'za.kre] only by reference to a surface base containing a transparently voiced correspondent $[z]$ in the coda. Many such expressions are found: e.g. gas blanco [.gaz.' (lay.ko], gas noble [igaz.'no. (le]. The problent, however, is that none of them bears a non-arbitrary morphosyntactic relationship to gas acre [.ga.'za.kre], and so none can straightforwardly qualify as its base. If surface bases are selected by the containment criterion (Benua 1997: 28-29; Kager 1999: 215 ff .), the only plausible option is the citation form gas [gas], which consists of a subset of the noorphs of gas acre; but this exhibits [s]. In contrast, gas noble [.gaz.'no. $3 \mathrm{I} e$ ], which contains the desired [z], has no better claim to being the base of gas acre than, say, gas caro [gas.'ka.ro], again showving [s]. Within inflectional paradigms, some versions of 00 -correspondence allow surface bases to be designated by arbitrary stipulation (e.g. Kenstowicz 1996: 387, 391), but this option is of no avail here, since expressions like gas, gas acre, and gas noble do not belong in an inflectional paradigm; see the discussion of surface base selection in cuapter 83: paradigms.

[z] absent
[z] opaque

[z] transparent, but not in a legitinnate base

[^257]However, Colina (2009: 8-10) shows that OO-correspondence can avoit this problem by shifting part of the burden of description onto the phonetics. Colina suggests that, in Quito Spanish, delaryngealized coda [S] does not acquire categorical voice specifications during the phonological derivation either by autosegmental spreading or by default feature insertion; she claims, rather, that expressions like gas acre and gas noble merely display the effects of gradient passive voicing in phonetic impleınentation (Keating 1988). If Colina is right, then the surface phonological representation of gas acre is [ga.'Sa.kce], with overapplication of delaryngealization in the onset; but this can be analyzed without difficulty as involving OO-correspondence with the citation form $g$ a[S]: cf. (25) and (26).


Is Colina's re-analysis correct? This question cannot be settled on a priori grounds: in particular, the fact that the environment for $/ \mathrm{s} /$-voicing in gas acre straddles a word boundary does not by itself warrant the conclusion that the process must be gradient rather than categorical (chapter 89: cradience and Catecoricality in phonological theory). Electropalatographic studies have adnittedly shown that many instances of assimilatory external sandhi involve gradient co-articulation (i.e. reduction, overlap, and blending of articulatory gestures), rather than cotegorical assimilation (i.e. delinking and spreading of discrete phonological features): see e.g. Barry (1985), Wright and Kerswill (1989), Nolan (1992), Hardcastle (1995), and Zsiga (1995). However, there is also compelling evidence for the existence of categorical external sandhi. Holst and Nolan (1995) and Nolan ot al. (1996) argue persuasively that at least some instances of /sill/ $\rightarrow\left[\int^{\prime}\right]$ sandhi in British English do involve discrete feature delinking and spreading; the likelihood of categorical assinvilation increases in the absence of the major prosodic boundary associated with a break between clauses. Ladd and Scobbie (2003) report that, in Sardinian, total anticipatory assimilation between singletons across word boundaries yields long consonants that are phonetically equivalent to underlying geminates (citapter 37: geminates). Ellis and Hardcastle (2002) examined inter-and intra-speaker variation in fast-speech / $\mathrm{n} \# \mathrm{k} /$ sandhi in British English, and found no fewer than four different idiolectal strategies (chapter 92: variability): (i) absence of accolnnodation between the two segnents (in two out of ten subjects); (ii) gradient co-articulation (in two out of ten subjects); (iii) categorical assimilation (in four out of ten subjects); (iv) variation between categorical assimilation and absence of accommodation, with avoidance of coarticulation (in two out of ten subjects). Crucially, type (iv) speakers did not produce residual coronal gestures, but realized the nasal either without any tongue-tip raising at all or with full mid-sagittal linguo-alveolar closure; this behavior is inconsistent with gradient gestural reduction, but refects the variable application of discrete feature delinking and spreading across word boundaries. Kochetov and Pouplier's (2008:414) Korean subjects exhibited the same behavior in /t\#p/ and /t\#k/ sandhi. These findings clearly indicate that a process of external sandhi may
apply gradiently for a speaker in some tokens, and still be categorical for other speakers, or for the same speaker in other tokens. It is therefore unsafe to relegate external sandhi to the phonetics without further arguinent.

Although instrumental evidence is lacking, Robinson (1979) and Lipski (1989) provide strong indirect evidence that, in many instances, word-final prevocalic /s/ does undergo categorical voicing in Quito Spanish. First, the process applies regularly in all registers independently of speech rate: it "may be frequently observed even in slow, disconnected or interrupted speech" (Lipski 1989: 53-54). Secondly, native speakers of the dialect rely on the difference between [s] and [z] to discriminate between minimal pairs like (23b): In sidn [a.'si.0ِ0] 'hath been' vs. Thas ifo [a.'zi.ס̄o] 'hast gone' (Robinson 1979: 136, 140-141; Lipski 1989: 55). Thirdly, word-final /s/ voicing can be used as a turn-holding device before hesitation pauses (Robinson 1979: 141). Robinson records the following example, where he describes the realization of the /s/ of $\varepsilon s$ as "strongly voiced":

```
es... tres ...
[e%:: `tresi]
'it's . . . uh . . . three ...' (Robinson 1979: 141)
```

It appears that the speaker intentionally produced a sandhi form of es to signal the fact that he or she had not reached the end of the utterance, Lipski (1989:54) adduces further cases. For these reasons, Bradley and Delforge (2006: 39) conclude that the voicing of wrord-fincal prevocalic /s/ in Quito Spanish "ref.ects a phonological [+voice] specification," as opposed to "gradient interpolation of glottal activity through the constriction period of phonetically targetless [S]." This conclusion is incompatible with Colina's (2009) answer to the questions that Quito Spanish /s/-voicing raises for OO-correspondence.

The cyclic derivations proposed in (24) can moreover be seen as the synchronic outcome of a simple series of commonplace diachronic innovations (§3). We may assume that, in an initial round of phonologization and stabilization, the lack of robust phonetic cues for laryngeal features in codas was reinterpreted as phraselevel coda delaryngealization. Analogical change then caused this process of coda delaryngealization to percolate up to the word level. Finally, a second round of phonologization and stabilization caused the gradient passive voicing of delaryngealized sibilants in pre-sonorant contexts to be re-analyzed as a categorical phrase-level process of context-specific default feature insertion.

## 7 Phonologically masked bases II: English linking and intrusive $r$

Quito Spanish /s/-voicing is not an isolated case: it is not unusual for wordfinal prevocalic consonants to exhibit properties that are opaque in prevocalic position, but which nonetheless fail to match those of utterance-final consonants in citation forms. Linking and intrusive $r$ in non-rhotic dialects of Enylish provides another instance of this phenomenon. Again, a stratal-cyclic approach to the morphosyntax-phonology interface can easily deal with the facts, whereas OO-correspondence must shift some of the descriptive burden to a different component of the grammar: in this case, the theory of representations.

Most non-rhotic dialects of English (Wells 1982: 75-76, 218ff.) allow [r] in onset positions, such as word-init lally or word-medially before a stressed or unstressed vowel (28a), ${ }^{9}$ but forbid [i] in coda positions, such as word-medially or word-finally before a consonant or pause (28b). This is formalized as (28c).

```
a. rack [.əæk]
    raccoon [ıә.' \({ }^{\text {h}} \mathrm{u}\) :n]
    carouse [k'ә.'ג:a:oz]
    caramel ['k'æ..ıə, nาモł]
b. cart \(\quad\left[k^{h} a: t\right] \quad *\left[k^{h} a: a t\right]\)
    car II [k'c:I] *[kna:, Ill]
```



```
c. \({ }^{*} \operatorname{Coda}[\mathrm{x}]\)
    +C.oda
        I
```

Crucially, most non-rhotic dialects tolerate [.] word-finally before a vowel, whether the consonant was present etymologically ("linking $r^{\prime \prime}$ ) or not ("intrusive $r^{\prime \prime}$ ).

$$
\begin{align*}
& \text { a. the car is newe [0.a, } k^{h} \text { a:.,.Izz.'nju:] linking } r \tag{29}
\end{align*}
$$

The fact that linking and intrusive $r$ escapes the phonotactic ban in (28c) indicates that it surfaces in the onset (critapter 55: onsets). In English, however, word-final prevocalic $r$ (including linking and intrusive $r$ in non-rhotic dialects) exhibits lenition in comparison with canonical onset $r$; the transcriptions above reflected this phenomenon by distinguishing between unlenited [.I] in (28a) and
 plays the following properties: (i) shoorter duration (Cruttenden 2001: 289; Tuinman et al. 2007: 1905-1906); (ii) earlier timing of the tongre-root gesture (Campbell et al. 2010: 62); (iii) smaller magnitude of the lip gesture (Wells 1990; Campbell ct al. 2010: 63-64); (iv) smaller magnitude of the tongue-tip gesture (Gick 1999: 47-49; Campbell et al. 2010: 63-64); (v) greater magnitude of the tongue-root gesture (Canาpbell ct al. 2010: 63-64); (vi) greater intensity (McCarthy 1993: 179; Tuinman ct al. 2007: 1905-1906); and (vii) higher F3 (Hay and Maclagan 2010). Thus dialects with intrusive $r$ afford minimal pairs such as the following (McCarthy 1993: 179):
(30) a. sawe eels [so:.̦̦i:łz]
b. staw recls [so:..ii:tz]

If, as I have suggested, linking and intrusive [Jָ] escapes the phonotactic restriction in (28c) because it surfaces in onset position, just like word-initial [ $x$ ], then the reasons why the former undergoes lenition and the latter does not are not apparent on the surface: thus $r$-lenition overapplies (CHAPTER 74: RULE ORDERING).

[^258]However, this opaque pattern is easy to describe in stratal-cyclic terms (Kiparsky 1979: 437ff.; McCarthy 1991: 203-204). Intrusive $r$ is inserted at the word level after $\omega$-final non-high vowels in order to satisfy the constraint FinalC, i.e. *V] $\omega$ (McCarthy 1991: 203, 1993: 176), which outranks ${ }^{*}$ CODA $[x]$ at the word level. ${ }^{11}$ In the same cycle, the inserted $r$ is targeted by coda lenition and undergoes a corresponding featural change: it acquires the feature [lax], say. At the phrase level, however, the relative ranking of FinalC and ${ }^{*}$ Codas $[\mathrm{r}]$ is reversed: in consequence, word-final $r$ undergoes deletion in preconsonantal and prepausal environments, but in prevocalic position it escapes into the onset, carrying with it the feature [lax].
(31) a. Word level: FinalC $\gg$ © $\operatorname{Cuda}[$. $]$

| sace | Reece |
| :---: | :---: |
| (a) | (s) |
| $\mid$ |  |
| $\Sigma$ | $\Sigma$ |
|  |  |
| (1) | \% |
| $\pi \because$ | $\Uparrow$ |
| S J J | dis |
| , |  |
| [lax] |  |

b. Phrose level: *Coda[r] > FinalC


[^259]As in the case of Quito Spanish／s／－voicing（§6），this synchronic system can easily be understood as the product of a straightforward series of ordinary phonological changes：

| （32） | level processes | manner | manner is | Anna | Amma is |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Initial stagre |  |  |  |  |
|  | WL | ［mぬ゙nง．1］ | ［mæ．nox］［1z］ | ［æ．n๑］ | ［æ．nっ］［12］ |
|  | PL | ［mæ．nax］ | ［mæ．na．diz］ | ［æ．nə］ | ［æ．na．ız］ |

b．Phonologization and stabilization（I）：Lenition of $[\mathrm{x}]$ in codas enters the phrase level WL［mæ．nax］［mæ．naı］［1z］［æ．nə］［æ．na］［iz］ PL lenition［mæ．naı̦］［mæ．nə．גtz］［æ．nə］［æ．nə．ız］
c．Analogical input restructuring（l）：Lenition of［x］in codas climbs wh to the word level


| PL |  |
| :---: | :---: |
|  |  |

d．Phonologization and stabilization（U）：Deletion of［ג］in codas enters the phrase leod

| WL | lenition | ［mæ．naı］ | ［mæ．naı］［12］ | ［æ．nə］ | ［æ．na］［ız |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PL | deletion | ［mæ．na］ | ［mæ．na．\̦12］ | ［æ．nə］ | ［æ．n．．ız］ |

e．Analogical input restructuring（II）：Analogical extension of iword－level final［ $\underset{\downarrow}{\mathrm{t}}]$
 PL deletion［mæ．na］［mæ．na．ıız］［æ．nə］［æ．nə．лız］

The path for（32e）was smoothed by a general process of schwa apocope（char－ ter 26：Schwa）in Middle English（Minkova 1991）．As a result of this，Early Modern English had relatively few words like Anna，with an underlying final／a／．Thus， the rise of phrase－level $r$－deletion in codas brought about a siturntion in which most tokens of preconsonantal or prepausal［a］alternated with prevocalic［aj］．In these circumstances，learners re－analyzed phrase－level representations like［ $\mathfrak{\pi} \cdot \mathbf{n} \mathfrak{\imath l} \|$ ］as derived by $p$－deletion from word－level［æ．naı］．＂


In turn，this analogical extension of final［ $\frac{3}{\mathrm{~s}}$ ］across wrord－level outputs eventually resulted in a word－level ban of $(\omega)$－final［a］，enforced where necessary by［גָ $]$ ］－insertion．

This stratal－cyclic account of the diachronic rise and synchronic operation of $r$－intrusion avoids many of the pitfalls incurred by its best－known connpetitors． Rule－inversion scenarios resulting in a phrase－level hiatus－breaking rule of ［d］－epenthesis in onsets（e．g．Vennemann 1972：216；McMahon 2000：ch．6；Bermúdez－ Otero and Hogg 2003：99ff．）do not account for the lenited realization of intrusive $r$（chalter 6f：LENITION）．In turn，restructuring scenarios in which／a／is replaced

[^260]by / $\partial \Delta /$ in underlying representations (e.g. Donegan 1993) fail to account for the regular and productive nature of $r$-intrusion (see the references in Heselwood 2009: 86). A regular process of [1]-epenthesis in $u$-final position at the word level incurs neither problem.

Furthermore, the diachronic scenario outlined in (32) accords perfectly with the normal life cycle of phonological processes (§3). Both $r$-lenition ( $[x] \rightarrow\left[\begin{array}{l}\mathrm{I}\end{array}\right]$ ) and $r$-deletion ( $[\ddagger \rightarrow \varnothing$ ) first entered the categorical phonology from below, as phrase-level processes applying across the board ((32b) and (32d)). The analogical change causing lenition to climb up from the phrase to the word level (32c) proceeds by input restructuring: the lenited [2] in surface ${ }_{\text {PL }}$ [mæ.nas] is re-analyzed as present in the output of the word level. ${ }^{12}$ Moreover, $r$-lenition entered the grammar earlier than $r$-deletion (as must be the case, since the former is a precondition for the latter), and so has been exposed to analogical pressures for longer: it is therefore unsurprising that $r$-lenition should be more advanced in its life cycle than $r$-deletion, the former having reached the word level, the latter remaining at the phrase level.

In this light, the synchronic markedness reversal illustrated in (31) can be seen as arising from a clash between disparate diachronic forces: the high ranking of *Coda[r] at the phrase level reflects the phonologization of phonetic effects; in contrast, the high ranking of FinalC at the word level refiects the analogical restructuring of phrase-level inputs. If so, McCarthy's (1993: 181-182) complaint of arbitrariness against his own previous stratal analysis (McCarthy 1991: 203204) arguably betrays a failure to strike a proper balance between synchronic and diachronic explanation (cf. Bernıúdez-Otero 1999: 98-107).

If this account is correct, then English linking and intrusive $r$ raises difficulties for OO-correspondence. The segment's lenited realization is opaque because there is no $r$-lenition in onsets. To explain the facts, OO-correspondence would need to find a surface base in which [ף] occurred transparently, i.e. in the coda. Yet this is inpossible, as the defining property of non-rhotic dialects is precisely that they do not allow $r$ to surface outside the onset.


Yet, as in the case of Quito Spanish /s/-voicing, the proponents of OOcorrespondence may deflect this argument by putting forward a transparent analysis of linking and intrusive [^ָ $]$. McCarthy (1993: 178-181) does so by invoking ambisyllabicity (Kahn 1976). In this approach, linking and intrusive [גָ] is

[^261]permitted to surface because it has an onset attachment, but it is lenited because it has a link to the coda too: cf. (31b) and (35).


In this sense, ambisyllabicity enables McCarthy (1993: 178-181) to conflate two stages of a cyclic derivation into a single representation - at the cost of adopting a less restr ictive theory of syllable structure.

However, ambisyllabicity incurs problens of its own, and has been argued to provide an inconsistent account of English segmental allophony (e.g. Kiparsky 1979: 437ff.; ]ensen 2000; Harris 2003). Bermúdez-Otero (2007a: §14-§24) notes two ambisyllabicity paradoxes. Since Kahn (1976), the standard diagnostic for ambisyllabification in English has been /t/-flapping. In most North American dialects, /t/ undergoes flapping in two environınents: foot-medially between a vowel or / 1 / and another vowel (36a), and word-finally between a vowel or /ג/ and another vorvel (36b).
(36) a.
E[... $\left.\left\{\begin{array}{l}V \\ s\end{array}\right\}-\mathrm{V} \ldots\right]$ e.g. [r] in Patty, party, parity b. $\left\{\begin{array}{l}V \\ s\end{array}\right\}$ _ ]cword $V \quad$ e.g. [r] in pat it, pat Eve, at it, at case

Since the segmental conditions in these two environments are exactly identical, formulating two separate rules of flapping would miss a generalization. Accordingly, Kahn proposed that the two environments could be unified prosodically: in (36a) /t/ becomes ambisyllabic by Coda Capture, and in (37b)/t/ becomes anıbisyllabic by Onset Capture.


Thus Kahn's strategy was to use syllabification to channel the allophonic effects of both stress and word boundaries. Yet this solution does not general:ze to other English consonants. Consider, for examıple, /l/-darkening in the Midwestern American dialect studied by Sproat and Fujimura (1993). This dialect exhibits Kahn's canonical pattern of /t/-flapping. By implication, /l/ too should display the same allophone, either clear [l] or dark [ 4 ], in foot-medial intervocalic position (e.g. Bee/l/ik) and in word-final intervocalic position (e.g. Bee/l/ equates): /I/ should be anbisyllabic in the former by Coda Capture and in the latter by Onset Capture. As Sproat and Fujimura (1993: 308) themselves note in passing, however, this prediction proves false: X-ray microbeam cinematography revealed that their subjects produced clear [1], with the coronal gesture phased before the dorsal gesture, in Bee/l/ik, whereas they produced dark [1], with the dorsal gesture phased before the coronal gesture, in Bee/l/ equates.


In this dialect, therefore, Kahn's ambisyllabification rules work for /t/, but not for /I/. This is Bermúdez-Otero's (2007a) first ambisyllabicity paradox. A second paradox arises from a conflict between /t/-flapping and pre-fortis clipping (Bermúdez-Otero 2007a: §21-§24), and Kiparsky (1979: 440) observes a third paradox, further discussed by Nespor and Vogel (1986: 93-94). By casting doubt on the existence of ambisyllabicity, these paradoxes challenge McCarthy's (1993) transparent re-analysis of linking and intrusive $r$ in (35).

In contrast, the English dialect described by Sproat and Fujimura poses no difficulties for a stratal-cyclic model with onset-maximal stem-level syllabification and resyllabification of prevocalic consonants in word-level and phrase-level cycles (Bernúdez-Otero 2007a: §18-§20). The right results follow from the operation of two word-level processes: one laxes /it/ in non-fuot-initial position (Kiparsky 1979: 437 ff.; Jensen 2000; Harris 2003); the other darkens /l/ in the coda. A full typology of English dialects supports the need to allow individual allophonic processes to target either weak positions in the syllable (i.e. the coda) or weak positions in the foot (i.e. in a trochaic system, anywhere outside foot-initial onsets). Notably, an iinnovative pattern of foot-based /l/-darkening (e.g. ye[t] naw, vilt]age) is attested alongside the conservative syllable-based pattern: see Olive et al. (1993: 366) and Hayes (2000: 95-96) for American dialects, and Carter and Local (2007) for British dialects. ${ }^{13}$

In sum, English linking and intrusive $r$ raises the same problem for OO correspondence as Quito Spanish /s/-voicing: both are patterns of external sandhi in which word-final prevocalic consonants display opaquely derived properties that are absent from citation forms. In both cases, OO-correspondence declines responsibility for the facts, and shifts the burden of explanation either to phonetic implementation or to the theory of representations.

[^262]
## 8 Non-surfacing bases in non-canonical paradigms: Albanian stress

In the examples of norphosyntactically induced misapplication discussed in $\S 6$ and $\mathfrak{\xi} 7$, the surface bases required by OO -correspondence are unavailable for phonological reasons: a phonological process applies normally in a non-fiinal cycle $C$, but the output of $C$ never surfaces transparently, because it is always altered by the operation of subsequent phonological processes in later cycles. However, the output of $C$ may also fail to surface unclanged, for purely norphological reasons. This effect stands out with particular clarity in non-canonical inflectional paradigms, i.e. paradigms exhibiting phenomera such as deponency, defectiveness, suppletion, or heteroclisis (Corbett 2007). In such circumstances, the predictions of cyclicity and OO-correspondence diverge dramatically. Let two wrords $a$ and $b$ have identical syntagmatic structures in all relevant respects, but belong to paradigms with different sets of cells: one canonical, the other non-canonical. The theory of the cycle predicts that, in the phonology, $a$ and $b$ must exhibit the same effects of procedural morphosyntactic conditioning (§1), since the course of cyclic derivations depends on syntagmatic structure alone (Bobaljik 2008: 32; Bailyn and Nevins 2008: 242). In contrast, OO-correspondence predicts the opposite, as transderivational identity effects depend on the availability of surface bases. On the basis of evidence from Albanian, Trommer $(2006,2009)$ argues that the first prediction is true, the second false. In this section I briefly summarize Trommer's argument, omitting his detailed motivation of the morphological segmentations underpinning the analysis.

Trommer (2004) found that Albanian polysyllabic words bearing no overt inflection display final stress in either of two cases: (i) if the final syllable is headed by a non-mid vowel (i.e. by /i/, /u/, or /a/), as in (39a) and (39b), or (ii) if the final syllable is buth headed by a full vowel (i.e. by a vowel other than /a/) and closed by a consonant, as in (39b) and (39c)). Otherwise, stress falls on the penultina, as in (39d) and (39e).

|  | [ju.hง.'si] | 'linguistics ${ }^{\prime}$ |
| :---: | :---: | :---: |
|  | [a.ka.'ku] | 'here and there' |
|  | [ i .1 .43 a ] | 'prayer' |
| b. | [ar.'mik] | 'enemy' |
|  | [tfi.'fut] | 'gipsy' |
|  | [ce.zul.'tat] | 'result' |
| c. | [a.'det] | 'habit' |
|  | [pa.'tok] | 'gander' |
| d. | ['ho.le] | 'swring' |
|  | ['ba.bo] | 'midwife' |
|  | ['ho.ns] | 'monn' |
| e. | ['a.far] | 'near' |

In word-forms containing overt inflectionsil markers, however, stress assignment often misapplies. Consider, for example, the present indicative of a verb with a canonical paradigm (Table 85.2).

According to Trommer, metrical opacity arises as a consequence of the fact that the domain of stress assigrunent is the stem, not the word: stress is assigned transparently in stem-level cycles, but is rendered opaque at the word level

Table 85.2 The present indicative of the Albanian verb formoj 'form' (NACT denotes 'non-active')

|  |  |  | LIR | $S R$ | opaque stress? |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ACT | sc | 1 | Civeed [ sixan Ifor mo-j]] | [for.'mojl | no |
|  |  | 2 |  | [for. 'mon] | no |
|  |  | 3 | [avocit siend [formo-n]] | [for.'mon] | no |
|  | PL | 1 |  | [for.'moj.m.] | no |
|  |  | 2 |  | [for.'mo.ni] | yes: *[for,mo'ni] |
|  |  | 3 |  | [for.'moj.nə] | no |
| SACt | sc | 1 |  | [for.'mo.hem] | yes: *[for.mo.'hem] |
|  |  | 2 | creard siomlformo-j] asulhe- [I] | [fore 'mothesl | yes: *[for.mo.'hes] |
|  |  | 3 | cruerd simulformo-j] assulhe-t]] | [for. 'mohet] | yes: *for mo.'het] |
|  | PL | 1 | cavoral sient [for mo-j] arsalhe-mil] | [for. 'mohemi] | yes: *formohe.miJ |
|  |  | 2 | civoral [sienilformo-j] Andide-ni]] | [for.'mo.he.ni] | yes: *[for,mohe.'ni] |
|  |  | 3 | civoral siterilfornio-j] ;ssar [he-n]] | [for.'mo.hen] | yes: *[for.mo.'hen] |

by the addition of inflectional suffixes and by regular internal sandhi at the stem-suffix juncture.
(40) a. Internal sandhi processes

$$
\begin{aligned}
& n n \rightarrow n \\
& j \rightarrow \varnothing / \ldots h
\end{aligned}
$$

b. Sample derizations

|  | wh [sl[formo-j] |  |
| :---: | :---: | :---: |
| SL (stress assigrıment) | [for.'moj] | [for.'moj] [hem] |
| WL (internal sandhi) | - | [for.'mo.hem] |
|  | 'form (act 1sc)' | 'form (nact 1sc)' |

Let us now turn to verbs with non-canonical paradigms. The verb pendohem 'regret', for example, exhibits deponency: it lacks a voice alternation, and its fixed lexical meaning is expressed by a series of non-active forıns (Table 85.3). Crucianlly, the absence of non-active forms entails that the location of stress is opaque throughout the present indicative.

This fits with the predictions of cyclicity: since the single series of forms of a deponent verb has the same syntagmatic structure as the non-active series of a canonical verb, both must display the same pattern of netrical opacity; compare (40b) and (41).

$$
\begin{gather*}
\text { w.I sclpendo-j] sit }[\text { he-m]] }  \tag{41}\\
\text { [pen.'doj] [hem] } \\
\text { [pen.'dohem] } \\
\text { 'regret (1sG)' }
\end{gather*}
$$

In contrast, OO-correspondence seems unable to account for the inisapplication of stress assignment in the present indicative forms of Albanian deponent verbs: there are simply no suitable surface bases with transparent stress.

Table 85.3 The present indicative of the Albanian verb pentomen 'regret'

|  |  |  | $U R$ | $S R$ | opague sfress? |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AC. ${ }^{\text {I }}$ |  |  | - | - | - |
| Nact | 56 | 1 |  | [pen.'do.hem] | yes: *[pen.do.'hem] |
|  |  | 2 | Giviral stem[Pendo-j] asfiche-f]] | [pen.'do.hesl | yes: *[pen.do.'he f] |
|  |  | 3 | civoral siem[pendo-j] Asfuthert]] | [pen.'do.het] | yes: *[pen.do. 'het] |
|  | PL | 1 | civorol sitem[pendo-j] asfur $[$ he-mi]] | [pen.'do.he.mi] | yes: *[pen.do.he.'mi] |
|  |  | 2 | (:Winod slım[Pendo-j] Affriche-ni]] | [pen.'de.he.ni] | yes: *[pen.do.he.'ri] |
|  |  | 3 |  | [pen.'de.hen] | yes: *[pen.do.'hen] |



Thus Trommer's analysis suggests that morphologically induced misapplication depends on syntagmatic structure, not on the contents of paradigms.

In the case of Quito Spanish /s/-voicing, the advocates of OO-correspondence shifted the burden of explanation to phonetics (56); in the case of English linking and intrusive $r$, to the theory of representations (\$7). A similar escape maneuver in the case of Albanian stress might conceivably appeal to morphology, e.g. by claiming that stress assignment in Albanian verbs has been partly or wholly morphologized. Whatever the merits of such an argument, OO-correspondence will remain in an anomalous position until enough languages are found in which systematic patterns of morphologically induced phonological misapplication fail to hold in defective, deponent, suppletive, and heteroclitic paradigms.

## 9 Further challenges to OO-correspondence

The case studies presented in $56-58$ provide the most direct challenge to the theory of OO-correspondence: in all three cases, the necessary surface bases appear to be unavailable. However, transderivational theories face other questions, brief.y noted in 5 5: what expressions can qualify as surface bases, and how are they selected?; should OO-identity be symmetrical, base-prioritizing, or both?
(See chapter 83: paradicms.) Whist these problems have attracted a great deal of attention in the literature, the fact that $O O$-correspondence fails to preserve much of the corroborated empirical content of cyclic theory has generally prompted less discussion. One key instance is the Russian Doll Theorem ( $\$ 3$ ).

For example, (43) reports the incidence of /I/-darkening in three English dialects where the process has not yet become font-based (i.e. where /l/ remains light in village: see §7). ${ }^{14}$ From this evidence one can reliably infer a pattern of diachronic evolution instantiating the Russian Doll Theorem: (43) is a perfect inatch for (12) and (13).

|  | RP | Am1 | Am2 |
| :---: | :---: | :---: | :---: |
| Healey | 1 | 1 | 1 |
| heal-ing | 1 | 1 | $t$ |
| heat it | 1 | t | $t$ |
| heal 1 | ! | ł | t |
| darkening of rhymal /1/ applies at ... | PL | WL | SL |

In a transderivationsl analysis, however, the inevitability of the Russian Doll pattern disappears. For example, Hayes (2000: 102) proposes two separate OO-identity constraints to capture the facts in (43): Am1 shows an effect of high-ranking OO-Ident(Phrasal); Am2 shows effects of both OO-Ident(Phrasal) and OOIdent(Morlibological).


By factorial typology, however, these two constraints can generate an impossible dialect with [hist, his.hn, his.lıt], in violation of the Russian Doll Theorem. All that is reeded is a constraint hierarchy of the following type:

$$
\begin{equation*}
\text { *Coda }[l] \gg \text { OO-ldent(Murpholucical) } \gg{ }^{*}[t] \gg \text { OO-Ident(Phrasal) } \tag{45}
\end{equation*}
$$

To avoid this result, Hayes (2000: 102) resorts to stipulating an innate fixed ranking in Universal Grammar:

> OO-Ident(Phrasal) >> OO-Ident(Morpholocical)

The explanatory loss is plainto see: whereas (11) was a corollary, (46) is an axiom.

[^263]It thus looks as if a great deal of work remains to be done before OOcorrespondence can claim to have superseded the cycle.
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# 90 Frequency Effects 

Stefan A. Frisch

## 1 Introduction

This chapter provides a review of evidence that occurrence frequency has an influence on phonological patterns. The examination of quantitative or statistical patterns in phonology, and grammar more generally, pre-dates the development of modern linguistic theory. For example, Zipt (1965) ex،amined statistical properties of texts and noted a variety of effects that still have relevance in current theoretical discussions, such as the tendency for reduction of high-frequency words. Bolinger (1961) and Herdan (1962) discussed gradience and statistical distribution as a natural middle ground between the grammatical extremes of the acceptable and the unacceptable. However, given the limitations both in the understanding of language structure and in the computational resources for conducting quantitative studies, this type of research did not gain much traction in the field of linguistics more generally. With the availability of lexical and usage corpora now available, and armed with the descriptive and theoretical advances of modern linguistic theory, a variety of authors are now arguing for the influence of frequency on phonological patterns in synchronic phonology and morphophonology, phonological acquisition, and diachronic phonology. In many ways, phonology is the ideal domain in which to study the potential role of frequency effects in grammar (Herdan 1962). The set of basic phonological units (phonemes or features) is relatively limited, these units are routinely combined in a reasonably static set of fixed forms (the lexicon), and productive combinations of these units in morphology are also limited in their variety of combination by that same fixed set of units. Morphophonological changes are triggered by phonological environments defined by features (Cilafter 17: distinctive features) or phonemes (chapter 11: the fhoneme) and the results of the changes are within the same set of featural or phonemic varieties.

### 1.1 Definition of phonology

In this chapter, I take phonology to be any aspect of language sound structure that can vary systematically between languages or dialects. This would therefore include inost of what might traditionally be called phonetics. In the debate over
the phonetics-phonology interface, or lack thereof, it has been shown by the laboratory phonology enterprise over the last 20 years that phonetic patterns often vary systematically between languages (Pierrehumbert et al. 2000). Articulatory and co-articulatory patterns are not fully determined by physical limitations, but are instead under some degree of (usually unconscious) control in the individual (e.g. Clumeck 1976; Manuel 1990; Beddor et al. 2002). Similarly, phonetic perception is tuned by language experience, and not wholly determined by auditory physiology (e.g. Werker and Tees 1984; Kuhl et al. 1992; Best and McRoberts 2003). While expanding the donain of phonology to include physically quantitative phonetic effects also expands the potential domain of variability to be dealt with by phonological analysis, this expansion is a necessary step in developing a complete science of language smound structure. While frequency effects can be demonstrated over purely symbolic phonological patterns, expanding the study of the frequency effects on phonology to include traditionally phonetic dimensions may help to integrate synchronic phonology with sociolinguistic and diachronic studies of language sound structure, where phonetic dimensions are often relevant.

Similarly, this chapter will touch on various aspects of morphophonology, where sound patterns vary systematically in inorphologically complex words. Demonstrating frequency effects in this domain supports the argument for frequency effects as part of the theory of grammar regardless of the phonetics/phonology issue. In morphophonology, the data are indisputably grammatical in nature, and some aspect of cognitive computation is required. Frequency effects in morphophonology help to show that frequency effects are not inerely a residue of performance, mentory, general cognition, or diachrony. To the extent that there is a phonological system distinct fron other cognitive structures, a variety of evidence has been gathered in support of the use of quantitative frequency information as part of the operating parameters of grammar.

### 1.2 Definition of frequency

Frequency is the rate of occurrence of a phonological unit, and is unrelated to acoustic frequency. But there are still many possible frequencies, depending on what is taken to be the domain over which occurrences are counted. In studies of language using corpora of language usage, frequency is usually the frequency of occurrence in the corpus. This type of frequency is referred to as token frequency or usage frequency. In English, for example, the token frequency of the phonemes $/ \delta /$ and $/ \mathrm{v} /$ is relatively high, due to their presence in frequently used wrords like the and that, and of and very. Token frequency for words affects phonetic reduction and the resistance of lexical or morphophonological forms to diachronic change (e.g. Bybee 2002), as detailed in later sections.

Abstracting away from repeated usages of a word, phonological patterns can also be examined on the basis of the number of times the pattern is used across different words. This frequency is referred to as type frequency or lexical frequency. The type frequency of the phonemes / $\delta /$ and /v/ in English is relatively low, as they are used in relatively few words. An example of a consonant with a high type frequency is $/ \mathrm{b} /$, which is the most common word onset in English. Some consonants, such as /s/and /t/, have both high token frequency and high type frequency, being used in many words, many of which are common. Other consonants, such as $/ 0 /$ and particularly $/ \xi /$, have both low token frequency
and low type frequency, as they are used in few words, most of which are not common. A consonant cluster with a high type frequency is /st/, which is found in many different words. The token frequency of /st/ is also high, as many of these words are commonly used. Type frequency has been shown to influence metalinguistic judgments for novel word forms (also known as non-words, e.g. Frischet al. 2000), repetition accuracy for non-words (e.g. Vitevitch 2002), and the propensity for phonological or inorphophonological generalization for regular or irregular forıns (e.g. Bybee 1995; Pierrehumbert 2001; Albright and Hayes 2003).

A few other variants of frequency have been examined in particular cases. Transitional frequency (or transitional probability) is the frequency of one form following another in sequence. Transitional probability for intersyllabic consonant phoneme sequences has been shown to inf.uence the parsing of non-words as simple or inorphophonologically complex by adults (e.g. Hay and Baayen 2002), and repetition accuracy for subsequences within non-words in children (e.g. Munson 2001). Neighborhood density is a commonly used measure of word pattern frequency that combines the concepts of frequency and similarity (see also CHAPTER 87: neichborhood effects). It is typically measured as the number of wrords that differ from a target word by a single phoneme substitution or a limited number of phoneme substitutions, insertions or deletions (e.g. Goldinger et al. 1989; Frisch et al. 2000). High neighborhood density has been shown to inhibit word recognition (presumably through competition for lexical access; see Luce and Pisoni 1998), and to facilitate non-word repetition (presumably through activation of frequently used phoneme sequences; Vitevitch 2002).
Neighborhood density can be seen as a more specific application of the general concept of analogy between phonological words or phonological forns. Like neighborhood density, analogy combines the itteas of frequency of occurrence and similarity. Presumably the influence that a phonolog'ical pattern could have via analogy is determined in some way by the frequency of the phonological pattern and the similarity of the pattern to the target context (e.g. Bybee 1995; Davidson 2C66; see also CTHARTER R2: Paradigms). It is alsu cunceivable that analogy could have an infl.uence at a variety of phonological levels, from the phonetic to the phonemic, syllabic, lexical, or morphophonological. The frequency of a phonological pattern at any of these levels may be different, and there is no reason to assume a priori that only one frequency or only one measure of frequency could be relevant.

It is the goal of this chapter to demonstrate thent more than one frequency is relevant to phonology, that different frequencies are relevant to phonology in different ways, and that different levels of phonological generalization are relevant, also potentially in different ways (Bybee 2007). Overall, the theoretical position is that of the "ladder of abstractions," where phonemic categories are generalizations over phonetic patterns, sub-syllabic, and syllabic categories are generalizations over phonemic patterns, lexical and morphophonological categories are generalizations over phonemic, sub-syllabic, and syllabic patterns, and so forth (Pierrehumbert 2003; Beckinan and Edwards 2010). Under this view, higher-level phonological categories emerge as systenatic generalizations over lower-level categories, where the lowest-level category is physical/articulatory/acoustic experience with language. This experience is parsed into more general, abstract categories as repeated similar experiences occur. Frequency may play a role in supporting these generalizations. Token frequency creates robust, entrenched, well-defined categories through frequent exposure. Type frequency leads to grammatical
generalization, as categories occur in a variety of contexts, promoting generalization and parsing of units, presumably for cognitive efficiency (Bybee 2007). Note also that this view includes frequency information as part of the grammar, and not just as a tool that can be used to analyze a lexicon or corpus for phonologically relevant patterns (e.g. as in McCarthy 1994 or Hammond 1999; see the introduction in Bod et al. 2003 for discussion).

## 2 Frequency matching in metalinguistic judgments

Evidence for the relevance of frequency in phonology is found in behavioral experiments in which the frequency or probability of phonological units in stimuli is manipulated or examined, and native-speaker judgments are consulted. It has been found that native speakers are sensitive to phonological frequency in a variety of lexical and morphophonulogical patterns. In the absence of traditional phonological constraints, it has been shown that baseline phonotactic probability is an influence on well-formedness judgments for novel non-words. This suggests that native speakers have encoded frequency information that is present in language data. Whether this knowledge is properly a part of their grammatical competence, as opposed to extra-linguistic information that is accessed as a part of linguistic performance, is a topic of debate. In connection with data presented in later sections that frequency has an influence over the distribution of possible forms in the language, the influence of frequency on native-speaker performance in metalinguistic experinnents has been used to argue that frequency information is part of the knowledge of language sound structure that speakers have, i.e. that frequency effects are psychologically real (Frisch et nl. 2004; Zuraw 2007).

### 2.1 Novel phonotactic combinations

Frisch et al. (2000) presented recordings of novel non-words to naive undergraduate listeners. These non-ivords were constructed by combining attested onset and rime constituents into multisyllabic non-words with no obvious phonotactic violations. The onset and rime constituents (charter 3í: syllable-internal structure) used were of relatively high or low frequency of occurrence, creating novel non-words that were relatively high or low in cumulative expected probability, but with the frequency of occurrence of any particular onset or rime constituent balanced across the experiment. Example non-words are given in (1).
(1) /sıfap/
/zujefus/
/siroseron/

Frisch et al. (2000) found a significant, but moderate, correlation between cumulative expected probability and native English speaker well-formedness judgnents ( $\mathbf{r} \sim 0.4$ ). Well-forme edness judgments were collected in twro different experiments (citapter ys: experimental aptroacites in tifeoretical pionology). In one experiment, speakers were asked to judge the wordlikeness of the novel non-words on a scale from 1 to 7 ( $1=$ impossible, can't be a word of the English; $2,3=$ unlikely, doesn't sound much like a word of English; 4 = neutral, sounds somewhat like a
word of English; 5,6 = likely, sounds like it could be a word of English; $7=$ definitely, sounds just like a word of English). In the other experiment, speakers were asked to judge whether a non-word was acceptable or unacceptable. In both cases, there was evidence for gradient acceptability of the novel non-words as a function of phonotactic probability (Cilapter 89: Gradience and categoricality in ritenolegical the ry). For acceptability judgments, gradient acceptability was apparent when judgments of acceptability were aggregated across participants. For very low probability non-words, very few speakers judged thein to be acceptable. For very high probability non-words, most speakers judged them to be acceptable. For nem-words of intermediate probability, some speakers judged them to be acceptable and some did not. For wordlikeness judgments, where individual participants were able to use a gradient scale to make their judgments, the analysis of individual speaker data found significant correlations with non-word expected probability for most participants. These findings are replicated in Frisch and Brea-Spahn (20:10), where the non-ivords were constructed slightly differently, by random combination of onset and rime constituents (screening out any categorical phonotactic violations that were created by this randoin process, such as the creation of a geininate across the syllable boundary; (hai'ter 37: GEminates).

Bailey and Hahn (2001) presented nonosyllabic non-words to British English speakers in two experiments, one orthographic and the other auditory. Their non-words were selected to differ from real English words by either one or two phonemes (e.g. drump and drolf) but otherwise violated no categorical phonotactic constraints. Participants rated the novel items on a 1 to 9 wordlikeness scale. Bailey and Hahn (2001) examined a variety of predictors for judgnents, focusing on probabilistic phonotactics and lexical neighborhood density. They found that each factor provided an indepentent influence, and thus they argued that both direct lexical information and abstract probabilistic phonotactic information are used in the wordlikeness judgment task. Frisch et al. (2000), in a post hoc examination of their polysyllabic non-word data, found sonnewhat similar results. While polysyllabic words generally have fewer lexical neighbors, the highest probability non-words did show some evidence for lexical neighborhood effects. Howrever, a recent study by Shademan (2006) failed to replicate the lexical neighborhood effects of Bailey and Hahn (2001). Given that phonotactic probability and lexical neighborhood density are confounded with one another, it is perhaps not surprising that it has been difficult to differentiate the two and demonstrate clear influences of both in metalinguistic experiments.

Frisch et al. (2000) was a replication of a study by Coleman and Pierrehumbert (1997). However, the Coleman and Pierrehumbert (1997) study was less systematic in its construction of non-words, and also included non-words with phonotactic violations in onset consonant clusters. They used an acceptability judgment task, and examined aggregate acceptability across the participants in the study. Coleman and Pierrehumbert (1997) found a similar correlation between non-word expected probability and acceptability. They alse found that non-words with phonotactic violations were judged as more or less acceptable depending on the frequency of the other (non-violating) constituents in the word. In other words, high frequency elsewhere in a novel non-word could mediate the detriment to well-formedness caused by a phonotactic violation. The findings of Coleman and Pierrehumbert (1997) are compatible with models of phonological grammar that use a cumulative or aggregate well-formedness in evaluating the output of the grammar, but they
are difficult to capture in a model of grammar where only grammatical violations or only the greatest grammatical violation is relevant to the output.

Albright (2009) also examined well-formedness judgınents for monosyllabic English non-words containing a variety of phonotactically legal and illegal sequences, with variation in frequency of the phonotactically legal sequences. Albright used a model based on transitional probability between natural classes (feature groupings; chapter 17: distinctive features) in an atteinpt to create a more linguistically grounded model that might extend frequency patterns in attested sequences to linguistically related unattested sequences. The goal of the model was to differentiate unattested onset clusters like /bw bn bz/ that have been shown to vary in their wordlikeness (chapter ss: onsets). While the Albright model was successful, he also found that the transitional frequencies betwreen natural class generalizations and the transitional frequencies between segments each contribute to predicting participant judgments, and do not overlap completely. This suggests that multiple levels of generalization may be relevant to participant performance in well-formedness judgment tasks.

Frisch and Stearns (2006) examined onset consonant clusters, presenting a variety of CC initial monosyllabic non-words auditorily to participants (cf. similar non-words presented to child participants by Scholes 1966, reported in Albright 2009). The stimuli included attested English onset clusters with varying frequency. and a few unattested clusters that might be expected to occur in English but do not, based on relatively simple phonological categorization (/sr tl dl ©l/). For the attested clusters, cluster frequency was a significant predictor of well-formedness judgments. Iudgnents of the unattested clusters were surprisingly high, howrever, and sume follow-up investigation has suggested that these clusters were frequently misperceived (e.g. /tl/ heard as /pl/). When orthographic supports were provided (in an unpublished replication study), well-formedness judgments for the non-attested clusters were lower, though not necessarily very different from low-frequency attested clusters such as /gw sf dw/, which might be thought of as less consistent with the overall grammar of consionant clusters in English (Hammond 1999).

### 2.2 Frequency matching in morphophonology

It has also been shown that phonological frequency influences participant behavior in metalinguistic tasks that more directly refect linguistic productivity. For example, Ernestus and Baayen (2003) presented novel verbs to Dutch speakers and asked them to produce past-tense forms. Dutch is one of many languages with a process of word-final devoicing. Dutch verbs contain a variety of exannples where stem-final obstruents alternate, as in (2) (see also Chaptff 80: mergers and neutralization).
(2) /verueit/ 'widen (3sG pres)'
/verveidan/ 'widen (INF)'
There are also examples where sterm-final consonants do not alternate. The standard phonolog tal analysis is that the stem-final consonant may be voiced or voiceless, with neutralization to the voiceless consonant when the stem-final consonant is word-final (Charler gif final devoicing ant final laryngeal
neutralization). Ernestus and Baayen (21003) analyzed the Dutch lexicon and found that cases of alternation are not equally distributed across different natural classes of consonants. For example, stops have a very low rate of alternation, while fricatives have a higher rate of alternation. The rate of alternation also depends on place of articulation (citarter 22: consonantal rlace of articulation). In an experiment, Ernestus and Baayen (2003) presented participants auditorily with a variety of novel verbs with potentially neutralized stem-final consonants (i.e. stimuli with voiceless final consonants), and asked participants to supply an alternative form where the underlying consonant is no longer in a neutralizing context (in this case, the past tense, which is spelled either te or de depending on the voicing of the underlying consonant). An analysis of responses found variation in the frequency with which participants guessed that the stem-final consonant had been underlyingly voiced or voiceless. The frequency distribution of responses matched the frequency distribution of alternation in the lexicon. In particular, even for consonants with a relatively low frequency of alternation, participants still occasionally guessed that there was alternation, rather than uniformly choosing the most likely result, which would be no alternation. Ernestus and Baayen (2003) attribute these frequency effects to the influence of groups of related lexical items, as in a lexical neighborhood effect.

Similar results are found in the case of Hungarian vowel harmony (with the most extensive analysis involving back vowel harmony patterns in the lexicon) and in experimental behavior (Ringen and Vago 1998; Siptár and Törkenczy 2000); Hayes and Londe 21006; Hayes et al. 21009; see also chalter 123: hungarian vowel harmony). Hungarian back vowel harmony is sensitive to roundness for front vowels and proximity between the vowel trigger and the suffix. When a stemfinal vowel is front rounded, the dative suffix takes a front vowel. When the stem-final vowel is back, the dative suffix takes a back vowel. When the stemfinal vowel is front unrounded, some variation is found, depending on vowels earlier in the word. Cases where all vowels in the stean are front unrounded, or where there is a back vowel earlier in the word, can result in either back (3a) or front suffixes (3b), or in synchronic variation between these (3c) (examples from the web corpus study of Hayes and Londe 2006).

```
a. /polle:r-nok/
b. /mutoge:n-nek/
c. /orze:n-nok/ /orze:n-nck/ 'arsenic-DAT'
```

The frequency of back vowel harmony is influenced by proximity of the triggering back vowel to the suffix. With one intervening front unrounded vowel, harmony is fairly common. With two intervening front unrounded vowels, harmony is fairly uncommon. The height of the intervening front unrounded vowel is alsi) a factor, with /i/ more likely to be transparent (facilitating back harmony) and /e/ less likely to be transparent (blocking back harmony). Hayes and Londe (2006) found frequency matching by Hungarian participants in a pencil-and-paper experineent in which participants were asked to generate dative forms for novel Hungarian-like nouns by filling in blanks in a paragraph. This finding was replicated and extended by Hayes et al. (2009) in an experiment conducted via the Internet. In Hayes et al. (2009), frequency matching was demonstrated not only for the influences of trigger and potentially transparent vowels, but also less robustly for generalizations
involving place and manner of intervening consonants and consonant clusters. Hayes et al. (2009) describe these as unnatural constraints, as there is no clear plonological connection between the consonant features involved and vowel backness, and suggest that there may be a bias against the learning of unnatural phonological constraints. Alternatively, the influence of tluese unnatural groupings may merely reflect the influence of lexical neighborhoods of related words.

Overall frequency matching was also found in a study by Zuraw (2007), in which the narginally productive process of nasal substitution in Tagalog was used in a two-part experiment. Tagalog speakers were asked to generate novel derived forms, as in Ernestus and Baayen (2003), and subsequently asked to judge the well-formedness of derived variants on a ten-point scale. A novel example from Zuraw (2007) is shown in (4).

| /bugnat/ | 'to bugnut' |
| :--- | :--- |
| /mambubugnat/ | 'bugnot-er' (mo nasal substitution) |
| /mamumugnat/ | 'bugnot-er' (nasal substitution) |

Nasal substitution in Tagalog is found to varying degrees across the lexicon, and is influenced by the voicing and place of articulation of the consonant (Citapter 78: nasal itarmony). Zuraw (2007) found that speakers' use of nasal substitution and their judgments of substituted forms were influenced by voicing, but she did not find a significant effect of place of articulation. In addition, she found that the use of nasal substitution in novel forns was overall less frequent than its appearance in the lexicon, indicating that the participants in her study had a bias for the regular (non-substituted) form.

In summary, metalinguistic experiments have shown that speaker judgments of novel phonological forms can be influenced by the relative frequency of sub-syllabic constituents within the non-word, as well as by lexical patterns in the application of phonological processes. These data suggest that speakers have encoded frequency information within a variety of static phonotactic constituents as well as within the targets, results, and contexts of phonological and morphorphonological processes. In other words, these data suggest that speakers have statistical knowledge of language sound structure at a var lety of levels.

## 3 Frequency in phonotactics: OCP-Place

The previous section showed examples of the influence of phonological frequency on native speaker performance in phonological experinnents. Quantitative patterns such as these have become a point of interest in the developnoent of theories of grammar and grammar acquisition. In this section, elementary concepts are introduced, in conjunction with the application of these concepts to consonant co-occurrence data. These data have been a driving force in the development of quantitative theories of phonology.

### 3.1 Base phonotactic frequency

It has long been known that phonemes do not all occur with equal frequency (e.g. Zipf 1965; CHAPTER 11: THE PhONEME), Availability of electronic corpora in
recent years has made analyzing the frequency distributions of phonemes eas ier, leading to comprehensive studies of a large number of languages and statistical distributions (e.g. Martindale et al. 1996; Tambovtsev and Martindale 2007), with substantiation of the claim that frequency differences beiween phonemes influence phonological processing.

Given that base phoneme frequencies may vary, the study of phonological combinations requires that these base frequency differences be taken into account (Pierrehumbert 1993, 1994). This approach was taken in a groundbreaking study by Greenberg (1950), in which the statistical combination of consonants in Arabic verbal roots was examined. Greenberg noted several series of consonants that tended not to co-occur with one another within a single root, primarily based on place of articulation. These generalizations were formalized by McCarthy (1994), using the nore general Obligatory Contour Principle (OCP) applied to place of articulation features. In its simplest form, this constraint bans the co-occurrence of consonants within a root that share a place of articulation feature. It was alse, noted that the frequency of co-occurrence varied between places of articulation; that this variation was sensitive to manner features; and that distance between co-occurring consonants was relevant as well (Pierrehumbert 1993; McCarthy 1994; Padgett 1995). However, in a root lexicon modeling study, Frisch et al. (2004) found that a significant portion of consonant co-occurrence frequency across the lexicon could be predicted from base phoneme frequency alone (see also CHARTER 86: MORPHEME STRUCTURE CONSTRAINTS).

### 3.2 Phonotactic constraints and co-occurrence frequency

In the statistical analysis of phonotactic co-occurrence, researchers typically attempt to determine whether some combination is significantly statistically underrepresented, indicat ug a constraint against co-occurrence (e.g. Greenberg 1950; McCarthy 1994). Presumably, statistical overrepresentation could also be found, indicating a preference for certain phonotactic combinations, such as in the co-occurrence of nasal consonants with homorganic stops in clusters. Alternatively, the rate of co-occurrence between related classes of consonants can be exatnined for a significant statistical variance, indicating a difference in the strength of application of a constraint beiween two co-occurrence classes (e.g. Frisch et al. 2004). These statistical approaches all use the notion that the observed frequency of a combination should be equal to the expected frequency of co-occurrence by chance (assuming independent combination of the individual units, such as phonemes, onsets, rimes, or syllables).

As a simple exainple, consider the following hy pothetical table (see Table 90.1) of aggregated consonant coroccurrence data. The style of this exanople follows Wilson and Obdeyn (2009), and is similer to actual data in several studies (Padgett 1995; Frisch et al. 2004; Coetzee and Pater 2008). This could represent the data on consonant co-occurrence from a sample of 500 words that begin with CVC from a language, where the consonant co-occurrences have been aggregated within place of articulation classes to look for OCP-Place effects (cf. the examination of co-occurrence in 500 ltalian verbs in Frisch et al. 20(14). In this table, the number of CVC pairs with each place of articulation combination is given, and the row and column marginal totals show the base frequency of occurrence of consonants in C 1 (right-hand column) or C 2 (bottom row) position.

Table 90.1 Hypothetical co-occurrence data for place of articulation classes in 500 words (following Wilson and Obdeyn 2009)

|  | [labial] | [corconal] | [dorsal] | Mar Cl |
| :--- | :---: | :---: | :---: | :---: |
| [labial] | 12 | 83 | 33 | 128 |
| [coronal] | 104 | 44 | 70 | 218 |
| [dorsal] | 54 | 91 | 9 | 154 |
| Mar C2 | 170 | 218 | 112 | 500 |

If consonants co-occurred randomly in these data, we would expect the place of articulation combinations to be evenly distributed across the different combination groups. In other words, the expected probability of combination would be equal to the marginal probability of CI multiplied by the narginal probability of C2. The marginal probability of Cl or C 2 is the ratio of the frequency of occurrence of the consenant divided by the total number of occurrences. These calculations are summarized in the following equation:

$$
\begin{equation*}
\text { Expected }\left(C_{1}, C_{2}\right)=\mu\left(C_{1}\right) \times p\left(C_{2}\right)=\frac{\operatorname{obs}\left(C_{1}\right)}{\operatorname{totn} l\left(C_{1}\right)} \times \frac{\operatorname{obs}\left(C_{2}\right)}{\operatorname{total}\left(C_{2}\right)} \tag{5}
\end{equation*}
$$

For the case of the [labial]-[labial] combination, for example:

$$
\begin{equation*}
\text { Expected }\left([\text { labial }]_{[ }[\text {labial }]\right)=\frac{170}{500} \times \frac{128}{500}=0.08704 \tag{6}
\end{equation*}
$$

 this calculation for all combinations gives the following table (Table 90.2) of expected consonant co-occurremce, given randorn combination of Cl and C 2 . It's important to note that, in this view, the marginal probabilities for C1 and C2 are taken as a starting point for examining the combinations of CI and C 2 .

Pierrehumbert (1993) attempted to simplify the inspection of statistical cooccurrence data such as these. She used the ratio of the obseived ( O ) co-occurrence vs. the expected ( $F$ ) co-occurrence to provide a single number thent summarized the relative under- or overrepresentation of combinations compared to chance.

Table 90.2 Expected frequency of co-occurrence for hypothetical data in Table 90.1

|  | [labial] | [curonal] | [dorsal] | Mar Cl |
| :--- | :---: | :---: | :---: | :---: |
| [labial] | 43.5 | 55.8 | 28.7 | 128.0 |
| [coronal] | 74.1 | 95.0 | 48.8 | 218.0 |
| [dorsal] | 52.4 | 67.1 | 34.5 | 154.0 |
| Mar C2 | 170.0 | 218.0 | 112.0 | 500.0 |

Table 90.3 Obsenved over expected ( $O / E$ ) ratio for hypothetical data in Table 90.1

|  | [labial] | [coronal] | [dorsal] |
| :--- | :---: | :---: | :---: |
| [labial] | 0.28 | 1.49 | 1.15 |
| [coronal] | 1.40 | 0.46 | 1.43 |
| [dorsal] | 1.03 | 1.36 | 0.26 |

Examining these ratios, the hypothetical data show a statistical pattern of low co-occurrence, $\mathrm{O} / \mathrm{E}$ ratio less than 1, for combinations at the saıne place of articulation. This would be taken as evidence for the operation of a constraint against co-occurrence for homorganic consonants (i.e. OCP-Place). For co-occurrence for different places of articulation the $\mathrm{O} / \mathrm{E}$ ratio is greater than 1 , meaning conccurrence is at or above the level expected by chance. This would be taken as evidence that there is tro constraint against co-occurrence for consonants at different places of articulation.

Since McCarthy (1994), data such as these have been used not only to argue for the presence of a co-occurrence constraint for natural classes of phonemes, but also that there can be different degrees of constraint, or gradience, in phonotactic constraints. Quantitative differences in the frequency of occurrence of combinations (or in $\mathrm{O} / \mathrm{E}$ ratios) have been used to argue tlat some combinations may occur, but are more or less restricted than others. In the case of OCP-Place, quantitative differences have been used to argue for stronger constraints for a variety of consonant combinations: a stronger constraint for identical consonant combinations in comparison to homorganic, but not identical, consonants (McCarthy 1994); a stronger constraint for consonants that are closer together within the root or word (Pierrelnumbert 1993; Buckley 1997; Berkley 2000); a stronger constraint for consonants that share manner features or are more similar in general (McCarthy 1994; Padgett 1995; Frisch et al. 2004; Cnetzee and Pater 2008).

As grammatical models of frequency effects have become more sophisticated, it has been suggested thent quantitative $\mathrm{O} / \mathrm{E}$ data for phonotactic combinations should be treated with caution. Wilson and Obdeyn (2009) demonstrate that differences in $\mathrm{O} / \mathrm{E}$ such as those in Table 90.3 may arise due to a combination of constraints, without necessarily indicating a difference in the strength of a constraint. First, note that in the hypothetical data there are differences in the marginal probabilities for the different consonant places of articulation, as is common in natural data. The [coronal] class is overall more frequent both as C. 1 and as C2 in comparison to the [labial] and [dorsal] classes (Citapter 12: coronals). In the MaxEnt grammar model Wilson and Obdeyn (2009) use, discussed later in this section, these differences in marginal probability arise from constraints on individual consonant classes. These constraints would then interact with OCP-Place constraints for combinations of consonants.

Table 90.4 shows a set of hypothetical constraint weights for this general type of interaction model, based on the hypothetical data. The hypothetical constraint weights are given as fractions in order to inore transparently reveal their inpact on the frequency of occurrence of features and feature combinations, and so are

Table 90.4 Hypothetical constraint weights for a simplified interactive model of consonant phonotactics

|  | [labial] | [coronal] | [dorsal] | Mar Cl |
| :--- | :--- | :--- | :--- | :--- |
| [labial] | $\mathbf{0 . 2 5}$ | 1 | 1 | 0.256 |
| [coronal] | 1 | 0.25 | 1 | 0.436 |
| [dorsal] | 1 | 1 | 0.25 | 0.308 |
| Mar C2 | 0.340 | 0.436 | 0.224 |  |

not identical to the weights for a MaxEnt model of these data. These weights are most similar to the quantitative constraint values used in the Frisch of al. (2001) stochastic constraint nodel. In a MaxEnt noodel, the constraint weights would be inversely related to frequency and the connection from a particular weight value to frequency is less transparent. In this table, the marginal values are constraint weights for individual place of articulation features in C 1 or C 2 position (based directly on the narginal probabilities for simplicity of exposition), and the combination weights represent a uniform OCP-Place effect across different places of articulation. A 0.25 weight on combinations of the same feature is used in this example, providing a strong but not categorical restriction on co-occurrence. A weight of 1 is assigned to combinations for different features, suggesting these pairs are unrestricted.

From these constraint weights, it can be shown that differences in the cunnulative weight for place combinations can result as a combination of the weights for marginal probabilities and the uniform OCP-[Place weight for all combinations. For example, for [lab ial]-[labial] combinations:
(7) $\operatorname{Weight}(\mathrm{C} 1$ [labial]) $\times$ Weight(C2 [labial]) $\times$ Weight(C1 [labial] \& C2 [labial]) $=0.256 \times 0.340 \times 0.25=0.02176$

But for [coronal]-[coronal] combinations:
(8) Weight(C1 [coronal]) $\times$ Weight $(C 2$ [coronal]) $\times$ Weight $(C 1$ [coronal] \& C2 [coronal]) $=0.436 \times 0.436 \times 0.25=0.04752$

The ratio of the cumulative constraint weights is approximately 1 to 2 , which roughly corresponds to the ratio of O/E for [labial]-[labial] vs. [coronal]-[coronal] conbinations. Thus the same degree of direct constraint on consonant combination, interacting with positional constraints for differences in marginal consonant frequencies, produces differences in the cumulative constraint for combinations. In the Wilson and Obdeyn (2009) approach, the base phonotactic frequencies for consonant occurrence are modeled as part of the grammar, rather than taken as a starting point from which to model phonotactic combination.

### 3.3 Quantitative OCP-Place effects

A fruitful doınain for the examination of frequency as a relevant dimension for phonological constraints has been the study of long-distance constraints on consonant combination, originally characterized for Arabic as an application of
the Obligatory Contour Principle to place of articulation classes (McCarthy 1994). McCarthy (1988) first observed that the occurrence of Arabic verbal roots with identical consonants was restricted to forms of the type sdd, where C2 and C3 are identical. This pattern was analyzed using the formalism of autosegneental phonology as involving spreading from the C2 to C3 position in a root with only two consonants, e.g. sd, in order to fill three consonant positions in a template (chapter vos: tier segregation; chapter res: semitic templates). This analysis of the asymmetry in appearance of identical consonants in the Arabic verbal roots more or less still stands. McCarthy (1994) observed that the co-occurrence series originally presented by Greenberg (1950) could also be analyeed as an application of the OCP to place of articulation features where place of articulation features are located on distinct autosegmental tiers in feature geometry (chal'ter 27: the urganization of features). One advantage of this analysis was the ability to capture co-occurrence constraints betwreen C 1 and C 3 in a threeconsonant root, where the middle consonant would be invisible to the application of the constraint, due to the segregation of place features onto distinct tiers, as in (9). In this approach, two distinct OCP constraints are active in the Arabic roots, in order to prevent roots with identical $\mathrm{C} 1-\mathrm{C} 2$, and also to restrict roots with homorganic consonants in any position.


Frisch et al. (2004) argue that sorme type of gradient analysis of OCP-Place effects is necessary, as any set of categorical constraints on co-occurrence will either have an unacceptably large number of exceptions or fail to explain an unacceptably large number of non-occurrences. They constructed a variety of categorical OCP-Place models, based on excluding consonant pairs with different degrees of specificity of feature combination, and then counted the number of consonant pairs that occurred despite being restricted (exceptions) or did not occur relative to the expected frequency of occurrence for non-homorganic pairs (unexplained underrepresentation). Their data are presented in Table 90.5. The "enumerated pairs" model excludes only the consonant pairs that occur with zero frequency, which cannot be defined by a natural class. Previous models proposed a variety of feature combinations like the ones in this table, but cannot explain why

Table 90.5 Failure of categorical models of OCP-Place to capture exceptions or eliminate gradiently restricted pairs

| Definition of clesses | Fxceptions | Unuexplainod urderrepresentestion |
| :--- | :---: | :---: |
| Place only | 816 | 0 |
| Place \& [son] | 123 | 160.8 |
| Place \& [son] \& [cont] | 36 | 312.7 |
| Enumerated pairs | 0 | 430.5 |

restricted pairs occur with such high frequency, or why unrestricted pairs occur with such low frequency, relative to the expected frequency of occurrence.

Quantitative OCP-Place type effects have been demonstrated for several languages: Arabic, Maltese, Italian, Thai (Friscl et al. 2004); Muna (Coetzee and Pater 2008); Shona, Warga may (Wilson and Obdeyn 2009); Javanese (Mester 1986); Tigrinya (Buckley 1997); Russian (Padgett 1995); English, French, Latin (Berkley 2000). In all of these cases, featural similarity appears to play a role. Perhaps more importantly, there is yet to be an instance where a language is analyzed quantitatively and gradient OCP-Place effects are not fround. Consonant place-based co-occurrence restrictions have been discussed for an even larger set of languages, though these have not been analyzed quantitatively from a similarity perspective (see Yip 1989, Frisch et al. 2004, Cnetzee and Pater 2008 for references). Analngous constraints have also been investigated for laryngeal features (Steriade 1982; Itô and Mester 1986; MacEachern 1999), but these also have not yet been studied quantitatively.

### 3.4 Subsidiary features and underspecification

An interesting wrinkle to the OCP-Place constraint data for Arabic is that the constraint apparently applies more strongly within some places of articulation than others. In Arabic, for the labial, dorsal, and gutiural places of articulation, co-occurrence within these places of articulation is virtually non-existent (with a few exceptions, depending exactly on how the classes are defined). Within the coronal place of articulation, however, co-occurrence can be quite frequent, particularly between obstruents and sonorants, and less so for obstruents differing on continuant, as suggested by Table 90.5 . Table 90.6 shows the Arabic coronal

Table 90.6 Cornceurrence for coronal consonants in the lexicon of Arabic triconsonantal roots (totals include ammbinations with non-coronal consonants, which are not listed in the table)

| C1/C2 | C2/ |  | $t^{\text {s }}$ | $\mathrm{d}^{\text {s }}$ | $\theta$ | б | $s$ | $z$ | $s^{5}$ | $z^{\text {r }}$ | 1 | 1 | r | п | total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t$ | 0 | 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 11 | 17 | 6 | 102 |
| d | 0 | 1 | 0 | 0 | 2 | 0 | 8 | 0 | 0 | 0 | 4 | 16 | 22 | 14 | 198 |
| ${ }^{\text {c }}$ | 0 | 1 | 0 | 0 | 0 | 0 | 5 | 0 | 0 | 0 | 5 | 15 | 19 | 8 | 140 |
| $\mathrm{d}^{\text {s }}$ | 0 | 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 5 | 12 | 4 | 85 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 6 | 13 | 1 | 55 |
| б | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 7 | 17 | 2 | 72 |
| $s$ | 2 | 13 | 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 21 | 22 | 9 | 230 |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 11 | 15 | 9 | 151 |
| $s^{*}$ | 1 | 14 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 17 | 13 | 5 | 138 |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 3 | 3 | 0 | 22 |
| J | 4 | 9 | 9 | 0 | 0 | 2 | 0 | 1 | 0 | 2 | 0 | 6 | 23 | 9 | 200 |
| 1 | 5 | 9 | 13 | 0 | 3 | 2 | 15 | 4 | 5 | 2 | 2 | 0 | 0 | 1 | 270 |
| r | 9 | 21 | 11 | 12 | 7 | 1 | 21 | 13 | 10 | 1 | 16 | 0 | 0 | 9 | 400 |
| $\pi$ | 10 | 12 | 10 | 7 | 4 | 2 | 15 | 10 | 9 | 3 | 14 | 0 | 2 | 0 | 324 |
| total | 117 | 243 | 151 | 83 | 61 | 55 | 200 | 123 | 100 | 29 | 141 | 365 | 497 | 226 |  |

co-occurrence data for individual coronal consonants in $\mathrm{C} 1-\mathrm{C} 2$ or $\mathrm{C} 2-\mathrm{C} 3$ position, from Frisch el al. (2004). In Table 90.6, cells slowing no co-occurrence are primarily clustered near the diagonal, where identical or nearly identical consonant pairs are found.

Theoretical accounts of the OCP-Place constraint have used the difference between coronal consonants and other consonants to argue for place of articulationspecific constraints on coronals. Davis (1991), examining co-occurrence data from English, clajmed that coronal place of articulation involves underspecification, with [coronal] not present in the feature representation, and so not subject to the OCP. For Arabic, there are clearly restrictions on coronals evident in Table 90.6, and so an absolute restricted/unrestricted distinction cannot be maintained on the basis of place of articulation. Quantitative accounts of place differences in the strength of OCP-Place constraints vary in their method of accounting for these differences, as detajled in the next two sections.

### 3.5 Similarity and OCP-Place

Pierrehumbert (1993) attempted to unify the two distinct OCP constraints, and also to capture differences in the frequency of occurrence of distinct consonant combinations at different places of articulation. She proposed that consonant combinations are restricted on the basis of their perceived similarity, where perceived similarity is influenced by two factors. One factor is the featural similarity of the consonants involved. Identical consonants would be maximally similar. Homorganic consonants that also share marmer features would be highly similar. Homorganic consonants that do not share manner features would be less similar. The second factor influencing perceived similarity is distance. By her hypothesis, the similarity of consonants that are closer together in the root ( $\mathrm{C} 1-\mathrm{C} 2$ or $\mathrm{C} 2-\mathrm{C} 3$ ) is more easily perceived than the similarity of consonants that are further apart (C1-C3). Pierrehumbert (1993) argues that perceived similarity corresponds to the frequency of coroccurrence of consonant combination, providing a unified account of var wation in the strength of OCP-Place effects for different consonant combinations (chapter 98: sfeech rercertion and rhonolocy). Pierrehumbert (1993) also extended the perceived similarity account to include the influence of contrastiveness on similarity using contrastive underspecification. In this approach, places of articulation with a relatively lar'ge number of contrasts (e.g. Arabic coronals) will have relatively more features infuencing similarity in comparison to places of articulation with a relatively small number of contrasts (e.g. Arabic labials). In other words, the size of the inventory at a particular place of articulation would predict how weak or strong the co-occurrence constraint is at that place.

The similarity account of OCP-Place effects in Arabic was more concretely formalized in Frisch et al. (20(4), using a categorization function model of a gradient phonotactic constraint. In this model, similarity was related to a co-occurrence weight similar to the fractional weights used in Table 90.4. High-similarity homorganic consonants had a co-occurrence weight near zero, reflecting their near cumplete absence from Arabic. Non-homorganic consonants were analyzed as having no similarity and a co-occurrence weight near one. Homorganic consonants with intermediate degrees of similarity had weight values in between these extremes along a smooth curve. An example of this type of constraint is shown in Figure 90.1. The application of this type of constraint to single consonant $\mathrm{c} \mathrm{o}^{-0}$ occurrence pairs


Figure 90.1 Stochastic constraint model of gradient similarity avoidance for consonant pairs in Arabic (after Frisch et al. 2004)
was extended in Frisch (2000) to nodel entire three-consonant roots by combining together constraints on $\mathrm{C} 1-\mathrm{C}, \mathrm{C} 2-\mathrm{C} 3$, and $\mathrm{C} 1-\mathrm{C} 3$ combinations.

### 3.6 Modern interactive constraint models of OCP-Place effects

Parallel to the development of the Pierrehumbert (1993) and Frisch et al. (2004) stochastic constraint model, formal phonological models of categorical constraint interaction were developed using Harmonic Grammar (Legendre et al. 1990; Smolensky and Legendre 2006) and Optimality Theory (Prince and Smolensky 2004). Quantitative implementations of these grammatical approaches have been applied to the OCP-Place data of Arabic and other languages. These nodels differ in a variety of theoretical points that are, to some extent, orthogonal to the issue of frequency effects. They will be discussed primarily from the perspective of their differences in modeling frequency effects in corpus data.

One way in which these models differ is in the degree of restriction on independent free parameters used to fit the frequency data. In Frisch et al. (2004), the degree of restrictiveness of consonant combination was proportional to perceived similarity, resulting in a relatively low number of free parameters. Anttila (2008a) makes a proposal most analogous to Frisch et al. (2004), stating that OCP-Place consonant co-nccurrences can be predicted on the basis of grammatical complexity, where grammatical complexity comes from the required number of pairwise granmatical constraint rankings that are required to achieve a faithful output in an optimal itytheoretic grammar. The restrictions on more specific natural classes of co-occurrence require more constraint rankings in comparison to more general natural classes of conccurrence. For the case of Arabic coronals, for example, Anttila (2008a) presents the following constraints and rankings for representative consonant pairs:
(10)

```
a. \(t-d\)
    Faith \(\gg\) OCP-Cor \(\wedge\)
    Faith \(\gg\) OCP-Cor[-son] \(\wedge\)
    Faith \(\gg\) OCP-Cor[-son, acont]
b. t-s
    Faitil \(\gg\) OCP-Cor \(\wedge\)
    Faith \(\gg\) OCP-Cor[-son]
c. \(1-n\)
    Falth \(\gg\) OCP-Cor \(\wedge\)
    Faith >> OCP-Cor[+son]
d. \(t-n\)
    Falth >> OCP-Cor
```

A relatively larger number of rankings nust hold to allow co-occurrence to the $t-d$ case (combination of coronal stops or coronal fricatives) for the iluput to map faithfully to the output, in comparison to the $t-n$ case (combination of a coronal obstruent with a coronal sonorant). The complexity hypothesis is analogous to the account of laryngeal OCP constraints in MacEachern (1999), where the parallel between OCP constraints with multiple features and the notion of similarity due to multiple feature matches is explicitly discussed. There is an implicit hierarchy among these OCP constraints, where less specfic constraint rankings can make more specific constraint rankings irrelevant. If OCP-COR $\gg$ FAITh, any coronal pair will be unable to surface faithfully, regardless of the ranking of OCP-Cor[-son], for exanmple. Since more specific feature matches for the OCP constraints means higher similarity between phonemes, the complexity hypothesis and the similarity account of the OCP make analogous predictions and are both fairly restrictive in the number of free parameters that can be used to fit the data.
Coetzee and Pater (2008) take a different approach from constraint ranking, using an accumulation of constraint violations for the same sort of constraint set as above (Anttila 2008a credits Coetzee and Pater 2008 for the constraint set that he uses). In the Coetzee and Pater (2008) approach, however, constraints are weighted relative to one another, rather than ranked relative to one another, as an application of Harnonic Grammar to the consonant co-occurrence problem. Constraints with higher weight have a greater impact on the likelikood of appearance of a form that violates that constraint. Forms that violate multiple highly weighted constraints are unlikely to appear. The most frequent forms will be those that violate the fewest and lowest-weighted constraints. In the Coetzee and Pater (2008) model, constraint weights were determined by a gradual learning acquisition algorithm, where data were presented to the learning model at rates that reflected the frequency of occurrence of forms in the lexicon. These constraint weights were then used to compute a comulative harmony value for each type of input consmant combination that was compared to $\mathrm{O} / \mathrm{E}$ values in the data for those consonant combinations. Coetzee and Pater (2008) conducted this analysis for consonant co-occurrence data from Arabic and the Austronesian language Muna. On the basis of differences in the co-occurrence patterns between these two languages, they concluded that language-specific constraint weightings are required for a relatively large number of OCP constraints, resulting in a relatively large number of free parameters. In particular, in order to account for differences between languages in the effects of subsidiary features such as [sonorant] and
[continuant] for different places of articulation, Coetzee and Pater (2008) have different constraint weights for OCP-Cor[+son] and OCP-LAB[+son], for example. These differences were notivated by differences betwreen the languages in rate of co-occurrence of consons?nt pairs that could not be reduced to contrastiveness, demonstrating that the proposals of Pierrehumbert (1993) and Frisch et al. (2004) do not generalize to Muna.

As introduced earlier, Wilson and Obdeyn (2009) attempt to account for the language-specific differences found by Coetzee and Pater (2008) writh a restrictive model of constraint weighting with fewer free parameters. Wilson and Obdeyn (2009) use the MaxEnt model of Hayes and Wilson (2008). Like the Harmonic Grammar model of Coetzee and Pater (2008), the MaxEnt model uses constraint weights to predict frequency of occurrence, and gathers together cumulative violations to deternine relatively high or low frequency of occurrence. Wilson and Obdeyn (2009) conclude from their modeling of Arabic and Muna, as well as data from Shoma and Wargamay, that the influence of subsidiary features on consonant co-occurrence within a language can be held constant across different places of articulation, thus reducing the number of free parameters needed by the model (and consequently the number of constraints needed by the grammar). In other words, the impact of the feature [sonorant] is argued to be the same across different places of articulation within a language, though it may differ from one language to the next. Wilson and Obdeyn (2009) argue that apparent differences in the effect of subsidiary features for different places of articulation result from differences in the weights of the place features themselves. For places of articulation where the place feature weight is relatively low (e.g. [coronal] in Arabic), the effect of subsidiary features can be seen in gradient differences in frequency of co-nccurrence. For places of articulation where the place feature weight is relatively high (e.g. [labial] in Arabic), co-occurrence is already at very low frequency due to the place feature, and so the effects of the subsidiary features are not visible. Wilson and Obdeyn (2009) argue that differences between their modeling results and those of Coetzee and Pater (2008) arme primarily from three differences in their approach to modeling. First, the MaxEnt grammar directly determines constraint weights from frequency data, rather than learning constraint weights indirectly via a learning algorithmı. Second, the success of the different models was determined by comparison directly to frequency data, rather than by comparison to O/E values: recall the discussion above on potential issues with O/E data when consonants differ in their base frequency of co-occurrence (and base frequency of occurrence is also modeled by the MaxEnt grammar). Third, the Wilson and Obdeyn (2009) modeling includes a penalty in the evaluation of model success based on the number of free parameters allowed in the model. As a result, they provide an incentive for parsimony in their model fitting. While parsimony is often implicitly part of the discussion in model comparison (e.g. Frisch et al. 2004; Coetzee and Pater 2008), their proposal explicitly incorporates a quantitative penalty in the numerical evaluation of a model fit for free parameters.

### 3.7 Metalinguistic judgments for OCP-Place

To test the psychological reality of the OCP-Place constraint, Frisch and Zawaydeh (2001) conducted a novel non-word study with native Arabic speakers in Jordan. Their non-svords were constructed with a variety of consonant pairs along the
spectrum of violations and non-violations of the OCP-Place constraint. They found that the Arabic speakers were sensitive to OCP-Place violations, including violations of the constraint by more than one consonant pair (i.e. cumulative constraint violations). Frisch and Zawaydeh (2001) also found that Arabic speakers were sensitive to different degrees of OCP-Place violation for a single consonant pair, parallel to the frequency distribution of these consonant pairs in the lexicon. Like the Coleman and Pierrehumbert (1997) data, these findings are difficult to model in a grammar that considers only a single or maxinnal constraint violation, and are nore naturally captured by a grammatical model that considers cumulative violations in determining well-formedness. The cumulative nature of wellformedness is compatible with a grammar that includes frequency information, as the frequency of occurrence of phonological structures ref.ects the well-formedness of phonological forms within a language in much the same way as typological frequency reflects markedness between languages. In this way, the synchronic frequency effects seen in corpus studies of language lexicons appear to be transparently related to cross-linguistic typological patterns. Thus there is converging evidence that frequency effects at a variety of levels can contribute to our understanding of the nature of language sound structure.

## 4 Synchronic variation

Synchronic variation refers to cases where there are multiple alternatives for a phonological form. In general, synchronic variation is not expressed by variation between equally frequent alternatives. The cases that have been studied have shown that various phonological and morphological factors bias the output so that the frequency distribution of alternatives is unequal. In addition, there may be any number of non-plonological factors (from syntax or discourse) that influence alternatives. These types of interactions have not been studied to any great extent. Synchronic variation provides evidence that frequency information is part of the phonological knowledge possessed by speakers of a language, as the factors that condition synchronic variation are the same factors that are seen elsewhere in traditional phonological analyses. Providing a completely independent account of synchronic variation from the rest of the (non-variable) grammar seems redundant, as the same phonological factors are used in both cases. The simpler approach, ther, is to begin with the same phonological buiding blocks for both variation and non-variation and provide a mechanism within the grammar that allows for variation to occur. Several mechanisms are discussed, in general developing from less complex to more complex alternatives. The majority of the examples use the framework of Optimality Theory, as the ınost recent analyses adopt constraints on possible outputs as the fundamental description of phonological patterns.

### 4.1 Variation as multiple optimality-theoretic grammars

One extensively studied case of synchronic variation is found in so-called $t / d$ deletion in English (e.g. Guy 1991; see also chapter 92: variability). Deletion of coda $t / d$ is relatively common in English, particularly in dialects such as African American English. The deletion process is more common in consonant clusters,
and depends on the following phonological context (among other factors). For example, in African American English deletion is relatively likely when the next word is consonant-initial (11a), or before a pause (11b), and least likely when the next word is vowel-initial (11c).
(11) a. That's a fast/fæs/ car.
b. That's fast/fæs/.
c. That's a fast /fæst/ ansuer.

Anttila (2007) proposes a relatively simple account of this systernatic variation, using the ranking schema of Optimality Theory. In many ways, the approach is non-quantitative at its core, which makes the analysis of variation connpatible with classic generative phonology, in which variation is not considered an intportant aspect of the theory. Using a set of basic parsing constraints, Antrila (2007) shows that any constraint ranking that allows deletion before a pause or vowel will also allow deletion before a consonant. Thus, the synchronic variation within a language is compatible with the phonological differences between languages (e.g. Davidson 2006). In order to generate vartation, we can assuıne that speakers have multiple granımars with different constraint rankings (also called co-phonologies). If these grammars are used variably, perhaps with different rates, they can be used to model different frequencies of occurrence of $t / i$-deletion. However, the use of multiple constraint rankings does not result in a state where any pattern of variation is possible, as the set of proposed constraints does restrict the possible granmars. In the case of $t / d$-deletion, these constraints ensure that deletion before a consonant is always possible if deletion elsewhere is possible. So deletion before a consonant will always be more frequent thon deletion elsewhere.

There are other factors that condition $t / d$-deletion, and their inclusion in graınmar has led to inore complex models of variation. For example, $t / d$-deletion is sensitive to the preceding phonological context: deletion is more likely in /st/ clusters than /ft/ clusters, more likely following obstruents than sonorants (e.g. fost vis pant) and least likely after a vowel. Deletion is also more likely if $t / d$ is part of the root than if $t / d$ comes from suffixation, as in the past-tense morpheme (e.g. fast us. raced). There are, however, confounds among the possible conditioning factors. Coetzee (2004) notes that voicing is sometimes mentioned as a conditioning factor, but that voicing is not discussed as an infllence on t/d-deletion in many studies. However, coda clusters with /d/ are rarely found outside of cases where the /d/ is a suffix or preceded by a sonorant, so it is not clear whether voicing itself is a conditioning factor, or whether these cases of deletion are subsumed by the influence of preceding envirorunent and norphological status. Another alternative analysis is that the effect of the manner of the preceding phoneme is actually an effect of similarity, such that deletion is more likely when $t / d$ are next to a highly similar segment (i.e. obstruents are more similar to $t / d$ than sonorants and vowels, and similarity also makes some predictions about place of articulation effects that appear to be correct).

### 4.2 Variation as unranked constraints

Anttila (2008b) takes a slightly different approach to modeling synchronic variation in Optimality Theory in a study of Finnish, in which vowel hiatus is resolved by
coalescence of two distinct vowel qualities into a Inng vowel with a single quality. Vowel coalescence in Finnish is variable, but more common when the first vowel is a nid vowel (12a) than a high vowel (12b).

> a. /suomea/ ~/suomee/ 'Finnish-partitive' b. /ruotsia/ ~/ruotsii/ 'Swedish-partitive'

Assuming underlying forms with two distinct vowel qualities, Antrila (2008b) uses three distinct constraints to capture the basic patterns of possible variation: Faithi, *EA, ${ }^{*}$ A. Faitim preserves the underlying contrast, while *EA and *IA are constraints against vowel hiatus. If *EA is always higher-ranked than *IA, the height asymmetry in vowel coalescence will be preserved. In order to allow for variation, Anttila (2008b) takes sone constraints to be unranked in the grammar, to be ranked only upon evaluation and determination of an output (also called floating constraints). For example, if only the universal ranking *EA >> * A is present, then Faith can either outrank buth of these constraints, leading to no colescence; only the *IA constraint, leading to coalescence only for /ea/; or neither constraint, leading to coalescence for both / ia/ and /ea/. Due to the asymmetry between *EA and *IA in the typological grammars, there is a predicted asymmetry in the frequency that these patterns are output at evaluation. The full analysis of Anttila (2008b) also includes morphological conditioning involving coalescence in root forms $थ$. coalescence when hiatus is created by a suffix, and alsu, some influences of part of speech on coalescence rate, similar to the $t / d$ case. This involves expanding the number of constraints used in the analysis, but the basic approach using some unranked constraints to account for variation is retained.

### 4.3 Variation through violation of non-crucial constraints

A third Optimality Theory-based approach to variation is presented in Coetzee (2006), where, in contrast to the two discussed above, the ranking of all phonological constraints in the grammar is maintained, but the differences in violations accrued by non-optimal candidates are relevant to frequency. Coetzee (2006) discusses Failense Portuguese, where unstressed vowels are variably deleted. This process is similar in some contexts to unstressed vowel deletion in English (e.g. deletion preceding $r / f$ discussed below). It is sensitive to the quality of the unstressed vowel, and also to position within the word. Unlike English, unstressed vowel deletion can occur word-finally (e.g. paga /pagĕ / ~/pag/ 'she pays') and is generally more common in this position. In Coetzee's approach to modeling variability, markedness constraints that are motivated elsewhere are used. These constraints are also used to account for vowel reduction phenomena, thus adding generality to the analysis. These constraints penalize parsing vowels into unstressed syllables, roughly based on their sonority. Coetzee also includes a constraint against unstressed vowels in final position in a prosodic word as a type of markedness constraint against weak prosodic word boundaries. In classical Optimality Theory, faithfulness constraints would outrank these constraints in order for word-final unstressed vowels to appear at all.

Coetzee proposes two extensions to classical Optimality Theory to account for variability. First, non-optimal candidates are ranked relative to one another
by the grammar on the basis of their non-crucial violations, so that more marked possibilities are disfavored relative to less marked possibilities overall. If these degrees of non-optiinality correspond to frequencies of occurrence, then nonoptimal candidates that violate the fewest number of additional constraints vill be more frequent, and those which violate many additional constraints will be less frequent. Second, in order to limit the number of possible outputs and allorv for categerical effects, there is a boundary in the constraint hierarchy that is a relative cut-off for frequency influences on non-optimal candidates. Constraints above this cut-off have categorical influences on the appearance of alternatives, so that relatively highly ranked constraints will limit the possible outputs qualitat ively. Constraints below this cut-off will limit the possible outputs quantitatively, se that variation can be observed when only these relatively low-ranked constraints distinguish alternative outputs. This is the primary distinction between the Coetzee (2006) approach, where there is a cut-off for potential variability in the hierarchy, and the previous alternatives that generate variability with re-ranking. In a re-ranking analysis, constraints anywhere in the hierarchy can potentially be unranked and allow variation.

### 4.4 Variation by quantitatively ranked constraints

Boersma and Hayes (200I) present a more quantitative approach to optimalitytheoretic constraint ranking, which is similar to the unranked constraints approach. In their theory, Stochastic Optimality Theory, each constraint has an associated average ranking value that represents its typical location within the constraint hierarchy. When constraint evaluation takes place to generate an output, each constraint is perturbed from its average ranking value probabilistically, so that a constraint at evaluation may be at a higher or lower point than its average location. If two constraints are relatively close together in average ranking value, it is possible that their relative position will change with respect to one another (and, if they had the exact same average ranking value, they are essentially unranked with respect to one another, and could appear' in either order at evaluation). Constraints that are relatively far apart in average ranking value are very unlikely to occur in a different ranking at evaluation. In this way, Stochastic Optimality Theory can have relatively categorical constraint rankings and relatively variable constraint rankings, with the potential to fine-tune the average ranking values so that the relative ranking of two constraints at evaluation occurs with any desired frequency. With an appropriate choice of constraints, then, frequency effects can be modeled rather precisely. Criticism of Stochastic Optimality Theory has noted that it can produce no truly categorical effects, as it is always possible in any particular evaluation for the ranking value for a constraint to be very distant from its average ranking value; however, this possibility is extremely unlikely (e.g. Anttila 20(08b). It has also been suggested that tuning the frequencies predicted by a grammar ton closely to a corpus of data is unrealistic as a nodel of the knowledge of any individual speaker, as there is var uation between individuals and there are extra-grammatical influences on the frequency of eccurrence of variant forms. Coetzee (206) argues that a better no del of variability in grammar only provides relative frequency differences between alternatives and does not model exact frequencies of occurrence.

### 4.5 Token frequency as an influence in variation

Word token frequency has been shorvn to be an influence on phonetic reduction and also on the diachronic spread of sound change. Though these processes are arguably diachronic, the synchronic language learner acquires and uses a system in which there is synchronic variation. There are numerous studies documenting these types of changes (see Bybee 2000 for a review). One of the earliest studies of this type exanined deletion of unstressed / $/$ / preceding a sonorant /r/ or /l/. In low-frequency words, such as artillery and cursory, unstressed / / / is preserved (i.e. /artrlari/ not /artılri/). In high-frequency words, such as memory, salary, and nursery, unstressed /a/ may be deleted or replaced with a syllabic sonorant making syllable count in these ivords somewhat ambiguous. Bybee (2000) argues that this variation is the result of a sound change in progress that is gradual both in its diffusion through the lexicon and in its phonetics for any particular word.

A second example of this type of reduction is $f / \mathfrak{d}$-deletion, nentioned above. The deletion of $t / d$ is conditioned by a variety of sucial and grammatical factors (see Guy 1991). One potential grammatical factor is the distinction between function words and content words. Function words have a higher rate of $t / d$-deletion. However, function words are also highly frequent, so this potential grammatical factor is hopelessly confounded with frequency. Another potential gramnatical factor is a decrease in the frequency of $t / d$-deletion when $t / d$ is used as a regular past-tense marker $2 s$ s. ordinary stem-final $t / d$ in content words. Taking this factor into account, Jurafsky et al. (2001) show that frequency has an influence on deletion rate in content words. In a study of the phonetically transcribed Switchboard database, they found that content words with the highest frequency were twice as likely to have final $t / d$-deletion as content words with the lowest frequency. They found word frequency to be a significant factor above and beyond other potential phonological (e.g. word length) and morphophonological influences on reduction.

Bybee $(2000,2002)$ proposes that the other morphophonological influences on $t / d$-deletion may also reduce to frequency effects. In Bybee's model, words are represented in the lexicon in full phonetic detail, with gradient degrees of reduction being part of the idiosyncratic knowledge that individual speakers have about a word. Moreover, word usage leads to additional phonetic reduction, so that high-frequency words are nore phonetically reduced than low-frequency words. As this gradual reduction proceeds to the eventual endpoint of deletion, higher-frequency words are more likely to reach this state in comparison to low-frequency words. The gradual erosion accounts for frequency effects on the reduction and deletion of unstressed /a/ as well as $t / d$-deletion. Bybee's model also includes listing of morphologically conplex forms in the lexicon, so these forms are also subject to the gradual erosion through usage that is fonnd in simple words. Bybee claims that the supposed difference in deletion rate between morphologically complex words and simple words is actually coincidental, as morphologically complex words are more likely to contain a vorvel preceding the $t / d$ in comparison to simple words, and the post-vocalic environnent is less favorable to $f / d$-deletion (e.g. missed vs. said). Finally, she notes that speech production is flexible, allowing a non-reduced form to be produced if needed. Such a form might be more likely to be used for a morphologically complex word,
where the presence of a suffix conveys potentially distinctive information, in comparison to a morphologically simple word, where other parts of the word may be sufficient to indicate the lexical identity.

## 5 Summary

A review of the evidence for occurrence frequency having an influence on phonological and morphophonological patterns finds support for frequency as an influence on language sound structure at a variety of levels in a variety of ways. Corpus studies based on the dictionary as a model of the mental lexicon have found systematic variation in phonotactic type frequency that influence native-speaker judgnents in novel non-word processing tasks. Corpus studies of spoken language corpora have found that speech production is influenced by type and token frequency that can also be observed in nowel word production experiments. Theoretical models of frequency effects in grammar are being developed, and this is an area of growing research interest in phonology and other areas of granumar (e.g. Bod et al. 2003). Combined with laboratory research tecluniques, these models provide new opportunities to understand language sound structure in the grammar, as well as in language use.

In the view presented in this chapter, language sound structure is built upfrom language use, starting with the phonetic level. Phonemic categories are generalizations over phonetic patterns; sub-syllabic and syllabic categories are generalizations over phonemic patterns; and lexical and norphophonological categories are generalizations over phonemic, sub-syllabic, and syllabic patterns. Basic abstractions at each level (e.g. segments at the phonemic level) provide material for abstraction and generalization at higher levels. As models and theories of language sound structure bridge the gap between abstract symbolic knowledge representations and actual occurrence in language use, they also provide new opportunities to integrate the study of phonology with the study of phonetics, socinlinguistics, and psycholinguistics. In these other domains, frequency effects are well-k nown and well-documented. Advances in theoretical phonolngy to model frequency effects may also be useful to researchers in these fields, allowing them to model their data with more sophisticated phonological representations (Dell 2000). This potential for interdisciplinary exploitation of probabilistic models of phoneolngy is likely to make for the most robust models of phonological phenomena that provide a real understanding of how language sound structure is represented in the mind/brain.
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# 91 Vowel Harmony: Opaque and Transparent Vowels 

Adamantios I. Gafos Amanda Dye

## 1 Introduction

In linguistic theory, there is a tension between two core aims of the field: theoretical parsimony and empirical coverage of the remarkable diversity and specificity seen in linguistic data. Vowel harmony, and more specifically the two phenomena of transparency and opacity in vowel harmony that concern us in this chapter, provide prime examples of phonological research concerned with reselving this tension. ${ }^{1}$ Recent findings and promising new theoretical ideas on transparency and opacity indicate that our understanding of these phenomena is at a critical stage. The crucial future step will be the integration of the new data patterns with insights from theoretical analyses. This will require an improved understanding of the phonetic basis of vowel harmony, of the nature and origin of the gramnatical forces governing transparency and opacity, and finally of the organizational principles governing the resolution of these forces within and across languages.

## 2 Definitions and exemplification of the basic patterns

Vowel harmony is a regularity found in many languages requiring vowels in certain grammatical domains to agree in terms of specific phonological features. For example, the vowels of Hungarian can be divided into two subsets, the "front" vowels /ii:e e: ø ø: y y:/ and the "back" vowvels /u u: o o: sa:/ (Vago 1980a; van der Hulst 1985; Siptár and Törkencry 2000; see also Cfaptfrr 123: itungarian vowel itarmony). In terms of phonological features, the vowels in the "front" set share the feature [-back] and those in the "back" set share the feature [+back]. The existence of vowel harmony is most readily observed in

[^264]suffix vowel alternations where the [ $\pm$ back] quality of the suffix vowel is determined by the [ $\pm$ back] quality of the stem vowel. For example, as shown in (1), the dative suffix alternates between two forms, one with the front vowel /e/ and another with the back vowel /a/, as a function of the stem vowel: ház-nak 'house-DAT', ựros-nak 'city-DAT', but kéz-nek 'hand-DAT', öröm-nck 'joy-DAT' (in Hungarian orthography, the acute accent denotes a long vowel, the umlaut denotes a front round vowel, and the double acute indicates a long front round vowel). In such combinations of stems and suffixes, then, the suffixes adjust or harmonize to the [ $\pm$ back] "harmonic feature" of the stem vowels. Because it determines the suffix form, the stem vowel is called the trigger and the suffix vowel is called the target of the harmony pattern.
(1) Regular vowel harmony
a. stem voivels are front ([-back])

| vidêk-tôt | [vide:ktril] | ry- |
| :---: | :---: | :---: |
| ack | [oremnek] | 'joy-dat' |
| hegeddenél | [hegedy:ne:I] | 'violin-ad |
| $z$-hen | vi:zben] | 'water-iness' |

b. stem vowels are back ([+back])

| város-tól | [va:rofto:l] | 'town-abl' |
| :--- | :--- | :--- |
| mókus-nak | [morkufnak] | 'squirrel-DAT' |
| harang-nál | [hororjgna:I] | 'bell-adess' |
| ház-ban | [ha:zbon] | 'house-INEss' |

A central aim in phonological theory has been to characterize the range and possible forms of such systematic sound patterns in different languages (Chomsky and Halle 1968). A particularly fruitful research strategy in this regard has been to explore the $p$ honetic basis of sound patterns, i.e. the extent to which such patterns can be seen as adaptations to biological constraints on speech production and perception (Lindblom 1983; cf. Anderson 1981). For vowel harmony, it has been proposed that a natural basis for it can be traced to the low-level phonetic influences among vowels in consecutive syllables (Fowler 1983; Ohala 1994a, 1994b; Beddor et al. 2002; Przezdziecki 2005). The crucial fact is that vowels exert influences on neighboring vowels across intervening consonants, the so-called $V$-to- $V$ co-articulation (Öhman 1966). Acoustically, this means that in a $\mathrm{V}_{1} \mathrm{CV}_{2}$ sequence, $\mathrm{V}_{2}$ 's formant values are influenced by the identity of $\mathrm{V}_{\mathrm{y}}$ and vice versa. Articulatorily, the basis of this phenomenon is well understood. Vowels are produced by movenents of the tongue body and the jaw, with relatively slow changes in the global shape of the vocal tract, because of the larger ma ss involved. In the case of a $\mathrm{V}_{1} \mathrm{C}_{2}$ sequence, while the consonantal constriction is localized at some area in the vocal tract, the free part of the tongue is allowed to assume different shapes and thus move in a "smooth transition" (Ölunan 1966) from the shape of the first to the shape of the second vowel. Vowels, in other words, provide a continuous articulatory substrate on which consoneznts are superimposed. V-to-V co-articulation is a direct consequence of this articulatory continuity. This phonetic effect can develop, via processes of phonologization, into vowel harmony (Przezdziecki 2005).

However, within the attested range of phonolngical vowel harınony patterns there exist phenomena that are systematic, yet unexpected given the phonetic
grounding sketched above. Specifically in Hungarian, but also in other languages with vowel harmony, we find as well a set of "neutral" vowels, which do not undergo harmony. Neutral vowels come in two species: transparent and opaque. The best known property of transparent vowels is that they may intervene between the trigger and the target vowel even when they bear the opposite value for the harmonizing feature. The examples in (2) show that the first stem vowel dictates the backness value for the suffix vowel across the intervening transparent vowels $i[\mathrm{i}:], i$ [ i$]$, and $\dot{e}$ [e:]. In (2a), stems with initial front vowels followed by a transparent vowel select front suffixes. In (2b), however, the initial stent vowel and the suffix vorvel are back, despite the front quality of the intervening transparent vowel. Hence the initial and suffix vowels seem to establish a harmony relationship across both consonants and transparent vowels.
(2) Transparent vowels: Agreement across the medial vowel
a. first stem vowel is front
emir-nek [emi:rлek] 'emir-DAT'
zefir-bol [zefi:rba:I] 'zephyr-ei.AT'
bili-vel [bilivel]
mîvész-nek [my:ve:sn k ]
'pol-instr'
'artist-dat'
b. first stem vowel is back

| papir-nak | [popirnok] | 'paper-dat' |
| :---: | :---: | :---: |
| zafirr-bol | [zofi:rbo:l] | 'sapphire-EL.AT' |
| buli-val | [bulivol] | 'party-1Nstr' |
| kávé-nak | [ka:ve:nsk] | 'coffee-dat' |

The other species of neutral vowels, opaque vowels, block harmony by overriding the expected consequences of another potential trigger in the phonological form. For example, whereas the front unround Hungarian vowels are transparent, front round vowels in Hungarian and other palatal vowel harmony systems are opaque, e.g. papir-nak 'paper-dat' os. parfüm-nek 'perfume-dat'. In the latter form, the front round ii [y] initiates its own harmony domain, imposing a [-back] specification on its following suffix. Thus, [y] is opaque but [i:] is transparent.

Whereas the existence of opaque vowels is consistent with the generally accepted idea that the phonetic basis of vowel harmony inheres in V -to- V co-articulation effects, transparent vowels pose a challenge to that idea. Consider, for example, the difference in the suffix vowels between words like papir-nak and zeffr-nek. The backness of the suffix in papir-nak must be linked to the backness of the stem-initial vowel. However, it is not clear how this can be achieved through the acoustic consequences of $V$-tol-V co-articulation, given that the stem-initial and suffix vowels are not adjacent. Although long-distance co-articulation across schwa has been found in English (Magen 1997), studies also show that [i:] is resistant to co-articulation from the preceding vowel(s) in terms of perception (e.g. Magen 1984 for Tapanese; Farnetani el al. 1985 for Italian; Recasens 1987 for Spanish and Catalan). As we will see in $\S 3$, because of this long-distance character, Iransparency has been a recalcitrant problem in theoretical treatments of the phenomenon.

A notable generalization in "palatal" vowel harmony systems is the existence of a relation between vowel height and transparency. In Hungarian, stems in which a back vowel is followed by [ $\xi$ ] are commonly described as "vacillating,"
because they allow both front and back suffixes (Vago 1980). ${ }^{\underline{ }}$ Hence, sterns such as hotel vacillate: hotel-mak/nck 'hotel-dat'; but stems such as papir do not, papir-nak, ${ }^{*}$ papir-nek. Thus, the generalization is that the lower and more retracted [ $\varepsilon$ ] is phonologically less transparent than the higher and more front [i] (see Beñuš 2005 for the first characterizations of these vowels based on ultrasound and electromagnetic articulometry data). A similar generalization is true for other palatal vowel harmony systems (L. B. Anderson 1980; Beňuš 2005). As far as we know, the opposite generalization, that lower vowels are more transparent than higher vowels, is not attested.

Another notable generalization concerns the relationship between suffix choice and the number of transparent vowels in stems: stems where a back vowel is followed by two transparent vowels are more likely to vacillate or take front suff ixes than stems where a back vowel is followed by only one transparent vowel. For example, manti and mam-csi (both 'mother-DIM') select back suffixes: mami-nak, mancsi-nak'mother-dim-dat'. However, when the two diminutive suffixes are combined in mamicsi, both front and back suffixes are acceptable: mamicsi-nak/nek 'mother-dar' (Farkas and Beddor 1987; Ringen and Kontra 1989; Beňuš 2005; Hayes and Londe 2006). Beñuš (2005), highlighting this aspect of the Hungarian data, concludes that transparency is not a categorical property of vowels but it is determined contextually. The same vowel can be transparent in one context (e.g. mamcsi-nak) but opaque in another (e.g. mamicsi-nck).

Our examples of transparency and opacity so far come from a so-called "prlatal" vowel harmony system where, following standard description, the phonological feature exhibiting harmonic behavior is [ $\pm$ back]. Transparency and opacity can be instantiated regardless of the vowel feature exhibiting harmony. In what follows, we exemplify the other major classes of harmony: "fongue root" harmony, "rounding" harmony, and "height" harmony.

## 2.1 "Tongue root" harmony

In languages described as having "tongue root" harmony, vowels harmonize for features that correspond to the position of the tongue root or pharyngeal expansion/ compression. In these languages, following common phonological description, vowels nay be "advanced," i.e. articulated with the tongue root in an advanced position, or "retracted," i.e. articulated with a non-advanced or retracted tongre root. The relevant phonological dimension of distinction, it has been proposed, is [ $\pm$ ATR] (originally from Halle and Stevens 1969) with advanced vowels sharing [+ATR] and retracted vowels [-ATR]. This has come to be the standard way of describing the phonetic basis and the phonological feature in question. But work by Lindau (1978), using radiographic and acoustic data, and by Tiede (1996), using MRI data, indicates that the relevant difference is in terms of pharyngeal expansion vs. compression, which can be achieved in different ways, one of which is by positioning the tongue root in the way implicated by [ $\ddagger \mathrm{ATR}$ ]. At a first approx:mation, however, we can talk about patterns of transparency and opacity in "fongue root" harmony without being precise about the phonetic dineensions involved.

[^265]Our first example of "tongue root" harmony comes from Akan (Ladefuged 1964; Schachter and Fromkin 1968; Lindau 1978; Dolphyne 1988). The Akan verb /di/ 'to eat', which contains a [+ATR] vowel, imposes that value on a personal pronoun prefix, so that we get forms such as [mi-di] 'I eat' and [wu-di] 'you eat'. By contrast, the verb /di/ 'to be called' imposes its [-ATR] value to its prefix, so that the same prefixes surface as [mi-dr] I am called' and [wu-dr] 'you are called'.

In Akan, both high and mid vowels are subject to harmony, but in other "tongue root" harmony languages the vowels that alternate comprise a more restricted set. Thus, in Wolof, only the mid vowels /e $\varepsilon \circ$ o/ alternate in harmony; for example, the past tense suffix appears as [-כon] with a [-ATR] stem, as in [re\&r-כon] 'had dinner', and as [-oon] with a [+ATR] stem, as in [reer-oon] 'was lost'.

In Wolof, the high vowels are neutral (Archangeli and Pulleyblank 1994). In particular, high vowels in Wolof are transparent to vowel harmony. ${ }^{3}$ In (3), the initial stem vorvels determine the [ATR] values of the suffix vowels across the medial transparent vowels. In (3a), stems with initial [+ATR] vowels take [+ATR] suffixes. In these cases the intervening high vowel has the same [ATR] value as the initial vowel, but in (3b) the opposite is true. In the forms on the right, stens with [-ATR] vowels take [-ATR] suffixes, despite the fact that the intervening high vowel has the opposite feature value for ATR.
(3) Transparent vorvels in Wolof (Archangeli and Pulleyblank 1994)

| - | d smoke' | b. t $\varepsilon \mathrm{kki}$ - $1 \varepsilon \varepsilon \mathrm{n}$ | 'untie!' |
| :---: | :---: | :---: | :---: |
| en |  | mэytu-E¢n |  |
| iji-leen | 'go sleep!' | soppiwu-leen | 'you have not change |
| eenu- | ried to spot' | ṫ\&ru-woon | elcomed' |

Like high vowels, low vowels may also be neutral. In Pulaar, for instance, low vowels are opaque to vowel harmony. Pulaar shows regressive harmony of mid vowels, such that the [ATR] value of suffixes migrates to stems, as in [peett-i] / [pect-jn] 'crack-pl/dim PL', where the plural suffix /-i/ causes the stem to surface with a [+ATR] vowel, while the diminutive plural suffix /-on/ imposes its [-ATR] value on the stem. The behavior of the opaque low vowel /a/ is exemplified in (4).
(4) Opaque low vowels in Pularar (Archangeli and Pulleyblank 1994)

| bsot-aa-ri | *boot-aa-ri | 'dinner' |
| :---: | :---: | :---: |
| posf-aa-li | *poof-aa-li | 'breaths' |
| modd-aa-l | *rodd-aa-li | 'call ${ }^{\text {l }}$ |
| ${ }^{\prime \prime} \mathrm{g}$ gr-aa-gu | ${ }^{\text {*JJ }}$ gor-aa-gu | 'courage' |

In (4), the [+ATR] value of the rightmost suffix cannot spread to the low vowel /a/, which surfaces as [-ATR] everywhere in Pulaar. The low vowel not only does not accept the feature value of the suffix to its right, it also blocks vowel harmony from propagating to the stem to its left. The vowel starts its own harmonic

[^266]domain, as shown by the starred examples; when a stem appears to the left of /a/, it cannot contain a [+ATR] vowel.

Archangeli and Pulleyblank (1994) discuss plausible phonetic bases for the behavior of high vowels in languages like Wolof and low vowels in languages like Pulaar. Tongue body raising, which is requ ired for [+high] vowels, and tongue root advancement, which is required for [+ATR] vowels, are compatible gestures (chapter 21: vowel height). Both serve to lower Fl, producing the percept of a higher vowel. In the same way, lowering of the tongue body (for [+low] vowels) and retracting the tongue root are contpatible, and in concert they help create a perceptually lower vow'el by producing a higher F1. To ngue body raising/tongue root retraction and tongue body lowering/tongue root advancement, however, can be said to constitute pairs of incompatible gestures, because one inember of each pair serves to counteract the acoustic effect of the other. This phonetic basis provides plausible reasons for the lack of [thigh, -ATR] vowels contrasting with transparent vowels in Wolof, and [+low, +ATR] vorvels contrasting with the opaque vowels in Pulaar. Further, Archangeli and Pulleyblank (1994) propose that such lack of contrast (CHAPTER 2: CONTRAST) may underlie the neutrality of these vowels. As is often the case with phonetic inotivations for phonological patterns (Anderson 1981), identifying plausible phonetic grounds for neutrality does not fully explain the belavior of neutral vowels in these harmony systems. The fundamental question is: what principles determine when a vowel is transparent or opaque? Consider the case of Wolof, in which high vowels are transparent to vowel harinony, but where, in soine circumstances, the low vowel may be opaque." There exist plausible phonetic grounds for saying that both [+high, -ATR] and [+low, +ATR] vowels are marked. But it remains unclear how exactly these similar markedness cons iderations are translated into the different phonological behavior that these vowels seem to exhibit. The reader is referred to Archangeli and Pulleyblank (1994), who discuss cases of cross-linguistically variable behavior of [+high, -ATR] and [+low, +ATR] vowels.

We can highlight the issue of how deterministic phonetic furces may be of phonological behavior when we also consider that what appears to be the same vowel may be transparent in some languages but opaque in others. For example, in Pulaar, as described above, and in Tangale (Jungraithmayr 1971; Kidda 1985; van der Hulst and van de Weijer 1995) the low vowel /a/ is opaque, whereas in Kinande (Schlindwein 1987; Steriade 1987; Cole and Kisseberth 1994; Mutaka 1994) /a/ has traditionally been analyzed as transparent to vowel harmony. Predicting the transparency vs. opacity of /a/ in these languages cannot be reduced to a question of phonological contrast, since /a/ las no phonological [+ATR] counterpart in any of the relevant languages. On the surface, then, the cross-linguistically variable behavior of neutral /a / seems to present a puzzle. However, recent articulatory work (Beňuš 2005; Cick et al. 2006) suggests that the real question may not be one of opacity vs. transparency, but rather of opacity os part ispation in harmony: experimental data show that /a/ in Kinande is affected by vowel harmony. It should be noted that, like low vowels, neutral high vowels show cross-linguistically variable behavior in ATR harmony. For instance, high vowels are transparent to

[^267]harmony in Wolof, as discussed above, but are opaque in Yoruba (Archangeli and Pulleyblank 1994; see Pulleyblank 1996 for discussion).

## 2.2 "Rounding" hamnony

In various languages, including those of the Turkic, Mongolian, and Tungusic families, as well as Yawelmani (num called Yohımne), an American Indian language of California, vowels harmonize for lip posture (Chapter 19: vowel place). As we remarked in the case of "tongue root" harmony, the phonetic basis of the harmonizing "rounding" feature is a separate, non-trivial issue (see Goldstein 1991). With this in mind, we will follow standard descriptions in saying that the feature showing harmony in these languages is [ $\pm$ round]. [n Turkish "rounding" harmony, both high and non-high vowels can trigger rounding harmony, but only high vowels are eligible as targets. The 1st person singular possessive suffix, for example, alternates depending on the value of the stem for the feature [round], as ip-im 'my rope' us. sitít-iim 'my milk'. See CHAPTER 118: TURKISH vOWEL HARMONY for extensive discussion.

A well-known case of transparency in rounding harmony is observed in Khalkha Mongolian. In (5a) we see the [+round] feature of the stem propagating across /i/ to the (rightmost) suffix vowel (data from Svantesson et al. 2005). The exanples in (5b) show that these suffix vowels surface as [-round] when the initial stem vowel is [-round].
(5) Transparent [i] in the rounding harmony of Khatkha Mongolian


Previous theoretical discussions of Mongolian rounding harnomy (S. R. Anderson 1980; Steriade 1995) have considered the transparency of /i/ to be problematic. As we discuss in the following section, a popular account of transparency in vowel har mony maintains that the harmonizing feature, in the present case [+round], is first transınitted to all vowels in the word. For example, in [poor-ig-o], according to this account, the transparent vowel /i/ would be assigned the feature [tround]. This is a standard way to express formally the intuition that the rounding of the suffix vowel in [poor-ig-o] is due to the rounding of the first stem vowel, while respecting one of the fundamental phonological principles that such dependencies among vowels in words are local and hence rounding must propagate also to the intervening /i/. As a result of this step, however, the intermediate representation obtained is [poor-yg-o], where/i/has changed to /y/. In order to derive the correct surface form, this intermediate form would need to be repaired via a rule like $/ \mathrm{y}^{\prime} / \rightarrow[\mathrm{i}]$. Howrever, such a rule wrould not be tenable in the case of Mongolian, because / y / is thought to be a phoneme of the language, and there is no principled way to distinguish derived [y] fron underlying /y/ in the application of such rules. But a.coustic data front Rialland and Redouanne (1984), as well as from Svantesson et al. (2005), show that the pho neme notated with /y/ in past analyses is not a front vowel. Therefore, /i/ and /y/ are not phonemically contrastive in this language. Rather, the data show that the purported [y] is a back vowel. In light of the phonetic evidence, then, this case of
transparency is not unique as it was thought to be. As we have seen in the cases of transparency in "palatal" and "tongue root" harmony systems reviewed so far, the transparent vowels do not contrast with respect to the harmonizing feature, e.g. /i/ in Hungarian does not have a back counterpart, /i/ in Wolof does not have a [-ATR] counterpart, and /a/ in Kinande does not have a [+ATR] counterpart.

## 2.3 "Height" harmony

In phonological terms, "height" harmony systems require uniformity across vonvels in terms of the phonological feature [土high] (cifarter 2l: vowel neigift). Some instances of what have been called "height" harmony systems have been an issue of discussion in connection with "tongue root" harmony. This issue arises because tongue body vertical position, an undisputed correlate of phonological height, and pharyngeal size have very sintilar effects in the frequency of the first formant - see Lindau (1978) for a particularly clear illustration of this fron Akan. As an expected consequence, then, in some harmony systems, such as that of Kinande, the harmonic classes seem to differ according to vowel height as well as tongue root position. Clements (1990, 1991) proposes an account for such systeıs in terms of an "aperture" theory of vorvel height. In his theory, the harmonic classes are distinguished on the basis of their value for the feature [open], used in implement height distinctions. More recent discussion of the same issue, "tongue root" us. "height" harmony, can be found in the instrumental studies of Gick et al. (2006) and Kenstowicz (2009), who provide converging evidence in favor of the "tongue root" interpretation for the Kinande vowel harnony system.

In part because of this issue, the "height" harmony systems in dialects of Italian (CHAPTER 130: METAPHONY IN ROMANCE) have not received an interpretation in terms of "tongue root" harmony and thus can be considered as good representatives of "height" harmony (see van der Hulst and van de Weijer 1995 for further relevant discussion of the "tongue root" ws. "height" harmony issue). This position must be qualified as tentative. The phonetic bases of the distinctions implicated in the Italian vowel harmony systems have not been the subject of systematic studies.

## 3 Previous accounts

Transparency and opacity have provided persistent challenges to phonological theory. A fundamental understanding of these phenomena implicates long-standing phonological issues: the range of possible rules or constraints (Charter 63: MARKEDNESS AND faITHFULNESS CONSTRAINTS), the nature of representations (Chapter 5: the atoms of fionologicai. represfntations; chal?ter 19: vowed. flace; Citapter 2l: vowel ifeigit; cifapter 27: tite organization of features), the central issue of locality (chapter 81: local assimilation), markedness (chapter 4: markedness), and the phonetic bases of phonological patterning. In this section, we review various analyses of transparency and opacity. Our aim is to highlight the central issues and the key insights, and in point out the areas where improvements can be expected.

The first generative account of vowel harmony is considered to be Lightner (1965). Lightner promoted the intuition that stems in vowel harmony languages are marked for a value of the feature exhibiting harmony, In this "root-marker"
approach, the Akan stem for 'pierce' [fiti] would be marked for the feature [+ATR] and 'show' [cire] would be marked for [-ATR] (data from the Asante dialect of Akan; Cleınents 1985). This feature is then realized on all vowels of the stem: and on harnonizing affixes that may appear in combination with the stem. Representative derivations of [o-fiti-i] 'lue pierced it' and [ $3-\operatorname{core}-1$ ] 'lue showed it' are given in (6). The intuition that the harmonizing feature is a property of the stem or, more precisely, that it is not a property of any particular segment in the stem invited attenpts to treat vowel harmony in ways parallel to contemporary proposals on the treatment of tonal phenomena (Goldsmith 1976). In the domain of tone and around the same time in the development of phonological theory, substantial attention was devoted to data where tonal melodies on a tier independent from that of the segmental sequence are associated to the segmental sequence via general principles of association. Spreading, specifically, is the operation that adds association lines between, say, a single low or "L" tonal specification and each vorwel in the stem. The same formal mechanism of spreading could then be applied to vowfel harmony (Clements 1976). The main intuition of the "root-marker" approach, feature sharing among multiple vowels in stems or in stemı plus affix combinations, could thus be expressed via this independently motivated formal medhrnism of spreading. Emoploying the same formal mechanisms for such disparate phenomena as tone, vowel harmony, and non-concatenative morphology provided the main momentum for the appeal of the autosegmental approach.

Analysis of ATR harmony in Akan


An immediate consequence of pursuing such an approach to vowel harmony is that the behavior of opaque vowels seems to follow from independently motivated constraints on autosegmental representations. For instance, in Clements $(1976,1980,1985)$, opaque vowels are spec:fied with their values for the harmonic feature, so that such a pre-existing association on an opaque vowel blocks spreading from the stem beyond the opaque vowel. The blocking is due to the well-known constraint against crossing association lines. To make this concrete, recall that in Wolof /a/ is in some cases opaque to [ATR] harmony and, in those cases, the vowel surfaces as [-ATR]. For instance, when the suffix [kat] intervenes between a stem and another suffix, it blocks harmony from a [+ATR] sters to the following suffix. In (7), we show how this fact follows from autosegmental principles. The feature specification of the stem vowel cannot spread to the suffix, as shown by the dashed line in (7a), because it would result in line crossing; ' $A$ ' denotes a low vowel unspecified for the value of [ATR]. The only allowable result is (7b), where the [-ATR] specification of [kat] spreads to the following suffix. In different words, opacity is seen here as a reflex of the fundamental phonological principle of locality. The final suffix receives its featural specification from its closest eligible donor, its preceding vowel, not from the first stem vowel, which is further away.

> (7)


Unlike opacity, transparency has proved to be a recalcitrant problemt for phonologists throughout the past approximately fifty-year period of theoretical developments. In autosegmental approaches, the behavior of transparent vowels was not as directly derivable from general principles of representations as was the case with opaque vowels. ${ }^{5}$ Consider, for example, the Hungarian diminutives of the proper names Erzsébet and Klára, Erzsi [ers-i] and Klári [kla:r-i]. When the diminutives are further combined with the endearment suffix $[-k J /-k \varepsilon]$, the result is [ers-i-ke] ds. [kla:r-j-ko]. How is the backness of the suffix transmitted to the suffix vowel? Clements (1976) proposes that, in a first step, the feature [+back] spreads to all vowels of the stem-suffix-suffix combination, including the medial [i]. This step expresses the intuition, by means of spreading, that the suffix is back because the stem vowel is back. But it also resulis in a representation where [+back] is linked to the medial high, unround vowel. Hungarian lacks such non-low, unround, back vowels. In Clements's (1976) analysis, then, this intermediate representation is corrected by linking [-back] to that vowel. This latter step is conceptually equivalent to the absolute neutralization rules of rule-based analyses, as in Vago (1976, 1980a). Its technical innplementation in autosegmental accounts, however, effectively deconstructs the result of the first spreading step to a representation where each vowel has its own separate specification of backness (S. R. Anderson 1980, in a critique of such approaches to vowel harmony, calls this the "mitosis" step; Kenstowicz 1994 brings out independent issues with such manipulations on autosegmental representations). Kiparsky (1981), Clements and Sezer (1982), and Ringen (1988) propose variants of this basic analysis that proceed to either parameterize the harmonic featurebearing units or keep the features at a different plane from that in which vowel harmony applies (or keep the features at a different tier, as in those accounts that hold the relevant featural specifications of transparent vowels "locked in" the so-called segmental core). The effect of such elaborations is that, in languages with transparent vonvels the spreading envisioned in tlue first step of Clements's (1976) analysis above would not link to these vowels at all. The "correction" step could thus be avoided. Representative works pursuing this perspective are Kiparsky (1981), Goldsnith (1985), Steriade (1987), and Ringen (1988); for critical reviews, see Kenstowicz (1994: 357-359), Farkas and Beddor (1987), and Steriade (1995: 135ff.).

The issue of transparent vorvels first participating in harmony and then being readjusted in some way persists across different phonological theories. Thus,

[^268]in Ringen and Vago's (1998) Optimality Theory (OT) analysis of Hungarian, both the representations and the constraints encode a distinction between transparent and all other vowels. On the side of representations, the transparent vowel in e.g. [klarr-i-ka] is assumed to be unspecified for backness. In Ringen and Vago's (1998) analysis, this assumption crucially enters into the evaluation of the constraint, ensuring that the harmonizing feature links throughout every vowel in the word. That constraint is defined in such a way that it is not vinlated by the presence of a transparent vowel placed between two back vowels (see e.g. Ringen and Vago 1998: tableau (12)). On the side of the constraints, the distinction between transparent and non-transparent vorwel is encoded in the constraint set used in Ringen and Vago (1998) (see e.g. the definition of their constraint in (5b)). Baković and Wilson (2000) and Ní Chiosáin and Padgett (2001) are two later approaches illustrating the same issue. The technical details anoong the different accounts are of course rather different, but the problent of transparency has remained a persistent challenge.

In early OT (Prince and Smolensky 1993) accounts of vowel harmony, the key notion of spreading is inherited from autosegmental approaches. The formal implementation of spreading pursued an extension of the constraint schema known as Align (McCarthy and Prince 1993). Align constraints were originally used for aligning morpheme edges with prosodic domain edges. For feature spreading, as in vowel harmony, alignment constraints require the alignment of harmonizing features with selected edges of domains. Apart from this, however, within the scope of early OT (Prince and Smolensky 1993) applications, attempts to address the transparency challenge were less reliant on representational assumiptions. Thus Smolensky (1993), in his treatment of transparency in Finnish harmony, proposes that the reason for the transparency of [i] is that the feature combination that would result from imposing [ + back] on [i] is marked - his constraint * $[+8 / 1]$. This constraint is ranked higher than *Embedded, which penalizes eınbedded feature domains. Then, if Align[+back] is ranked higher than the constraint against *Embedded domains, this results in transparency (the other ranking results in opacity; see Kirchner 1993, Akinlabi 1994, Pulleyblank 1996. Cole and Kisseberth 1995, and Ringen and Vago 1998 for related analyses and discussion). This solution, then, excludes transparent vowels from the domain harmony. But because these vowels intervene between two vowels that agree in terms of the harmonizing feature, this analysis forces the conclusion that harmony can be non-local. Arguably, on both formal theoretical and typological grouruls (MlcCarthy 1989; Clements and Hume 1995; Gafos 1999; Ní Chiosáin and Padgett 2001), this conclusion is considered unwarranted. Subsequent accounts of vowel harmony in OT, discussed below, inake efforts to maintain locality in vowel harnony while accounting for opacity and transparency.

In one such account, Kiparsky and Pajusalu (2003) construct a typolngy of vowel harmony, with a special focus on neutral vowels. In Kiparsky and Pajusalu's systen, the presence of vowel harmony is a consequence of a high-ranked constraint Agree[F], where Fis the harmonizing feature; thus, Agree[atr] for "tongue root" vowel harmony languages or AGRFE[back] for "palatal" vowel harגnony languages, and $\mathrm{s} \circ \mathrm{on}$. The onstraint is formulated in (8) in a way that maintains strict locality - evaluating a candidate with respect to this constraint never requires comparing segments that are not adjacent in the articulatory domain (Gafos 1999; Baković 2000; 4).
(8) Agree[back]

Articulatorily adjacent vowels must have the same specification for the feature [back].

In addition to Agree constraints, the Kiparsky and Pajusalu systent works with two more types of constraints: markedress constraints such as "front vowels must be non-low and unrounded ( $* \ddot{a}, * \ddot{0}, * \ddot{u}$ )," which oppose harmony, and positional faithfulness constraints such as Ident-Foor ${ }_{3}$, which forces faithfulness to an initial fect, and IdEni-Siem. Kiparsky and Pajusalu (2003) use the latter constraints to account for "derived environment" asymmetries in harmonic patterning. Specifically, such domain-specific constraints can caplure the pattern that harmony may be stricter in derived environments (chapter 88: derived environment efrects) than within a innopheme, and stricter in non-initial feet than in the more salient and thus phonologically privileged initial foot. This is formally implemented using the concept of constraint conjunction. In OT, Smolensky (1993, 1995, 1997) has argued that two constraint violations are worse when they occur locally than when they occur non-locally (charter 62: constraint conjunction). This idea appears io be useful in capturing patterns of optinnization in a wide range of cases (see Sinolensky 1993, 1995, 1997, on segmental inarkedness, sonority profiles, and vowel harmony, respectively; Alderete 1997 and Itô and Mester 1998 on dissimilation; Gafos and Lombardi 1999 on consonant transparency; among others). To express this property of constraint violation, Smolensky proposed that the constraint component of OT includes "an operation in UG [Universal Grammar] by which two constraints governing substructures of a given local domain are conjoined into a higher ranked constraint" (Smolensky 1993). This operation, called Local Conjunction, is defined in (9).
(9) The Local Conjunction of ${ }_{1}$ and ${ }_{2}$ in domnin D
${ }_{1} \&_{1}{ }_{2}$ is violated when there is some domain of type D in which both ${ }_{1}$ and $2_{2}$ are violated. Universally, $\&_{1} \gg 1,2 \cdot$

One use of constraint conjunction in the Kiparsky and Pajusalu (2003) system concerns patterns of stem-internal harmony. Thus, in Finnish, front and back vowels contrast in the second syll able of a stem, sinë 'you' 2 s . kinn 'squabble', riistio 'suffice' vs. viittn 'cloak'. But beyond the first foot this potential for contrast disappears: kipiniz 'spark', "kipina. Furthermore, in inorphologically complex contexts or "derived environments" such as stem-suffix combinations, the harmoric forces are stronger than within stencs: thels, viit-tit 'five-abe.ss', *viit-tn. To accolunt for this patterning, a constraint conjoining the individual Ident-Foor ${ }_{1}$ [back] and ldent-Stem[back] constraints is employed.
(10) Locally conjoined constraint

IDENT-FOot.[back] \& IDENT-Stem[back]: an [aback] input segment in the first foot of a stem cannot have a [-aback] output correspondent.

As a consequence of this constraint, Agree violations are allowed within morphological or prosodically privileged domains such as the stem or the first foot. In (11) this is formally expressed by the ranking [dent-Foor [back] \& IdentStem[back] >> Agree[back].

Agreement violations admitted zuithin the privileged domain of the stem/first foot

|  | Ident-Ft $[\mathrm{bk}]$ \& Ibent-Stem[bk] | Agreflbk] |
| :---: | :---: | :---: |
| tix a. $\left([\text { viita })_{\mathrm{F}_{1}}\right.$ |  | * |
| b. $\left([\text { viită }\rangle_{p_{\text {ct }}}\right.$ | *! |  |

Since stems impose their backness value as in viit-tä, we must also posit the ranking Agree[back] >>*ä, ${ }^{*}$, ${ }^{*} \ddot{u}$. For viit-tä, the conjoined constraint is silent, since the suffix vowel is foot-initial but not stem-internal. But in Uyghur, when the neutral vowel is the only vowel in the stem, the suffix is back: [[i] a], ${ }^{*}[[i] a ̈]$, where brackets indicate morphological constituency. This difference between Finnish and Uyghur in the way sole transparent vowels combine with suffixes is strikingly simple, and Kiparsky and Pajusalu (2003) propose a formal analysis that seems correct. In Finnish, the ranking is Agree[back] >> *ä, resulting in transparent vowels imposing their frontness on suffixes despite the markedness of low front vowels: [[i] ä], ${ }^{\text {F }}[\mathrm{i}]$ a]. In Uyghur, *ä >> Agree[back], resulting in transparent vowels failing to impose their frontness on suffixes: *[li] ä], [[i] a].

When in the context following a back vowel, however, Finnish and Uyghur exhibit the same pattern, namely [lai] a], *[[a i] al. This is the case of transparency, to which we turn next. To acconunt for transparency, Kipansky and Pajusalu (2003) build parsimoniously on the ideas used in capturing the stem-internal vs. derived environment effects described above. As discussed, stem-internally in Finnish, some disharmony is allowed, but [ä a] sequences are not permitted. The key insight here from Kiparsky and Pajusalu (2003) is that harmony violations with marked vowels are avoided, or in other words "disharmony with marked vowels is both worse than disharmony alone, and worse than markedness alone" (Kiparsky and Pajusalu 2003: 8). Formally, this insight enters the grammar as another locally conjoined constraint, shown in (12). As a direct effect of this constraint, *[a ä] is excluded because [ä] is marked and the sequence is disharmonic, but [ia] is admitted because the sequence is disharmonic but none of the vowels is marked.

## (12) <br> Generalized Marked Harmony

Acree[back] \& *ä, *ö, *ü

This key intuition, capluring such facts about stem-internal harmonic patterning, can be extended to account for transparency. Specifically, as shown in (13), the ranking Generalized Marked Harmony >> Agkee[back] results in transparency. Given /a i - ä/ as input, and comparing canctidates [[a i] ä] and [[a i] a], the former candidate incurs a violation of Generalized Marked Harmony: the first two vowels in this string disagree in terms of the harmonic feature, and the last vowel is inarked with respect to that feature. The other candidate, [[a i] a], does not violate Generalized lMarked Harmony, because it does not contain a narked vowel, though it does incur two violations of Agree[back]. ${ }^{\text {b }}$ This is the ranking accounting for the case of transparency in Finnish and Uyghur.

[^269]
## (13)

Transparency

| /ai-ä/ | Agree[bk] \& * ${ }_{\text {a }}$, ${ }^{*}$ i, ${ }^{*}$ ü | Agree[lık] |
| :---: | :---: | :---: |
| a. [[a i] ä] | *! | * |
| a b. [ a i] a] |  | ** |

In this approach, then, the backness of the suffix vowel is related to the backness of the first stent vowel in a novel way. The reason why narkedness in the suffix is a decisive factor is that the first two vowels, [a i], disagree. Sirice the second vowel is a neutral vowel (hence, front), disagreement implies that the first vowel must be back. Constraint conjunction imposes in this indirect way the same value of backness between the first and the third vowel.

Flipping the ranking of the constraints needed to get transparency results in upacity. That is, with the upposite ranking, Agree[back] >> AGRee[back] \& *ii, *ü, * $\bar{u}$, and for input /a $\mathrm{i}-\ddot{\mathrm{a}} /$, Agree[back] decides in favor of the opaque candiudate [ [a i] ä]. This is the pattern observed, for example, in Eastern Khanty. However, note that, in the ranking necessary to express opacity, Agree[back] >> Agree[back] \& *ä, ${ }^{*} \ddot{0},{ }^{*} \ddot{u}$, the conjoined constraint is outranked by one of its constituent constraints. This is generally ruled out in OT (see Kager 1999: 393).

Opacity

| /a i-ä/ | Agrfe.[bk] | Agref[bk] \& *ä, ${ }_{\text {a }}$, ${ }^{*}$ *ii |
| :---: | :---: | :---: |
| ${ }_{\text {ETP }}$ a. [[a i] ä] | * | * |
| b. [[a i] a] | **! |  |

It is a notable corollary of the Kiparsky and Pajusalu (2003) system that back vowels in "palatal" harnony languages ar'e opaque rather than transparent. That is, in the system entertained here, [laiil o] đi] is harmonically bound by [[ä o] a]. The sequence [[äal a] violates Generalized Marked Harmony (12) once and Agree[back] once. The sequence [[ä o] ä] violates Generalized Marked Harmony twice and Agree[back] twice. Thus, regardless of the ranking between the two constraints, Generalized Marked Harmony and Agree[back], [ $\dot{\bar{c}}, 0$ öi] is less har'monic than [äi o a]. This is a remarkable result, following from two "first principles" in the Kiparsky and Pajusalu system: markedness and agreement.

We now return to the Hungarian facts, to work out the implications of transparency and opacity being present in the same system. To account for transparency, we must posit the ranking Agref[back] \& *e $\ggg$ Agrfelback] (henceforth, when referring to Hungarian forms, the symbol for the low front vowel will be " e " in place of Kiparsky and Pajusalu's "ä" symbol). The candidate illustrating opacity, [[a i] e], violates the conjoined constraint Agree[back] \& *e, *ö, *ü, because "e" is inarked for the harmonizing feature [back] and [i] is disharnonic for [back]. This entails the desired harmonic ordering, that is, [[aide] (Opacity) < [[a i] a] (transparency).

|  |  | Agree[bk] |
| :---: | :---: | :---: |
| rera. [[ai] a] |  | ** |
| b. [[a i] e] | *! | * |

In this formal system, then, markedness as embodied by the *e constraint plays a crucial role in deriving transparency. However, Hungarian presents a problen here. The vowel $\mathfrak{e ́}[\mathrm{e}]$ is a mid vowel, whereas $e$ is a low or at least lower vowel, typically transcribed as [ $\varepsilon$ ] (Siptár and Törkenczy 2000: 385, 426). This is the standard phomological classification. Furthermore, ultrasound imaging data show a rather clear difference in tongue height between the group [ $\mathrm{i}: \mathrm{i}$ e: ] and $[\varepsilon$ ]. The latter vowel shows a much lower and anore retracted tongue body posture than the other vowels. In Hungarian, there are suffixes with front non-low surface altel'nants such as the adessive [-ne:l]/[-na:l]. The markedness constraint "front vowels must be ron-low and unrounded ( ${ }^{*}$, * ${ }^{*}$, *ii)" would not be violated by the vowel in [-ne:l]. The conjoined constraint Generalized Marked Harmony would therefore also not be violated in [[ai] e:], and the decision is made by the other constraint AGREE[back], which declares [[a i]e:] > [[a i] a:]. This is the wrong outcome. In Hungarian, the choice between [-ne:l], [-na:l] is made in the same way as for other suffixes such as the dative $[-n c k]$, $[-n o k]$.
Furthermore, unlike Finnish and Turkish. Hungarian admits disharmonic stems with marked vowvels such as [fotel] 'armchair' and [farmer] 'jeans'. Hungarjan also has back-initial stems followed by front round vowels as in sofor 'driver', parfiom 'perfume', and kosztïm 'costume'. These words are relatively recent loans (Kertész 2003: 67), perhaps belonging to a lexical "periphery" in the sense of lt $\hat{O}$ and Mester (1995). Nevertheless, in their harmonic behavior they are completely regular. To account for the opacity pattern exhibited in these stems, the ranking schema must be AGree[back] >> Generalized Marked Harmony. But recall that the transparency pattern required Generalized Marked Harmony >> Agree[back]. The relevant datum is sequences of the [[a y] e] profile, the opaque candidate, vs. [[a y] a], the transparent candidate (see (16)). The crucial decision rests on how Agree[back] \& *e, * a, * ti i is evaluated. In [[a y] e], [a y] disagree and e is marked. This is the same profile of violations for the transparent wituer [[a i] a] discussed above, and implies at least one violation of Agree[back] \& *e, * $\boldsymbol{*},{ }^{*} \dot{*}$. Furthermore, the subsequence [a y] may also be considered to violate $\operatorname{AGREE}\left[\right.$ back] \& ${ }^{*} \mathrm{e}$, ${ }^{*}$ ö, ${ }^{*} \mathrm{ij}$ exactly as assumed for the stem-internal [ä a] sequences in Finnish above: [a y] disagree and [y] is marked. If two violations of Acree[back] \& *e, *"̈, *ü are assigned, then [[a y] a] is the predicted wirner. If only one violation of Agree[back] \& *e, *ö, *ü is assigned, then [[ay]e] is the correctly predicted winner.

|  |  | Agrem:[bk] |
| :---: | :---: | :---: |
| a. [[ay] a] | * | ** |
| b. [[a y]e] | * ${ }^{*}$ ? ${ }^{\text {a }}$ | * |

In this system, it is conceivable to split the conjoined constraint into two separate ones: Agree[back] \& *e and Agrbe[back] \& *y. This permits more freedom in different allly weighing violations of the corresponding constraints, as shown
in (17). But in this case, this change does not help, since to account for transparency we must posit Agree[back] \& *e as the highest-ranked constraint. This constraint is violated by the attested output [[a y] e], which is thus predicted to be sub-optinual.

Splitting the conjoined constraint

|  | Agree[bk] \& *e | Agree[bk] | Agree[ $[\mathrm{bk}$ ] \& *y |
| :---: | :---: | :---: | :---: |
|  |  | ** | * |
| b. [[a y]e] | *! | * | * |

The challenges reviewed so far derive from a single formal property of the analysis: the rankings of constraints needed to account for transparency and upacity are different. There is no hard evidence a priori that this must be true of any system that aims at capturing both transparency and opacity. After all, focusing on palatal vowel harmony systems and without loss of generalization, within any given language, the transparent vowel is different from the opaque one, e.g. [i] is transparent and [y] is opaque in Hungarian/Finnish. An alternative approach to transparency and opacity could capitalize on inherent properties of the vowels in question while leaving the general schema of grammatical forces the same.

The need for different grammar rankings for transparency and opacity can be traced to a crucial assumption. That assumption is that transparent vowels categorically do not partake in agreement, as required by harmony. In other words, (all) transparent vowels categorically disagree with their adjacent vowels. A diametrically opposed perspective is to abandon this key assumption of disagreement and devise a system admitting differential agreement relations between vowels - that is, not simply agree us. disagree, but a spectruin of agreement qualities tailored to the specific combination of vowels involved in the relation for which agreement is assessed. Beřus̆ (2005) develops th is approach on the basis of a rigorous experimental study of Hungarian transparent vowrels. The general schema governing both transparency and opacity in Beňuš's account is expressed by a single ranking: Perceptual Faithfulness >> Agreement >> Articulatory Faithfuiness. The broad correspondence betwen the constraints in this ranking and those discussed so far is as follows. Agreement corresponds to Agree[back], requiring overlapping vowels to agree as much as possible in constr ${ }^{\circ} 1$ dion location. $^{\text {a }}$ Its opposing but lower-ranked constraint is Articulatory Faithfulness. This corresponds to Ideni[back] of previous accounts. The ranking Agreement >> Articul.atory Faithfulness expresses the simple fact that the language exhibits vowel harmony. The dominating Perceptual Faitiffulness restricts the harmonic agreement furces to degrees of agreement that leave the perceptual identity of the vowels in question unchanged. The closest parallel to Percertual Faithrulness in contemporary OT accounts is Baković and Wilson's (2000) sitnilarity scale - in that analysis, transparent vowels are by-products of an optimization starting with the full assimilation candidate and changing that to a less marked candidate, while maintaining sinnilarity with the full assimilation candidate. Overall, then, the main idea in Benuš's proposal is that vowel harmony is driven by articulatory agreement between overlapping vowel gestures and that this agreement is
constrained perceptually. In an $A-I$ sequence, where " $A$ " represents any back vowel and "I" any front vowel, vowels differ with respect to their potential for agreement: following any given back vowel, a high front vowel like /i/ is nost retractable, a mid front vowel like /e/ is somewhat retractable, and the high front round $/ \mathrm{y} /$ is minimally retractable. Articulatory-perceptual quantal relations are crucial in determining the degree to which a vowel can be retracted without losing its perceptual identity. For transparent vowels, such as the [i] in the sequence [[a i] $\mathrm{V}_{\text {susax }}$ ], articulatory agreement with the preceding back vowel can be substantial without changing the perceptual identity of the [i]. In turn, the degree of articulatory backing induced on the transparent vowel by agreement with its preceding back vowel is sufficient to trigger a back suffix, hence [[a i] a]. For opaque vowels, the ranking of constraints remains the saıne. The difference in behavior between opaque and transparent vowels derives from the quantal characteristics of the different vowels. In [[a y] $\mathrm{V}_{\text {suffix }}$ ], the front round vowel cannot be retracted to the same degree as the vowel [i] without losing its perceptual identity as a front vowel. The limited potential of agreement with a back vowel for [y] results in less articulatory backing on the [y], which in turn results in the selection of a front suffix, hence [[a y] e]. In other words, the high ranking of Perceitual Faithfulness prevents establishing articulatory agreement to a degree that would induce a back suffix alternant just when the front vowel is [y].

The typological implications of the phonetically informed approach pursued in Benuš (2005) have yet to be pursued systematically. That approach crucially relies on rigorous phonetic records. There is a great disparity between the range of languages whose vowel harmony patterns have been described or even analyzed in the theoretical literature and those for which we have systematic phonetic investigations for the same or even a subset of the same data. Apart from Beňuš's studies on Hungarian and some more recent data on transparency from Kinande, to be discussed in the next section, there are no other studies we are aware of that have systematically examined transparency and opacity patterns in vowel harmony using rigorous experimental methods. It would not be an exaggeration to state that we have only recently begun to register the phonetic record for transparency and opacity using rigorous (i.e. non-impressionistic) data registration methods.

Thus two key insights have eanerged. In the typological study of Kiparsky and Pajusalu (2003), rnarkedness and its prioritization with other generally accepted grammar principles such as Agree go a long way in capturing essential distinctions between the different languages reviewed in that study. The other idea, from Beňuš's (2005) experimentally based work, is that considerations of the relation between articulation and acoustics play a crucial role in transparency and opacity. It seems thent a combination of the two insights, supported by a parallel pursuit of theoretical and experimental work, would provide a solid basis for gaining a better understanding of the phenomena at hand.

## 4 Phonetic bases

Understanding the phonetic bases of opacity and transparency must begin with an understanding of the phonetic bases of vowel harmony in general. Since Gay ( 1977,1978 ), it has been known that a non-contiguous sequence of identical vowels
such as $[u-u]$ in kutur is produced by speakers of English with a discontinuity in both the articulatory and the electromyographic measures of lip rounding. For example, in the electrontyographic signal there is a trough coincident with the production of the intervening consonant. The cessation of muscle activity during the consonant is consistent with the hypothesis that the linguistic representation underlying the production of lip rounding schedules the rounding of the two identical vowrels as two independent events, $[u]_{\text {Rum) }} C[u]_{\text {Rouw }}$ ( $C$ is a variable for any perınissible intervocalic consonant or consonant cluster). A number of other studies have documented the same trough pattern in the production of ron-contiguous identical vowels in Spanish, French (Perkell 1986), and Sivedish (McAllister 1978; Engstrand 1981). In contrast to these cases, Boyce (1988, 1990) found in Turkish a plateau of continuous activity for / uCu/ utterances both in muscle excitation patterns (of the orbicularis oris) and in lower lip protrusion kinematics. This pattern of results, the English trough vs. the Turkish plateau, seems to reflect the fact that Turkish but not English has vowel (rounding) harmony. Furthermore, the linguistic representation underlying the production of lip rounding in Turkish is consistent with a central idea of autosegmental theory, namely that assimilation and harmony involve representations in which a single instance of the assimilating or harmonizing property extends over a domain encompassing all segments required to agree on that property. Thus, in Turkish, the rounding property of the two vowels would extend over a domain encompassing both vowels in /uCu/ (Clements 1976; Kiparsky 1981; Goldsmith 1985), and this is what gives rise to the plateau seen in Boyce's study. Open issues do remain, however, with establishing a link between linguistic representation and the experimental record here with some degree of confidence (Gafos and Coldstein, forthcoming).

The picture becomes more complex when we consider the facts of transparency. As we have seen, many languages with harmony include vowels that can intervene between the trigger and the target of vowel harmony even when they bear the opposite value for the harmonizing feature. In Hungarian, papir selects [+back] suffixes, such as nak 'dat', haz 'all', tot 'Abl', ban 'iness', in agreement with the [+back] value of the initial stem vowel and despite the intervening [-back] value of $/ \mathrm{i}: /$. At the heart of the problem that transparent vowels pose for the phonetic basis of vowel harmony is an assumption about their representation. The assumption is that the phonological category of a transparent vowel is invariant across different contexts and irrelevant to the quality of the suffix following the transparent vowel. In an impressionistic sense, the transparent vowels in words like buli-nak 'party-Dat', hid-nak 'bridge-dat', and mamicsi-nak 'mother-dim-dat' are not perceptually different from those in bili-nek 'pot-dat' and viz-nek 'water-dat'. Hence, they are assumed to be invariant across these different contexts. However, it is well known that, for vowels, a relatively stable acoustic output can be produced using multiple articulatory strategies and constriction locations. Stevens $(1972,1989)$ promotes the idea that the relation between acoustic and articulatory dimensions of phonetic form displays discontinuous characteristics. In "stable" regions of an abstract articulatory-acoustic space, change along an articulatory dimension does not result in significant change in acoustics. In "unstable" regions, however, comparable articulatory change can cause significant difference in acoustics. Stevens argued that Universal Grammar utilizes the presence of such discontinuities in the dual articulatory-acoustic phonetic substance to encode


Figure 91.1 Non-linearity in front non-low unround vowels. 'longue body retraction is shown as the difference between the $x$-coorctinates of the two circles, while the minimal perceptual effect of this retraction is shown on the $y$-axis
contrasts in phonological systems. Moreover, the presence of such regions, according to Stevens, explains why the abundance of co-articulation in natural speech does not hinder perception.

A group of sounds with well-documented discontinuities in the relation between articulation and acoustics is that of the non-low front unround vowels. Calculations using both simple tubes (Stevens 1989) and natural human vocal tract profiles (Wood 1979) show that the acoustic outputs for non-low front vowels are insensitive to a limited amount of variation in the horizontal position of the tongue body. For example, the vowel [i] may be articulatorily retracted to some degree without losing its perceptual identity. The central result is illustrated in Figure 91.1. The S-like curve divides the abstract phonetic space into the stable Regions I and III and the unstable Region II. The horizontal coordinate of the ball sitting on the curve represents the locus of a palatal constriction formed by the tongue body articulator. The black circle corresponds to a tongue body position with the palatal constriction of a prototypically front vowel. The slightly retracted tongue body position illustrated with the white circle falls in the stable region of perceptual stability; a vowel with this constriction location is still considered a front vowel.

We stress that the foundational results of Stevens and Wood above are not about a specific language. Rather, they characterize properties of articulatoryacoustic relations for specific sets of vowels, the non-low front unround vowels, language-independently. These are precisely the transparent vowels of palatal vowel harmony systems like Hungarian and Finnish.

The articulatory-acoustic relations reviewed above provide a plausible phonetic basis for transparency: Iransparent vowels in palatal vowel harmony are those vowels that can be articulatorily retracted to a certain degree, but maintain their perceptual quality of being front. This hypothesis has been pursued in studies of Hungarian transparent vowels [i:], [ i ], and [e:] using a combination of electromagnetic articulomeiry and ultrasound (Beřuš 2005: ch. 4). In these studies, one set of stimuli consisted of word pairs where transparent vowels occur in stems triggering front or back suffixes. In the first set, all words were trisyllabic, e.g. zefir-ben 'zephyr'-INESS ws. zafir-bon 'sapphire'-InEss. Such pa:rs permitted
comparisons of the tongue posture for /i:/ in the two vowel harmony contexts, front and back. The second set of stimuli consisted of inonosyllabic words. For example, /e:/ in szél 'wind' was compared to /e:/ in cél 'aim'. The forms szél, cell correspond to the nominative case of the respective nouns, where there is no overt suffix. When these stems appear with overt suffixes, szél triggers a front suffix while cél triggers a back suffix: szél-nek 'wind-dar' vs. cél-nak 'aim-dat'. Once again, such pairs permit comparisons of the tongue posture for /e:/ in the two vowel harmony contexts, front and back. However, they differ from pairs like zefir vs. zafir in one crucial respect. For zefir ws zafit, the difference in suffix choice, front for zefir $v s$. back for znfir, is typically ascribed to the presence of a front vs, back stem-initial vowel. In the szél vs. cél pairs of stimuli, if systematic subcategorical differences are found in the transparent vowels, then the source of these differences cannot be ascribed to another vowel within the saine stent. The results were, first, that transparent vowels in back harmony contexts show a less advanced (more retracted) tongue body posture than phonemically identical vowels in front harmony contexts: e.g. [i] in buli-onl is less advanced than [i] in bili-vel. Second, transparent vorvels in monosyllabic stems selecting back suffixes are also less advanced than phonemically identical vowels in stems selecting front suffixes: e.g. [i:] in ír, taking back suffixes, compared to [i:] of hír, taking front suffixes, is less advanced when these stems are produced in bare form (no suffixes). Because these monosyllabic stimuli were presented in isolation, the observed sub-phonemic differences cannot be attributed to contextual co-articulation. These differences must be part of the speakers' knowledge of these stems.

To review, then, the nain result of the above experiments is that the harmonic type of a stem is realized as a sub-phonemic difference in the tongue body position of transparent vowels. Transparent vowels in the front-selecting stems are produced with the tongue body more advanced than the phonemically identical vowels that occur in back-selecting stems. The non-linearity in the articulatory-acoustic relations in these vourels provides a way to understand why the articulatory differences revealed in these experiments cause minimal differences in the acoustic output of these vowels. In turn, we can then understand why in impressionistic transcriptions these vowels are denoted with a phonemically invariant category, even though there are systematic articulatory differences.

The hypothesis that transparency has a basis in non-linearities betwreen articulation and acoustics can be extended to at least two other cases of transparency in harmony. In ATR harmony, we discussed articulatory and perceptual factors contributing to limited contrast potential in the class of vowels commonly exhibiting transparency in these harmony systems. As noted, in Kinande "tongue root" harmony, articulatory, and acoustic data also indicate that the low vowel /a/ is an integral part of the harmony dormain (Cick pt al. 2006; Kenstowicz 2009). In the case of Mongolian, where [ $\mathbf{i}$ I] are transparent to the spreading of rounding, we see no principled reason why the same hypothesis would not be applicable. If the phonetics of "rounding" is pursued with some care (Disner 1983; Goldstein 1991), lip posture can be hypothesized to spread through the intervening [i] without a substantial effect on its acoustics. Overall, then, the plausible hypothesis is that transparency is not failure to participate in harmony but failure to produce salient acoustic consequences of harmony on a specific class on segments. Kaun (1995: 142) expresses a similar intuition, that for transparent vowels their
"occurrence does not constitute a substantial interruption of the signal associated with the extended feature."

The hypothesis grounding transparency in articula tory-acoustic relations may also allow us to understand why certain vowels exhibit transparency, but other similar vowels exhibit upacity. To illustrate this, consider that one important generalization in the phonological patterning of transparency in "palatal" harmony systems concerns front round vowels. Phonologically, front round vowels do not behave transparently. In Hungarian, for example, front round vowels in stemn-final position are followed by front suffixes, irrespective of the quality of the preceding vowels (子nifium-nck, *parfiim-nak 'perfume-dat', tök-nek, *tök-nnk 'pumpkin-dat'). In contrast, front unround vowels can be followed by front or back suffixes. Whence the difference in harmonic patterning between [y] and [i]? The two vowels are very similar in terms of their lingual articulation (Beñuš et al. 2003; Beňuš 2005: ch. 4). The only remaining source of difference between [y] and [i] is their rounding. Both Wood (1986) and Stevens (1989) show that rounding in front vowels significantly affects their quantal properties. In front round vorvels the degree of perceptually tolerated tongue body retraction is more limited than for unround vowels. The reason for this is the difference in the effective position of the constriction relative to the length of the vocal tract. Lip rounding, as for [y], increases the length of the vocal tract. This effectively advances the stable region in which horizontal articulatory perturbations have minimal acoustic effects (Beřuš 200.5: §4.6.2). As a result, the potential degree of tongue body retraction $f$ or $[y]$ is minimal as compared to [i]. There is therefore a plausible phonetic basis for the horizontal tongue body position for [y] to be more constrained than that of [i] in the context of adjacent back vowels. Hence, the binary (phonological) choice in suffix form correlates with differences in the quantal characteristics of stern-final vowels: front vowels for which some articulatory retraction is perceptually tolerated are followed by either front or back suffixes, whereas front vowels for which comparable retraction is not tolerated are followed by front suffixes only.

To summarize, the evidence reviewed indicates that a plausible phonetic basis for transparency and opacity can be formulated by reference to the link betwreen articulation and acoustics.

## 5 Prospects

We have reviewed theoretical and experimental work on transparent and opaque vowels in vowel harmony. Here we highlight some directions for future wrork.

Just as in other areas of phonological patterning, our understanding of transparency and opacity has been increasingly informed by the availability of new experimental methods. Yet much remains to be done on the experimental side. The main aim should be gaining a more rigorous empirical foundation. Phonological theorizing has relied heavily on impressionistic descriptions of data. In the few cases where harmony data have been examined with experimental methods (Rialland and Redouanne 1984; Beñuš 2005; Svantesson et al. 2005; Gick et al. 2006; Kenstowricz 2009), the results provide new information that in turn requires revision of past theoretical analyses or inspires new ones.

Closely related to the aim of gaining a better grip on the data is research on perception. The experimental findings from Hungarian and Kinande reviewed
above show that transparent vowels have two variants, depending on the harmonic type in which they appear. For example, the Hungarian vowels [i: i e:] show a more advanced variant in the front harinony type words and a less advanced one in the back harnony type words. Yet the phonological literature and impressionistic intuitions of Hungarian native speakers suggest that tlue two variants are non-contrastive. Ultimately, then, connected to this line of research must be perception experiments, tesing the ability of listeners to differentiate transparent voivels embedded in different harmonic contexts.

On the side of theory, in turn, insights from theoretical analyses should be integrated with the new data patterns. Another way to express this is to say that high-level phonological theory should make predictions about results that could be obtained in future experiments (charter 96: experimental approaches in theoretical phonology). It is this integration between theory and rigorous data that seenis to us most likely to lead to a deeper understanding of the phenomena at hand.
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## 92 Variability

Gregory R. Guy

## 1 Introduction

Variability is a term used in phonology with several meanings. One common meaning is sociolinguistic diversity: speakers of different social backgrounds speak differently, and all speakers vary in speech style and register. Thus in New York City, as Labov (1966) famously demonstrates, a consonantal articulation of coda /r/ is preferred by higher status speakers, and by all speakers in their more careful styles, while a vocalized or deleted realization is preferred by lower status speakers and in casual styles.

Another sense refers to acoustic and articulatory diversity: English voiced stops can be articulated with voice onset times ranging from negative values to +10 msecs, with a mode around +5 msecs, while their voiceless counterparts typically show VOTs from +20 to +90 misecs. Successive articulations by the same speaker under the same conditions are not identical, but wander around these ranges. Vowels are similarly variable in realization. As Peterson and Barney (1952) showed, a vowel cannot be defined as an articulatory point, or as a particular acoustic realization, but rather as a region in articulatory and acoustic space; a series of measurements of a speaker saying a given vowel will show considerable scatter in this range, and sometimes items that fall outside it.

A third sense of variability addresses simple optionality: phonological characteristics or processes that may or may not occur in certain circumstances. Thus English voiceless stops in final position may be aspirated or not, although those in initial position show aspiration systematically. Hence we can describe aspiration as obligatory in initial position, but optional or variable in final position.

But, despite this range of meanings, variability is simple to def ine: in its broadest sense it is the inverse of generality. A phonological generalization is a statenuent about a sound systen that is true everywhere, in every relevant occurrence; when some statement is not true everywhere, we encounter a case of variability. A phonological phenomenon that occurs in some, but not all, of its possible instances is not fully general; it is in some respect variable in occurrence (sometimes it happens, and sometimes it doesn't) or in realization (sometines it happens one way, and sonnetimes another).

Variability as lack-of-generality is therefore a chronic problem for linguistic analysis. Generalizations are, of course, privileged in linguistics. Linguists are trained to seek generalizations; indeed, we see regularly recurring structures as a defining property of language, and the absence of all regularity as the defining property of noise (i.e. non-language). Consequently, phonology has repeatedly addressed issues associated with defining the frontiers of generality and the treatment of partial generality,

Limits on generality. The search for ever broader and deeper generalizations has been a prominent theme in the history of linguistics. The broadest generalizations about sound systems are phonological universals: statements that are true of all utterances in all languages. A truly universal property cannot be absent or contradicted in some language or some speakers, cannot have lexical exceptions, and must be apparent in 100 percent of cases. Hence a context-free universal can be characterized as in (1):

## (1) Maximam generality: Phonological universals

For all human speakers (of all languages),
in all lingu ist ic contexts,
in all lexical items,
$x$ is always true.

Any phonological generalization that cannot satisfy all the quantifiers in (1) is less than universal. But this is true of most of phonology; although universals have important status, most work in phonology deals with generalizations that are limited in some respect, for example to a particular language or particular context. Hence, in a sense, most of phonology deals with variability, with partial generalizations that leave a region of variation where non-conforming realizations occur. The phonologist who pursues generality and regularity is therefore always confronted with the task of identifying the limits on the generalization, and the alternatives that occur beyond those limits. This is the problem of variability.

The problem can be approached in terms of the various quantifiers in (1). These are of two types: the "all" quantifiers, which deal with issues of scope, and the "always" quantifier, which addresses prevalence. When these are less than universal, they delineate the several problems of variability. First is social scope: generalizations that are true of only some human speakers (some language, speech community, or ethnic or other social group) constitute cases of social variation. Second is contextual scope: many generalizations are context-sensitive, i.e. valid only for iteins in a particular structural position. But the definitions of contexts, and indeed of what may count as a relevant context, are substantive theoretical and empirical questions. Various forms for the interaction between context and item have been proposed: a context may be seen as having a categorical effect, a gradient effect, or some other non-categorical outcome. And third is the problem of lexical scope: do phonological processes apply to all relevant words (all that have a given phonological structure in the right context)? Or do some wrords of the appropriate phonological shape nevertheless fail to conform to an applicable generalization by virtue of their lexical identity? If phonological statements are limited in their applicability to subsets of the lexicon, leaving words or sets of words in which different conditions prevail, we confront probleıns of lexical variability.

Orthogonal to the problems of scope is the problem of variable prevalence does a given state of affairs always prevail, or is it encountered only some of the time? Although some theoretical approaches treat this as a scope problen, for example by seeking to define a narrow social or contextual domain in which prevalence is categorical, the logical problem of prevalence exists ronetheless: if all relevant dimensions of scope are held constant, is a given phonological generalization valid for all successive occurrences of relevant forms? If we listen to the sante speakers producing the same wrords in the same contexts, do we always hear the same productions, or do they vary? Does a given process apply 100 percent of the time in the relevant donaains, or less than 100 percent? And how does phonology cope with the two scenarins - how dnes it model categorical prevalence, and how does it account for variable prevalence?

In what follows we consider in turn each of these potential limitations on generality - each of these types of variability. We begin with the question of prevalence.

## 2 The quantitative limits of generality: Variable prevalence

A linguistic universal has universal prevalence: it always occurs wherever possible. We can describe a phonological generalization that is always true as categorical or obligatory. But how does phonology treat a state of affairs with less than universal prevalence - a generalization tliat is not categorically true, or a process that is not obligatory? This question lies at the core of whent many linguists consider variability.

To illustrate this issue, consider common alternations, found in a number of languages, betwreen presence and absence of coda consonants (Chapter 68 : Deletion). In natural speech in English, words containing final coronal stops, such as best, old, are often articulated without ithose stops (cf. bes' friend, of man). Jn colloquial Caribbean Spanish and Brazilian Portuguese, syllable- and word-final /s/ is sitnilarly variable in realization: estomos, menos are often articulated as ctomo, meno. Such facts can be accounted for by phonological deletion processes, which are plausibly motivated by markedness considerations that are likely universal: simpler codas are univer'sally less marked than more complex ones. But in the cases cited, the prevalence of these deletion processes is less than categorical. Not all utterances of eligible words undergo deletion.

These are not questions of scope. The alternations are not restricted to particular words. Although social groups vary in deletion rates, these societies are not connposed of some groups or individuals who always delete and others who never do (Guy 1980, 1981). And although these processes show contextual conditioning - for example, all three languages delete more before consonants than before vowels - the contexts do not define domains in which deletion always applies or never applies. No inatter how we slice up the data in terms of scope, we always encounter both deleted and non-deleted forms. Hence, the prevalence of these phenomena is less than "always." How does phonology deal with such cases? Or indeed, is phonology responsible for such facts at all?

A phonological state of affairs that does not always prevail needs some statement of limitations on its prevalence. This can be done with quantitative vagueness,
by replacing the "always" quantifier in (1) with non-universal quantifiers like "sometimes" or "optionally," or with existential quantifiers like "may occur." Or, a more precise quantification can be used, specifying some frequency or probability of occurrence (CHAPTER 90: ERE UENCY EFFECTS). Thus the prevalence clause on generality сал be restated as (2a) or (2b):
(2) Qumtifing prcualence
a. Optional gencralization
$\ldots x$ is optionally true.
b. Probabilistic generalization
$\ldots x$ is true with probability $p$.
As we shall see, these choices are the subject of considerable theoretical debate. Some schools of thought strenuously argue that grammar has nothing to say about frequency or quantification, and consequently deny that statements like (2b) are permissible in formal phonolngy. Other frameworks embrace to a greater or lesser extent the quantification implied by (2b), seeking to account for variable prevalence by grammatical ineans. Let us consider the range of argunments bearing on variable prevalence.

The preference for categorical prevalence. Since so much linguistic analysis is inductive, it is unsurprising to observe a long, articulate tradition in linguistic theory of preferring generalizations that are categorical, i.e. true of 100 percent of relevant cases. Generalizations that are not fully general are often treated as valueless. The typical heuristic in linguistic analysis is to hypothesize a generalization, and, if counterexamples are discovered, to seek a reformulation of the generalization that either properly excludes the counterexamples, or accounts for them in another way, perhaps as a consequence of some other generalization (see also charter 106: exceptionality).

The historical prototype for this heuristic is Verner's (1877) refinement of Grimm's Law, which describes the sound changes characteristic of the Cermanic languages. In the early nineteenth century Grimm and others discovered a set of common correspondences between the obstruents of the Germanic branch and those of other Indo-European languages (Rask 1818; Grimm 1819). Among these was the correspondence between Proto-Indo-European voiceless stops and Germanic voiceless fricatives (thus Latin ped, tres, cornu us. English foot, three, horn). But there were also many recognized exceptions to these correspondences, so they appeared to fall well short of being categorical "laws." Thus in many words PIE vniceless stops end up as voiced stops or fricatives in Germanic (cf. Old English fader, hundred us. Latin pater, centum). Based on the data known to early nineteenth-century linguists, the Cermanic sound-shift might more accurately have been described as a variable process with several outcomes, among which one particular set (those known as Grimm's Law) were quantitatively prominent.

In 1877, this picture was dramatically altered when Karl Verner published a paper showing that one large class of exceptions was regularly conditioned by the position of the word-stress in PIE: the regular fricative outcome for voiceless stops occurs only in initial and post-tonic positions, while the exceptional voiced outcome occurs elsewhere. This discovery removed many counterexamples to Gr:mm's Law, reducing the domain of apparent variability, and greatly increasing the prevalence of the Grimn's Law generalizations. This allowed the conjecture
that a correct definition of contexts would yield two categorical generalizations - two separate conditioned sound changes, each of which alienys occurred in its appropriate context. This conjecture received explicit formulation as the Neogrammarian hypothesis: sound change is "exceptionless," admitting no variation (Osthoff and Brugmann 1878). By this hypothesis, any variability in the data was spurious, deriving from alternate sources such as borrowing, neologism, or dialect mixture, or from an inaccurate statement of the context of the change, calling for a Verner-like amendment of the generalization.

With the emergence of modern linguistics since Saussure (1916), the idea of exceptionlessness became dominant in synchronic phonology: generalizations should be categorical. If a generalization is nearly categorical, the analyst should seek to make it categorical by redefining the context or by explaining the exceptions. Variability, in the sense of a phonological state of affairs for which no redefinition of context yields categorical prevalence, is considered an unhappy outcome by many schools of phonological theory, including structuralism, generative phonology and its various developments, and mainstream Optimality Theory, and it receives little theoretical attention in these frameworks, being tolerated only where empirically necessary.

Optionality. Despite this widespread theoretical preference for categorical statements, the task of accounting for a body of data has always led linguists to the necessity of non-categorical descriptive statements. In American structuralism, this necessity was formally treated in phonemic theory in terms of "free variation" (Swadesh 1934; Hockett 1942). Thus, to account for variable realizations of final voiceless stops in English, a structuralist analysis would present a list of possible allophones in this position which included the aspirated and unaspirated variants. Declaring that these allophones occurred in free variation was equivalent to a statement that their occurrence was random, not subject to further principled (i.e. structural or contextual) analysis. Such an account therefore adopted the strategy of (2a), declaring only that these alternatives all occurred with linuited prevalence, but making no attenpt to quantify tleeir respective frequencies.

In rule-based generative frameworks, the equivalent mechanism is the "optional" rule: a rule which may apply, generating its output, or fail to apply, which leaves its input to surface unaltered (Chomsky and Halle 1968). Thus the English voiceless stop alternations could be modeled in generative phonology with an optional rule that rewrites the feature matrix of a voiceless stop to include aspiration in final position. When it applies, aspirated forms are generated, but when it optionally fails to apply, an unaspirated realization is generated. Again, this ref.ects the (2a) approach to variable prevalence, stating only that it exists, without further quantification.

Varinble prexalence in OT. The treatment of variability-as-optionality has survived the transition from rule-based to constraint-based models. In constraint-based phonology, optionality can be captured with variable or incompletely specified constraint rankings (Anttila 1997). In Optimality Theory, a fixed constraint ranking is expected to yield a unique outcome for every evaluated form. This is the ranking equivalent of "obligatory" rules: if constraint A outranks constraint B, and the requirements of $A$ and $B$ confiict in some situation, candidate forms must obligatorily satisfy A over B in order to be selected. In most circumstances, the conjunction of the ranked demands of a set of constraints will rule out all but a unique candidate, excluding the possibility of variation.

But Optimality Theory also allows for the existence of a great variety of rank orders, and makes extensive explanatory use of ranking differences. Although OT postulates a universal constraint set, it captures phonological differences between languages by differing constraint rankings. Similarly, dialect differences, and, by extension, all sorts of sociolinguistic differences between individuals, class and ethnic groups, even speech styles and registers, can be modeled as differences in constraint rankings. The theory also models change across time as changes in the rank order of the constraint set. Since different orders generate different outconnes, variable orders within a given gramnar will generate variable outcomes, and variable prevalence of any given outcome.
To illustrate, consider the English case mentioned above, final coronal stop deletion (CSD), where alternations like best $\sim$ bes', old $\sim$ of occur. To simplify for illustrative purposes, we might model this alternation in OT with two constraints, one that disfavors complex codas ( ${ }^{*}$ ComplexCoba), and a generalized faithfulness constraint stating that underlying segments should be realized on the surface ( Faith). An OT grammar with these two constraints will generate full forms (best, old) if Faith is ranked higher, but will generate deleted forms (bes', ol') if "ComplexCoda has the higher ranking. Consequently, if these constraints are variably ranked, the grammar generates both forms in variation. Variable (or underspecified) constraint ranking is thus the OT equivalent of the optional rule.

Competence and per formance. All the above accounts - structuralist, generative, and optimality-theoretic - treat variable prevalence in terms of optionality, as in (2a), while eschewing the quantification in (2b). In these schools of thought, the "optionality" approach is considered empirically adequate. For the structuralists, it was typically adequate to account for all the structural patterns in a corpus; hence, a list of options was sufficient. An adequate generative grammar, according to Chomsky (1965), must be able to generate all and only the possible grammatical utterances of a language (or, more properly, of an idealized homogeneous idiolect), and this criterion is largely maintained in OT. In all these frameworks the theory and grammar are responsible only for accounting for the existence of a possible form, but not for a more precise account of its likelihood or frequency of occurrence.

The formal models we have considered - the sequence of franteworks that runs from Saussure through the structuralists and generativists to OT - thus say nothing about whether a form is common or rare, preferred or exceptional. In fact, they mostly define such facts as lying outside the purview of grammar and formal linguistics. The linuted empirical responsibility of the grammar is seen as a theoretical necessity in these models, as a consequence of a set of assumptions about the organization of language. They clain a fundamental distinction between the system of language (which defines grammaticality, possible structures, etc.), and the usage of that system and the utterances it generates. Linguistic theory, and the granmars that encapsulate linguistic knowledge, are concerned with the former, termed langue, competence, or i-language, according to the terminology of the day. The usage speakers nake of the systen, their productions and utterances, is treated as a separate phenomenon, termed parole, performance, or e-language. Performance and production are argued to bear an uncertain relationship to the system, subject to non-linguistic constraints such as errors, interruptions, or inemory lapses. And the system says nothing about prevalence. Gramnars are postulated to be essentially non-quantitative; in one formulation,
"grammars can't count." Properly speaking, such models are weakly quantified: the grammar permits the specification of at most three levels of quantification: "always" (anything obligatory), "never" (anyth"ゅg the grammar doesn't generate), and "sometimes" (anything optional or occurring in free variation). But any more quantitative detail than this is, by definition, a consequence of usage, and hence need not and cannot be modeled by the grammar. Statement (2a) is a possible element of competence, but (2b) is, by this definition, a statement about performance.

The position just described lies on one side of a major fault-line in phonological thought. On the other side lie several theoretical franeworks that take a more expanded view of the empirical responsibilities of grammar, and a different view of the capabilities of grammar. As we see in the next section, these frameworks undertake to quantify prevalence, and admit statements like (2b) as elements of grammar.

Qunntified prevalence. Opposed to the models just described are theories in which phonological analysis explicitly engages with the quantitative facts of var"tale prevalence. Some examples of these are the "quantitative paradigm" arising from sociolinguistic research (exemplified by the variable rule model; Labov 1969; Cedergren and Sankoff 1974), the variable OT ınodels associated with scholars such as Anttila $(1997,2009)$ and Nagy and Reynolds $(1997)$, the Stochastic OT model (Boersma and Hayes 2001), and "usage-based" models such as Exemplar Theory (Bybee 2001; Pierrehumbert 2001, 2006). The point of departure for these frameworks lies in the empirical evidence demonstrating that many variants la ve distinctive quantitative tendencies: some forms are recognizably rare, while others are common, frequent, even highly preferred. For example, in American English, final voiceless stops are rarely aspirated, while in other dialects, such as Irish English, aspiration is common (Kirke 2005). Speakers appear to be aware of these quantitative facts in the sense that they faithfully reproduce the aspiration rates typical of their speech communities, and are capable of recognizing speech that shows a different rate as distinctive.

Empirical studies of variation massively document the systematic nature of such quantitative patterns (Labov 1966, 1969; Cedergren 1973; Poplack 1979; Guy 1981). Every language has phonological variables that systematically occur at certain frequencies. This is the quantitative form of structure, and the quantified models we will consider seek to account for this structure. The typical kinds of patterning and systematicity are illustrated in Table 92.1. These data are drawn from a study of CSD in early New Zealand English (conducted by the author with Jen Hay and Abby Walker using the ONZE corpus; cf. Guy et al. 2008; Hay et al. 2008). As many studies have demonstrated, coronal stop deletion rates are sensitive to fullowing context, here classified as consonants, glides, vowels, or zero (i.e. utterance-final position). The study sample included speakers from several national backgrounds; the table separates those with Scottish backgrounds, English backgrounds, and mixed backgrounds (including Scottish, English, and/or Australian parents and settlement histories).

These data show several highly regular patterns. First, they are not random. Randomness does occur in linguistic production: some phonetic variability in articulation, such as the scatter observed in vowel articulations, is a consequence of random variability in physical gestures; random ordering of constraints is postulated to be a basic feature of the selection mechanism in variable and

Table 92.1 Probabilities of coronal stop deletion in Early New Zealand English, by following context and national background of speakers

|  | $\_C$ | _G | _V | - $\varnothing$ |
| :--- | :---: | :---: | :---: | :---: |
| Seots | 0.84 | 0.57 | 0.22 | 0.12 |
| English | 0.77 | 0.59 | 0.29 | 0.18 |
| mixed | 0.77 | 0.71 | 0.32 | 0.15 |
| mean | 0.793 | 0.620 | 0.275 | 0.151 |
| range | $\pm 0.047$ | $\pm 0.09$ | $\pm 0.055$ | $\pm 0.031$ |

Stochastic OT models. But random is not the same as non-categorical (CItapter 89: gradience and categoricality in phonological theory). The statistical meaning of randomness is that all possible outcomes are equally likely: when there are two alternants, each should occur 50 percent of the time, like coin flips. Since the possibilities in this case are deletion or non-deletion, a grammar that randomly generated forms would yield deletion probabilities of 0.5 . Second, the results show a systematic effect of following context: consonantal contexts promote deletion (glides somewhat less than obstruents), while vowels disfavor deletion and null contexts are associated with the least deletion of all. Third, these contextual effects are regularly observed in all the speaker groups. The rank order of favorability to deletion is $C>G>V>\varnothing$ for all three groups, and the actual numerical values for each context fall into non-overlapping ranges, tightly clustered around a mean. Each of these speaker groups, of course, constitutes an independent experiment, being inade up of separate individuals who had liftle or no lifetime contact with the other speakers. If they were behaving randoinly, it would be essentially impossible for them to converge on common values.
Such findings, echoed repeatedly in studies of variation, are a principal motive for the quantified models considered here. Given quantitative properties of language that are non-random, systematic, and linguistically conditioned, these theories all seek to account for them by grammatical means, which inplies statements of prevalence along the lines of (2b). Howvever, the various quantified theories differ substantially in their assumptions and formal models; in the rest of this section we consider the principal models in turn.

Varinble rule model. The earliest formally quantified approach was the "variable rule" model (VR), developed by Labov (1969) and Cedergren and Sankoff (1974). This model was conceived as a straightforward extension of generative grammar, in which the rules are all quantified by probability of occurrence. "Obligatory" rules receive the same quantitative treatment as in conventional models: they have a probability of 1 . But the distinctiveness of VR lies in the treatment of "optional" processes, here termed variable processes: for these, the probability can be any real number between 0 and 1 . This permits a VR model to make specific quantitative predictions for any phonological variable. The values in Table 92.1 are taken from such an analysis, in which the likelihood of deletion was related to following context; VR incorporates a treatment of contextual constraints on a process. Context-sensitivity is of course an essential feature of an adequate
account of variability, just as it is essential for adequate accounts of invariant outcomes, as we saw in the Germanic sound-shift case. Contextual limits on generality are discussed further in 84, below.

The probabilistic quantification of VR illustrated in Table 92.1 lends the model all the interpretive significance of real numbers. First, different numbers mean differing effects. A model that only defines options could only say that deletion is optional in all four contexts, but a quant itative model shows relationships of more and less: in this case, that consonants and glides favor deletion inost, followed by vowels and then by zero. Second, difference is scalar, distinguishing proximal values from distant values; here following glides are closer in effect to consonants than they are to vowels: comparing means for $C(0.793), G(0.620)$, and $V(0.275)$, the distance from $G$ to $C(0.173)$ is just half of the distance from $G$ in $V(0.345)$. Third, the model is quantitatively comparable and falsifiable: we compared across the speaker groups and found that they all had similar values for these contexts. We could look at other speakers to see if they have similar values, or look at lexical or morpholngical subsets of the data to see if the context effects remain constant. If they do not, we might explore other predictors of these differences. Finally, precise quantification lets us use the standard apparatus of statistics: tests of significance, central tendencies, dispersion, etc. For example, the values reported in Table 92.1 are significant predictors at the 0.05 level or better.

An important characteristic of VR is that it uses a multivariate analysis to partial out the effects of various predictors or contexts. This has an important practical consequence: it controls for differing distributions of the data across the independent variables. In CSD, for example, the morphology of a word has a substantial effect on deletion rates: past tense forms like missed, packed are deleted less than monomorphemes like mist, pact. This factor was controlled for in the analysis shown in Table 92.1. But an analysis that failed to do this could yield numbers like those in Table 92.1 purely as an epiphenomenon. Thus if nost of the words with following vowels happened to be verbs (in phrases like messed up, baked it), while most words with froll.owing consonants were monomorphentes (in phrases like best friend, old man), a univariate analysis would be open to doubt: do monomorphemes have high deletion rates because they usually occur before consonants, or do following consonants show high deletion because they are most often preceded by mononorphemes? Multivariate analysis, used in VR (and in Exemplar Theory studies; Jannedy and Hay 2006), routinely controls for such problems.

A s noted above, the "variable rule" model was originally designed for a rule based grammar, but it is not wedded to such a formalism. The conceptual framework of VR treats linguistic production as set of choices in which each alternative is associated with a probability. The model is agnostic with respect to whether those choices are modeled as rules, constraint orders, branching graphs (as in systemic functional grammar, cf. Halliday 1985), selections among allophonic inventories (Chapter 11: the phoneme), or other formal devices.

Stochastic OT. A prominent quantified model in a constraint-based framework is Stochastic Optimality Theory (Boersma and Hayes 2001). As we have noted, conventional OT can generate optional outcomes by means of variable constraint ordering, but says nothing about relative frequencies of particular constraint orders, nor about relative frequencies of occurrence of alternative outputs. This arises from the fact that constraint ranking in conventional OT is purely ordinal:
one can say that $A$ outranks $B$, but not by how much. There is no concept of $A$ being slightly higher than B, or a lot higher. Stochastic OT adds the concept of proximity. Ranking values in Stochastic OT are real numbers, not sequential positions - values like 92.7, 94, and 101.3, not $A \gg B>C$. An analogy can be dravivn with the results of a horse race: conventional OT tells us which loorse finished first, second, third, etc., but doesn't say if the first place finisher won by a nose or a mile. Stochastic OT, however, metaphorically gives the finishing times, from which we can deduce whether A beat B by a tenth of a second, or by several minutes. This concept of proximity is then translated into a likelihood of ranking orders being reversed: if the race is re-run with a certain amount of randomness affecting the outcomes, horses or constraints thit are separated by very little inight well end up in a reverse order, but a horse that trails by a mile is unlikely to ever make up the distance and come out ahead.

Fornally, Stochastic OT postulates that each constraint varies randomly within a probability envelope around its central ranking value whenever it is called upon to evaluate a form; at some points in this range it may outrank other nearby constraints, but at other points it will fall below them in ranking value. By suitably adjusting the ranking values of constraints, this model can match frequency distributions observed in natural data. In the English CSD exainple, a speaker who deletes 50 percent of the time gets equal ranking values for the markedness constraint ( ${ }^{*}$ COMPLexCoda) and the faithfulness constraint (Faith), so their order of dominance is completely random. But a speaker who deletes at a low rate like 10 percent would have a ranking value for Faith that is appreciably higher than the value for *ComplexCoda, and the distance between them is such that their probability envelopes over lap in just 10 percent of their total area, representing the region in which the markedness constraint prevails, selecting for deletion.

Varinble OT. An interesting variant of Optimality Theory that generates quantitative predictions without an explicit quantitative apparatus within the grammar is found in the works of scholars such as Anttila $(1997,2007)$ and Nagy $(1996 ;$ see also Nagy and Reynolds 1997). These approaches treat quantitative patterning in the data as a structural consequence of variable constraint ordering. As noted above, two randomly ordered constraints would, in the long run, occur in the order $\mathrm{A} \gg \mathrm{B}$ at 50 percent of the time, and $\mathrm{B} \gg \mathrm{A}$ the remaining 50 percent. If these orders select different candidate outpu.lts, a randorn nodel predicts the two variant realizations should occur in a $50: 50$ ratio. Anttila, Nagy, and their associates have extended this simple observation to larger sets of randomly or partially ordered constraints, sometimes with remarkable results.

The basic device of these approaches depends on the identification of a number of interacting constraints which, if randomly ordered, would generate the appropriate proportions of observed variants. These proportions depend crucially on the number of relevant constraints. Two constraints have just two possible orders, but the number of possible orders $(\mathrm{O})$ increases as the factorial of the number ( $n$ ) of constraints ( $\mathrm{O}=n$ !). Thus three constraints have six possible orders ( $A B C, A C B, B A C, B C A, C A B, C B A$ ), four constraints have 24 possible orders, and so on. If these orders occur at random, the variants they select should occur in the ratios of the number of orders that select them.

This can be illustrated with an extension of our simplified example for CSD. If, in addition to the Fait'r and "ComilexCoda constraints, the more general
markedness constraint NoCoda (disfavoring all coda consonants) were included in the variably ordered set, there would be six possible orders, of which only two - those with Faith highest ranked - would select an undeleted form like best or old. Hence such a system would generate full forms one-third of the time, and deleted forms two-thirds.

The works mentioned above differ in the details of the model. Anttila mostly relies on fully random subsets of constraints, as in the exainple just presented, while Nagy and Reynolds work writh orders that are fixed for some constraints while others "flloat" within a certain range. This is illustrated in their study of variable word-truncation in Faetar (a Franco-Provençal language in Southern Italy). A word like brokele 'fork' has alterncite realizations ['brokala] ~ ['brok!] ~ ['broka] ~ [brok] (plus a few other rarer forms not considered here). Nagy and Reynolds treat this variation as a consequence of var lable ordering of the floating constraint Align-PrWD with respect to the members of a specified set of constraints; the ones relevant to this word are the ranked set *Coda >PARSE $\gg \mid H N U C,{ }^{*}$ Scimat (HNuc = HarmonicNucleus, disfavoring syllabic ainsonants). When Align-PrWd (which aligns the right edges of the stressed syllable and the prosodic word) is highest ranked, the formı [brok] is selected, because the post-tonic syllables in the other alternatives violate Align-PrWd. When Align-PrW ranks below *Coda, either ['brokl] or ['broky] is selected; the choice between these two depends on the relative order of HNuc and *Schwa (disfavoring reduced vowels), which are variably ordered with respect to each other. Finally, when Alicn-PrWd falls below Parse (which requires segments in the input to be maintained on the surface), the full form ['brokala] surfaces.

Courting up all possible tableaux resulting from the variable orders of the constraints they consider, Nagy and Reynolds find 28 possible orders, of which 16 ( 57 percent) select ['brokala], 6 ( 21 percent) select ['brok ], while ['broka] and ['brok!] are selected by 3 tableaux ( 11 percent) apiece. These are the percentages that Nagy and Reynolds's model predicts should be observed in actual data, assuming they have correctly identified the right constraints and orderings. Table 92.2 shows that the data they observed match these predictions fairly closely.

As in this example, variable OT studies have successfully modeled the empirical distribution of phonological variants in several cases (e.g. Anttila 1997, 2009 on case inflections and vocalic phonotactics in Finnish). But the strict linkage they require between nunber of varying constraints and predicted frequencies of prevalence raises questions about their general applicability. As we shall see, social variability commonly itvolves differences in prevalence: class

Table 92.2 Variable OT model of word-truncation in Faetar (from Nagy and Reynolds 1997)

| unpinats | \%predicted | \% observed |
| :--- | :---: | :---: |
| 'broka.la | 57 | 55 |
| 'bro.ka | 11 | 15 |
| 'bro.k! | 11 | 14 |
| 'brok | 21 | 10 |

differences, gender differences, even stylistic differences in the same individual are typically realized as higher or lower overall rates of use of some form. For example, for the English (-ing) variable, seen in alternations like ruming/rummin', higher rates of the velar variant ( - ing) are found in more careful speech styles and in higluer status speakers and females. But studies rarely report any differences in constraints among these social groups. To generate quantitative differences, variable OT models would require different sets of variably ranked constraints for women and men, for different social classes, a nd even for a speaker's casual and careful speech styles. Nagy and Reynolds suggest that this is true for some of their speakers:
> women, particularly younger women [favor] full forms of the words. For those speakers, Align-PrWn floats at the lower end of its domain, below Parse, so that the optimal candidate more frequently has all its segments surface... In the grammar of the males and oldest women... ALICN-PRW has a greater tendency to float at the higher end of its domain, above Parse. (1997: 47)

But such results are atypical in the sociolinguistic literature on variation; indeed, the empirical evidence suggests that speakers in a community tend to share important grammatical properties like constraint rankings (cf. Labov 1969; Guy 1980).

Exemplar Theory. The usage-based models that have achieved prominence in recent years begin with a very d:fferent set of assumptions about mental representations and gramunatical processes (Johnson 1997; Bybee 2001, 2002; 「ierrehumbert 2001, 2006; Hay and Sudbury 2005; set also citarter 1: Underlying representations). Instead of the conventional abstract mental representations of words and speech sounds, these approaches postulate that lexical and phonological units are stored in the mind as concrete inemories ("exemplars") of the tokens that a speaker has previously encountered. This set of nemories is potentially vast - in principle, the exemplar set for a given word may include all the utterances of that word that one has heard in one's lifetime.

Consequently, variability is directly represented in memory. If a speaker has heard a sound or a word pronounced in variant forms, those exemplars are available. Hence the exemplar set provides each speaker with direct knowledge of variation, of the qua ntitative ratios at which each variant occurs, and of the contextual facts about which contexts favor or disfavor a variant. Each speaker therefore "knows" precisely the values of parameters like those in (2b), quantifying prevalence. (They also know all the details of scope - social, contextual, and lexical, but these are treated in subsequent sections.)

This knowledge is used in production: when speakers compose utterances, they select production targets from the relevant exemplar clouds. Since these targets vary in the same proportions that the speaker has encountered in the input, the speaker faithfully reproduces this variabjlity in production (subject to limitations by certain other factors discussed in §5). Given so rich a set of mental representations, Exemplar Theory relies very little on the abstract processes that are so prominent in other scllools of phonology. Indeed, some versions of the theory deny that such processes exist. Consequently, this framework is little concerned with many of the theoret ical debates we have mentioned, such as the domain of linguistic description, coinpetence vs. performance, etc.

## 3 The social limits of generality: Sociolinguistic variation

The inost obvious limitation on generality in phonology is that so many phonological phenomena are language-specific. Most of the phonology of Chinese has little resemblance to a phonological account of English, Arabic, or Seneca. The features that differ among these languages are thus, in effect, variable elements of universal grammar: different languages vary in terms of whether they have lexical tone, triliteral roots, nasal vowels, and voicing contrasts in the stops. Linguists often take it for granted that the dontain of phonological analysis and generalization is a language, but a moment's reflection shows that there are substantive issues at stake here. A "language" is not necessarily a well-defined domain of description. Some things commonly considered languages, like English and Arabic, clearly encompass a wide range of dialects, social varieties, registers, and speech styles, and the differences betiveen any two language varieties can occupy any point on a continuum from near-identity to complete disparity. Some varieties commonly treated as different languages, like Serbian and Croatian, ocupy very similar points on such a continuuin. Hence phonology faces a systematic issue of how to define the social limits of a generalization. The universal statement nust be modified as follows:

## (3) Qunntifying social scope

For speakers in some social domain $i \ldots$
(At this level of abstraction we leave open the question of whether the domain $i$ defines a language, dialect, speech community, idwlect, speech style, social class, ethuic group, etc., but we return to this matter below.)

This issue has often gone unaddressed by phonologists. When a phonological analysis refers to the social limits of its range of applicability, these are often vaguely defined or deliberately restricted. Some approaches that are commonly encountered are: (i) informal definition of the social domain, using popular labels for languages ("The sound pattern of English"), localities or dialects ("Juchitán Zapotec") or social identities ("upper middle class white speech"); (ii) description of a defined social set ("my informants," "my idiolect"); (iii) definition by linguistic means, such as shared intuitions (speakers who judge a given form to be grammatical). This approach is of course tautological - the grammar accounts for the speakers who use the grammar.

Such approaches leave open questions. Vague definitions make it difficult to identify which speakers are included or excluded; nar rowly restricted ones leave it unclear what relevance the analys is has for speakers outside the limits (How might your idiolect differ from mine? How representative of a broader social universe are the speakers who were studied, or who shared a given intuition?) Of course, in some theoretical schools these are not considered linguistic questions. Vague or narrow social scopes may serve a theoretical end: they externalize divers ity, facilitating a more homogeneous description.

These issues reflect an unresolved theoretical debate about the domain of linguistic description. In the generative tradition, this domain is narrowly focused on the concept of a mental gramnar containing the knowledge required to produce
grammatical utterances. Each speaker possesses such a mental grammar, acquired through the interaction between innate capacities (the language faculty or univ'ersal grannmar) and individual experience. Since the experiences of each individual are unique, it follows that each individual can potentially possess a unique grammar. In this tradition, the scope of a grammar is the speech of the individual who possesses it, the "idiolect." Social variability is therefore extragrammatical, reflecting only the variability between individuals in linguistic experience. The theory and nethods of linguistics per se have little to say about sociolinguistic variation.

The principal alternative to the itiolect treats language as a social construct, with an existence independent of any given individual; indeed, the knowledge of the language that exists in a community of speakers is more comprehensive and arguably more systematic than the partial subset available to a single individual (Labov 1966). Linguistic description therefore takes some larger social entity as its object: a language, dialect, or speech community. Some level of social variability therefore lies within the domain of the grammar of the speech community; indeed, some knowledge of social variation in the community is possessed by each individual, and utilized in commonplace linguistic activities such as accommodation to context and interlocutors.

This social focus has deep roots in linguistic theory. Saussure sees linguistics as principally the science of longue - an object that characterizes the systematic and general properties of a language as a whole, rather than of parole - in which individual and idiosyncratic properties are located. Similarly, the methodological strictures of American structuralisnt typically define the appropriate domain of linguistic description as a corpus of observations, which could as easily be drawn from a speech community as from a single informant. Since the 1960)s this position has been especially assuciated with sociolinguistic research (see for example, the discussion of "communicative competence" in Hymes 1972). It is from this tradition that most of what is known about social variability has emerged. Two important theoretical issues arise from this work: the nature of linguistic simikerity and difference, and the content of grammar.

A central finding of the research on social var tability in phonolngy is what Weinreich et al. (1968) term "orderly heterogeneity": social diversity in language use is neither random nor highly idiosyncratic; rather, it shows great consistency and order. The simplest summary of this orderliness is that social proximity correlates with linguistic similarity: you talk like the people you talk to.

The theoretical problem this presents for phonolngy is to define what it means for the usage of one speaker to be "like" another. Formal phonology has a good account of identity and non-identity; having the "same" gramnar means being identical in all respects, while any differences in what speakers accept as grammatical means that they are "not the same" in grammar. But the theory lacks an account of linguistic similarity. My phonology is nearly identical to my brother's, very similar to those of the friends I grew up with, broadly like other speakers of American English whose ethnic and social backgrounds are comparable to my own, quite different from but recognizably related to that of speakers of Australian English, and drastically different from that of a speaker of Vietnamese. How does phonology capture this scale?

Finally, studies of social variability in language shed important light on the content of grammar - what level of diversity is one grammar capable of nodeling?

Table 92.3 Overall rates of coronal stop deletion in early Nerv Zealand English, by national background of speakers

|  | Probability of delection |
| :--- | :---: |
| Scots | 0.18 |
| English | 0.33 |
| mixed | 0.22 |

It seems uncontroversial that Kimbundu and Portuguese should be modeled by two different gramnars, and that bilingual Angolans who speak both are therefore possessed of two mental grammars. But what about stylistic variation in one language in an individual: does the switch from a casual style, chatting with one's friends in a bar, to careful style, being interviewed for a job, involve different granmars, or modest adjustments to some stylistic parameters within a single grammar?

Research on sucial variability in language has yielded some answers to these questions. Consider for example the above-mentioned study of final coronal stop deletion in early New Zealand English. As noted, this corpus includes speakers from several national backgrounds. Table 92.1 showed the three nationality groups had very similar effects of following context on deletion. But other aspects of their usage were not so similar.

The first is difference in prevalence: the groups deleted at different rates. Table 92.3 shows overall rates of deletion by nationality. The differences among the groups are sign:ficant. The English delete the most, Scots the least, and the mixed group falls in between.

These results lead to an immediate conclusion: prevalence and constraint effects are independent and orthogonal. The nationality groups are significantly different in prevalence of deletion, but nearly identical in following context effects. This is a result that shows up repeatedly in studies of social variation. For example, speakers of different social classes in a speech comnunity may have markedly different levels of prevalence of a socially significant variant, but show the same constraints: thus Labov's (1966) New Yorkers varied wildly in rates of rhotic articulations, but all produced more /r/ in final than in internal position. And speakers vary their styles by adjusting prevalence, using more or less of prestige variants, but without changing constraint effects.

This leaves the question of whether and when contextual effects can differ. In the New Zealand study, the nationality groups showed some differences with respect to several other linguistic contexts, as can be seen in Table 92.4.

Beside following context, all three groups showed a significant effect of morphology, but only two showed an effect of whether the target stop was $/ 1 /$ or /d/, a different two showed a lexical frequency effect, and only one showed a preceding context effect.

These results demonstrate that different speech communities often differ in constraint effects. A variety of research results show the same finding: the following zero effect on CSD, although constant for the three national groups in Table 92.1,

Table 92.4 Significant constraints on coronal stop deletion in early New Zealand English, by national background of speakers

Followistg context Morpholo,sy /t/vs. /d/ Leticalfrequency Preceding context

| Scots | $\checkmark$ | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| English | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| mixed | $\checkmark$ | $\checkmark$ |  | $\checkmark$ |  |

differs significantly in many speech communities (Guy 1980); the contexts for tensing of /æ/ vary substantially in American English dialects (Labov et al. 2006; Labov 2007); the contexts affecting subject pronoun expression vaiy among Spanish dialects (Cameron 1993; Otheguy et al. 2007); metrical constraints on Portuguese /-s/ deletion vary among speech communities in Brazil (Cuy 2002). However, these and other studies show that, within speech conmmunities, speakers are mostly similar or identical in contextual effects.

Such findings provide an answer to the question posed above about the content of grammar. Grammatical similarity is measured by shared constraints, not by prevalence; within a grammar, prevalence may vary, but not contextual constraints. Speakers within a speech community share a grammar; therefore, stylistic and social class differences in a community consist of differences in prevalence, but not in constraints. Differences in constraint effects imply different grammars, and different speech communities.
What are the implications for phonological thenry? The unquantified models considered above, such as generative phonology and conventional OT, do not engage with such facts. Among the quantified models, these results are naturally accommodated in the VR model, which makes a basic distinction between contextual constraints and prevalence, expressed by an overall probability associated with each rule or grammatical choice-point. They are also easily modeled in Exemplar Theory, since all relevant data on both prevalence and context are stored in each speaker's memory to guide their production; indeed, Foulkes and Docherty (2006) argue that an exemplar account "offers the most productive means of modeling sociophonetic variation." But such results are awvward for OT-based models, because they lack an independent representation of prevalence.

This difficulty can be illustrated with the data on overall prevalence in Table 92.3. In a variable OT model like Anttila's (1997), the differences in delet'in rates between the three NZ speaker groups can be inodeled only by postulating different sets of variably ordered constraints. The $\mathbf{0 . 3 3}$ deletion probability for the English group could be generated by three constraints ( $\mathrm{P}, \mathrm{Q}, \mathrm{R}$ ) that select for deletion only when $P$ is ranked highest. But to approximate the deletion rate of 0.22 for the mixed nationality group would require adding an additional constraint $S$ to the variably ordered ınix, which also prevents deletion if it outranks P. Then the model predicts deletion in the 25 percent of cases in which $\Gamma$ was highest ranked of these four. And modeling the 0.18 rate for the Scots group would require still another mix of five or six constraints. This approach thus implies substantively different grammars for any differences in surface ratios, making no distinction between constant grammar and varying prevalence. A Stochastic OT
model has a somewhat easier time, since it can predict different prevalence levels in a constant set of constraints, by varying the distances among them on the ranking scale. But how does Stochastic OT nodel different prevalence for speech styles or social classes in a comntunity where everybody has the sante constraint effects? It is a complex, perhaps impossible, mathematical task to generate constant constraint effects like those illustrated in Table 92.1, while simultanenusly generating differences in overall prevalence, like those in Table 92.3, simply by sliding the same constraints up or down the ranking value scale.

## 4 The contextual limits of generality: Context-sensitivity and variability

Phonological theory commonly makes a distinction between statements, processes, properties, etc. that are context-free ("all syllables have a nucleus") and context-sensitive ("English vowels are ordinarily oral, but nay be nasalized before a nasal consonant"). In the latter case, context-sensitive operations involve variability: English vowels vary in their realization on the nasal-oral dimension. This implies that the scope of inany generalizations nust be defined in some statement such as (4):

Qunntifying contextunl scope ... in some linguistic context $j$. .

It is an interesting fact about the discipline that such limitations on contextual scope are a routine part of phonological analysis, while limitations on social or lexical scope are less often examined and are typically seen as problentatic. In fact, phonological theory doesn't even consider contextual limitations as variability, provided prevalence is categorical within the context. Following the Crimm/Verner example, a clearly defined contextual scope in which a unique outcome nccurs is not a violation of exceptionnlessness. The analytical heuristic that seeks to partial out variable outcomes to categorical contexts holds a privileged status in the conceptual armory of phonology. Nevertheless, context-sensitivity raises several issues associated with variability.

As we have seen, contexts are often associated not with categorical prevalence, but with probabilistic effects. Often a linguistic context favors one outcome without precluding others. This is clear in Table 92.1: each following context has a distinct quantitative effect on CSD, but none categorically demands or prohibits deletion.

Importantly, the following segment effects in Table 92.1 have a phonological explanation consistent with a broad spectrum of work on phonotactics and syllable structure. The words that undergo this deletion process end in consonant clusters:...CC并. When they occur in running speech with a following word, sequences like . . CCC . . (e.g. west side), ... CCG . . (zvest wing) and ... CCV . . (west end) result. Universal principles of markedness, sonority sequencing, etc. all agree that CCC is more marked and less acceptable than CCV (charter 49 : sonority; charter 46: rositional effects in consonant clusters). OT constraints like NoCuda, *ComplexCoda, and Onset are designed to capture such
generalizations. Sometimes these principles have categor ical effect: many languages prohibit CCC sequences completely. The quantitative findings in English reflect the same principles, but with probabilistic effect.

Such results, echoed in numerous studies of variation, have been termed "stochastic generalizations" (Bresnan ct al. 2001; Clark 2005): generalǐations that are categorically true in one language but are probabilistic constraints in another language or social variety. This constitutes crucial evidence against the more extreme theoretical positions favoring categorical prevalence discussed in \$2, such as denying the validity of non-categorical generalizations, and exiling all quantitative facts to the grammatically irrelevant terrain of usage and performance. If phonotactic markedness is a continuum (chapter 4: Markedness), generating categorical effects in some social or contextual domains and probabilistic effects in others, phonological theory should treat it as an integrated phenomenon.

These results also shed light on another area of variability mentioned in the introduction: phonetic gradience. The intermediate effect of following glides in Table 92.1 (promoting deletion more than vowels but less than consonants) reflects an intermed ıate status for glides on phonetic/phonological scales. Many phonologists treat this as a sonority scale: glides are more sonorous than obstruents but less sonorous thein vowrels (CHAPTER Lhe GliDes; chapter 49: sONORITy). Syllable structure and the markedness of consonantal sequences also depend on sonority sequencing: for example, many languages prohibit obstruent-obstruent sequences (CC) but permit obstruent-glide sequences (GC or CG). Viewed in this light, the results of Table 92.1 reflect gradient sonority effects: deletion is inversely correlated wvith sonority of following context. Phonetic properties thus parallel the quantitative behavior of generalizations: in some social and linguistic domains they are involved in discrete (categorical) phenomena, but in other domains they have probabilistic effects. (For an insightful discussion of gradient var tability in an OT fraınework, see Anttila 2008.)

Finally, as seen in §3, context is also a defining element of linguistic similarity: differences in contextual effects define a difference in grammar, while differences in overall prevalence do not. Members of a speech ommunity converge to a remarkable degree on the contextual limits of phonological generalizations, whether categorical or probabilistic, while they vary considerably in prevalence. Collectively, these results suggest that the typical heuristic of seeking linguistic structure by pursuing Neogrammarianesque categorical contexts is misguided, if the aralyst ignores the possibility that such types of contextual conditioning are just one point on a continuum. Context is indeed a fundamental element of linguistic structure, but it includes probabilistic as well as categorical conditioning.

## 5 The lexical limits on generality: Lexical exceptions

The lexical scope of phonological generalizations has been a recurring topic of debate for over a century. The central question is lexical var tability in phonology: does a statement or process apply to all relevant lexical items, or are there words that exceptionally fail to show some generalization (CItapter log: exceptionality)? If so, how does the theory account for lexical limits on generality? A generalization that varies across the lexicon, applying to some words, but not all, requires a specification of lexical scope, as in (5):
... in some lexical donain $k$...

The debate over the lexical limits of phonology first achieves prominence in the nineteenth century, in connection with the emergence of the Neogrammarians. The Neogrammarian hypothesis specifically asserts lexical universality of phonological change: "exceptionlessness" neans no lexical exceptions to a generalization (Osthoff and Brugmaran 1878). In fact, the Neogramnarians propose a phonemic model that rules out lexical variability (Paul 1880): words are constituted as secquences of phoneme-like units; phonologically, they have no independent existence apart from the string of phones of which they are composed. Sound change operates on these phones, so when one of then changes, all words containing them necessarily change as well.

At the same time an anii-Neogrammarian critique emerged, arguing that the historical record actually does show lexical variability (Schuchardt 1885). One slogan for this position was "each word has its own history" - a position that affirms lexical variability as forcefully as the Neogramnarians denied it. In the twentieth century, this position re-emerged under the label "lexical diffusion," in work by Wang and his associates (Wang 1969, 1997; Chen and Wang 1975). These scholars ar gued against the "lexically abrupt" application of phonolog' 1 al change (i.e. categorical processes applying to all relevant words simultaneously), and in favor of a "lexically gradual" model of phonological process, which spreads across the lexicon word by word, in a nianner reminiscent of analogical change (see also cilarter 93: sound citange).

The focus on synchronic phonology in linguistics after Saussure continued to confront lexical generality. As we have noted, the dominant formal theories emphasized the pursuit of invariant generalizations, and largely assumed, with the Neogranmarians, that words are merely assemblages of the phonological units (such as phonemes, feature arrays, autosegments) on which phonological processes operate. Hence these theories give short shrift to lexical limits on generality other than those that can be given a segmental, prosodic, or morphological formulation. They assume that phonological statements normally apply without lexical limits.

But synchronic phonology has witnessed the reappearance of theories that give primacy to the word, and envisage significant lexical variability. Thus Exemplar Theory argues that the word is the primary unit that speakers recognize, remember, and manipulate, and, indeed, that speakers rely on their massive inventories of remembered auditory images (exemplars) of words they have heard as their prin ary mental database for most of phonology. Phonemes, features, and the like are emergert abstractions or generalizations across those exemplars, rather than primary units of perception and production. For some versions of the theory, abstract phonological operations do not exist; all of phonology is reduced to "phonetic" processes (neuronnechanical events such as gestural overlap, gestural weakening, etc.) and "generalizations" that function more like analogies than like phonological operations.

Such a model consecquently assumes that lexical variability is a normal state of affairs. Each word has its own phonological identity, and the mental representation of a word, since it incorporates a broad array of reınembered exemplars,
necessarily includes all the variability that a speaker has encountered hearing people say that word. The theory permits, even predicts, that any statement that night be made about the phonology of a language might have to be lexically qualified word-by-word across the vocabulary.

Empirical evidence. The issues in this debate are partly empirical. Do we observe lexical limitations on phonology? In the historical record, there are quite a few cases that suggest lexical exceptionality. For example, Latin onset clusters containing /l/ changed in several directions in Old Portuguese (Williams 1938; CHAPTER 30: THE REPRESENTATION OF RHOTICS; CHAPTER 31: LATERAL CONSONANTS). Sometimes /l/ becomes /r/, thus branco, praia, praça, fraco, cravo, regra (ommpare cognates in Spanish, which lacks this change: Glanco, playa, plazn, flaco, clavo, regia). Other words show the entire cluster changing to the palatal fricative $/ \mathrm{f} /$ : clazem > chave, plenum > cheio, flammam >chama. And in numerous cases Portuguese retains the historical /I/: flor, flamengo, claro, classe, planta. There are no obvious contexts that predict one or the other outcome, nor do the usual Neogrammarian tactics for resolving lexical effects appear in offer solutions: the exceptional cases do not obviously arise from dialect borrowing, paradigm leveling, neologisms or classicisns, etc. But it shouid be emphasized that history records inany cases where Neogranımarian regularity does prevail. The Grimnıs Law changes in Gernıanic included a shift from IE voiced aspirates ( $[\mathrm{bh} \mathrm{dh} \mathrm{gh}]$ ) to Germanic simple voiced stops ([bly g]). This change left no lexical residue whatsoever in the Cermanic languages, no words that retain a voiced aspirate. Similarly the loss of the voiced velar fricative in Middle English left behind not a single lexical item in which it was preserved, despite the fact that this sound continues to be spelled in English orthography as <gh>, in words like cough, though, night. The empirical evidence thus indicates that both patterns occur, although the literature suggests there are far more cases of regular sound change than of lexical diffusion.

In synchronic phonology the situation is similar: the literature attests many processes that apply without lexical limitations, but a substantial number of cases have been reported showing lexical limits; sorme of these involve just a few words that are exceptions to a general pattern, while others define substantial subsets of the lexicon that show distinctive phonology, such as the Chinese-origin loanwords in Tapanese (Chalter 9\%: loanword rhonolocy). These cases of lexical variability have attracted considerable attention in phonological theory.

Theoretical solutions. For a survey of theoretical thought on lexical exceptionality, readers are referred to ciafter 106: exceptionality. The principal approaches fall into two camps: lexical strategies, which represent exceptionality in the lexical entries, and phonological strategies, which use the phonological apparatus (features, rules, constraints, etc.) to generate distinctive outcolnes for exceptional words. Although these are sometimes treated as technical questions about the workings of a theory, they actually raise substantive questions about the workings of the human mind. The lexical approach - encoding exceptionality in underlying representations - effectively assumes that speakers use minimalist, local, memory-based strategies: they sinply remember that a word is anonalous. But the phonological approach implies that speakers strive to extract maximum generalities, and are willing to rejig the whole system if there are any efficiencies to be gained. These are matters worthy of direct investigation.

Lexical frequency. The emergence of Exemplar Theory has brought forward additional questions about lexical variability, and stimulated a range of research

Table 92.5 Lexical frequency effect on corenal stop deletion in early New Zealand English

|  | Log lexical frepprestey |  |  |
| :--- | :---: | :---: | :---: |
|  | 0 | 1 | 2 |
| English | 0.42 | 0.50 | 0.58 |
| mixed | 0.41 | 0.49 | 0.56 |

that has revealed important evidence bearing on lexical variability. Since Exemplar Theory postulates that speakers retain a rich set of meinories of utterances of words, they have available a great deal of evidence on which to base their linguistic behavior that other theories ignore. One prominent prediction of the theory is that phonological processes should be sensitive to lexical frequency - how often a speaker encounters a word (chapter go: frequency effects). The exemplar set obviously contains frequency information: frequent words have more exemplars. Scholars in this framework have argued that lenition processes should correlate directly with lexical frequency, because lenition is an articulatory process favored by repetition. This prediction has been confirmed in a range of research in the ET framework. For example, in the New Zealand study previously cited, significant frequency effects were found for CSD (Guy et al. 2008). Some relevant findings appear in Table 92.5.

For both groups shown, increasing lexical frequency (measured here by the logarithm of the number of occurrences of the item in the ONZE database) is associated with increasing rates of deletion, consistent with the predictions of Bybee (2001, 2002). Although this effect is treated discretely here, by dividing the frequency range into blocks, Guy et al. (2008) demonstrate a continuous correlation.

Lexical frequency effects have been investigated in a variety of studies in usage-based models and elsewhere (e.g. Phillips 1984). Many find significant effects, but the evidence is mixed: some studies show no frequency effects (e.g. the Scots nat ionality group in the NZ study showed no frequency effect). But the theoretical implications of frequency are extensive. Such facts are difficult to accommodate in any model that assumes economical (i.e. impoverished) lexical representation - in other words, in most theoretical currents from the Neogrammarians to Optimality Theory. Traditional abstract lexical representations provide no place to record how of ten and in what form the word has been heard, activated, or articulated. If the lexical frequency of iteans turns out to regularly affect their phonological treatment, richer representations that can incorporate frequency information will be required.

## 6 Conclusions

One historical task of phonology reflects the perceptual task that hearers face when listening to a speech signal: the signal contains many components, from which the ineaningful elements need to be extracted, and the noise and other non-linguistic elements renoved. Consequently, phonologists have sought to
maximize generality and predictability, to find constancies and regularities, to tell the signal from the noise. Variability in jts varjous forms presents a challenge to this undertaking - irregularities and limitations on generality. Not unreasonably, one response to variability has therefore been to exclude or minimize it, to treat it as part of the noise.

But in taking this approach, phonology runs the risk of reifying the task as the object. Since our method involves seeking generalities, we risk assuming that generalities are all there is to be sought, that phonology is exceptionless, always regular, invariant. This is a perilous course: if we predefine what we seek, we may not be able to find anything else. If we look only for forests, we may not see the trees. A careful scrutiny of the empirical evictence shows the tanguage does contain "irregularities" that are not noise, variability that is generated by and part of the linguistic systent. All the schools of though t we have considered recognize this at some level, at least by acknowledging optionality and contextual variability, and some level of lexical variability. Some schools add itionally seek to model social var nability and quantitative aspects of variable prevalence. A comprehensive account, which departs from the ideal generality - the phonological universal in each relevant dimension, will have the following form:

## (6) Quantified generality

For speakers in sorme social domain $i$,
in some linguistic context $j$,
in some lexical domain $k$,
$x$ is true with a probability $p$.
The evidence so far available further suggests that the value of $p$ will be some function of $i, j$, and $k$. Phonology has made great progress on the task of seeking maximal generality, even universals. It is now beginning to confront the task of exploring the limjts of generality, and the linguistic uses of variability.
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## 93 Sound Change

José Ignacio Hualde

## 1 Sound change and synchronic phonology

This being a chapter on sound change in a series of volumes prinarily concerned with synchronic phonology, it seems appropriate to begin by stating the relationship between synchronic and diachronic phonology that will be assumed here. As is well known, for the Ne.ogrammarians a scientific investigation of language could only be undertaken from a historical perspective (Faul 1880). More recently some scholars of phonology have expressed somewhat similar views (see Good 2008a: 11-15 for discussion). Thus Blevins (2004) has argued thent historical explanations must be given priority in accounts of synchronic phonological patterns. One of Blevins's main points, also expressed by other authors (e.g. Bybee 2008), is that the phonetic naturalness of phonological patterns is a consequence of their origin in comnon mechanisms of sound change.

The view that typological tendencies observable in synchronic sound patterns and (morpho) phonological alternations follow primarily from the relative frequency of different sound changes and paths of development (so that "naturalness" resides in diachrony) is not universally held. The alternative is that (in addition) there are principles of UG that dictate the shape of synchronic "phonological granmars." Kiparsky (2008: 52) proposes "a principled separation between true universals, which constrain both synchronic grammars and language change, and typological generalizations, which are the results of typical paths of change." In this view, "true universals" are due to UG.

I believe that, regardless of one's opirion on this natter, the study of synchronic sound patterns should not be reduced to an account of their historical evolution. There is more to synchronic phonology than accounting for the relative frequency or rarity of patterns and alternations. Synchronic and diachronic phonology have different goals. The goal of the diachronic analysis of a phonological pattern is to discover how it developed through tinne. A synchronic analysis of the same phenomenon, on the other hand, maly be concerned with providing a succinct and precise statement of the facts and/or with modeling speakers' knowledge of the phenomenon in question.

Consider, for example, /e/-epenthesis before word-initial consonant clusters starting with /s-/ in Spanish (chal'ter 67: vowel erenthesis). Spanish, unlike

English, French, or Italian, lacks sC- clusters. In the adaptation of borrowings an initial /e/ is automatically inserted, as in eslogan 'slogan', estrés 'stress', etc. This insertion phenomenon is obligatory, and also pervasive in the second-language pronunciation of native speakers of Spanish. Spanish speakers are typically unaware that there can be a difference between [sC-] and [esC-]. A synchronic phonological account would presumably explain these facts by making reference to the syllable structure of the language.

When we consider the historical origin of the phenomenon, it turns out that this is a very old process in Romance, which originally had a nluch wider dialectal distribution (see Sampson 2010). Under one hypothesis, a short /i/ was initially inserted when a word starting with sC- was preceded by a consonantfinal word, i.e. / C\# _ sC, a context where epenthesis is still found in formal or conservative styles in Italian, as in scritto 'written' but per iscritto 'in writing', stradn 'road', in istradn 'on the road'. In Old French, the context for vowel insertion was expanded and an epenthetical vowel is found both after a consonant and after pause, but not after a vowel: espose 'wife' ~ ta spose 'your wife', esplée 'sword' ~ la splére "the sword' (Price 1984). In both Gallo-Romance and Ibero-Romance, epenthesis with these words was then generalized to all contexts, as we can see by comparing the following examples in Latin, Italian, French, and Spanish, annong many others that could be given (in French syllable-final /s/ was later lost: sC >esC >ehC >e C).

| (1) | Latin | Italian | French | Spranisla |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | SCRIPTUM | scritto | écrit | escrito | 'written' |
|  | SCHOLA | scoln | école | escuela | 'school' |
|  | STATUM | stato | étes | estado | 'been' |
|  | STUDIARE | studiare | étudier | estridiar | 'study' |
|  | sponsa | sfrosa | épouse | espoosa | 'wife' |
|  | SI'ATHA | spada | éplér | éspada | 'sword' |

In Spanish, as mentioned, the rule has remained fully productive as a phonotactic constraint on pronunciation up to the present day. In French, on the other hand, this rule lost its vitality at some point in its history, after which the language started accepting unmodified SC- ivords, as shown by the fact that we find words like style, spatule, etc. (cf. Sp. estilo, espaitula). A diachironic analysis would need to account for all these facts: what is the source of the inserted vowel? How did the process become generalized from the phrasal C\# _ sC- context to the lexical _ sC- context in Gallo- and Ibero-Romance? How was the insertion rule lost in Gallo-Romance after centuries of productivity? Why didn't the same thing happen in Ibero-Romance? These questions are different from those that arise in a synchronic analysis of present-day Spanish or French phonology.

Frequently, an adequate account of a synchronic alternation or sound pattern may need to differ substantially from its diachronic explanation. It is perhaps useful to briefly make the point that synchronic and diachronic phonology do not need to provide converging accounts. Knowing how an alternation came about does not necessarily tell us how it should be analyzed synchronically. There is, in fact, evidence that speakers sometimes interpret the facts in a way that is not consistent with their diachronic origin. Let us consider an example.

Regular plural formation in English involves a phonologically conditioned alternation (Chapter 99: phonologically conditioned allomorph selection) among three allomorphs, /-az/, /-z/, and /-s/. Diachronically, this allonnorphy was brought about by a process of vowel deletion, followed by voice assimilation in resulfing clusters of obstruents. Comparison of modern English stone/stones with Old English stion (nom/aCC SC), stimas (nom/acc rl) shows us that, historically, a vowel has been lost in the plural form stones: Old English / sta:nas/ > Middle English /sto:naz/ > Modern English /sto:nz/. The vowel was not deleted when the stem ended in a strident fricative or affricate, so as to avoid a cluster of strident consonants, as in clurrches, kisses. Historically, then, the ending /-əz/ is primary. It does not follow from this, however, that, from a synchronic point of view, $/-\partial z /$, as in churches and kisses, is the most basic plural allomorph and that a synchronic process of vowel deletion, mirroring the historical sound change, should be postulated to account for stones or cats. Depending on the analyst's theoretical persuasion, the choice of synchronic analysis may be based on psycholinguistic evidence such as "wug" tests (Berko 1958; chapter 96: exterimental approaches in theoretical phonolocy), simplicity of the statements, or other criteria. In this case, perhaps the most adequate account of the morphophonological alternation that we find in regular English plurals would posit $/-z /$, as in stones, as the most basic allomorph, and would derive $/-\partial z /$ as in churches, kisses by an epenthesis rule and /-s/ as in cats by a voice assimilation rule or constraint (tautosyllabic clusters of obstruents always agree in voice in English).

A well-known phenomenon, which English plural allomorphy exemplifies in part, is rule inversion (Vennemarm 1972). This is the case where a synchronic rule takes the upposite direction from the sound change that caused the alternation. That is, a sount change of the type $x>y$ in context $z$ is phonologized as a syncluronic alternation best captured as $y \rightarrow x$ in other contexts.

In Basque, for instance, in the compositional form of a set of nouns a final vowel is deleted and, if the preceding consonant is $-r$, it is changed to $-l$, as schematized in (2a) and exemplified in (2b). ${ }^{1}$
-r/-1 alternation in Basque
a. $-r \mathbf{V} \rightarrow-l$ in compositional forns
b. basic forms
gari 'wheat'
atori 'doorway'
euskara 'Basque lang uage'
abere 'cattle'
merkatari 'merchant'

| compounds |  |
| :--- | :--- |
| cal-burn | 'head of wheat' |
| atal-zain | 'doorman' |
| euskal-dinn | 'Basque speaker' |
| abel-gorri | 'free-roaming cattle' |
| merkatal- | 'conmercial' |

Since this rule is fairly productive, and can be applied to new formations, we may speculate that from knowledge of pairs like those in (2b), Basque speakers can extract something like the rule in (2a).

If we now consider the diachronic origin of the alternation, it turns out that it is to be found in a sound change in the opposite direction. We can see this from

[^270]the treatment of early borrowings from Latin. Borrowings such as zeru'sky' < Lat. CaElu(m), gura 'desire' < Lat. Gula, gorm 'distaff' < Lat. colu( $M$ ), etc. show a change from intervocalic $-\frac{1}{}$ to $-r$-. It seems reasonable to assume that the same process affected the native lexicon at the time. The original form of, for instance, 'wheat' may have been ${ }^{*} g a l i$, which became gari by rhotacism. In compositional forms intervocalic rhotacism was bled by the deletion of the final vowel (chapter 74 : rule ordering). The original lateral of *gali was thus preserved stem-finally in the compositional form gol-. This resulted in pairs with a basic form in $-r \mathrm{~V}$ and a compositional form in -1 (e.g. gari ~gal- 'ıvhear'), which created a pattern for analogical formations. The compositional form nbel- in (2b), for instance, is the result of such an analogy, since the source of Basque nbere 'cattle' is Lat. habere. In other words, to repeat, the sound change $-1->-r-\left({ }^{*} \delta \Omega l i>g\right.$ grri) has given rise to a synchronic rule $-\mathrm{rV} \rightarrow-\mathrm{I}$ (2a) (gari $\rightarrow$ gal- in compounds).

To give another example, Stockwell and Minkova (2001: 125) analyze the alternation in cases like English table ~ trobuthte, single ~ singular, etc., as instances of synchronic "it-epenthesis," although from a historical point of view what we have is vowel deletion (in the evolution from Latin to French): Lat. tabula > Fr, table.

The accumulation of sound changes can also give rise to synchronic alternations that lack any phonetic motivation, as in the alternation in English critic ~ criticize, where $/ \mathrm{k} /$ is replaced by $/ \mathrm{s} /$ before a low vowel (on this general topic, see Andersin 1981). Such cases of "telescoping" may be capturable by means of more or less natural synchronic rules by positing derivations with a series of intermediate stages, as in classical generative models. Consider for instance the examples in (3) for Ondarroa Basque:

## (3) Ondarron Brspute

| uninflected | nbsolutive sy |  |  |
| :--- | :--- | :--- | :--- |
| gixon | gixona | 'man' |  |
| sngar | sagarra. | 'apple' |  |
| neskn | neski | 'girl' |  |
| alabn | alabi | 'daughter' |  |

As the first two examples in (3) show, the absolutive singular form is normally created by adding the suffix $/-\mathrm{a} /$. In words whose stem erts in $/-\mathrm{a} /$, however, this vowel is replaced by $/-\mathrm{i} /$. This is the result of the accumulation of four distinct sound changes affecting the sequence /a-a/ in this inf.ectional context: nesknar > neskea > neskin > neskie > neski 'the girl'. All the intermediate forms are attested in other Basque dialects. In a generative analysis it would be possible to formulate a series of ordered natural synchronic rules that mirror the (necessarily ordered) sound changes that we have illustrated (see Hualde 1991). In a less abstract analysis, different processes could be postulated to account for the pairings of uninf.ected and singular forms, depending on the last seginent of the stem, without synchronically deriving neski fiom /neska + a/ (see Hualde 1999). Knowledge of the historical evolution does not determine the choice of synchronic analysis.

To summarize this section, synchronic and diachronic phonological analysis have different goals. Furthermore, since synchronic phonological patterns may
reflect their history only in an indirect way, knowledge of how a given pattern originated does not necessarily provide information on the best synchronic analysis of the facts. The choice of synchronic analysis will depend in part on the analyst's criteria for selecting among competing accounts. A phonologist's goal may be, for instance, to provide an accurate and elegant description of the sound patterns of a given language; or it may be to discover what generalizations regarding the sound structure of the language its speakers actually make, as revealed by psycholinguistic experimentation, and perhaps by modeling them. ${ }^{2}$ The diachronic origin of the phonological facts is not directly relevant for either of these purposes.

Sound changes have an effect on the synchronic "phonological grammar" of a language when they give rise to (morpho)phonological alternations or to new phonotactic constraints. But the same type of change that creates robust patterns of alternations in one language may not create any alternations in another language, depending on the structure of the lexicon of the language in question. In the rest of this chapter we will be concerned exclusively with changes in pronunciation, either complete or in progress, but will leave the synchronic phonological analysis of the facts aside for the most part. The issues to be addressed have been topics of debate for many decades, some since the origins of our discipline. Some of these issues will be presented here in a somewhat different light than they are in other contemporary discuss ions.

## 2 Phonemes or words as objects of phonological change

A classic but still current debate in diachronic phonology concerns the question of whether sound change affects phonemes (CHAPTER 11: IHE PHONEME) in specific phonetic environments, without regard to lexical identity or, alternatively, whether sound change affects words, so that different words will undergo sound changes at different speeds. In recent years, some authors have defended the view that plonetic change always operates on words and that more frequent words will change more rapidly than less frequent ones (Chapter 90: freeuency effeicts). The possibility (or necessity) of "word-specific phonetics" would appear to follow from the architecture of exemplar models of lexical encoding. Different words will be used in different contexts and with different frequencies, and their reduction patterns will be part of their mental representation (see Pierrehumbert 2002; Bybee 2003).

On the other hand, Labov $(1981,1994,2006,2007)$ has argued that, even though some changes do show lexical effects, the various vowel shifts currently taking place in North American English dialects are affecting all instances of the respective phoneme in the relevant phonological contexts in the same manner and simultaneously, regardless of whether the words containing them are frequent or infrequent. Whatever pronunciation a given speaker has for the vowel of high-frequency pin will also be his/her pronunciation of the vowel in the first syllable of low-frequency pinafore.

[^271]This debate goes back to the original formulation of the notion of sound change by the Neogrammarians. ${ }^{3}$ The Neograminarians distinguished two types of process, "(regular) sound change" stricto sensu and "analogy" (see Kiparsky 2003 for discussion). Regular sound change is claimed to be phonetically gradual and lexically abrupt. It is lexically abrupt because all words containing the same sound in the relevant phonetic environment are affected in the same manner and simultaneously (see, for instance, Paul 1889: 58-59). Analogical change, on the other hand, is lexically gradual and phonetically abrupt. For instance, pre-Latin *honōsis 'honor (GEN SG)', "flōsis 'flower (GEN SG)' became Latin honōris, fōris by a regular sound change that, by hypothesis, simultaneously affected all instances of intervocalic /s/, gradually modifying their articulation, $s>z>r / V \ldots V$ (with phonetically intermediate realizations). Later on, $-s$ also became $-r$ in the nominative singular of some words, where it was word-final and therefore not in the context of the sound change, as in honos >honor. The latter was an analogical change that abruptly replaced a phoneme with ancother phoneme under the influence of other words in the infectional paradigm. This analogical phenomenon is lexically gradual, because only some words were affected. For instance, flōs 'flower (nom SG)' did not undergo the change (or not until nuch later).
(4) Stage I
honos *honōsis
flōs *fōsis

Stage II ( $s>r / \mathrm{V}$ _ V ) Stage (II
honos honōris flōs flöris
honor honöris (by analogy)
flīs flôris

The distinct uperation of regular (Neogrammarian) surund change and analogy can also be observed in phonological change in progress. As mentioned above, Labov has claimed that changes like those involved in the Northern Cities Vowrel Shift operate with Neogrammarian regularity. ${ }^{4}$ On the other hand, the shortening (or laxing) of long /u:/ to /u/ is spreading throughout the lexicon, so that a given speaker may pronounce roof with a shori vowel and proof with a long one. Cradual lexical diffusion involves the abrupt replacement of one phoneme with another. The spread to a new word may be due to analogy with similarly sounding words: e.g. if a speaker knows that roof can be either /ru:f/ or /rof/, s/he may also start accepting and producing beth pronunciations for proof, by analogy.

In one type of process, "regular sound change," the change affects sounds or phonemes. In the other type, "analogy," the objects are words (see Labov 1981 for discussion). Another way to interpret this dichotomy is that "regular sound change" and "analogy" differ in the structural level at which they apply. "Regular sound change" operates at the level of meaningless sound units, phonenes and allophones, and it is thus purely conditioned by mechanical, physical aspects of speech. "Analogy," on the other hand, takes into account meaningful sound units, morphemes and words, and may thus be conditioned by both physical and mental aspects.

[^272]A third logical possibility is that sound change may be both lexically and phonetically gradual. In this view, the objects of sound change are always words, which undergo gradual, essentially reductive, change (see e.g. Bybee 2008).

It could obviously be the case that different types of sound changes show different paths of development and that only some types of sound dianges show Neogrammarian regularity, but what the "words as objects of phonological change" hypothesis denies is that sound change ever operates as the Neogrammarians envisioned. Under this hypothesis it should be the case that those sound changes that have been clained to operate with Neogrammarian regularity, affecting all lexical items with the relevant phonological environment simultaneously and at the same rate, actually show lexical effects when more carefully examined. This remains to be proven (see Dinkin 2(108).

It is useful to make a distinction between reductive and non-reductive sound changes, since they appear to differ in fundamental ways regarding both their origin and their spread (Phillips 1984). Reductive sound changes are those that have their origin in the reduction of magnitude and temporal overlap of articulatory gestures, as typically found in relaxed styles and especially in less informative parts of utterances (see Browman and Goldstein 1991; also chapter 79: reduction).

Not all sound changes appear to be reductive (although most of then certainly are). ${ }^{5}$ It should be noted that vowel shifts, on whose evidence Labov has relied to maintain the validity of the Neogrammarian hypothesis, are rather special types of sround changes. Whereas the most frequent sound changes involve reduction of segments in prosodically weak positions, the vowel shifts that Labov has studied target (prosodically strong) stressed vowels. There is no a priori reason to expect that lexical frequency or lexical identity should play the same role in reductive and non-reductive sound changes.

In the next sections we will consider the phonetic and phonological nature of reductive sound change, before turning to the less common non-reductive sound changes. Regarding regularity, the specific view that will be presented here is that many sound changes, including regular reductive phenomena with a well-understood mechanical origin, start as across-the-board phonetically gradual processes, as the Neogrammarians claimed, but involve the operation of something very close to analogy at some point in their phonologization. In other words, regular change initially affects sounds in specific phonetic contexts, but, at a later stage, the sound change is lexicalized. This happens when sounds are phonologically recategorized. The observation that word and morpheme boundaries may condition phonological processes by either preventing their application or allowing a less restricted application than within single morphological donaains is relevant for establishing this point. The distinction between regular sound change and analogy may not be as straightforward as the Neogrammarians envisioned.

In principle, the same stages that I am proposing for lenitions would apply to fortitions, although the types of words that would lead in the change at the stage of phonological recategorization would be expected to be different. In this

[^273]view, the lack of lexical effects in the Northern Cities Vowel Shifts (if Labov is correct) would follow from the fact that there has not been actual phonological recategorization, in spite of changes in vowel quality. At the phonological level there has not yet been a change.

## 3 The phonetic seeds of reductive sound change

It is fairly well established that common processes such as lenition (CHAPTER 06 : lenition) and assimilation (Citarter 81: local assimilation) have their ultimate origin in the reduction and co-articulation that we find in caswal speech, as opposed to more careful styles. Articulatory plonology provides an explicit model of these phenomena as arising from synchronic variation; in particular, from undershooting and overlap of targets (Browman and Goldstein 1990, 1991 and other work by these authors; see also citarter 5: tite atoms of rionological representations). In this framework, segmental weakening, including deletion and assimilation, are shown to be the consequence of the online reduction in magnitude and overlap of articulatory gestures. For instance, the reduction in the magnitude of the gesture of the active articulator needed to produce complete occlusion, under time pressure or in relaxed speech, would result in an approximant realization. Assimilation between adjacent targets may likewise result from overlap and reduction of gestures under temporal compression.

In addition to weakenings and assimilations, quite a few other phenomena that are traditional ly given very different labels can also result fron gesture retining and reduction. Ar example would be consonant epenthesis in sonorant-obstruent groups, as in Eng. som[p]thing, el[t]se, Lat. tenera > *tenra > Fr. tendre, etc. In the last example, for instance, the epenthesis is the result of a retiming of the closure of the velic-nasal port with respect to the oral gestures: the cessation of airfow through the nasal cavity while the apico-alveolar contact of $/ \mathrm{n} /$ is still maintained will result in the production of a segment identifiable as / $\mathrm{d} /$.

Beddor (2009) shows that American English speakers perceive pronunciations such as [bent] and $[b \bar{\varepsilon} t]$ as being equivalent, the crucial thing being the duration of the nasal gesture, rather than its specific alignment with respect to the dorsal gesture of the vowel and the apical closing gesture at the end of the word. This equivalence could lead to the development of nasal vowels by the progressive favoring of the latter gestural alignment in this context.

Another common diachronic change, word-final devoicing (charter 69: final devoicing and final laryngeal neutralization), which at first glance appears very different from lenition and assimilation, can also be understood in reductive terms. Hock (1991: 239-241) argues that word-final devoicing has its origin in prepausal devoicing and is a sort of assimilation (to silence), in spite of the apparent differences.

At least some types of metathesis (Char'TER $\mathbf{5 \%}$ : METATHESIS) may also be understood as originating in gestural co-articulation. Metathesis would arise from the reinterpretation or resegmentation on the part of listeners of an ambiguous or indeterminate signal created by gestural co-articulation (Blevins and Carrett 1998; Hume 2004). To give an example from so und change in progress, whereas many Spanish dialects have aspiration of /s/ in syllable-final position, a recent developnent in Andalusian Spanish is the postaspiration of stops following an
etymological /s/: pasta [pasta] > [pahta] > [pat'a] 'paste'. Torreira (2007) shows that this developınent, which mirrors historical metathesis in other languages, can be modeled as a re-adjustment in the tining of laryngeal and oral gestures.

Even some dissimilations (CHAPTER $\mathrm{on}_{0}$ : DISSIMILATION) may be attributed to gestural mistiming/retiming, to the extent that they involve the coordination of "stretched-out" gestures with other gestures (see Ohala 1993).
It is thus clear that unintended online retiming and reduction of gestures, which are pervasive in unmonitored speech styles, may produce new articulations, as casual speech variants. These online reductions may mirror many of the most common changes that we can observe when we study the history of lang uages.

An understanding of these phenomeni, however, is not sufficient to explain sound change. Casual speech phenomena need to be conventionalized and phonological recategorization must take place for sound change to occur.

## 4 Conventionalization and recategorization

Sound change involves both phonetics and phonology. It seems fair to say that the phonetic mechanisms that give rise to different reductive sound changes, which we have just briefly considered in the previous section, are better understond than the psychological and social processes that lead to their conventionalization in specific enviroruments and to the recategorization of sounds.

Ohala $(1993,2003)$ has argued that the operation of sound change requires a mistake on the part of listeners, who misinterpret the sound signal as something different from what the speaker had intended (cilapter 98: speectit perception and phonolocy). For instance, the unintended voicing of $/ \mathrm{p} /$ between vowels, due to temporal reduction of the labial gesture and incomplete abduction of the vocal folds, is reinterpreted by listeners as intended /b/. As Ohala (2003) points out, however, the ambiguity of speech signals and the consequent potential for errors of interpretation is a pervasive phenomenon. To continue with our example, examination of acoustic records shorvs that sporadic voricing of intervocalic stops is found in many languages without leading to recategorization or even to the conventionalization of allophonic rules. One would expect sound change to operate at a much higher rate than it actually does if ambiguity systematically led to errors in perception and sound categorization. There must be factors that slow down the progress of sound change.

What may explain the relatively slow pace of sound change is that, at the phonological level, two things need to happen for $/ \mathrm{p} /$ to become $/ \mathrm{b} /$, as in, for instance, Lat. sapere > Port. saber 'to know', Lat. Lupu(M) > Port. lobo 'wolf', etc. First, at sonee point in time, [b] must become a conventionalized realization of the phoneme $/ \mathrm{p} /$ in intervocalic position. At a later point, [b] must be reinterpreted as $/ \mathrm{b} /$, a different phoneme, so that perhaps $[\mathrm{p}]$ is no longer an option in words that used to have that sound:
(5) Sound change $\mathrm{p}>\mathrm{b}$
a. Phonetic change $[p]>[b] / V \_V / a p a /[a p a]>/ a p a /[a b a]$
b. Phonological change $/ \mathrm{p} /[\mathrm{b}]>/ \mathrm{b} /[\mathrm{b}]$ /apa/ [aba] > /aba/ [aba] (recategorization)

In fact, since [b] is only one of several ways in which [p] may be reduced in this context, the other common one being its reduction to a voiceless bilabial fricative or approximant, a prior phenomenon nust be the conventionalization of the reduction process. That is, before recategorization takes place, a specific way of reducing targets must have already been conventionalized in the language. This may involve a choice among competing reductive mechanisms. For instance, in our example, among the various ways to reduce / $p$ / between vowels, its voicing to [b] may be chosen. Conventionalization of the phonetics involves the recognit ion of a distinct and acceptable articulatory target, first as an optional allophone and later perhaps as the normal realization of the phoneme in a given context; for example the recognition of $[b]$ as an acceptable allophone of $/ p /$ in intervocalic position.

Phonological recategorization consists of the recognit ionof a different phonological category. To cont inue with our example, recategorization takes place when [b] is no longer an allophone of /p/but rather something different, /b/.

In Portuguese and the other Western Romance languages, Latin word-internal intervocalic /ptk/ were recategorized as /bdg/, becoming identified with the original voiced plosives in other contexts. Thus, for instance, the intervocalic consonant of $\operatorname{lupu}(\mathrm{m})$ 'wolf' > lobo was at some point no longer identified with the initial consonant of PORTA 'door', but was now a meinber of the same phoneme as the initial consomant of bucca 'cheek' (> 'mouth').
(6) Recategorization in Western Romance

| Latin | Portuquese |  |
| :--- | :--- | :--- |
| /p/ | porta | /p/ porta |
| /p/ lupu | /b/ lobo |  |
| /b/ BUCCA | /b/ bocn |  |

In our example, there has been recategorization because *[lopo] is no longer a possible pronunciation for Portuguese /lobo/ (whereas in Italian dialects with optional voicing of intervocalic stops, convpletely voiceless realizations are still found; Cravens 2002). I would thus like to suggest that, in the case of reductive sound changes, phonological recategorization is typically preceded by a conventionalization of a specific reductive process. In our example, $\mu>b$, we would have the three stages in (7):
(7) Stages in sound cluinge $\mathrm{p}>\mathrm{b} / \mathrm{V}, \mathrm{V}$
a. Online gestural reduction

Varıable voicing and/or inconiplete labial closure in casual speech /lopo/ [lopo] ~ [lopo] ~[lobo] ~[lofoc $\sim$ [locpo $]$
b. Conventionalization of plonetics

Voicing becomes the conventionalized casual speech variant /lopo/ [lobo]
c. Phonological recategorizntion

Realizations are no longer attributed to underlying /p/ /lobo/ [lobo]

Conventionalization affects the phonetic realization of phonemes in specific contexts and it is thus lexically abrupt. Recategorization, on the other hand, nay occur
in a word-by-word fashion. Its subsequent spread across the lexicon may again produce regularity. Whereas recategorization of intervocalic /p tk / operated quite regularly in word-internal position in Western Romance (but see §6 below for the word-initial position), in Italian it is a lexically very irregular process; compare, for instance, Lat. strāta > Ital. stradn 'road' and Lat. cantāta > [tal. cantatn 'sung (fem sc)' (see Cravens 2006).

To give another example, in present-day Spanish, the voiced obstruents $/ \mathrm{b} \mathrm{d} \mathrm{g} /$ are systematically realized as the approximants $[\beta \quad \gamma \quad \gamma$ ], with a variable degree of constriction, intervocalically and in some postconsonantal contexts, without regard to lexical identity. This is a fully conventionalized allophonic process. The recategorization of the weakest degree of lenition, which involves the deletion of the segment, on the other hand, is operating in a lexically conditioned manner. Sonve words have acquired two distinct pronunciations, with and without an intervocalic consonant, but most have not; e.g. Indo 'side', with two categorically distinct pronunciations (/lado/ [laőo] and /lao/), recndo 'errand' (/riekado/ [r:ekað̌o] and /r:ekao/) ess. enfado 'anger' (only /enfado/ [emfađo], not */enfao/), invado 'I invade' (only /inbado/ [imbaðo], not */inbao/).

Browinan and Coldstein (1991) point out that the change from Lat. habere to It. nevere, Fr. aroir involves a reduction in degree of constriction, from stop to fricative. This is the phonetic aspect. But we also need to explain the conventionalization of this reduction whereby intervocalic [b] came to be regularly pronounced as [v] and subsequently recategorized as $/ v /$, but only in word-itternal position.

This sound change is slightly more complex than the voicing of intervocalic /ptk/ in Western Ronance. We may note that from the reduction of [ b$]$ we would not directly expect a labio-dental fricative [ $v$ ], but rather an approximant [ $\beta$ ] (see Lavoie 2000: 163-164): habēre [abe:re] > [aße:re]. There is some evidence that this was in fact the initial result. The eventual outcome [v] may have been due in part to merger between intervocalic realizations of $/ \mathrm{b} /$ and the original phoneme /w/, as in Lavāre [lawa:re] 'to wash'. In all Romance languages there was a merger between - $-[\beta]$ and $-v-[w]$. The result of this neerger is eventually [v] in most of the Romance area (Herman 2000: 39). We may assume that first [ $w$ ] became a labio-dental [ $v$ ], a relatively common sound change, and that this was followed by the merger between $-\mathrm{b}-[\beta]$ and $-\mathrm{v}-[\mathrm{v}]$. We will come back to the restriction of the merger to the word-internal position.

To give another example, long-distance dissimilation, as in Grassnan's Law in Sanskrit and Ancient Creek, may have its ronts in listeners' "hypercorrection," as claimed by Ohala (1993): in domains containing more than one segment bearing a certain "stretched-out" feature, the listener attributes all the effect to one of the segments. In order for something like Crassman's Law to arise, however, the phenomenon mulst be conventionalized. "Hypercorrection" does not determine directionality in the dissimilation. It could in principle result in asystematic assignment of the marked feature to only the first potential featurebearing segment in one word and to only the last one in another. What we find in Grassman's Law is that the last aspiration is systematically retained: $\mathrm{C}^{6} \ldots$ $C^{b}>C \ldots C^{b}$ (also in Basque, e.g. hill 'dead' + herri 'town' > itherri 'cemetery'; Michelena 1985: 211-212). In Quechua, under the hypothesis that present-day Aymara represents the older situation (which is not undisputed; see Landerman 1994), we find the opposite: only the first instance of glottalization or aspiration is retained, cf. Aymara t'nat'n 'bread', Quechua t'mann 'bread'.

In this section, I have made the point that an important aspect of sound change, beyond its phonetic origins, is phonologization/recategorization. I have suggested that this process may involve the conventionalization of (across-theboard, optional) phonetically conditioned processes followed by (lexically gradual) recategorization.

## 5 How does recategorization happen in sound change?

As mentioned, in Ohala's model (1993, 2003), solond change takes place when unintended articulatory reductions are reinterpreted by listeners as new intended targets. Intended or underlying forms are subject to online reductions, and, eventually, these online reductions become lexicalized, i.e. intended or underlying. This recategorization, in Ohala's model of sound change, involves a "mistake" on the part of the listener.

For instance, Nolan (1992) demonstrates that coronal assimilation in English, as in red cor, is a gradual process that allows for a continuum of reduction of the alveolar gesture (chaiter 89: Gradience and categoricality in phonolugical tHEORY). In his response to this paper, Ohala (1992) points out that, even if this is the case, there could be instances where the assimilation is categorical, phonologized, intended as such. In his words, "there may be a huge gap between the faintest version of an alveolar stop in red car and the fully assimilated form [regka:]" (Ohala 1992: 286). The point is that for sound change to take place, the products of online phonetic reductions inust become lexicalized as categorically different. The question is how and when this lexicalization takes place. How can we know whether a given token of complete assimilation was intended as such, and whether it is not just an extreme instance within a continuum of reduced articulations? In the case of coronal assimilation in English, besides the gradual reduction and co-articulation that Nolan documents, could it be that some speakers already optionally have a different target gestural score to produce these sequences, which does not involve an apical gesture? In any event, coronal assimilation appears to be a conventionalized process in English, to the extent that this is something that affects specific sequences in a specific way in this particular language. The phonetic gradual process is a conventionalized phenomenon of English which may apply in a Neogrammarian fashion, withont regard to the identity of the lexical items involved. On the other hand, phonological recategorization as something different from the historical sequence may operate on an item-by-item basis, showing frequency effects.

The traditional demonstration that re-analysis has taken place is provided by the occurrence of the new target in contexts beyond the one where it arose. For instance, we can be sure that listeners have interpreted the a coustically overlapped /t/ in perfec(t) memory (to use one of Browman and Goldstein's 1990 examples) as being intentionally absent when, as speakers, they start producing sequences such as $j e r f e[k] a r t$, where the absence of the word-final [ $t$ ] cannot be attributed to acoustic masking. In the case of word-internal segments, however, this evidence may not be available, as the ple netic context is constant.

Recategorization clearly takes place earlier than has sometimes been assumed. Janda (2003) discusses Twaddell's explanation of the phonologization of unlaut. As Tanda points out, at the time it was proposed, Twaddell's account was seen
as real progress. Essentially the idea is the following. Umlaut was a predictable allophonic process as long as the triggering high front vowel was present (Stage I in (8a); I illustrate with a familiar pre-English exanาple). At this stage [y] would be a predictable allophone of the phoneme /u/ in the environment of a following /i/. We may postulate the synchronic rule in (8b) to capture the distribution of allophones. Later, the reduction of final unstressed /i/ to schwa made the presence of [y] unpredictable from the context, thus triggering its categorization as an independent phoneme (Stage II):

## (8) Uimlant

a. Stage I
Stage II
/ınu:si/ [my:si] > [my:sa] /my:sa/ 'mice'
b. /u:/ $\rightarrow$ [y:]/_(C) i

Janda (2003), following several other critics of Twaddell's analysis, calls our attention to a conceptual problem with this account. If umlaut was a predictable effect at Stage I, triggered by the phonological environment, it should have gone away once the conditioning factor disappeared. That is, if the synchronic allophonic rule was as in ( 8 b ), the centralization of the conditioning final vowel should have resulted in [my:si] changing to *[mu:s.]. That is, once the final vowel could no longer condition its fronting, the phoneme /u/ should surface as [u]. The conclusion that Janda draws is that the umlauted [y] vowel became a distinct phoneme while the original conditioning environment was still present. Whether or not we want to use the term "phoneme" in this sense (citarter 11: tite phoneme), the lesson clearly is that $[y]$ was an intended, conventionalized target, part of the gestural score of the word (in Articulatory Phonology terms) at some historical point when final /i/ was also part of the gestural score.

If phonologization must precede loss of the conditioning environment, the question is, then, what causes it. Janda makes the reasonable assunnption that when two allophones are phonetically distinct enough they will be learned as distinct categories, even if they are in complementary distribution (for discussion see also Kiparsky 1995: 656-657). It is unclear, however, how one can determine the relevant degree of dissimilarity that would warrant independent phonemic categorization (although this could, in theory, be empirically investigated through psycholinguistic experimentation). We mustalso ask the question of how the fronting of /u/, caused by co-articulation, was exaggerated to the point that speakers of the language reinterpreted it as a different target. One possibility is that this was an abrupt change: at some point, Old English listeners reinterpreted very co-articulated, fronted productions of $/ \mathrm{u} /$ as a distinct target / $\mathrm{y} /$, maybe on a word-by-word basis. In principle, Ohala's listener-induced abrupt recategorization seems more compatible with changes that show lexical diffusion or are sensitive to the presence of morpheme or word boundaries than with sound changes that apply across the board. Umlaut and vowel harmony rules are typically limited to (prosodic) word domains and tend to have exceptions and/or be linnited to certain morphological contexts. Co-articulation of the type that may give rise to umlaut has been observed across words sequences (Cole et al. 2010). If this co-articulation is not phonologized (as vowel assimilation) across word boundaries (e.g. hypothetical bl/u/bont $u s . b l / y / s e n$ ), it anust be because analogical pressure among tokens of the same word prevents this from happening.

To give another example, consider the difference in the duration of vowels preceding voiced and voiceless coda consomants in present-day American English. This difference goes considerably beyond what may be expected from merely phonetic co-articulatory effects and is sufficiently salient to serve as a cue for the voicing of the following consonant (Peterson and Lehiste 1960; Rafael 1972; Rafael ct al. 1975). Final obstruents in English showr a tendency to devoice (Flege and Brown 1982; Smith 1997). We may thus envision a future scenario where word-final devoicing of obstruents becomes an obligatory rule of English, as has happened in German (Chapter 69: final devoicing and final laryngeal neutralization). It would not be surprising in this hypothetical scenario if pairs such as bet and bed were still distinguished by the duration of the vowel: /bet/ ws. /be:t/. In this scenario, final devoicing would have caused the phonologization of a formerly predictable difference in vowel duration, as has happened, for instance, in Friulian (Vanelli 1979). Arguably, however, this vowel duration contrast has already been phonologized in present-day English. That is why we wouldn't expect it to disappear by the systematic devoicing of word-final obstruents. On the other hand, to the extent that vowels preceding both voiced and voiceless obstruents are still treated in a similar manner in phenomena such as the various vowel shifts that are taking place in English, it must be concluded that speakers still categorize over both contexts. What appears to be needed to urcterstand sound change is a richer theory of categorization than is traditionally assumed (see e.g. Hualde 2004 and Ladd 2006 for proposals). Unlike the example that we considered above, umlaut in German and in Old English, which is restricted to certain morphological contexts (Janda 1998), durational differences in English vowels conditioned by the phonological voicing of a following consonant apply without exception. Vowel duration has been conventionalized, but no phonemic recategorization has occurred.

## 6 Word boundary effects

Unless word boundaries can be demonstrated to have phonetic correlates in the language, they should be irrelevant for "regular sound change." For instance in Spanish, /b d g/ are spirantized both within words and across word boundaries, e.g. Maria bebe agun [masiaßeßeaywa] 'Maria drinks water'. The spirantization of $/ \mathrm{b} /$ in Amharic is similarly an across-the-board phenomenon: [bet] 'house', [kaßet] 'from the house'. In some historical lenitions, however, we nbserve that rephonologization is restricted to the word domain.

In the Western Romance voicing of intervocalic stops, which we anentioned in the preceding section, only word-internal intervocalic instances of /ptk/were recategorized as $/ \mathrm{b} \mathrm{d} \mathrm{g} /$; e.g. Lat. latu $(\mathrm{m})>\mathrm{Sp} . /$ Port. Iado 'side' $\tau \mathrm{s}$. Lat. illa terra $>$ Sp. In tierra, Port. a terra the land'. On the other hand, outside of the Western Romance area, in central and southern Italian dialects, in Corsican and Sardinian, the voicing of these segments has an allophonic or optional character and applies both inside words and across word-boundaries, e.g. L.at. I. Aru(M) > Sard. [laðu], Lat. terra > Sard. [ter:a] 'land', Lat. ipsa terra > Sard. [saőer:a] 'the land' (Jones 1997: 377). As Weinrich (1958) pointed out, the area where Lat. /p $t k$ / underwent systematic recategorization coincides with those languages where the voicing is restricted to the word-internal domain. The question that arises is how to account for this difference in the domain of application of the sound change.

Examination of synchronic variation and possible sound change in progress appears to show that at the initial stages intervocalic lenition applies across the board. In some Spanish dialects, for instance, we are witnessing an incipient "second round" of lenition of intervocalic /p $t \mathrm{k} /$. In a recent study, Hualde ct al. (2017) fourd about 30 percent of partially or completely voiced tokens of intervocalic /ptk/ in a sample of spontaneous speech. Other studies have found roughly comparable percentages, sometimes higher, depending on the specific dialect, the speaking style, and the speaker (Machuca Ayuso 1997; Lewis 2001). Leniting voicing is found both word-internally and across word boundaries.

Both the state of affairs in other areas, such as Sardinia and southern and central Italian areas with "phonetic" voicing, and the examination of the incipient second round of voicing witnessed in some Spanish dialects lead us to the conclusion that voicing must initially also have operated across wrord boundaries in Western Romance (as Weinrich 1958, Hall 1964, and Cravens 2002 also conclude). As voicing became obligatory and categorical, it became restricted to the word-internal context. The elimination of voicing across word boundaries must be attributed to the operation of analogy among tokens of the same word in different syntactic contexts. In a phrase like illa terra > hypothetical Western Romance [later:a] ~ [lader:a] 'the land', the voiceless realization would eventually prevail under the influesce of phrase-initial and postconsonastal tokens of the word /teraa/. including contexts of word-initial gemination (from consonant assimilation): ad terra > [at:er:a] 'to land'. Sporadically, however, we find generalization of the voiced variant instead, as in Lat. colal'hus > Sp, golpe 'strike'.

We find the same restriction to the word-internal context in Browinan and Coldstein's (1991) example of lenition as reduction in constriction degree: Lat. habēre > It. nevere. Whereas Latin word-internal intervocalic s and v have merged in all the Romance languages, the intervocalic [b] of, for instance, illa bucca did not become [v] in It. In bocca [labok:a] 'the mouth', Fr. In bouche.

As mentioned above, Latin -b- /-b-/ and -v-/-w-/ have inerged in all Romnance languages. In French, Italian, and standard Portuguese, the modern result is /v /:

## Italion French Portuguese

| habere | aucre | avoir | haver | 'have' |
| :---: | :---: | :---: | :---: | :---: |
|  | dovere | devoir | dever | 'must' |
| lavare | lavare | Inver | lavar | 'vash |

In word-initial position on the other hand, these languages preserve an etymological contrast between /v/ and /b/: ${ }^{6}$


[^274]As mentioned in the previous section, in these Romance evolutions, the first relevant change is the lenition of Latin intervocalic /b/, which subsequently results in its merger with $/ \mathrm{w} / .^{7}$ Again, the merger would also be expected to affect word-initial b- and v-when intervocalic; that is, illa bucca, for instance, should have undergone lenition to [iliaßukia], and its b should have acquired the same articulation as the $v$ in illa vacca [il:avak:a] when the contrast between the medial labials of habere [aße:re] > [ave:re] and lavére [lawa:re] > [lava:re] was lost:
(11) Hypothesized coolution of intervocalic -в- and -v-

| HABĒRE | $>$ aßere | $>$ avere |
| :--- | :--- | :--- |
| LAVARE | $>$ lavare | $>$ lavare |
| BUCCA | $>$ buk:a | $>$ buk:a |
| II.J.A BUCCA | $>$ il:a $\beta$ ukia | $>$ il:a vuk:a |
| VACCA | $>$ vakia | $>$ vak:a |
| ILLA VACCA | $>$ il:a vak:a | $>$ il:a vakia |

At the last stage represented in (11), the phonemes /b/and /v/are in contrast in word-initial position only if not intervocalic (e.g. after pause or consonant). There is no phonemic contrast in intervocalic position, either word-internally or phrase-internally. The result is that words that have different initial consonants in some contexts do not in other contexts.

No Romance language has preserved the situation depicted in (11). We may conclude that languages like Italian, French, and Portuguese have analogically re-establislued the contrast between /v-/ and /b-/ also after a vowel, so that a given word either begins with [ $\mathrm{v}-$ ] or with [ $\mathrm{b}-\mathrm{]}$ in all phrasal contexts (Weinrich 1958).

The frequent cases of confusion between initial $b$ - and $v$ - in old texts from central Italy and even in graffiti from Pompei (see Tekavčić 1972: 142-144) provide quite strong evidence for the hypothesis that the phonemic contrast was indeed analogically re-established in word-initial postvocalic position, after a period where the two phonemes were contextually neutralized, as proposed by Weinrich (1958).

In the Romance lenition processes that we have just considered, a sound change was prevented from operating across word boundaries as it becarne phonologived. In other cases, the opposite seems to have happened, with extension of the process to further contexts across word boundaries.

Although in American English the flap / f / originally arose from the weakening of /t/ and /d/ in certain contexts, it is now, arguably, a distinct articulatory target (cilapter 11.3: flapring in american englisit). Speakers shom awareness of its existence as a different sound. A word like better, for instance, has a flap in its normal pronunciation in the relevant dialects, but speakers may replace it with /t/ for stylistic purposes. Flaps are found both word-internally and word-finally. All words ending in /t/ in their citation form can be pronounced

[^275]with /r/ before a vowel in the next word, as in but again, at all. forget about, eat onts. Interestingly, the phonetic conditions for the occurrence of the f.ap are different word-internally and across word boundaries, as shown by the inpossibility of flapping in atoll and its possibility in at all. Inside words, the segment must be preceded by the stress and followed by an unstressed vowel. Across word boundaries, however, f.apping is not conditioned by stress and may occur inmediately before a stressed vowel, as in ate apples; this is also the case in a compound such as thintever (cf. potnto).

Given the importance of word stress in English as a conditioning factor in reductive processes, 1 assume that the more restrictive phonetic cond itioning that is still found word-internally was the original one and that, across word-boundaries, the change was generalized to all prevocalic contexts, not only unstressed ones.

Flapping is a conventionalized reduction of $/ t /$, since it is only one of the possible phonetic reductions that it may undergo. Other possibilities, all of them found in the same contexts in other English dialects, are the replacement of [ $t$ ] with a glottal stop, its affrication to [ts], and its spirantization to [ $\theta$ ]. It seems reasonable to assume that after [ r ] was conventionalized as a replacement for [t] before unstressed vowels it was analogically extended to the context before stressed vowels when word-final.

Bybee $(2000,2003)$ discusses a similar example, the extension of the aspiration of /s/ in Spanish dialects from the preconsonantal context, where it is found word-internally, as in este [ehte] 'this (masc sG)', to the prevocalic context, where one may have aspiration across word boundaries in the relevant dialects, as in los animales [lohanimale] 'the animals'. In Bybee's account, the extension of aspiration to the intervocalic context across wrord boundaries involves a sort of analogy. In a first stage of development, the plural masculine article los, to give an example, would have aspirated realizations in phrases such as los toros 'the bulls', where the final /s/ is preconsonantal, but not in los mimales 'the animals', where it is prevocalic and, thus, not in the context of aspiration. The fact that s\#C is more common thenn s\#V (i.e. there are more consonant-initial than vowelinitial words) implies that at this hypothetical stage [loh] ~ [los] would be more frequent than invariant [los], and the alternation would subsequently be extended from the more frequent to the less frequent context. Bybee shows that the distribution of aspiration in several Spanish dialects is consistent with this hypothesis. In the view that $l$ am defend ing in this chapter, it is at this second stage where we are more likely to find lexical effects. An example would be intervocalic word-internal aspiration in nosotros /nos + otros/ [nohotro] 'we', where a morphological boundary is discernible (cf. los otros [lohotro] 'the others') ws. e.g. word-internal ositos [osito], **[ohito] 'little bears', in the relevant dialects. This is similar to flapping in whatever, as we saw above.

The phonologization of phrase-final devoicing at the word level provides another example of analogical extension. As mentioned above, a reasonable hypothesis is that word-final obstruent devoicing, as we find in German, starts out as phrase-final devoicing and then is extended to the word domain (Hock 1991:80). The phonetic causes of phrase-final devoicing are reasonably clear, as this is in fact a phenomenon that is easily observable in many languages, affecting all kinds of word-final segments, not only obstruents. This phonetic effect may at some point becone conventionalized for phrase-final obstruents. After that, it may be analogically generalized to the word-domain, so that alternations of the
type -p\#\# ~ -b\#V are eliminated by extension of the word variant ending in a voiceless consonant.

## 7 Non-reductive sound change

As mentioned in §2, the main evidence that Labov adduces in favor of the Neogrammarian ortloodoxy comes from the study of vowel shift in progress. These vowel shifts in English crucially differ fronu reductive processes in that they affect segments in prominent positions, i.e. stressed syllables. In fact, Labov points out that one finds more advanced vowel tokens in the direction of the shift in syllables with primary stress than in syllables with secondary stress, vowels in words with emphatic stress being especially advanced along the path of the vowel shift (Labov 1994: 122-123, 173, 195). This is quite different from reduction processes, where we expecit to find the least reduced tokens under emphatic stress.

The changes involved in vowel shifts are essentially the same types of processes as other changes targeting stressed vowels, both conditioned (umlaut/metaphony) and unconditioned, including diphthongization, noora dissiınilation within diphthongs and rising of (tense/long) vowels. In at least some of these changes it is clear that the added duration of vowels in certain positions led to their recategorization. Thus, in Spanish, the phonologically short mid vowels of Latin, which had acquired a more open quality $/ \varepsilon J /$, gave rise to rising diphthongs when lengthened under stress. In French they diphthongized in the sane manner, but only in syllables that were stressed and open, cf. Lat. $\operatorname{PEDE}(\mathrm{M})>$ Sp. pie, Fr. pied 'foot' vs. Lat. perdit > Sp. pierde, Fr. perd 's/he loses'. The long mid vorvels of Latin also diphthongized in French, in this case producing falling diphthongs, but agait only in stressed open syllables, where the extra length would presumably favor the perception of a difference in quality between the beginning and the end of the nucleus. In this case, further developnents show the sort of mora differentiation that we find in some of the vowels involved in the English vowel
 that under the hypothesis that greater stress causes greater vowel duration and longer vowels are more likely to be recategorized as diphthongs (and diphthongs as containing a more extreme change), if anything, we would, expect the least frequent words to lead these changes, since they would be more likely to receive phrasal stress.

Besides changes targeting stressed vouvels, the most obvious examples of non-reductive changes are consonant fortitions. Whereas experimental work has pointed out the existence of domain-initial strengthening (Fougeron and Keating 1997; Cho and Keating 2009), its phonologization as unord-initial fortition is a rare phenomenon. When they happen, these changes for the most part seem to have non-phonetic, analogical origins. For instance, the strengthening of word-initial $/ \mathrm{r} / \mathrm{I} / \mathrm{l}$, and /n/ in different lbero-Romance languages, where they give the same result as word-internal geminates (Lat. ROsa > Sp. [riosa], Lat. Lüna > Cat. *[Irına] > Iluna [\{́una] 'moon', Lat. Nūbes > Leonese [.llußes] 'clouds'), is most likely an extension from contexts where a word-initial geminate arose from consonant assimilation (AD LŪNA > [al:una]; see Cravens 2002). To the extent that these changes are correctly analyzed as purely analogical, they operate on words, and we may expect lexical effects.

The fortition of word- and syllable-initial glides, as repeatedly found in the history of the Romance languages (e.g. Lat. Iocīre > It. giocare, Fr. jouer, Sp. jugar 'to play'; Sp. huevo [weßo] ~ [gweßo]; also in Basque *e-an > jan [yan] ~ [atan] ~ [弓an] ~ [Jan] ~ [xan] 'to eat') remains ill understood. In the several successive processes of syllable-initial palatal glide fortition in the history of Spanish (and also of Basque), the recategorization of the palatal glide shows lexical effects, e.g. iAm > Sp. ya 'already' ws. iam magis > OSp. / zarnas/ >Sp. jomıñs /xa'mas/ 'never'; Argentinian Sp. yerba / zerba/ (mate) 'maté leaves' vs, hierbn /ierba/ 'grass', etc. The hypothesis would be that fortition of glides starts in prosodically strong phrase-initial contexts, and is later phonologized as a word-initial phenomenor, which may then spread to word-internal syllable-initial contexts. ${ }^{\text {e }}$ On the other hand, the fortition that we observe in examples such as Lat. vacca [wak:a] $>$ OSp. [ $\beta$ aka] > Sp. vaca [baka] 'cow' is the indirect (analogical) result of the weakening of intervocalic $/ \mathrm{b} / \mathrm{at}$ two distinct stages in the history of the language.

## 8 Summary

This chapter has focused to a large extent on the classic issue of the regularity of sound change (i.e. the Neogrammarian hypothesis) which, in the context of recent debate, may be termed the question of whether there are sound changes that operate purely on phonemes in specific phonological contexts, without regard to the lexical identity of the words containing them. I have proposed that in many comnnon sound changes we should distinguish two stages. The first stage is the conventionalization of a phonetic process. Conventionalized phonetic processes operate without regard to lexical identity. At a second stage, there may be phonological recategorization, which will tend to operate on a word-by-word basis. The spreading throughout the lexicon of this recategorization (by analogy) will produce the effect of regularity. Phenomena such as word boundary effects may be an effect of analogical spreading.
We have studied reductive and non-reductive sound changes separately, since their paths of development can be reasonably expected to be different. Whereas significant progress has been made in our understanding of the phonetic origin of reductive sound changes, non-reductive changes, including those affecting stressed vowels and consonant and glide fortition, are less well understond.
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# 94 Lexical Phonology and the Lexical Syndrome 

Ellen M. Kaisse April McMahon

## 1 Introduction

The theory of Lexical Phonology and linorphology (LPM) deals with the place of phonology within the larger grammar. It has much to say about the relation between morphology and phonology, and also provides a model for the integration of phonology with the material provided by syntax and the phrasing derived from syntax. It is also a theory of phonological typology, assigning one set of characteristics to processes that apply only within words (the lexical phonology) and another, complementary set to processes that apply within or between words (the post-lexical phonology). The theory was first developed in the early 1980 s by Kiparsky (1982) and his colleagues and students (especially Mohanan 1982, 1986) at MIT. It rapidly attracted a great deal of interest among phonologists because of the new tools it supplied for attacking recalcitrant problems, the set of intriguing questions it allowed a researcher to ask about any phenomenon, and the organic way it grew out of many of the major trends in phonology and morphology that had occupied linguists since the publication of Chomsky and Halle (1968). LPM was the basis for much of the synchronic and diachronic work, both descriptive and theoretical, that went on in phonology for a decade or more following its birth. Classical LPM wasi probably also the last model of phonology-noorphology interaction to enjoy a wide consensus ( N oyer 2004). LPM remains influential today, in its legacy of ways of thinking about phonology and in new instantiations that marry it with Optimality Theory (Orgun 1996; Kiparsky 2000; Rubach 2000; Bermúdez-Otero, forthcoming; annong niany others). As is often the case with valuable but complex and inevitably imperfect theories, I.PM did not simply collapse under its own weight. Rather, interest largely moved elsewhere. Starting in the early 1990s, many phonologists turned away from rules and derivations to Optimality Theory (OT). Until recently, most versions of OT have involved only one evaluative step - potential output candidates are evaluated simultaneously for their satisfaction of ranked constraints. The result of the large-scale turn to OT was that most people stopped writing about and within LPM before consensus had been reached on what to do about the difficulties that had been encountered within it. It is certainly true that there was not much from Kiparsky's (1982) proposals that did not have some qualifications, exceptions, or caveats attached by
the mid-1990s, but this is not, as we reconstruct it, the main reason one no longer hears so much about LPM. On the contrary, many phonologists continued to recognize advantages to the theory and to adopt pieces of its legacy.

We will not be able to give a full introduction to LPM in this chapter, though we will certainly review some of its major features. For more detailed background, the original source, Kiparsky (1982), is invaluable. Kaisse and Shaw (1985) and Kenstowicz (1994: ch. 5) also provide introductions to the original model. Kaisse and Hargus (1993) summarize developments which the theory underwent in the decade after its first appearance, including those contained in the volume to which it is an introduction, Hargus and Kaisse (1993).

Lexical Phonology and Morphology's contributions center around two major areas: the segregation of characteristics typical of lexical vs. post-lexical rules, sometimes called the lexical syndrome, and the interaction of morphology and phonology, including affix ordering, stratal organization, and cyclicity. We will begin this chapter with a review of the characteristics that together made up the lexical syndrome and a discussion of how each of these has been modified or discarded in the light of empirical challenges. The succeeding section deals with the interaction of norphology and phonology in LPM, the difficulties which much of the original proposal has encountered, and alternatives that have been offered. The final section discusses the lasting influence of LPM and sonfe of the directions it has taken in more recent years.

## 2 The lexical syndrome and its complications

Classical Lexical Phonology (Kiparsky 1982, 1983) proposes that a cluster of properties characterizes lexical rules, while a different, complementary cluster is found in post-lexical rules. The properties that have been used most often as diagnostics and which have attracted attention in subsequent literature are the following:
(1) a. Lexical rules are word-bouruled. They find their target and structural descript ion within the same word and do not apply between words. This is the easiest diagnostic to apply, and is often used as the starting point from which other characteristics are then predicted.
b. Lexical rules are cyclic. They have access to the internal morphological structure of a word and may apply more than once, first to the most deeply nested constituents, then again as more morphological material is brought into consideration (see also charter bs: cyclicity).
c. Lexical rules are subject to non-derived environment blocking. They apply Io strings derived by the concatenation of morphemes or to strings derived by previous applications of phonological rules, but they do not apply within a single, underived morpheme (see also Charter *s: derived environment effects).
d. Lexical rules are structure preserving. They are restricted to producing segments that are found in the underlying inventory of the language. Allophonic variants are not produced by lexical rules. However, lexical rules may assign structure not present underlyingly, in the form of tonal associations, inetrical feet, and syllable structure (see also CHApter 76: structure preservation: 'the resilience of distincitive information).
e. Lexical rules apply categorically, rather than gradiently. As a corollary of structure preservation, they do not produce partially assinilated sounds, and they do not apply more robustly to segnents nearer to the trigger of the change (see also CHAPTER 89: GRADIENCE AND CATEGORICALITY IN pionological tifeory).
f. Lexical rules may have exceptions (see also charter 106: exceptionality).
g. Lexical rules are subject to lexical diffusion (Kiparsky 1988). In diachronic sound changes, they apply to more and more individual lexical items over time (see also CHAPTER 93: SOUND CHANGE).

Post-lexical rules have radically opposed characteristics:
(2) a. They apply between as well as within words.
b. They apply once, non-cyclically, across the board, independent of morphological or syntactic structure.
c. As a corollary to (b), they are not subject to non-derived environment blocking.
d. They need not be structure preserving. They may produce allophones not present in the underlying segment inventory.
e. They may apply gradiently, producing partially assimilated segments or applying more robustly to segments temporally closer to the trigger.
f. They do not have exceptions.
g. In diachronic change, they apply in the fashion predicted by Neogramnuarian view's of sound change. Every siring that neets their description undergoes the change, with no lexical conditioning. The cha nges can be small, allophonic, and non-neutralizing.

These characteristics were posited within an organization of grammar approximately like that in Figure 94.1. The stent level is so called because it contains affixes that can attach to bound bases (stems) that cannot appear unaffixed, while the word level deals in the formation of words from other words.

To illustrate how these segregated lists of characteristics play out, consider the simplified example of Trochaic Shortening is. North American Flapping employed in Kaisse and Shaw (1985). (For a more nuanced and current discussion of the


Figure 94.1 The organization of the grammar in LPM
theoretical implications and analysis of Flapping, see chapter 113: flappinc in american english and Bermúdez-Otero 2007b.) Flapping converts an underlying coronal stop to [r] when it is intervocalic (roughly speaking) and ambisyllabic (Kahn 1976.) The rule can make up its intervocalic environntent with vowels from the same word, or the second vowel can come from a following vowel-initial word. The word-internal environment can come from a single morpheme (ci[r]y), from the combination of a stem plus stem-level suffix ( $f \Omega[r]+a l$ ), or from a word plus a word-level suffix (chocoln[r]-y, edi[r]ed). The between-word enviroment is insensitive to the part of speech of either word and to their syntactic relationship, though phrasing into independent prosodic groups, which interferes with ambisyllabicity, does block Flapping (compare It's the close[r] Amette cares about with tt's the close[t], Annette insisted). The fact that Flapping can apply between words is the prime diagnostic for its being post-lexical. We have just seen its insensitivity to morphological or syntactic structure. It is also non-cyclic. A word like atomic does not contain a flap even though the word from which it is derived, atom, does. Continuing down the list, words like city and butter, where the coronal stop is frozen in an irtervocal ic environment within a single morpheme, show that Flapping is not subject to non-derived environment blocking. The segment $[r]$ is not part of the underlying inventory of English; the coronal tap or flap is not well distributed, but occurs only where the environment of Flapping is found. We are not awvare of studies that show Flapping to be gradient, though this is certainly true of the distribution of aspirated and plain stops in English, to which Flapping is related - stops which are initial in large prosedic categories are more aspirated than those which are initial in internal syllables. However, Flapping is extremely common but nonetheless variable, in that the likelihood of its application is partly dependent on register and rate of speaking (see Patterson and Connine 2001, who find that American English Flapping is almost categorical in its application). And while Flapping is not completely obligatory, it does not have lexical exceptions - any word of English can undergo it if the phonological and stylistic prerequisites are present.

Compare the behavior of Trochaic Shortening, the rule responsible for alternations like that in same $\sim$ sanity, meter $\sim \operatorname{metric}(a l)$, and natiot $\sim$ national. The rule shortens a vowel followed by an unstressed syllable - i.e. it shortens the stressed syllable of a trochaic foot. (The rule is often called Trisyllabic Shortening, because English has final extrametricality, placing the stressed syllable of many trochees three syllables from the end of the word; see citapter 43: extrametricality and non-finality; chapter 4;: the iambic-trochaic law.) Trochaic Shortening cannot nake up its structural description out of adjacent words - the vowel of sane in the phrase sane as a judge nust be long even though the prosodic phrasing can place itis vowel before a string of unstressed syllables. Going down our list, we see that Trochaic Shortening is sensitive to the type of affix added: word-level affixes do not trigger shortening, as shown by nationhood or motering. The rule is also cyclic, since once the vorvel in metric is shortened, it persists as short in derived words even when the stress falls on the vowel immediately after, as in metricion. As for non-derived environment blocking, Kiparsky (1.982) nakes the point that English contains many long vowels in the Trochaic Shortening environment, but almost all are found within a single morpheme (synchronically speaking), such as mightingale or Rotenberg. Thus Trochaic Shortening is blocked in non-derived environments. Trochaic Shortening is structure preserving, since all the shortened
vowels are phonemes of English. It is non-gradient. And it has exceptions, such as the long vowels in notional and obesity.

Optimality-theoretic work has tried to deal with many of the phenomena of the lexical syndronie, but for the most part in piecenteal fashion, rather than as following from a particular organization of the grammar. One finds many publications framed in OT which aim to explain apparent cyclicity effects (Kenstowicz 1995; Benua 1997; Kiparsky 2000; Pater 2000; and many others); work by Łubowicz (2002) and Wolf (2008) attempts to recapture non-derived environnment effects within OT; Sterıade (1999), Burzio (2002), Raffelsiefen (2004), and BermídezOtero and McMahon (2006), among others, have advanced explanations for why word-level morphology seems to have so little effect on phonology. And this piecemeal treatment may exist with good reason. We will shortly look into how the features of the lexical syndrome have fared since they were first proposed and will discover that the connections between strata and features are not nearly as tight as the original LPM theory proposed.

Butbefore we get to the complications, let us first consic ler how the philosophical outlook imposed by the LPM model inf.uenced the way in which phonologists worked. There are some key, if non-architectural, features that strongly affected the research strategies of those who considered thenselves practitioners and which continue to affect the expectations we have of a phonological description to this day:
(a) LPM encourages interest in processes which are not exceptionless, transparent, or expressible in maxinally general and elegant statements. Interest was directed equally to processes with exceptions and oddities either in the environment or in the list of items applied to, and researchers tried to understand the differene between these and the maximally general and transparent type of process. The concept of opacity, long of interest to Kiparsky, gained a new dimension, since lexical rules are often opaque, while post-lexical rules typically are not. And since morphology can make a phonological rule opaque by being invisible to that rule at the stratum in which it applies, or by allowing a phonological rule to apply before a new morphological process destroys the environment, understanding the interaction of phonology with morphology can lend insight into some of the sources of opacity (charter 103: phonological sensitivity to morphological structure).
(b) LPM encourages investigations of interactions between phonology and other aspects of the grammar, notably phonetics and syntax at the "bottom end" in the post-lexical component, and morphology and the lexicon at the "top end." The observation that post-lexical rules can be gradient was inf.uential in the great expansion of our understanding of the relation between phonetics and phonology in the last two decades and in the realization that phonetics is a language-specific, rule-governed domain closely related to the phonology of the language.
(c) LPM encourages investigations of diachronic change. LPM provided a new architecture which made sense of the way sound changes progressed over time and thus aided in resolving the so-called "Neogrammarian controversy" (Kiparsky 1988). If there were lexical and post-lexical rules, and more than one level in the lexicon, and each was characterized by different properties, rules could apply differently throughout their history. A rule could start post-lexically and be very close to the phonetics, transparent and phonetically
conditioned, applying everywhere that its context arose. Later it could come to apply lexically, be inf.uenced by the morphology, gain lexical exceptions, and in time become inore and more opaque. Eventually, it could becone a matter for learning rather than online application, and color or alter underlying representations, while no longer existing as a rule per se. Civen that Trochaic Shortening occurs in almost all dialects of English while Flapping is geographically restricted, it seems likely that Trochaic Shortening is an older rule and has moved deep into the lexicon - indeed perhaps it is no longer an online rule at all - while Flapping is still showing the post-lexical characteristics of its initial entry into the language.

We shall return in more detail to each of these points in $\S 4$. One moral to draw is that, even though the lexical syndrome is not as strong as it first appeared, the sorts of questions that the segregated lists of traits made one ask about a phonological process were valuable research tools. It is important to know whether a process has exceptions, applies only in derived environments, shows cyclic characteristics, refers to morphological structure, is bounded with the word, creates novel segments, and so forth. And it may still be the case that one can make a better-tlian-chance prediction of how these traits are going to be distributed on the basis of the theory of LPM. Our suspicion is that the lexical syndrome is like so many other things once thought to be universal but now realized to be violable - it is not an utterly exceptionless principle, but an insight into the unmarked state of affairs in phonologies. It is worth remembering that it took over a decade for research within the LPM inodel to cone up with the list of exceptional phenomena we present below, and that some are single instances of problematic cases in the face of dozens of attested cases of the predicted behavior. These problematic cases were not easy to conne by because, in fact, the predictions of the model were much more often right than not.

Where do we stand with respect to the health of the lexical syndrome? In the first two columns of Table 94.1, we repeat a list of the characteristics thant make up the lexical syndrome (including for completeness a few of the less influential ones we did not mention above), adapted from Kaisse and Hargus (1993: 16-17). Where the characteristic was not part of the early and generally accepted LPM canon (Kiparsky 1982, 1985; Mohanan 1982, 1986), we give a source. The last two columns give a quick summary and citation of works that raised problems with each putative characteristic. Most of these difficulties are summarized in Kaisse and Hargus (1993), and the details can be found in papers from their volume or other sources in the table, so we will only outline their content here. What we see in general is a gradual and traceable retreat from some of the formal features of J.PM. For instance, structure preservation is at best a feature of stem-level rules, more likely not predictable from stratum. By the time we reach OT, the question of structure preservation becomes unaskable, since Richness of the Base precludes any characterization of the underlying segment inventory of a language. Cyclicity also stops being a feature of all lexical rules, and becomes a feature only of some, again perhaps those of level $I$. Even cyclicity of the stem level becomes a non-issue in the most recent work of Bermúdez-Otero and McMahon (2006) or Collie (2008), being replaced with a type of lexical listing called "fake cyclicity," which we discuss below. And, of course, rules become non-standard currency as we shift toward OT and constraints.

Table 94.1 Characteristics of the lexical syndrome

|  | Lexical | Post-tcxical | Problerss | Reference |
| :---: | :---: | :---: | :---: | :---: |
| a. | Word-bounded | Not wordbounded | Apparent post-lexical rules with exceptions may be precompiled in lexicon; lexical rules may access output of syntax | Hayes (1990); <br> Odden (1993) |
| b. | Access only to word-internal structure assigned at sorme level | Access to phrase structure only | Some post-lexical rules like English /l/-velarization need access to word-internal morphology | Sproat (1993); Bermúdez-Otero (2007b) |
| c. | Cyclic | Apply once | Stem level only; wrord level not evelic; no true cycle in stem level, rather lexical listing and faithfulness | Borowsky (1993); <br> Bermúdez-Otero \& McMahon (2006); <br> Collie (2008) |
|  | Apply in derived environments | Apply across the board | Non-Derived Environment Blocking more likely associated with obligatory neutralization rules | Kiparsky (1993); <br> Wolf (2008) |
|  | Structurepreserving | Not necessarily structurepreserving | Word-level rules not structure-preserving; Pl rules often structurepreserving; post-lexical rules may differ w.r.t. structure-preservation. Sound changes may introduce non-structure-preserving segments at stem level | Harris (1989); <br> Kaisse (1990); <br> Borowsky (1993); <br> Hyman (1993): <br>  <br> McMation (2006) |
|  | May have exceptions | Automatic | P1 rules like the English Rhythm Rule have exceptions | Kaisse (1990) |
|  | Not transferred to a second language (Rubach 1984) | Transferable to I. 2 |  |  |
|  | Output subject to lexical diffusion (Kiparsky 1988) | Change via Neogrammarian sound change |  | Calabrese (2009) |
|  | Apply categorically | May have gradient output | Raises issues relevant to the link between gradience and phonetic implementation |  |

Of these characteristics, some were not really counterexemplified or rejected by the authors cited - rather they were refined or altered in interesting ways. For instance, Borowsky (1993) (row (c) in Table 94.1) did not reject the idea that lexical rules are cyclic. Rather, she claimed that cyclicity should be limited to the stem level, while both the word and the phrasal level are non-cyclic. She also followed Kiparsky (1985) in suggesting that structure preservation turns off at the stem level, so that word-level rules can create allophones (CHAPTER 2I: THE PHONEME). And finally, in the inost radical of her proposals, she argued that many wordlevel rules show a syndrome all their own. They are non-cyclic, do not obey the strict cycle condition (and thus can apply within a single morpheme), apply between stems and level I suffixes, but are unable to see word-level affixes. Finally, they do not apply between words, so that they cannot be pluase level. One of her more familiar examples uses Harris's (1989) Belfast Dentalization, a process where coronal consonants are realized as dentals before [r] or [ər]. The process is not structure preserving, as it produces dentals which alternate in variable fastion with alveolars and are not separate phonemes. These dentals, however, are only produced morpheme-internally (butter) or before [(a)r] introduced by a stem-level suffix (elementary). The rule does not apply between an alveolar and an [r] in a word-level suffix (fitter), nor in the next word ( foot rest), the latter fact indicating that Dentalization cannot be post-lexical. For Borowsky, Belfast Dentalization is a word-level rule that cannot see word-level morphology. It short's its wordlevel nature by applying in non-derived environments (butter) and by producing the novel dental segments. Because of work like Kiparsky and Borowsky cited here, Ricardo Bermúdez-Otero (personal communication) suggests that it is more sensible to talk about a stem syndrome than a lexical syndrome.

Such examples point to the difficulties the theory begins to encounter once the boundaries between lexical and post-lexical characteristics begin to break down. Is the non-structure-preserving nature of Dentalization enough to categorize it as a word-level rule (Borowsky), or is its inability to apply before word-level affix.xes enough to categorize it as stem level, requiring the rejection of structure preservation as criterial of the stem level? The latter is the tack taken by Bermúdez-Otero and McMahon (2006), who go on to argue that the whole notion of structure preservation was never well defined and that we are well rid of it within any theory that adopts Richness of the Base.

Another example of refinement rather than rejection is Kaisse (1990). Kaisse did not deny that the original class of post-lexical rules referred to by Kiparsky and Mohanan is exceptionless, i.e. that there are no listed lexical items that fail to undergo them. Rather, it drew attention to a different sort of syntax-sensitive post-lexical rule which was, in its own way, cyclic, exception-bearing, and subject to the lexical syndrome. One of Kaisse's examples is the Rhythm Rule of English, the process which repels clashing pitch accents in phrases like ,thirteen 'reople. The rule is clearly post-lexical, as the stresses in the independent words thir'teen and 'people shorv. Yet it has many individual lexical exceptions in the forms of words that will not retract their accents in clash: in'tense, o'bese, and manty other words do not participate in the Rhythm Rule. Kaisse attempted to divide post-lexical rules into two strata, the first of which ([11) contained more grammaticalized rules like the Rhythm Rule, while the second (P2) was the home of the classical post-lexical rule. Hayes (1990) was an alternative proposal for dealing with non-word-bounded rules that exhibited some of the characteristics
of lexical rules, again with the intention of supporting the general notion of a lexical rule syndrome.

On the other hand, Kiparsky's (1993) attack on the Strict Cycle Condition (which he terms "Non-Derived Envirorment Blocking"; NDEB) as a characteristic of only lexical rules is quite devastating, and leads us to conclude that we still have not really understood this phenomenon, which has vexed phonologists since Kiparsky discovered it in the early 1970s. Perlaps the best-known example of NDEB, first introduced by Kiparsky (1973), is assibilation in Finnish. The rule turns /t/ to [s] before [i] either across morpheme boundaries (/tilat+i/ $\rightarrow$ [tilasi] 'ordered') or when tlue [i] is derived by another phonological rule, such as raising of final /e/ to [i]/vete/ $\rightarrow$ veti $\rightarrow$ [vesi] 'water (NOM SG)'. It is blocked within a morpheme, such as [tila] 'order'. This example is already problematical, Kiparsky (1993) argues, since assibilation is fed by the woord-level rule of raising and thus must itself be word level. NDEB had otherwise been thought to affect only cyclic processes, and cyclic processes are supposedly restricted to the stem level. Even worse, Kiparsky shows that the Vedic Sanskrit rule that retroflexes /s/after /r/, /u/, /k/, and /i/ shows strong NDEB effects, but applies between words. Kiparsky concludes that NDEB is not a property of any particular level - it does not lend support to the idea of a lexical syndronle. Most recently, Wolf (2008) has argued that NDEB effects are best modeled in an optinnality-theoretic noodel with candidate chains that permits the interleaving of phonological and morphological operations.

Hyman's (1993) discovery of two tone rules in Dagbani, which are both postlexical and have the same domain of application, yet which differ in whether they are structure preserving - in this case, in whether they are or are not pernitted to create a contour tone - seems to us to be a clear demonstration that structure preservation cannot be absolutely predicted on the basis of the component in which a rule applies. But this is one of those cases which were so difficult to find; it took a decade of research within the model to uncover a counterexample of this type. Hyman's example could simply be taken as evidence that structure preservation, though generally predictable on the basis of a process's domain, may sometimes need to be stipulated. Note also that the claim of LPM was that lexical (in particular, stem-level) rules could not create novel segments and structures. The claim was never that post-lexical rules could not, accidentally, happen to create structures that obeyed structure preservation. Hyman's exanıple is therefore more a counterexample to Kaisse's (1990) claim thent structure preservation is to be found in syntax-sensitive (P1) rules and not in across-the-board (P2) rules.

Odden's (1993) discovery of a demonstrably lexical glide formation rule in Matumbi that must have access to the syntactic structure and phonological characteristics of surrounding words is highly problematical for the general organization of phonology proposed within L.P.M. But the case is extremely unusual and complex; again, it is not the sort of thing phonologists run into more than once or twice in a career.

Cyclicity has perhaps received the most attention from later theoreticians and is the subject of a full chapter in this Companion (chapter 85: cyclicity). Within monostratal Optimality Theory, cyclic application has been rejected in favor of various sorts of output-output faithfulness constraints, paradigm uniformity constraints, or constraints favoring "uniform exponence," where the allomorphs of a morpheme differ as little as possible. And, as mentioned earlier, even within contemporary stratal theories, some authors deny even that level I shows true
cyclic derivations. Rather, the concept of fake cyclicity (see Collie 2008 for a review) ensures that all stem-level outputs are listed in long-term memory rather than derived online. Stem-level phonological generalizations simply express typical but not exceptionless static relations between a base and its derivative. Collie argues that this is the only way to handle the fact that the preservation of relative prominence under embedding in English is gradient and less likely to occur the more frequent the derivative is in relation to its base. So for instance, the pronvinence-preserving position of pre-tonic stress in $E_{1} l i z a{ }^{\prime} b e t h a n$ is a consequence of faithfulness to the listed forn $E^{\prime} l i z a b e t h$. The variable lack of faithfulness between the possible pronunciation antici'pation (with secondary stress on the first rather than the second syllable) and the related form an'ticipate results from the possibility that anticipation is accessed whole rather than decomposed into component inorphemes and derived via cyclic application of stress. We will again encounter this relationship between the frequency of a derived word and the likelihood that it is accessed whole rather than having its affixes stripped off when we discuss affix ordering in the next section.

## 3 The interaction of morphology and phonology in LPM

We think it is safe to say that the morphological side of the LPM model was always weaker than the phonological side. One of the nost attractive, if dooned, features of the LPM model was an attempt to unify apparent generalizations about the phonology of cohering (also known as stern level, level I, or +-boundary) affixes, their morphological behavior (especially their triggering of cyclic rule application), and their linear order. Such affixes were opposed to the non-cohering (word level, level II, or \#-boundary) affixes. Unfortunately, the strong position adopted by LPM has turned out to be readily falsifiable. LPM adopts and elaborates the level ordering (or "affix ordering") hypothesis of Siegel (1979). This hypothesis, first made on the basis of English, claims that cohering affixes will occur close to the root, while non-cohering affixes will always nccur outside the cohering ones. In other words, level I affixes cannot attach to a word to which a level II affix has already been attached. Thus, according to Siegel, Kiparsky (1982), and other LPM work, the non-existence of words like *tappi\#ness+al or *sing\#ertous comes from the fact that they contain a word formed with a non-cohering affix (\#ness, \#er) to which a cohering affix ( $+a l$, +ous) has been affixed. Affix ordering pernits words like person+al+ity, since both $+a l$ and $+i t y$ are level I suffixes. The word danger +ous\#ness is also fine, since it contains a level I suffix followed by a level II suffix. And some words with strings of level TI suffixes are also fine: seam\#less\#ly, seam\#less\#ness. The correlation with phonology is that all the affixes starting from the stem outward to the first non-cohering affix should form part of the visible input to level I lexical phonological rules, while all of the affixes starting from the first non-cohering affix outward will not be the trigger or target of any such rule, and will only undergo post-lexical rules.

Table 94.2 shows the workings of the lexical module as it was devised for English, modified slightly from the diagram found in Kiparsky (1982: 133). The double-headed arrow symbolizes the potential passing of forms back and forth from the morphology to the phonology as more norphemes are added.

Table 94.2 The lexical module for English

|  | Morphology | Phomotogy |
| :--- | :--- | :--- |
| Level I (stem level) | +-boundary inflection and <br> derivation, zero derivation <br> of nouns from verbs | $\Leftrightarrow$ | | stress rules, trochaic |
| :--- |
| shortening, velar soffening, |
| sonorant syllabification, etc. |

In this nodel, morphological operations occur one affix at a time. Each time an affix is added at level I, the form is passed to the level I phonology, which applies to the string as it is currently concatenated. The form is then passed back to the morphology at that same level, over to the phonology again, and so on until all level I affixes for that word are added. Cyclic application (Chomsky and Halle 1968) results from this interleaving of phonological and morphological operations at level 1. Then the form passes on to level il. In English, it appears that all the cyclic phonological rules apply at level I. To illustrate the segregat ion of morpholngical operations into levels and the concomitant applicability of certain phonological rules only to strings created at that level, consider a point about the zero derivation of nouns from verbs vs. that of verbs from nouns made in Kiparsky (1982). When nouns are derived fiom verbs with finnal stress, they often preserve final stress as a secondary prominence but add a penultimate, primary stress, as befits a noun. Thus we find noun/verb pairs such as 'con, vict from con'vict, and 'lor,ment from, tor'ment. In a derivational theory such as LPM, one would say that nouns are zero-derived from verbs at level I, and are thus subject to another cycle of the stress rules after thett affixation occurs. However, Kiparsky argues, the zero derivation of verbs from nouns takes place at level II. Since the stress rules of English do not apply at level II, the stress does not change in denominal verbs like to 'pattern ("to ,pat'tern), even though primary verbs ending in two consonants receive final stress. Thus we could say that deverbal $-\varnothing$ is a level 1 suffix while denominal $-\varnothing$ is level I... ${ }^{1}$

But the affix ordering hypothesis makes incorrect predictions, certainly for English. Problems with the level ordering of affixes had been recognized as early as Aronoff (1976). Best known from the beginning were cases where affix ordering proves to be too strong a theory, ruling out combinations that actually occur, such as \#ment+al (governmental) and \#iz+ation (neztralization). The suffixes -ment and-ize are stress-neutral, and hence non-cohering, as witnessed by forms like 'government, with stress in the same position as its source verb and no stress on its heavy penult, and margimalize, with stress four syllables from the end of the word. But -al and -ition are stress affecting, and hence cohering. Bracketing paradoxes like un\#grammatical+ity, re\#organiz+ntion, and many others have demonstrated that the affix ordering hypothesis undergenerates. For instance,

[^277]in ungrammaticality, level I-ity should attach before level II un-, and yet motaches to adjectives (like grammatical) and not to nouns.

Equally telling is Fabb's (1988) demonstration that the affix ordering hypothesis is too weak and overgenerates. Fabb notes that affix ordering restrictions account for only a small percentage of the sequences of affixes that don't occur in English. He lists 43 common affixes in English. If there were no stratal affix ordering, we might expect around 600 grammatical counbinations of these affixes by simply making sure that affixes that select for a particular part of speech are combined only with that part of speech, and that the particular stress requirements of the affixes like deverbal -al are met. With affix ordering, we can pare the expected number down to 459 combinations. But English words actually contain only about 50 pairs of suffixes. The inain reason is that 28 of the common suffixes never combine with another suffix. Six suffixes combine with only one suffix; for instance -ic only attaches to unsuffixed stents or words (comic, metallic) or to the suffix -ist (modernistic). Six other suffixes are semi-productive: noun-selecting -al, for instance, combines with three cohering and non-cohering affixes -ion, -ment, and -or. Only -able, deverbal -er, and -ness show no selectional restrictions beyond part of speech.

Plag $(1996,1999)$ shows that even Fabb's restrictions are inadequate. First, Fabb's treatment gives no obvious reasons why suffixes should fall into the combinatorial classes they do. And critically, there are more restrictions on the combinations of English suffixes than are covered by Fabb's observations. These restrictions extend to non-cohering suffixes as well. Plag deınonstrates that semantic, phonological, morphological, and syntactic selectional restrictions must be stated on individual suffixes' combinations with stems and other affixes. Once these are stated, both level ordering and Fabb-style lists of combinatorial restrictions become superfluous. Consider for instance the verb-forming suffix $-\varepsilon n$. It can only attach to nonosyllabic bases, as in blacken vs. *moroonen. It immediately follows that $-\varepsilon n$ will fall into the class of affixes that cannot attach to another affix, since an affixed base would already have at least two syllables. Its behavior is thus explained without additional need for level order or lists of what suffixes it can combine with. Additional insights can chip away further at the otherwise unexplained list of suffixes which cannot attach outside of any suffix. For instance, that list contains five deverbal noun-forming suffixes: -age, -al, -nnce, -ment, and $-y$. If these were to attach to already suffixed words, they would have to attach to words ending in one of the verb-forming suffixes of English, namely -ate, -ify, -ize, and the already accounted for -en. But affixation onto these first three suffixes is "base-driven" in Plag's terminology: -ify requires the suffix-particular allonnorph -ication (as in classification), -ize requires -ation, and -ate requires -ion. These very specific base-driven requirenents again make superfluous any statements about the affixes that cannot attach to other affixes, let alone the stratal membership of those affixes.

Hay (2002) and Hay and Plag (2004) take one further step in the advancement of our understanding of what controls affix ordering. They criticize Plag's earlier work because of a certain residual arbitrariness. Are there not any underlying principles behind the individual suffix- and base-driven restrictions that he notes? For this they utilize Hay's Complexity-based Ordering, which states that affixes that are easily parsed out of derived words must occur outside affixes that are not easily parsed. The likelilood of a derived word being accessed as
one unit or instead parsed into base and affix depends on the relative frequency of the whole word to its parts. For instance, government is more likely to be left unparsed into conmponent parts than is discermment, because government is nore frequent than govern, while discern is more frequent than discernment. Therefore there is nothing wrong with a formation like governmental, while discernmental is ill formed. This is because -ntent is not easily parsed out of government and so can be followed by tol. But-iment is easily parsed out of discermment so it cannot be followed by -al.

The inevitable conclusion front the combined work of Aronoff, Fabb, Plag, and Hay is that the affix ordering hypothesis must be rejected, at least for English,? and with it, that part of LPM that rests upon it.

A strong trend in the mid-1980s to early 1990s was the attempt to replace phonology's direct access to morphological structure with access to prosodic structure based on norphology but not identical to it. Inkelas (1993) and Booij and Lieber (1993) argue that it is possible to maintain a version of LPM, substituting prosodic groupings that need not be isomorphic with morphology. For instance, in Korean (Kang 1992) and Polish (Booij and Rubach 1984) prefixes are independent morphological words. In Polish, no lexical phonological rules apply between prefix and stem, there is always a syllable boundary in that position, and the rules of Lowering and Vowel Deletion cannot be made to operate properly unless prefixes are treated as words. Truckenbrodt's work on the phonologysyntax interface $(2002,2007)$ is a logical outgrowth of the Inkelas (1993) and Booij and Lieber (1993) approaches, and shows how the variable phrasing of words into post-lexical prosodic groupings can be achieved using the tools of Optinnality Theory. As with morphology, a strict translation of syntactic structure into phonological structure dnes not seem to be adequate.

In contrast to their rejection of the affix ordering hypothesis, both Fabb (1988) and Aronoff and Sridhar (1987) continued to believe in another tenet of level ordering, namely that the word boundary and morpheme boundary affixes could be sorted into two coherent groups on the basis of their phonological behavior, just as had been claimed in Chomsky and Halle (1968) and in LPM. The +-boundary suffixes were available to rules of stress assignunent -both those assigning stress and those choosing which of these would be the primary stress; they were available for syllabification so that the vowel-initial ones could bleed Sonorant Syllabification (hinder, hinder\#ing, but hindrance); and their content was visible to Trochaic Shortening. We are not aware of many discussions thent place this claim under the scrutiny that the affix ordering hypothesis has received. And indeed, a recent instrumental study by Sugahara and Turk (2009) continues to assunue this segregation, working upon prosodic structure rather than directly on morphological structure. Sugahara and Turk find support for a distinction among affix types. Their study investigated whether differences in word-internal morphology is reflected in durational differences of monomorphemic stems, stems before level I suffixes and stems before level II suffixes in Scottish English. They hypothesize that the base to which a level II suffix is attached must be a prosodic word and thus will be temporally longer than a level I base. In slow speech, they found stem-final rhymes followed by level II suffixes were longer

[^278]than corresponding strings in monomorphemic words, and even longer than stern-final rhymes followed by level I suffixes. Their results are consistent with a nodel where stenns preceding level II suffixes are mapped onto prosodic words. Of course, given the exigencies of a rigorous experintental setting, Sugahara and Turk were only able to test a small subset of affixes. To represent level Il, they used only the inflectional suffixes -s, past tense ecd, and -ing. Level I was represented by -nnce, -ence, -ent, and adjective-forming -al. Thus their results will need to be extended to many inore affixes before it can be concluded that there are coherent sets of level I and of level II affixes in English.

The question is how far one should go between holding out for two wellsegregated groups of affixes, and losing the generalizations and possible predictions that follow from some such grouping (albeit with exceptions). Raffelsiefen (2004), for instance, allows each affix to invoke its own constraint ranking, so that every affix is in effect its own class. Note, however, that this work does not necessarily cast doubt on the lexical syndrome, because it is not concerned with operations within the syntax, only within the morphology-phonology nexus.

## 4 The lasting legacy of lexicalism

In the first section of this chapter, we suggested that LPM had not been entirely disproved or abandoned, but on the contrary that many of its earlier adherents continue to recognize its advantages and achieveinents. However, rather than remaining as part of a single, self-contained theoretical approach, these positive aspects of LPM have typically become integrated into newer models, or have led to innovative ways of addressing phonological problems. This final section addresses the legacy of LPM in more detail; in particular, we have chosen to focus on its contributions to the understanding of phonological change, opacity, and the phonetics-phonology interface. We will also illustrate the operation of a version of Optimality Theory that incorporates levels, showing how it draws on aspects of LPM to handle some forms of opacity which otherwise create difficulties for OT.

### 4.1 Diachrony

While standard generative phonology did invoke an interaction between sound changes and phonological rules, this was not especially well motivated, and was difficult to integrate with the architecture of the nodel. While there was a mechanism for introducing new rules into the gramnar through "rule addition" (King 1969), rules could only be added at the bottom of the list of ordered rules, and there was no clear way of allowing those then to percolate up into the grammar and hence alter the underlying representation. In turn, this led to the notor ious difficulty that the order of rule applications tended to reflect the order of operation of sound changes, and hence to recapitulate history; this was one of the more powerful factors influencing the abstractness of underlying representations, or at least enabling them to be particularly abstract, and hence not a reason for recommending the model.

The stratal architecture of LPM and the properties of the lexical syndrome solve both these problems. For one thing (as argued by McMahon 2000), it is
simply not possible both to adhere to the tenets of LPM and to construct maximally abstract representations and strings of rules recapitulating history. Instead, we must accept that the form of a sound change and of the phonological rule that derives from it nuay be radically different. McMahon (2000) suggests that the historical Great Vowel Shift, for instance, has been restructured into two modern English phonological rules, one for lax vowels and one for tense ones, both fed by a set of independently motivated tensing and laxing rules, and hence applying in derived environntents only. Of course, it is an open question whether or not one anight wish to naintain the existence of a rule or process or constraint to generate alternations which might equally well be lexically stored; the point is that if we are to do so, we cannot maintain that underlying forms are unchanged since Chaucer, and that the shape of a sound change precisely dictates the form of its derived and productive phonological rule.

Moreover, once LPM allowed phonologists to depart from the assumptions of identity between sound changes and phonological rules, and of the essentially static nature of underlying representations, there was a wek ome freedom to explore the ways in which sound changes could in fact enter the grammar and continue to develop through time. Labov (1981), while strictly speaking pre-dating LPM, introduces the idea of $t w o$ sorts of phonological rules, mapping on to two types of sound changes, which respectively follow Neogrammarian principles and spread gradually through lexical diffusion. Kiparsky (1988) and Harris (1989) develop this theme, making explicit the relationship between Neogrammarian changes and post-lexical phonological rules, and between lexically diffusing changes and lexical rules. However, Harris also develops the argument further, arguing that post-lexical rules may become lexical over time. Harris (1989) focuses on / $\quad$ /tensing, which in a range of varieties of English gives a lax vowel in tap, bath, manner, ladder, but a tense one, albeit variably realized, in pass, path, man, manning, man hours. However, while /x/-tensing applies before anterior nasals and anterior voiceless fricatives in Philadelphia, it also applies before voiced stops in New York, and additionally befure /I/ and voiced fricatives in Belfast. Harris traces this phonological process to an earlier, automatic, phonetic change, operating in a hierarchy of environments which have been phonologized differently in different dialects. It is also clearly now a lexical rule, being lexically selective and sensitive to morphological information. This analysis, supported for example by McMalion's (2000) parallel account of the development of the Scottish Vowel Length Rule through phonologization of the familiar low-level English lengthening process before voiced consonants, establishes that post-lexical rules may begin to diffuse, and may then progressively acquire more properties of the lexical syndrome. In due course, as rules percolate up through the lexicon from level II to level I and becorne increasingly idiosyncratic, they may cease to be productive altogether, instead triggering changes in the underlying representations, which themselves become more dynamic and changeable, and hence also less abstract.

There are two important consequences of the dynamic architecture of LPM, and crucially the lexical syndrone. First, it sharpens the focus on different dialects, which become important repositories of data on intermediate stages in the cycle from sound change to post-lexical rule to lexical rule to lexical restructuring. Furthermore, it legitimates a new interest in sound change and in how changes become rules, which has had a wider impact on linguistics. In theoretical terms, this developnent raises the question of whether it is the job of a formal linguistic
theory to explain or account for change, and to what extent that should be the case (see McMahon 2003, 2007; Bermúdez-Otero 2007a). If we are to evaluate linguistic models partly on the basis that good ones ought to allow us to inodel a trajectory from change to synchronic process, this raises questions both about the nature of change and about the nature of theory, and understandably these continue to be controversial issues. For example, Hale (2007) explicitly excludes these longer-term Irajectories of change from the purview of formal linguistics, which is taken to be concerned only with the modeling of intergenerational changes in the grammar. On the other hand, modeling change has been taken very seriously in Optimality Theory, which also has a relevant mechanism in the shape of constraint reordering, and which in its stratal form shares architectural characteristics with LPM. It is interesting to note that the papers in Holt (2003), which despite the title are really almost all about phonology, quite often refer to LPM as well as to OT.

### 4.2 Phonetics and phonology

While the distinction between the lexicon and the post-lexicon is vitally important in modeling the two types of sound change originally envisaged by Labov (1981), and the possible diachronic transition between them, the bipartite structure of LPM also reconceptualizes the interplay between phonetios and phonology. McMahon et al. (1994) argue for a gestural model, as in Articulatory Phonology (Browman and Goldstein 1992; see also chaliter 5: the atoms of phonological REPRESENTATIONS), which allows straightforward and perhaps explanatory modeling of phonetic processes and phonetically induced sound changes. They propose that this gestural account should be integrated into LPM, allowing different constraints to operate on the manipulation of gestures in the lexical component, and hence allowing some less restricted phonological processes than would otherwise be compatible with a gestural nodel. There is interesting support for this conclusion from studies of connected speech processes, where Holst and Nolan (1995) and Nolan et al. (1996), for instance, argue that not all such processes can be modeled simply as gestural overlap. However, this does not mean that lexical processes are phonological whi.e post-lexical ones are phonetic; instead, it arguably begins to break down the distinction berween phonetics and phonology, reintroducing the important category of language-specific phonetic processes, which form an important bridge between universal phonetics and language-specific phonology.

Again, this shift toward a more dynamic interaction between phonetics and phonology has two important consequences, this time partly methodological. If processes which might once have been relegated to phonetics are increasingly seen as language-specific and phonological, then methods previously restricted to phonetic investigation become extendable to the exploration of phonological issues. It might not be too far-fetched to see this as a contributory motivation (though obviously not the only one) for the establishment of laboratory phonology. Secondly, and again looking forward to the development of Optimality Theory, there is considerable ongoing debate about whether constraints are all, or should all be, essentially phonetically grounded. Flemming $(2001,2004)$ proposes a unified theory of phonetics and phonology, in which constraints are functionally notivated; this links the current section to the previous one, as it introduces a
further option for explanation of changes and of their offspring, synchronic phonological consequences, this time in the form of constraints. Overall, this work causes us to re-evaluate the relationship between phonetics and phonology, or even to ask whether there is a distinction, and reintroduces concepts of gradience discussed far earlier by Kiparsky, for instance. Although the overall framework has moved on, and these discussions are no longer held within LPM as such, we again contend that the structure of LPM, and the dynamic possibilities it opened up, have enabled and encouraged such questions to be asked, and have sharpened our expectations of phonological (and phonetic) theory.

### 4.3 Stratal Optimality Theory

In this section so far, we have focused on aspects of LPM which do not translate directly into most current phonological models, though they have profoundly influenced the ways phonologists do their work and the expectations they have of their models and tools. However, there is one case in which direct structural influence from LPM feeds a current debate within Optimality Theory. In the last decade or so, several proposals have been offered for a theory of LPM-OT (Kiparsky 2000), Derivational OT (Rubach 2000), and Stratal OT (Ber'mídez-Otero, forthcoming). While they may differ in their details, these theories have in common the adoption of the independent stem, word, and phrase levels of LPM. Otherwise they adopt most of the architecture of Optimality Theory - most notably, ranked violable constraints rather than language-specific ordered rules. The main justifications for a stratal OT are its ability to deal with opacity and cyclicity, and its adoption of the division of levels, which has fonond much support across languages and analytic frameworks. Proponents argue that a theory with the limited derivational capacity of levels is able to handle the very kinds of opacity that are attested, while opacity has been of persistent difficulty for purely parallel versions of Optintality Theory. (Capturing the lexical syndrome has not been a particular goal of these stratal OTs.) The reader is directed to McCarthy (2007) and references therein for discussion of how to describe opaque processes within OT. Generally, those OT theorists who support fully parallel evaluation argue that not all opacity can be described using strata, certainly not if the analysis is limited to strata that are independently motivated by the morphology.

A simple example from a dialect of Spanish will illustrate how stratal organization can be used to treat a certain kind of opacity and to capture a cyclic effect. Kaisse (2009) discusses a process in Spanish that is responsible for the realization of underlying /s/ as [h] in codas. In the Rio Negro dialect of Argentina, this process, known as "Aspiration," is transparent within morphemes and between morphemes, but it overapplies when one word ends in an underlying /s/ and the next word begins with a vowel.

| (3) | /kas+a/ | [ka.sa] | house+fem sc | 'house' |
| :---: | :---: | :---: | :---: | :---: |
|  | /kasp+a/ | [kah.pa] | dandruff + Fem sg | 'dandruff' |
|  | /des+krent+ad+a/ | [deh.kre.ma.őa] | NFG+Cream+ppit + fem SG | 'ron-fat' |
|  | /des+arm+ar/ | [de.sar.mar] | NEC+arm+INF | 'to disarm' |
|  | /los\#\#oxo+s/ | [lo.ho.xoh] | the (masc PL) | 'the eyes' |

In parallel OT, the opaque form [lo.ho.xoh] contains a gratuitous faithfulness violation, the first [ h ], which is not in a coda yet not faithful to the underlying /s/. The solution in a derivational franework would simply be that there is a cycle, with Aspiration following syllabification at the stem and word level but preceding (re)syllabification at the phrase level.

Kaisse shows that this example does not yield easily to a Sympathy analysis (the solution to most opacity in OT at the time the paper was written, in the early 2000s). However, independently notivated lexical vs. phrasal strata provide a limited type of serial derivation, which allows the output of the lexical stratum to forn the input to the phrase level. We first derive [de.sar mer], ${ }^{3}$ [loh], and [o.xoh] as outputs of the wrord-level evaluation, shown in the first tableau in (4). The second tableau then shows how these outputs become the new inputs to the phrase level.

## Word-level derivational OT tablent

| /des+arınar/ | Onset | $\left.{ }^{\text {s }}\right]_{\text {coma }}$ | Anchur(Rt, $\sigma, L$ ) | loent(pl) |
| :---: | :---: | :---: | :---: | :---: |
| a. des.ar.mar | *! | * |  |  |
| car b. de.sar.mar |  |  | * |  |
| c. deh.ar.mar | *! |  |  | * |
| d. de.har.mar |  |  | * | *! |


| /los/ | Onset |  | Anctor(Rt, (t,L) | Ident(pl) |
| :---: | :---: | :---: | :---: | :---: |
| a. los |  | *! |  |  |
| ifit b. loh |  |  |  | * |


| /oxos/ | Onset | *s]toda | Anchur(Rt, $\sigma, L$ ) | loent(pl) |
| :---: | :---: | :---: | :---: | :---: |
| a. o.xos | * | *! |  |  |
| car b. o.xoh | * |  |  | * |

At the phrasal level, the outputs [loh] and [o.xoh] are strung together, and it becomes possible to fulfill the onset constraint by violating Anchor( Rt ), the constraint which favors a coincidence of syllable boundaries with the edges of morphemes. The opacity emerges nat urally from the tableau, because the input form for los already has /h/. There is no gratuitous faithfulness violation, as there was in the parallel OT derivation.

[^279]
## (5)

Phrase-level derizntional OT trblena*

| /loh\#\#).xoh/ | Onset | *sleata | ANCHOR(Rt, $(t, L)$ | Ident(pl) |
| :---: | :---: | :---: | :---: | :---: |
| a. loh.o.xoh | *! |  |  |  |
| Es. lo.ho.xoh |  |  | * |  |
| c. Jos.o.xoh | *! | * |  | * |
| d. 10.si).xoh |  |  | * | *! |

## 5 Conclusion

We have shown in this chapter that elements of Lexical Phonology and Morphology were either overstated or disproved by later data, and that not all aspects of the model can or should be integrated into later franteworks. Nonetheless, the perennial LPN1 concerns with the interaction of phonology with noirphology and syntax, and with the concepts of opacity and cyclicity, may be recast in optimality-theoretic terms in current stratal, LPM-OT analyses. Much more importantly, the empirical phenomena which LPM highlighted and legitimized continue to form a central part of the debate.
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# 95 Loanword Phonology 

Yoonjung Kang

## 1 Introduction

"Loanwords" are words borrowed from one language to another. These borrowed words usually undergo "adaptation" processes to conforn to the structural constraints of the borrowing language phonology. Such adaptation affects all facets of phonological structure, reflecting the segmental, phonotactic, suprasegmental, and morphophonological restrictions of the borrowing language. The patterns that emerge in loanword adaptation often reveal aspects of native speakers' knowledge that are nust necessarily obvious in data of the native language and, as a result, loanword data can inform our analysis of the native phonology (Hyman 197(); Holden 1976; Ahn and Iverson 2004; Kawahara 2008; Wetzels 2009; Chang, forthcoming, among others). In this respect, loanword adaptation can be considered a real-life Wug test (Berko 1958) which can enable us to probe into the granımatical knowledge of speakers in ways that native data alone cannot. Conversely, however, such emergent patterns in loanword adaptation present a learnability puzzle (cf. Broselow 2009): if a loanword pattern is underdetermined by the native phonology, where does the pattern come from? Also, what type of representation does the adaptation process refer to as it searches for licit forms in the borrowing language that most closely match the foreign language input? Is it an abstract phonological representation, a detailed phonetic representation, or a combination of the two? Are there any universal preferences for certain types of repair over others (e.g. epenthesis over deletion, or retention of a vocalic feature over a consonantal feature)? These are some of the major recurring questions in recent studies in loalnword phonology and we will address them in this chapter.

This chapter is organized as follows. $\$ 2$ examines various types of emergent patterns in loanword adaptation which pose a potential learnability puzzle, as well as examining proposed explanations for such emergent patterns. $\S 3$ provides a survey of instances of segmental adaptation and the levels of representation they refer th. $\$ 4$ examines phonotactic adaptations. ${ }^{1}$

[^281]
## 2 Emergent patterns in loanwords

Research on loanword phonology intensified with the advent of constraint-based models of phonology, such as the theory of Constraints and Repair Strategies (Paradis 1988) and Optimality Theory (Prince and Smolensky 1993) in particular, largely due to their use of output constraints which could motivate the adaptation process even when particular processes themselves had no precedents in the native phonology (Yip 1993; Paradis and LaCharité 1997; Broselow 1999; lacobs and Gussenhoven 2000). In addition, the principle of Riclmess of the Base in Optimality Theory naturally allows for, and perhaps even requires, an analysis of ruvel input forms which are not attested in native learning data (cf. Smolensky 1996), making the theory more atnenable to the study of loanword adaptation phenomena. However, it has also been noted that constraint-based models only resolve one aspect of the puzzle (i.e. why an adaptation takes place at all), while leaving many other questions unanswered (Golston and Yang 2001; Peperkamp 2005; Broselow 2009). The puzzling emergent patterns in loanword adaptation identified in the literature can be classified into five categories.

1. Titetoo-many-solutions problem: The too-many-solutions problem (Steriade 2001), or differential frithfulness (Broselow 2009), refers to how, given an offending structure in the foreign input, there is almost always more than one logically possible repair strategy, yet adaptation of ten converges on a specific strategy even when speakers have no apparent evidence for that process in their native language. For example, Hawaiian does not have a voiced stop $/ b /$, and thus, as it is unattested in rative phonology by definition, there is no direct evidence from the native phonology as to how such an illicit segment should be repaired. Yet English /b/ is systematically adapted as $/ \mathrm{p} /$ (boulder $\rightarrow$ [polu'ka:]) and not $/ \mathrm{m} /$ / /w/, or any other segment of the Hawaiian inventory (Adler 2006). Similarly, a repair for a phonotactic constraint violation presents a wide range of logically possible choices. For example, when an onset cluster $\left(\mathrm{C}_{1} \mathrm{C}_{2} \mathrm{~V}\right)$ is borrowed into a language which bans complex onsets, the structural requirements of the native language can be satisfied by the deletion of a consonant ( $>C_{2} V$ or $C_{1} V$ ), an option found in French loanwords in Viethamese (creme $\rightarrow$ [kem]), or by the epenthesis of a vowel in front of the cluster ( $>v C_{1} C_{2} V$ ) or inside the cluster ( $>\mathrm{C}_{1} v \mathrm{C}_{2} V$ ). The epenthesis repair is found in Japanese (Christmas $\rightarrow$ [kurisumasu]) and Hawaiian (Christmas $\rightarrow$ [kalikimaki]), among other languages, and these examples also illustrate some of the different possibilities in the quality of the epenthetic vowel (Broselow 2006). How, given all these options, do adapters converge on a specific repair strategy?
2. Divergent refair: Even more puzzling is the fact that the repair chosen sometimes seems to contradict the native repair strategy - a situation referred to as divergent repair by Kenstowicz (2005) and as ranking reversal by Broselow (2009; see also chapter 70: conspiracies). For example, Thai requires the fiinal syllable of a word to be heavy. This requirement is satisfied by glottal stop insertion in native words, as in / $p^{h}$ rá $/ \rightarrow$ [ $p^{h}$ rán $\left.^{\prime}\right]$ 'monk', but by vowel lengthening in English loans, as in comn $\rightarrow$ [ $\mathrm{k}^{h} \mathbf{0}: \mathrm{n}$ \&̊:]. In native Korean, a restriction against a sequence of an obstruent + nasal is repaired by nasalization, as
in /kuk-mul/ [kurjmul] 'soup', but epenthesis is the dominant repair option employed for English loanwords, as in picnic $\rightarrow$ [ $p^{\text {h }}{ }^{\text {ik }}{ }^{\text {binnik }}$ ] (see Peperkamp et al. 2008: 156 for more exanples of divergent repairs).
3. Unnecessary repair: Moreover, there are cases where adaptation takes place even when there is no apparent illicit structure in need of repair - a situation referred to as unnecessary repnir by Peperkamp (2005). For example, Korean allows voiceless stops in coda position, but English voiceless stops are vartably adapted with vowel epenthesis, as in cut $\rightarrow\left[k^{h} \Delta t^{h} \dot{j}\right] \sim\left[k^{h} \Delta t\right]$ ( $\mathrm{Y} . \mathrm{Kang}$ 2003). Also, an English cluster of a coronal stop $+[w]$ is adapted
 though such clusters are allowed in Korean. In Hmong, /j/ in French loanwords is adapted as $/ \mathrm{j} /$, despite the fact that $/ 3 /$ is a phoneme in Hmong (/30.2e:f/ Joseph $\rightarrow$ /jò.sè/, */3j̀.sè/) (Golston and Yang 2001). Also, in French loanwords in Tapanese and Korean, an epenthetic vowel is added "umnecessarily" following word-final nasals (French [kan] Cannes $\rightarrow$ Japanese [kannu], *[kan] (Shinohara 1997; Peperkamp et al. 2008); French [kom] comme $\rightarrow$ Korean [k'omıni], *[k'om] (H. Kang 1996)).
4. Differential importation: Yet another type of puzzling emergent pattern is differential importation. Innportation refers to a situation where a structure not attested in rative phonology is exceptionally allowed in loanwords. While such importation in and of itself is not a problem from a learnability perspective, the fact that only certain structures, but not others, are imported requires an explanation (Holden 1976; Itô and Mester 1995; 1999, 2001; Davidsen and Noyer 1997; Broselow 2009). Given foreign input with two types of novel structures which are both equally unatrested in the native data, why is one structure readily allowed into the language but not the other? For example, in Hawaiian, the fully nativized form of the English word truck is [kə'laka]. Also possible is a "less Hawaiian" variant [ta'lakə], where English /t/ remains unadapted. But the variant ${ }^{*}$ ['kraka], where the complex onset is retained, but $/ 1 /$ is adapted as $/ \mathrm{k} /$, is judged to be impossible (Adler 2006). In other words, the restriction against $/ t$ / is more easily relaxed than the restriction against an onset cluster. In Russian, the requirement that only palatalized consonants occur before /e/ is often violated in adaptation, but the process of reducing unstressed /o/ and /e/ is more likely to be upheld (Holden 1976).
5. Retrfat to the unmarked: While inportation is a situation where native constraints are relaxed in the loanwords, allowing a wider range of output structure in the loanword stratum than in the native stratum, we also find the opposite situation, i.e. that loanwords conform to stricter structural requirements than the native phonology, such that the foreign input is transformed to an unmarked form, even when there is a seemingly more faithful licit form available in the language. Kenstowicz (2005) refers to such cases as retreat to the ummorked. Pitch accent assignment in Japanese and Korean exhibits an emergence of a default accent assignment pattern - the most general pattern being to accent the penultinnate syllable in Kyungsang Korean (Kenstowicz and Sohn 2001; Iee 2009) and the antepenultimate mora or syllable in Tokyo Japanese (Shinohara 2000; Kubozono 2006). Similarly, tone assignment in loanwords in White Hmong (Golston and Yang 2001), Thai (Kenstowicz and Suchato 2006), Tibetan (Hsieh and Kenstowicz 2008), Taiwanese (Hsiel2 2006), Mandarin (Wu 2006), and Vietnamese (Barker 1969) is based on the segnental
composition of the input. The "retreat to the unmarked" is also found in the segmental domain. In Hungarian, word-final voiceless obstruents in monosyllabic loanwords are geminated, in an apparent requirement for syllables to be heavy (e.g. shock $\rightarrow$ [sok k], "[sok]), but "Hıungarian does not have a requirement for syllables to be heavy" and this is a case of "a peripheral stratum of the lexicon introducing a requirement which is not a part of the core-stratum" (Kertész 2003). ${ }^{2}$ In Thai, English word-initial voiceless stops are generally adapted as aspirated stops, retaining the aspiration of the input (e.g. English $\left[\mathrm{p}^{\mathrm{h}}\right]_{\mathrm{in}} \rightarrow$ Thai $\left[\mathrm{p}^{\mathrm{h}} \mathrm{in}\right]$, $\left[\mathrm{t}^{\mathrm{h}}\right]$ enn $\rightarrow\left[\mathrm{t}^{\mathrm{h}} \mathrm{i} \mathrm{m} \mathrm{m}\right]$, $\left[\mathrm{k}^{\mathrm{h}}\right]$ one $\rightarrow\left[\mathrm{k}^{\mathrm{h}} \mathrm{O}: n\right]$ ). The only exceptions are when there is an unaspirated stop in the same word, as in [ $\mathrm{p}^{\text {l }}$ ]eg $\rightarrow$ [pek], *[p $\left.{ }^{\text {hek }} \mathbf{k}\right]$, and $\left[k^{h}\right]$ ook $\rightarrow[k u k], *\left[k^{h} u k\right]$, indicating a preference for a non-a spiration harmony - a generalization not present in the native phonology (Kenstowicz and Suchato 2006). The retreat to the unmarked in nany of these cases is particularly puzzling, because there is no clear evidence for the "unmarked" status of the resulting structure in the rative data.

We now turn to explanations for emergent patterns in loanword phonology in the literature, which can be grouped into five broad categories, which are not necessarily nutually exclusive. ${ }^{3}$

1. Native phonology: The first possibility is that the adaptation pattern is indeed a reflection of language-specific facts of the native phonology - the loanword pattern only appears to be novel. For example, it has been proposed that in segmental adaptation, the choice regarding which feature to preserve and which feature to sacrifice is infurmed by the status of the features in the native phonology (Hancin-Bhatt 1994; Clements 2001; Herd 2005, among others; see $\$ 3.1$ for further discussion). Rose and Demuth (2006) propose that the choice of the epenthetic vowel quality in English and Afrikaans loanwords in Sesotho is predictable from the contrastive feature specifications of the native phonology. The native phonology generalizations that affect loanwords can also take the form of covert statistical generalizations. Zuraw (2000) demonstrates that the variable application of nasal substitution in Inanwords in Tagalng is a direct reflection of statistical tendencies in the native lexicon. It has also been argued that the default accentuation in loanwords in Tokyo Tapanese has a direct correlate in native phonology as a covert default in the lexicon as a whole (Kubozono 2006). Luke and Lau (2008) show that in recent English loans in Cantonese, verbs are generally truncated to become monosyllabic,

[^282]whereas nouns tend to be bisyllabic, and this pattern conforms to lexical statistics in native words. Walter (2006) argues that gender assigrument in Arabic loanwords in Spanish also mirrors phonological generalizations and statistical tendencies in the native lexicon.
2. Default setting of UG: However, many emergent paterns in loanwords still elude explanations based on covert generalizations in native phonology. Some attribute these emergent patterns to default settings of Universal Grammar. Default accentuation in Northern Kyungsang Korean exhibits a case of this retreat to the unmarked - a pattern which does not appear otherwise to be montivated in the native phonology and which must thus be attributed to UG (Kenstowicz and Sohn 2001). Uffmann (2006) resorts to a universal markedness hierarchy to account for the epenthetic vowel quality in loanwords in Shona, Sranan, Sanmoan, and Kinyarwanda. In their influential work on the lexical stratification of Japanese, Itô and IMester (1995, 1999, 2001) argue that the differential importation of foreign features in loanwords reveals covert constraint rankings from the initial state of UG that lie latent in the native phonology (also see Shinohara 2000, 2004). ${ }^{4}$ Sirnilarly, Davidson et al. (2004) argue that the differing rates in the correct L 2 production of foreign clusters reveal a covert ranking in the initial state of UG. Analyses that resort to the universal hierarchy of perceptual similarity ( $P$-map) to account for adaptation patterns can also be grouped into this category (Fleisclihacker 2005; Shinohara 2006; Kawahara 2008). We will return to this P-map-based approach below.
3. Adaptation as perception: The next possibility is that a seemingly puzzling adaptation in fact takes place during the perception of foreign input and not in the computation of the production grammar (Silverman 1992; Peperkamp and Dupoux 2003; Peperkamp et al. 2008; Boersma and Hamann 200\%; Calabrese 2009). Based on findings that the perception of foreign sounds is constrained by the segmental and structural constraints of the native language (Massaro and Cohen 1983; Werker and Tees 1984; Dupoux et al. 1997; Dupoux et al. 1999), it is argued that most, if not all, of the adaptation in fact takes place during the perception of foreign input. This approach breaks away from the assumption that the input to the production grammar in loanword adaptation faithfully retains the phonetic and/or phonological structure of the source language input (cf. Jacobs and Gussenhoven 2000; LaCharité and Paradis 2005). This view provides a solution to many puz.7.ling adaptations, such as unnecessary repair or divergent repair, where the adaptation pattern seems to contradict the production grammar of the borrowing language. ${ }^{5}$

While some propose that perceptual adaptation is one of nany steps in adaptation (e.g. Silverman 1992; Kenstowicz 2003; Broselow 2009), others propose that "all loonword adaptations are phonetically minimal transformations that

[^283]apply during speech perception" [emphasis original] (Peperkamp 2005; see also Peperkamp et al. 2008 and Boersma and Hamann 2009). ${ }^{\text {² }}$ Peperkamp et al. (2008: 132) state:

> [D]ue to the automatic character of perceptual assimilation and the primacy of perception over production, [our psycholinguistic model] only allows for a limited number of loanword adaptations that are not due to distortions during speech perception.

Boersma and Hamann (2009) take the strict view that perception is largely bound by native output constraints, so that a structure that violates native constraints cannot be perceived faithfully. Peperkamp et al. (2008), on the other hand, allow for the possibility that foreign structures may be correctly perceived, leading to importation rather than adaptation. Overall, this approad makes the strong empirical prediction that adaptation is tightly correlated with perception. See CHAPTER 9:. SPEECH PERCEPTION AND PHONOLOGY for further discussion.
4. Perceptual similarity: Steriade (2001) proposes that speakers possess knowledge of perceptual similarity between strings of sounds (the P-map), which is utilized in loanword adaptation (see Yip 2002, 2006; Y. Kang 2003; Kenstowicz. 2003, 2007; Fleischhacker 2005; Kawahara 2006; Mliao 2006; Shinohara 2006; Y. Kang et al. 2008, among others, for the appliation of P-map constraints to loanword adaptation). ${ }^{7}$ The perceptual similarity approach, similar to the adaptation-as-perception approach, places an emphasis on perceptual factors and phonetic deta is in accounting for adaptation patterns. However, the former differs from the latter in that perceptual factors are incorporated into grammatical constraints which can be ranked with respect to other grammatical constraints. As a result, the P-map dictates that the repair be as perceptually minimal as possible, but does not necessarily dictate whether adaptation has to actually take place; this is deterınined by the relative ranking of P -пר.ap-based faith fulness constraints with respect to native structural constraints (Steriade 2007). In other words, this approach allows for the possibility that foreign input is faithfully perceived, yet can nevertheless be adapted to adhere to native phonotactic constraints. For example, Kabak and Idsardi (2007) examnined Korean speakers' perception of English consonant clusters thatt violate phonotactic restrictions in Korean and found that some clusters that undergo adaptation in loanwords, such as [gm] and [km], were correctly perceived as distinct from their counterparts with an epenthetic vowel, i.e. [gom] and [kom] respectively. This contrasts with the adaptation-as-perception view, where the connection between perception and adaptation is much tighter. Yip (2002: 10) notes:
[R]eference to perceptual salience within the phonology proper resolves the paradox that quite subtle non-native distinctions are clearly perceived, but nonetheless less salient segments are more likely to be sacrificed than highly salient ones.

[^284]A strict interpretation of the P-map, as presented in Steriade (2009), predicts a strong correspondence between native repair and loan repair, since the P-map hierarchy affects both native and loanword phonology. However, cases of divergent repair, discussed above, contradict this strict interpretation. Y. Kang (2003), Kenstowicz (2005), and Yip (2006), on the other hand, propose loanword-specific mapping constraints, variously named Be Similar, Match, Mimic, or output-output faithfulness constraints, which are distinct from native input-output constraints (see chalpter 63: Markeuness and faithfulness constraints). These constraints require preservation of the source language information, and - depending on the relative ranking of these constraints with respect to native markedness and faithfulness constraints - importation ( $\mathrm{F}_{\text {lum }} \gg \mathrm{M} \gg \mathrm{F}_{\text {mative }}$ ), retreat to the unmarked ( $\mathrm{F}_{\text {(astive }} \gg \mathrm{M} \gg \mathrm{F}_{\text {fnerejin) }}$ ), or divergent repair ( $\mathrm{F} 1_{\text {dean }} \gg \mathrm{F}_{\text {lionn }}$, while $\mathrm{F}_{\text {urative }} \gg \mathrm{F} 1_{\text {nutivet }}$ ) can occur (Kenstowicz 2005).

Yip (2006) also notes that adaptation by perception alone is too deterministic to account for the range of variation attested in data. For example, a single language, such as Mandarin, can show different adaptation strategies for i.licit codas in English loanwords, namely epenthesis in Mlainland Mandarin (Friedman $\rightarrow$ [fu.li.ta.ınan]) and deletion in Taiwanese Mandarin (Friedman $\rightarrow$ [fu.li.man]). Similarly, Adler (2006) reports variation between deletion and epenthesis in English loanwords in Hawaiian. In such cases, pereption underdetermines adaptation and the rariking of grammatical constraints determines the final outcome. Broselow (2009) and Peperkamp et al. (2008), concerned with the unconstrained nature of these loanword-specific mapping constraints which can be freely ranked across languages, argue that adaptation is actually much more constrained by perceptual factors than is predicted by loanword-specific faithfulness constraints.
5. Grammar-external factors: Finally, it has been proposed that sociolinguistic or grammar-external factors affect the pattern of (non-)adaptation, especially where aspects of loanword phonology are underdeterınined by grammatical factors. First of all, the rate of importation has been shown to positively correlate with the level of bilingualism in the community (Haugen 1950; Paradis and LaCharité 1997, 2008, 2009; Heffernan 2007; Fr'lesner 2009a). The level of bilingualism has also been argued to determine the mode of adaptation: the higher the level of bilingualisnt, the more likely the adaptation will refer to phonological representations over phonetic representations of the input language (Heffernan 2007). ${ }^{\text {n }}$ The channel of borrowing (i.e. spoken rs. written) and the related inf.uence of orthography have also been proposed to affect the adaptation pattern (Dohlus 2005; Smith 2006; Vendelin and Peperkamp 2006; Detey and Nespoulous 2008; Friesner 2009a). It is also proposed that adapters look to orthography, especially when other factors underdeterinine the adaptation pattern and the adapters are uncertain about the "correct" pattern (Y. Kang 2009). For example, in 1930s Korean, non-preconsonantal /s/ in English loanwords was variably adapted as lax /s/ or tense /s'/, the latter written as geminate <ss> in Korean orthography. Whether the English /s/ was written with a single or double <s> had a significant effect on the choice between the two adaptation patterns.

[^285]
## 3 Segmental adaptation

When the foreign input contains a non-native segment, the segment is replaced with the "closest" sound in the native language. The main problent here is how to define the "closest" sound. For example, when a front rounded vowel ([-back, +round]) is borrowed into a language that lacks such vowels, the vowel undergoes transformation. The French high rounded vowel [y] is adapted as [u] in White Hmong (Golston and Yang 2001), preserving the rounding feature of the input, as [i] in Mauriticnn Creole (Jacobs and Gussenhoven 2000), Fula, Kinyawaranda, and Lingala (Paradis 2006), preserving the backness feature of the input, and variably as [u] or [i] in IVloroccan Arabic (Paradis 2006) and Egyptian Arabic (Hafez 1996). The same vowel is adapted as [ju] in Tapanese (Dohlus 2005), preserving both the backness and rounding features of the input segment, but creating a bisegneental structure. Such diverse substitution indicates that there is no universal metric of similarity that all languages follow in segneental adaptation. How then is similarity determined in segmental adaptation? A related key issue in the literature on loanword phonology, and segmental adaptation in particular, is the level of representation that the similarity calculation refers to. This question can be examined in two parts: the nature of the borrowing language representation (§3.1) and the nature of the input language representation (§3.2).

### 3.1 Borrozving language representation

As for the level of representation of the native language which acts as a sieve for the foreign language input, it has been hypothesized that phonological features in the input form that are underlyingly contrastive in the native phonology are preferentially preserved over features that are redundant and non-contrastive in the native phonology (Clements 2001; Herd 2005; Dresher 2009, among others). For example, in all Indo-Aıyan languages that inaintain a contrast between dental and retroflex stops, English alveolar stops ([+anterior, -distributed]) are consistently adapted as retrofllex stops ([-anterior, -distributed]), rather than as dental stops ([+anterior, +distributed]) (Lehiste 1988; Arsenault 2009). For example, English tnxi and sodn are adapted as /tæksi/ and /soda/, respectively, in Hindi. The observed adaptation preserves the [-distributed] feature of the English input while sacrificing the [+anterior] feature. Arsenault (2009) proposes that this is due to the fact that [distributed] is a phonologically active feature in these host languages and [anterior] is not.

Similarly, Clements (2001) discusses the adaptation of English consonants to Hawaiian and proposes that substitution preserves the contrastive feature specification of the native language, which is determined by the conposition of the native in ventory, as well as a universal hierarchy of feature accessibility. Herd (2005) applies Clements's (2001) model to the adaptation of English consonants in other Polynesian languages. For example, both Hawaitan and New Zealand Maori lack sibilants, and English sibilants /s z f3/are adapted to /h/ in New Zealand Maori, but the same English sibilants map to /k/ in Hawvaiian, despite the fact that both /k/ and /h/ are available in both languages." According to Herd

[^286](2005), the crucial difference between Hawaiian and New Zealand Maori is that in Hawaiian /h/ contrasts with / $/$ / and, as a result, /h/ is contrastively specified for [+spread glottis], thereby creating a mismatch with English sibilants, while in New Zealand Maori /h/ does not contrast with another glottal sound and therefore is unspecified for [+spread]. At the same time, in New Zealand Maori, /t/ and $/ k /$ contrast and $/ k /$ is contrastively specified for [Dorsal], which creates a mismatch with English sibilants. Similarly. Hancim-Bhatt (1994) and Brown (2000) claint that features that play a higher contrastive function in the L1 are more likely to be preserved in the modification of foreign sounds in L2 production.

An alternative view is that phonetically salient input characteristics are preferentially preserved over less salient characteristics and thit the abstract phonological status of those characteristics - i.e. whether they are underlyingly contrastive or not - is not particularly relevant (Braımen 2002; Hsieh and Kenstowicz 2008; Lin 2008; Hsieh et al. 2009; Steriade 2009). Given that phonologically contrastive features tend to be phonetically salient and that there is also a degree of indeterminacy in phonological analyses of contrastiveness, the two views often converge on the same predictions, but not always (see Y. Kang 2008a for more discussion on this issue).

For example, Brannen (2002) proposes that the English interdental fricative / $\theta$ / is adapted differently in European French and Quebec French, mapping to /s/ in Eurcpean French and to /t/ in Quebec French. The crucial difference between the two dialects is that in European French the coronal fricative /s/ has a dental place of articulation, while in Quebec French /s/ is alveolar, a phonetic detail that is not contrastive in either of the dialects. On the basis of these findings, Brannen (2002) argues that adaptation is sensitive to non-contrastive, but phonetically salient, features, such as stridency and minor place of articulation features. The adaptation of English vowels in Mandarin (Lin 2008) is another case where non-contrastive features of the borrowing language are preferentially preserved at the cost of contrastive features. In Mandarin non-high vowels, height is contrastive but backness is not - it is predictable from the context (Duannu 2000). If the phonological status of these features directly influences the segmental adaptation, we would expect height to be preserved and backness to be sacrificed when the input vowel has to be modified due to phonotactic or semantic restrictions. However, contrary to this prediction, Lin's (2008) survey finds that when English vowels are adapted in Mandarin, vowel height is routinely altered, but backness is fairly consistently preserved (on the relation between backness and vowel height see also citarter 21: vowel ineigitt). A similar rendency is also found in English loanwords in Cantonese (Yip 2002).

Proponents of perceptual similarity assume that there is a quasi-universal hierarchy of featural salience such that "certain features are inherently more salient than others" (Brannen 2002). For example, Steriade (2009) states that "stricture differences ([sonorant], [continuant], [consonantal]) play the major role in generating dissimilarity judgments, in contrast to voicing and place."10 This hierarchy is compatible with the adaptation pattern found in Selayarese (Broselow 1999) and

[^287]Mandarin (Miao 2006). In Selayarese, the coda position is restricted to glottal stops and velar nasals, and potential violations of the coda restriction in loanwords from Bahasa Indonesian are repaired by changes in place of articulation, but never by changes in nasality or continuancy. Also, in a comprehensive examination of segmental adaptation in English, Cerman and Italian loanwords in Mandarin, Miao (2006) concludes that segmental adaptation obeys the following hierarchy: loent(Manner) >> loent(Major Place) >> loent(Place) >> ldent (Voice/Aspiration). Braturen (2002), on the other hand, provides a slightly different hierarchy to account for the adaptation of English dental fricative in various languages: Turbulence (strident/mellowv) > Major Articulators (Labial /Coronal) >Airflow (stop/continuant) and Location (Lip/Dental/Alveolar) > Minor Articulators (Laminal/Apical). It remains to be seen to what extent the claim of universal hierarchy holds true, either as an absolute principle or as a general tendency, in view of the full body of data.

Finally, the adaptation-as-perception view claims that segmental adaptation is also a result of Ll speech perception applied to the foreign acoustic input (Silverman 1992; H. Kim 2008, 2009; Peperkamp et al. 2008; Bnersma and Hamann 2009). H. Kiun $(2008,2009)$ proposes that segmental adaptation is due to Ll feature-driven perception. Foreign input is mapped to a phonological category via perceptual mapping of the acoustic signal to relevant featural representations. The concept of "feature" in her model is somewhat more abstract than what is assumed in the other studies discussed above. For example, a [tense] feature can be signaled by a combination of acoustic correlates, such as duration and pitch of the adjacent vowel, and the same feaiure can be signaled by different combinations of acoustic correlates depending on the context within which it occurs.

As mentioned above, the adaptation-as-perception view predicts a very strong correlation between perception and adaptation. The strongest view, where all foreign segments are obligatorily transformed to native sounds (Silverman 1992; Boersna and Haniann 2009, ainong others) has difficulty accouniing for how solne foreign contrasts can be easily perceived (Best 1994), and some foreign segments are adopted without adaptation (i.e. imported). Also, the view that all adaptation occurs during perception is unable to explain cases where adapters can perceive the foreign contrast but nevertheless adapt it to a native segment. Also, there are cases where the perception results do not match the adaptation results. For example, Brannen (2002) shows that [ $f$ ] is the segment that is most likely to be confused with [0] by French speakers, yet [ t$]$ or [ s ] is the consonant of choice in the adaptation of English [8].

### 3.2 Input language representation

With respect to the inpur to the adaptation process, some argue that the input is the phonological representation of the source language, devoid of redundant phonetic details (Paradis and LaCharité 1997; Shinohara 2004; LaCharité and Paradis 2005). This view, referred to here as the "phonological inp ut" view, predicts uniform adaptation of a source language phoneme across different contexts (i.e. phonemic uniformity). Others assume that the input is the acoustic representation (f) the snurce language, including all subphonemic phonetic details of the source language sounds (Silverman 1992; Yip 1993; Peperkanp 2005; Iverson and Lee 2006; Peperkannp et al. 2008). The latter view, referred to here as the "phonetic input" view, predicts that
a given phoneme of the source language can be adapted differently in different segmental contexts depending on its surface phonetic characteristics in the input language.

Empirical research accunnulated over the years, however, shows that adaptations of both types are amply attested. The range of possibilities is well illustrated by the different adaptation of English voiceless stops in languages with aspiration contrasts in voiceless stops. English voiceless stops vary in aspirat ion depending on the context. The "phonological input" view predicts that the adaptation should be unifornt, regardless of position, barring nodifications due to phonotactic restrictions. The "phonetic input" view, on the other hand, predicts adaptation to aspirated and unaspirated stops, depending on the allophonic realization of the English input stops. An example of adaptation based on "phonological input" is found in Korean, where English voiceless stops are consistently adapted as aspirated, even in contexts where the English input is unaspirated, as in [ $\mathrm{t}^{\prime \prime}$ ]oy $s[t]$ ory $\rightarrow\left[\mathrm{t}^{\mathrm{h}}\right.$ oi sit ${ }^{\text {h }}$ ori $] .{ }^{\text {" }}$ Examples of adaptation based on "phonetic input" are found in Cantonese (Silverman 1992; Yip 1993) and Thai (Kenstowicz and Suchato 2006). In Thai, English voiceless stops are adapted as aspirated in word-initial position, but as unaspirated following /s/. In word-medial position and elsewhere, the adaptation varies between aspirated and unaspirated stops, with the aspirated adaptation being more likely in pretonic position.

Burmese and Mandarin present a mixed picture. In Burmese, voiceless stops are adapted as unaspirated voiceless stops in most contexts, as in Poland $\rightarrow$ [pou.lā], except in English word-initial TR sequences, where the stop is adapted as aspirated, as in crenm $\rightarrow$ [ $\mathrm{k}^{\mathrm{h}}$ д.jī] (Chang 2009). In Mandarin, the nuajority pattern is to adapt English voiceless stops as aspirated stops regardless of the input aspiration
 Howrever, the aspirated adaptation is proportionately much more likely to occur when the English input stop is aspirated ( 88.8 percent) than when it is unaspirated (78.8 percent), indicating some influence of the phonetic information.

Additional examples of segmental mapping based on phonological us phonetic input found in the literature are listed in (1).

## a. Plonetic input

Thai: English /v / is mapped to /w / in the onset and to /p/ in the coda (Kenstowicz and Suchato 2006).
Jnhai: Malay /k/ is generally adapted as /k/, but as /?/ word-finally, reflecting the allophonic realization of $/ \mathrm{k} /$ in the Malay input (Burenhult 2001).
Fon: French /r/ is mapped to /xl/ word-initially, to /l/ in non-initial prevocalic position, and is deleted in preconsonantal or word-final position (Cbéto 2000, as discussed in Kenstorvicz 2003).
Korenn: English /s/ is adapted as /s'/ in prevocalic or word-final position and as /s/ elsewhere (S. Kiın and Curtis 2002; Ahn and Iverson 2004; Davis and Cho 2006; Y. Kang 2008c).
19.305 Korean: English voiced stops / b d g/are mapped to tense stops /p' t' $\mathrm{k}^{\prime}$ / word-initially and as lax stops /p t k/ elsewhere (Y. Kang 2008b).

[^288]Yanbian Korcan: Mandarin unaspirated voiceless stops/affricates /pt $k$ ts ts $t_{s} /$ are inapped to tense stops/affricates $/ p^{\prime} \mathbf{t}^{\prime} k^{\prime} c^{\prime} /$ word-initially, but to lax stops/affricates /p $1 \mathrm{kc} /$ elsewhere (Ito and Kenstowicz 2009).
Korern: Japanese voiceless stops are adapted as lax stops wrord-initially, but as lax or tense stops in word-medial position, depending on the place of articulation (Ito ct al. 2006).
Hastaiim: English / t / is mapped to /k/ in general but the adaptation varies between /k/ and /?/word-finally (Adler 2006).
Polaunn: Palauan lacks / $\mathrm{g} /$ as a phonente Japanese /g/ is adapted as $/ k /$ word-initially but as / $/$ /word-medially, reflecting the allophonic variation of lapanese /g/ (Takahashi 2006).
b. Phonological input

Thai: English voiced stops are adapted as voiced word-init ıally, where they are significantly devoiced, and hence voiceless adaptation niay be expected under the phonetic adentation view (Kenstowicz and Suchato 2006).
Korcan: English non-morphemic /z/ is consistently adapted as /c/, even in contexts where $/ z$ / is significantly devoiced and is better matched by /s/ or /s'/ (Y. Kang 2009).
See LaCharité and Paradis (2005) for more examples.
The empirical evidence overwhelmingly suggests that loanword adaptation is not completely based on phonetic or phonological representation; rather, both types of adaptations are attested, of tentimes within a single contact situation, leading many to conclude that the adaptation process can refer to both phonological and phonetic (as well as morphological, ${ }^{12}$ semantic, and orthographic) details of the source language (Y. Kang 2003, 2009; Adler 2006; Kenstowicz and Suchato 2006; Smith 2006; Friesner 2009a, 2009b; Chang, forthcoming, among others).

It seems reasonable to assume that adapters have some knowledge of the input language phonology, which is accessible in adaptation - contra the view that the input to adaptation is an unstructured acoustic signal (Silverman 1992). At the same time, simply the fact they know phonology does not mean that it is the only aspect they pay attention to (Y. Kang 2008a; Chang, forthcoming) - contra Paradis and LaCharité (2009). Fronn this perspective, a more appropriate question is not whether loanword adaptation is phonological or phonetic, but rather what factors make one type of adaptation more likely than the other. For example, aspects of the contact situation, such as the level of bilingualism or the spoken ws. written channel of borrowing, have been proposed as factors that help shape the adaptation pattern (Dohlus 2005; Rose and Denuuth 2006; Smith 2006; Heffernan 2007; Y. Kang 2008c, 2009).

## 4 Phonotactic adaptation

I now turn to adaptation due to phonotactic restrictions. Here again, we are faced with the "too-many-solutions" problemı and many seemingly puzzling emergent adaptation patterns. In $\$ 4.1$, I will examine the clainn that epenthesis is the generally

[^289]preferred adaptation over deletion (Paradis and LaCharité 1997; Shinohara 2006). In $\$ 4.2$, I will examine co-occurrence restrictions where the adaptation forces the preservation of certain features over others.

### 4.1 Epenthesis vs. deletion

Paradis and LaCharité (1997) propose the Preservation Principle, which dictates that the input material be preserved as ınuch as possible, unless the cost of preservation is too extreme (see also Chapter 76: STRUCTURE PRESERVATION and Chapter 67: vowel erentiiesis). In other words, epenthesis should generally be preferred over deletion. In this section, I will provide a survey of word-initial and wordfinal cluster adaptations to examine whether epenthesis is indeed the preferred option overall.

### 4.1.1 Word-initial clusters

As for wrord-initial onset clusters, a survey of available cases indeed shows that epenthesis is the predominant choice of repair. Epenthesis-only adaptation is found in Burınese (Chang, forthcoming), Egyptian Arabic (Hafez 1996), Farsi (Shademan 2003), Fijiian (Schütz 1978), Fula (Paradis and LaCharité 1997), Hindi (Singh 1985), Huave (Davidson and Noyer 1996), Inuktitut (Pollard 2008), Japanese (Katayama 1998), ${ }^{13}$ Kikuyu (Mwihaki 2001), Korean (H. Kang 1996, among others), Samoan (Cain 1986), Sesotho (Rose and Demuth 2006), and Shona (Uffmann 2006), among others. For exanıple, lnuktitut does not allow consonant clusters, and onset clusters are repaired by epenthesis as in (Santa) Claus $\rightarrow$ [kalasi] and Scotin $\rightarrow$ [sikusa] (Pollard 2008).

There are many fewer languages that only employ a deletion strategy in wordinitial clusters and many of them are creole languages where only /s/ + stop clusters are repaired (see also chapter 38: the representation of sc clusters). In the English-based creole Sranan, /s/-nasal clusters are retained without adaptation, as in smoke $\rightarrow$ [smok(r)], but/s/-stop clusters are repaired by /s/-deletion: spenk $\rightarrow$ [piki] (Alber and Plag 2001). A similar pattern is found in Dutch-based Negerhollands (e.g. stop $\rightarrow$ [trop] ~ [stop]; Sabino 1990, cited in Alber and Plag 2001), English-based Krio (e.g. spoon $\rightarrow$ [pun]) and Guyana (e.g. story $\rightarrow$ [tori]; Tinelli 1981, cited in Fleischhacker 2005), and an older stage of English-based Belizean Creole (e.g. skirt $\rightarrow$ [kosti]; Greeme 1999, cited in Fleischhacker 2005). The only non-creole language where deletion repair is reported to the exclusion of epenthesis for word-initial clusters is Finnish, where all consonants, except for the one immediately preceding the vowel, are deleted (e.g. Swedish strond $\rightarrow$ [ranta] 'shore', Russian gramatika $\rightarrow$ [ra:mattu] 'bible'). English Joans found in "Finglish" (Finnish as sporen by the Finns who migrated to America) also employ the deletion strategy, as in strcet $\rightarrow$ [ri:ti] ~[tristi] and blanket $\rightarrow$ [lenketti] ~[plenketti] (Kartlunen 1977). However, in most deletion-only cases, importation of clusters is the prevalent option along with deletion. ${ }^{\text {it }}$

[^290]Several languages use a deletion strategy in combination with epenthesis word-initially. Polynesian languages that lack /s/ in their inventory delete /s/ in /s/-initial clusters while all other clusters are repaired by epenthesis. Examples include Maori (frock $\rightarrow$ [poraka], Scotsman $\rightarrow$ [ko:tinana]; Harlow 2004; Herd 2005) and Tahitian (president $\rightarrow$ [peretiteni], stocking $\rightarrow$ [totini]; Ceraghty and Tent 2004a; Herd 2005). In Hawaiian, initial clusters are generally adapted with epenthesis, as in blessing $\rightarrow$ [pele'kine], but for /s/-initial clusters, there is variation between epenthesis and /s/-deletion, as in spenk $\rightarrow$ [ka'pika] ~['pikə] (Adler 2006). Adler (2006) attributes the Hawaiian pattern to the fact that $/ \mathrm{s} /$ is not a segnent of Hawaitian and retaining it requires additional steps of repair in violation of the Threshold Principle of Paradis and LaCharité (1997). However, note that this explatration does not extend to the deletion of /s/ in the creole languages discussed above. For example, in Sranan, the language not only has /s/, but it preferentially preserves /s/ in non-initial position, as in sister $\rightarrow$ [sisa], ${ }^{*}$ [sita], haste $\rightarrow$ [hesi], ${ }^{7}$ [lueti] (Alber and Plag 2001).

Other languages that show a combination of deletion and epenthesis strategies preferentially preserve /s/-initial clusters, while obstruent + liquid clusters may be simplified via deletion of C2 (liquid) (cf. Fleischhacker 2005). In Cantonese, deletion and epenthesis repairs are both attested, and the variation is conditioned by the bisyllabic word requirement, as shown in freczer $\rightarrow$ [fisa] rss. cremn $\rightarrow$ [kejlin]] (Silverman 1992; Yip 1993). Interestingly, it is only the obstruent + liquid clusters that allow deletion (of the liquid); /s/-initial clusters undergo epenthesis rather than deletion. Mandarin shows a similar asymmetry between cluster types (Miao 2006). Vietnantese is another case where the repair varies between deletion and epenthesis for obstruent + liquid clusters (French gramme $\rightarrow$ [gam] ~ [garam]) (Beحrker 1969; Andrea Hoa Pham, personal communication).

In Thai, /s/-initial clusters are adapted with epenthesis (style $\rightarrow$ [sata:j]), but obstruent + liquid clusters are often adapted with deletion of the liquid (plastic $\rightarrow$ [pattik]) (Gandour 1979). ${ }^{\text {li }}$ A similar asynmmetry is found in Contenıporary Saramaccan (Aceto 1996, cited in Fleischlacker 2005).

Finally, in Telugu, the repair varies between epenthesis and deletion, regardless of the type of cluster, and deletion targets a liquid in obstruent + liquid clusters (glass $\rightarrow$ [gasu] ~[galasu]) and /s/ in /s/-initial clusters (station $\rightarrow$ [tefanu] ~ [istefanu]) (Broselow 1992, cited in Fleischhacker 2005). Languages that employ deletion repair in word-initial clusters are summarized in Table 100.1.

### 4.1.2 Word-final coda consonants and clusters

Compared to word-initial position, repairs for coda clusters (e.g. NoCoda or CobaCondition violation) in word-final position are more variable and it is not clear whether epenthesis is cross-linguistically the preferred strategy over deletion in this position (see also citapter 36: final consonants). Examples of languages that choose epenthesis as the repair of cloice for word-final coda restrictions include Japanese (Katayama 1998), Kikuyu (Mwihaki 2001), Korean (H. Kang 1996), and Sesotho (Rose and Denuuth 2006). On the other hand, there are languages that systematically choose deletion fur repair, such as Vietnamese (Barker 1969), Burmese (Chang 2009), Thai (Kenstowricz and Suchato 2006), and White Hmong (Colston

[^291]Table 100.1 Languages that show deletion repair in word-initial clusters

|  | /s/-C | -bstruent + Lipuid | Lengunges |
| :---: | :---: | :---: | :---: |
| Deletion only | /s/-deletion ~ importation | $\pi / \pi$ | Sranan, Negerhollands, Krio, Cuyanese Creole, Belizean Creole |
|  | C1 deletion~ importation | C1 deletion ~ importation | (older) Swedish, Russian, and English Ioans in Finnish |
| Epenthesis and deletion | /s/-deletion ~ epenthesis | Epenthesis (CC > CvC) | Hawailan, Maori, Tahitian |
|  | Epenthesis ( $\mathrm{sC}>\mathrm{svC}$ ) | Epenthesis ~ C2 deletion | Cantonese, Mandarin, Vietnamese |
|  | Epenthesis ( $\mathrm{sC}>\mathrm{sva}$ ) | Importation ~ C2 deletion | Contemporary Sarammacan, Thai |
|  | Epenthesis ( $\mathrm{s} C>\underline{\mathrm{v}} \mathrm{s} \mathrm{C}$ ) -/s/-deletion | Epenthesis (CC $>\mathrm{CrC}$ ) - <br> C2 deletion | Telugu |

and Yang 2001). ${ }^{16}$ Some examples from White Hmong include cake $\rightarrow$ [ $\left.\mathrm{k}^{11} \mathrm{e}\right]$ and French Adamm [adam] $\rightarrow$ [’àdà]. Notable is the fact that all languages listed above that choose deletion repair in coda position have a strong preference for monosyllabic morphemes. But note that even these languages do not systematically prefer deletion for onset clusters. For example, Burmese chooses epenthesis for word-initial clusters but debuccalization and deletion for word-final clusters, as in Christ $\rightarrow$ [ $k^{\text {ha. }}$.rr $\left.{ }^{\text { }}\right]$ (Chang 2009).

Yet another group of languages show both epenthesis and deletion depending on the segmental composition of the offending structure. These languages include Cantonese (Silverman 1992), Fijian (Schütz. 2004; Shinohara 2006; Kenstowicz. 2007), Hawaiian (Adler 2006), Inuktitut (Pollard 2(H)8), Hawaiian Japanese (Higa 1970; Smith 2006), Mandarin (Miao 2006), Maori (Harlow 2(104), Marshallese (Shinohara 2006), and Yoruba (Shinohara 2006). Examples from Fijian, east $\rightarrow$ ['isi], roolf $\rightarrow$ [,o'liva], illustrate the variability of repair patterns.

The question then is what factor's contribute to the choice between epenthesis and deletion in coda position. The $\mathbf{P}$-map theory proposes that, all things being equal, consonants with more salient perceptual cues are more likely to be retained than those with less salient cues (Steriade 2009; see Shinohara (2006) and Fleischhacker (2005) in particular for the application of the P-map theory for variable deletion in onset and coda clusters, respectively. See also Miao (2006) for a detailed examination of onset and coda repair patterns for different segmental types in Mandarin).

[^292]As for grammar-external factors, Smith (2006) demonstrates that English loanwords in Japanese are systematically adapted with epenthesis in the homeland variety, with deletion attested only sporadically, but deletion is much more prevalent in Hawaiian Japanese. She attributes the difference to the different channel of borrowing: the lomeland variety is more influenced by the written input and is thus more likely to preserve the input material, while the Hawaiian variety is more inf.uenced by the aural input and is more prone to perceptual adaptation. Miao (2006) proposes a similar explanation to account for why coda deletion is much more frequent in English loanwords than in Gernan loanwords in Mandarin. ${ }^{17}$

The choice in the specific location and the quality of the epenthetic segment also often lacks a straightforward precedent in native phonology (see Fleischhacker 2005 for a P-map-based account of the location of the epenthetic vowel in wordinitial clusters). Different strategies for determining the quality of the epenthetic segment include default insertion, vowel harmony, and consonantal assimilation (cf. de Lacy 2006; Uffmann 2006). The specific patterns of vowel epenthesis have been examined in detail in various languages, e.g. Farsi (Shademan 2003), Fijian (Kenstowicz 2007), Hindi (Singh 1985), Inuktitut (Pollard 2008), Kikuyu (Mwilaki 2001), Korean (Oh 1992; Heo 2006; K. Kim 2009), Mandarin (Miao 2006), Cook Island Maori (Kitto and de Lacy 1999), Samoan (Uffmann 2006), Sesotho (Rose and Demuth 2006), Selayarese (Broselow 1999), Shona (Uffmann 2006), Sranan (Uffmann 2006), and Yoruba (Pulleyblank 1988, Akinlabi 1993). Here again, explanations proposed for the choice of epenthetic vowel and its location are very diverse, front the spreading of (contrastively nuarked) features determined by native phonology (Akinlabi 1993; Pollard 2008; K. Kim 2009) to the emergence of the unmarked (Lombardi 2002; Uffmann 2006), perceptual similarity (Y. Kang 2003; Kenstowicz 2007; Steriade 2008), and epenthesis by misperception (Dupoux et al. 1999; Kabak and Idsardi 2007). See chalpter 67: vowel elenthesis. ${ }^{18}$

### 4.2 Co-occurrence restrictions

Languages may also impose restrictions on possible combinations of vowels and consonants, and such restrictions can induce adaptation of the foreign input. Again, we are faced with the too-many-solutions problem. In the case of segmental adaptation discussed in $\S 3$, the features that compete for preservation are all consonantal features or all vocalic features, but in the case of sequential cooncurrence restrictions, vocalic and consonantal features are pitted against each other. Here I will discuss a few such examples.

In Inuktitut, vowels are allophonically retracted next to a uvular consonant, as in /tiriganniq/ [tirigannsq] 'fox' and /pirurtuq/ [pirurtuq] 'fruits' (Denis and Pollard 2008). Therefore, on the surface, a sequence of a retracted vowel and a

[^293]non-uvular consonant cannot occur. Thus, when the English input contains illicit sequences such as / $\mathrm{Ik} /$, there are at least two logically possible repairs to bring the foreign input in line with native phonotactics: change the vowel quality to [ik] or change the place of articulation of the dorsal consonant to [1q]. Actual data suggest that the consonantal place remains stable; the vowel quality changes, as in six $\rightarrow$ [siksi], *[s1qsi] (based on Pollard 2008). This seems like a case of straightforward maintenance of contrastive features of the native language, since in Inuktitut, the distinction between tense and lax vowel is allophonic, but the contrast between velar and uvular places of articulation is phonemic.

French and Spanish loanwords in Moroccan Arabic, on the other hand, show the opposite pattern (Kenstowicz and Louriz 2009). In Moroccan Arabic, the vowels $/ \mathrm{i}$ a u/are allophonically lowered and/or retracted to [e a o] when adjacent to emphatic (= pharyngealized) consonants, as in [sif] 'sword' vs. [s'ef] 'sumnner'. In other words, the contrastive distinction in Moroccan Arabic is the eniphatic ws. non-emphatic distinction in consonants, whereas the vowel-quality difference is an allophonic property. In actual adaptations, mid vowels of French and Spanish are adapted as their corresponding mid vowels in Moroccan Arabic, but with an emphatic version of the adjacent consonants, as in French trupe [top] $\rightarrow$ Moroccan Arabic [ $t^{r} \mathrm{ob}^{\prime} \mathrm{b}^{\prime}-\mathrm{a}$ ] 'rat (FEM)', retaining the allophonic distinction of the native language over a contrastive distinction. The adaptation of the English sequences [an] and [れ゙n] in Mandarin, as examined by Hsieh et al. (2009), presents a similar pattern. In Mandarin, the backness of a low vowel is predictable from the context; specifically, it is front before /n/, but is back before /r)/, a restriction referred to as "rhyme harmony" by Duanmu (2000). English, on the other hand, allows the free combination of low vowels and nasal codas, including [on] and $[\mathfrak{r e r}]$ ], which violates the phonotactic constraints of Mardarin. Surprisingly, in loanword adaptation, the backness of the vowel is preferentially preserved over the place of articulation of the nasal consonants ([an] $\rightarrow$ [an], [æn] $\rightarrow$ [an]), despite the fact that the place feature of a nasal consonant is contrastive and the backness of a low vowel is not in Mandarin. Some representative examples are monsoon [monsur] $\rightarrow$ mang.xun [man).gyn] and bank [bær)k] $\rightarrow$ ban.ke [pan.krr]. They attribute this pattern to the perceptual saliency of vowel place contrasts over that of consonantal nasal place contrasts, which are known to be perceptually not very salient (Jun 2004; Steriade 2009).

While the place feature of a consonant seems vulnerable in the Mandarin and the Moroccan Arabic examples, consonantal manner features such as [nasal] seem to be more stable than vowel features. Burmese (Chang 2009) provides a relevant example. In Burmese, only glottal stops are allowed in coda position and coda nasals are adapted as nasalization on the preceding vowel, as in chompagne $\rightarrow$ [ $\int$ ằpễī]. Howrever, not all Burmese vowvels have a nasalized courterpart. When English words contain a vowel that lacks a nasel counterpart in Burmese, such as [ $\varepsilon$ ว i u], followed by a nasal coda, further adaptation is necessary. In such cases, the vowel quality is changed to allow nasalization, rather than failing to preserve nasality, as shown in November $\rightarrow$ [noùvì̀bà], "[noùvèbà This indicates that preservation of the input masality takes precedence over preservation of the input vowel quality. However, the limited number of cases examined in the literature does not allow us to conjecture on any cross-linguist ic generalizations.

## 5 Conclusion

The study of loanwords has played an important role in the developinent of phonological theories in recent years, and loanword phonology presents a rich empirical ground for examining many topical questions in the field of phonology. The issues that the study of loanwords bears upon, directly or indirectly, include the role of output constraints vs. processes, the phonetics-phonology interface (more specifically, the role of perceptual factors in shaping phonological patterns), the role of native phonological contrasts in phonological processes, the productivity of stochastic generalizations, and the role of innate vs. acquired knowledge.

At the same time, loanword adaptat 1 on is conditioned by many extragrammatical factors, such as the role of orthography, the channel of borrowing, the degree of bilingualism, etc. The diverse nature of the contact situation poses an interesting challenge and yet also presents a natural locus of interface between theoretical phonology and sociolinguistics. It has been pointed out that sime of the disagreements in the debate on the nature of loanword phonology stem from differing assumptions on what is classified as a loanword (cf. Rose and Demuth 2006); some linguists focus on online adaptations (by monolinguals or bilinguals), while others focus on established loanwords that are sanctioned by norms of the conmunity. While these two endpoints likely exhibit slightly different patterns of adaptation and varying degrees of variability, we expect the two to be related in a systematic way - the output of the initial online adaptation serves as the input for a successive chain of speakers in the rest of the comnurity, eventually leading to the establishment of norms. Some researchers are already addressing the question of how loanwords are transformed over time, in order to provide a more comprehensive and dy namic picture of loanword phonology (Poplack and Sankoff 1984; Crawford 2007, 20108; Davidson 2007; Y. Kang 2008b; Y. Kang et al. 2008; Friesner 2009a).
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# 6 Self-organization in Phonology 

Andrew Wedel

Structure can arise in a system in many different ways. Self-organization is one general mechanism for structure formation which has relatively recently been explored as a possible contributor to patterns found in language. The aims of this chapter are: (i) to provide an overview of self-organization as a general mechanism for structure formation; (ii) to describe some of the ways that selforganizational processes can interact with other fami.iar mechanisms for structure formation; and (iii) to review selected work done to date which argues that particular phonological phenomena may arise through the contribution of selforganizational mechanisms.

Self-organization has been argued to play a role in a wide variety of phonological phenomena, from the development of a phonological grammar in acquisition through the systemic grammatical changes that occur in language over many generations. A central mechanisnt in self-organization is feedback, in which the properties of a current state of a system are dependent in some way on those of a preceding state. When such states are linked in a temporal chain, structure can develop in ways that cannot be described in terms of a single set of causal steps. Arguments that phonological patterns can emerge in this way are not new: Lindbloin et al. $(\mathbf{1 9 8 4})$ for example argued that phonological inventories are shaped by interactions between phonological categories, nediated by constraints on effort and perceptibility rather than through, for example, innate constraints on features and their combinations (see chapter 17: distinctive features). In the last decade, however, the scope of self-organization-based accounts has rapidly widened to include phonological acquisition, evolution of complex grammatical patterns (chapter 10\% the intrfrpetation of phonological. patterns in first language acQuisition), evolution and maintenance of phonological contrast (chapter 2: contrast), grammatical "conspiracies" (Charter 70 : conspiracies), and many other phenomena. A representative set of these accounts will be discussed in detail below in §3, but it will be helpful to begin with a general introduction to key concepts in self-organization as a general structure formation mechanism. Supplementary simulations illustrating these concepts are included in the online version of this chapter.

## 1 Self-organization as a pathway to structure

"Self-organization" is not a concept with crisp edges. Instead, it is a bjg-tent term covering the many ways structure can form in non-linear, dissipative systems (Kauffman 1995; Ball 1999; Camazine et al. 2001; Heylighen 2001). Non-linear systems are those in which the properties of the system as a whole cannot be understood in terms of the properties of individual systeın elements, in other words, those in which new properties emerge through interaction. Cooked egg white is a fantiliar example of a non-linear system. Egg white consists primarily of the protein albumin, and prior to cooking the globular albumin molecules slide past one another easily, producing a translucent semi-liquid. When the temperature is raised beyond a certajn point, the albumin protein chains unfold and stick to each other, creating a large, highly interlocked structure that is opaque and stiff. These properties of cooked egg white camnot be understood in terms of the summed properties of individual unf.olded albumin molecules, but from their interaction as they stick together. Likewise, many features of languchge are dependent on the interaction of elements at some lower level of description for their existence, most obviously in that language change arises through language use and transmission across generations.

Dissipative systems are those in which a given state or structure is maintained through a constant fux of energy or matter. As a consequence, an account of a structure within a dissipative system includes time at some level. A ripple in a creek provides a familiar example of a higher order structure produced through a flux at a lower level of description. At one level of description, a ripple is an independent element of a creek that can interact with other elements at that leveh, such as a foating leaf or another ripple. At a lower level of description, it is a vast and constantly changing set of water molecules interacting with each other and the creek bed as they move. If the flow of water stops, the ripple disappears. Any given language is dissipative in the sense that it is instantiated through usage and transmission, just as a ripple is instantiated through flow. As we will see in the examples below in $\S 3$, self-organizational accounts of structure formation in language depend on cycles of use and/or acquisition.
Structure arises in non-linear, dissipative systems when many sinnilar elements or events interact over time to produce persistent changes at some higher level of organization. Typically, structure formation in self-organizing systems is the result of positive and negative feedback loops engendered by the interaction of system elements with each other or with the environment. Positive feedback (also sometimes referred to as autocatalysis) arises when a given event tnakes a similar event more likely in the future. An example is the population growth that occurs when individuals have offspring at greater than the replacement rate. In this case, the birth of each additional individual makes a subsequent birth more likely. Positive feedback promotes change and can result in runaway processes. As an example of a potentially central role of positive feedback in language, I have argued that positive feedback in the form of similarity bias in production and perception may drive the developnent of coherent granımatical patterns despite storage of low-level phonotactic detail in the lexicon (citapter I: underlying representations), which should otherwise promote lexical idiosyncrasy (Wedel 2007).

Negative feedback arises when an event makes a similar event less likely in the future, as when a growing population outstrips its supply of resources. In this case, each additional birth lowers the probability of a subsequent birth through increased competition. Negative feedback promotes stability. Both positive and negative feedback represent types of non-linearity, because the description of patterns resulting from feedback must make reference to interactions betwreen system elements. Self-organization often occurs in systems through positive feedback between system-internal elements that is prevented from snorvballing beyond a certain point by negative feedback. Exanıples of this sort include population growth limited by finite resources, thunderstorm structure in which a growing updraft is constrained by a resulting downdraft, and economic bubbles, burst by the collapse of credit. In $\S 3$, we will see several examples of the ways negative feedback may inlibit loss of phonemic contrast over the course of language change (CHAPTER 93: SOUND CHANGE).

Self-organized systems frequently exhibit emergence. Emergence in this context refers to the generation of a higher order structure that interacts meaningfully with other structures of the system at this level of description. Our earlier example of a ripple in a strean serves as a familiar instance of emergence: the influence of a ripple on other systemt elements (a leaf, another ripple) is most usefully described in terms of our understanding of the behavior of ripples, rather than our urulerstanding of water molecules. Likewise in language, for example, many phonological patterns can be described in terms of the interaction of (possibly conflicting) phonotactic generalizations or constraints. In models in which phonotactic generalizations are derived over the course of acquisition and usage from the lexical items that instantiate them, these generalizations are emergent (see e.g. Blevins 20)(4; Wedel 2006; Mielke 2008).

Finally, self-organized systems frequently exhibit phase transitions betwreen semi-stable states defined by attractors. An attractor is a system state (or set of states) that nearby states tend to evolve toward. A simple visual metaphor for a system with multiple attractors is a surface with multiple basins. If a ball is placed somewhere on this surface, it will tend to roll to the bottom of whatever basin it happens to be in. Phase transitions correspond to the transition from one basin of attraction to another and are accompanied by a shift in the behavior of a system. In our visual analogy, if we begin to shake the surface, the ball will begin to bounce ar'ound within its basin and may eventually by chance roll up and over into a new basin, where it remains until it again rolls up and over into a new basin. Within the domain of morphology, local similarity bias in the form of analogical extension has been argued to create attractors that influence the course of morphological change over time (see e.g. Hock 2003; Garrett 2008). L.ikewise, pockets of formally similar irregulars ("gangs") have been shown to be more likely to recruit new members than formally isolated irregulars (Bybee and Moder 1983; Stemberger and MacWhinney 1988). Under this general model, coherent generalizations over forms act as emergent attractors. These patterns of similarity-based extension and, plausibly, resistance to extension are consistent with a model in which local similarity effects play a significent role in the formation of larger-scale morphological regularities. For a detailed implementation of this type of model simulating the evolution of past tense forms in Old English, see Hare and Elman (1995). In a similar fashion, I have argued that similarity biases at the level of sound categories anay underlie the development
of regular patterns in phonology (Wedel 2007), as well as the outcome of conflicts between phonological and morphological regularities (Wedel 2009); (see also Chal'ter 87: neighborhood effects).
"The Game of Life" (J. H. Conway, reported in Gardner 1970) provides a simple example of a deterministic, self-organized system that exhibits all these properties (examples of The Game of Life can be found on the web; see also the online version of this chapter). The Gaıne of Life is a simple cellular automaton that occupies an infinite, two-dinensional orthogonal grid, the cells of which can be either "alive" or "dead." There are three simple rules governing cell birth and death, each of which makes reference to a cell's eight immediate neighbors: (i) if a living cell has fewer than two living neighbors, it dies; (ii) if a living cell has more than three living neighbors, it dies; (iii) if a dead cell has exactly three living neighbars, it becomes alive.

The grid is initialized with some seed pattern of living cells, and then left to evolve according to these three rules. Some seed patterns result in uninteresting outcomes: if the distribution of living cells is too sparse, all cells quickly die; conversely, some seed patterns are stable and do not change even though the rules continue to be applied. (Four cells arranged in a square is one example of such a stationary pattern.) Other seed patterns produce oscillating structures or structures that move in a consistent direction across the grid. "Cosper's Glider Gun" is a particularly beautiful example of the complexity that can arise through the interaction of these simple rules over time. (A movie of Gosper's Glider Gun can be found on the web or in the online version of this chapter.)
The Gante of Life exhibits many of the typical features of self-organizing systems. Structure formation depends on the interaction between elements (it is non-linear) and the application of cell birth and death rules over time (it is dissipative). It also requires the interaction of context-dependent positive and negative feedback processes: depend'ing on the local context, the birth of a cell can cause the birth of additional cells in the next round or it can cause death. As in many self-organizing systems, structure arises in The Game of Life through positive feedback that is held in check by negative feedback. Finally, this system exhibits emergence, in which distinct groupings of living cells function as units with predictable behavior. In Gosper's Glider Gun, for exainple, two large groupings of cells bounce off of stationary square groupings at the edges of the system, and then bounce off of each other. In the process of bouncing off of each other, they create small self-contained "gliders" that embark on an infinite journey away from the center.

## 2 Self-organization in interaction with other influences on structure

Self-organization does not operate in a vacuum. It contributes structure in a context supplied by the system and its environment, and the properties of the system that support and direct the emergence of new structure can have any solurce, including innate pre-specification. For example, features of the environment can supply negative feedback or serve as templates that give initial direction to self-organized structure. In The Game of Life, self-organized structure formation is dependent on the properties of the environment (the orthogonal grid), and on the predetermined character of interactions between cells. The structures that
develop are also critically dependent on the initial seed pattern of living and dead cells which serves as an organizing template.
From a design point of view, self-organization is a powerful tool: if the details of a complex structure can be constructed through emergence instead of direct specifification by some other means, it can be encoded considerably more compactly than otherwise possible (Gell-Mann 1992). For example, the specification of Gosper's Glider Gun requires only a description of the environment, the rules for cell birth and death, and the initial seed pattern. Further, different complex structures can be created by mirtintal changes to this description, such as the properties of the environment, the seed pattern, or the rules for cell birth and death.

Similarly, many biological structures are thought to emerge from selforganizational pathways which are given shape and direction by irmately specified contexts. For example, the spots and stripes that are found throughout the anintal kingdom have been proposed to emerge through a single basic system with slight variations involving the competition between diffusing activator and inhibitor molecules in an an:mal's skin. (This model was originally proposed by Alan Turing in 1950; for discussion see Ball 1999: ch. 4.) Different shapes and patterns of coat markings can be produced simply by changing the relative diffusion speeds of the activator and inhibitor, or by changing the shapes of the underlying pigmentproducing cells. This is a much more informationally compact way to produce a complex coat pattern than, for example, specifying the state of each and every individual pigment-producing cell. Furthermore, patterns that arise through selforganizational pathways are often very robust to perturbation, because of the role that attractors play in the evolution of the system. Chain shifts are possible linguistic examples of the ability of self-organized patterns to survive perturbation, i.e. to persist despite change at somve other level in the system (discussed in §3.6 below; see also Gordon 2002; Wedel 2006; Ettlinger 2007). For an overview of some of the many biological patterns that are thought to arise through selforganization, including examples of the interaction between self-organizational pathways and other mechanisms, see Camazine et al. (2001).

There are many resources available on the web to learn more about selforganization and related concepts. Excellent published resources include Kauffman (1995), Ball (1999), Camazine et al. (2001), and Heylighen (2001).

## 3 Self-organization as a pathway for structure formation in language

Much recent work approaches language as a complex adaptive systern in which grammatical patterns are emergent properties resulting from the repeated interaction of the many different elements that make up a larger language systent: innate and acquired biases; forms at mult iple levels of representation; interacting spheres of use; sociolinguistic networks; and chains of acquisition and transmission over longer time-scales. For representative exannples, see Haspelnath (1999); Nettle (1999); Plaut and Kello (1999); de Boer (2000); Browman and Coldstein (2000); Croft (2000); Lindblom (2000); Bybee (2001); Kirby (1999); Oudeyer (2002); Bod et al. (2003); Blevins (2004); Wedel (2007); Boersma and Hamann (2008); Kirby et al. (2008); Mielke (2008); Blevins and Wedel (2009).

A priori, there are at least two plausible reasons to think that self-organizational pathways may contribute to some of the patterns we find in language. The first is simply that at nany levels and time-scales, language provides the necessary conditions to support spontaneous emergence of patterns through self-organizational pathways (see e.g. Lindblom et al. 1984; Ohala 1989; Lindblom 1992; Keller 1994; Labov 1994; Cziko 1995; Dennet 1995; Elman 1995; Deacon 1997; Cooper 1999; Hurford 1999; Steels 2000; Bybee 2001; Blevins 2004; MacWhinney 2006; Pisoni and Levi 2007; Beckner et al. 2009; and many others). Language involves the repeated interaction of many similar elements, in similar ways, at nany levels of description and time-scales. Variation and bias in language acquisition and use provide many potential feedback pathways. Basic language external constraints, from articulatory and perceptual factors through general categorization mechanisms to cross-culturally common salience relationships, all provide structures and templates that could give common shape to self-organized patterns. Because structure tends to emerge spontaneously under these conditions, it would be surprising if self-organizational pathways do not contribute to the formation of some of the many observed patterns in language, whether language-particular or crosslinguistically frequent. Put another way, if we found that self-organizational mechanisms played no role in the emergence of any observed language patterns, our burden would be to explain why not.

The second, perhaps less compelling reason derives from design principles. As briefly reviewed above, the specification of a complex pattern can be much more compact and the resulting structure more robust to perturbation when created through self-organizational pathways. To the extent that the language faculty has evolved under functional constraints for use and that grammars continue to do so diachronically, self-organization represents a powerful mechanism for structure in the "blind watchmaker's toolbox" (Dawkins 1986).

### 3.1 Self-organization in phonology

Explorations of self-organizational accounts for linguistic patterns can be understood in terms of the general scientific goal of explaining more with less. Just as a good Optimality Theory (Prince and Smolensky 1993) account attempts to explain new patterns through rankings of existing constraints, an account of linguistic patterns making use of a self-organizational pathway attempts to explain a complex pattern through the interaction of simpler independent mechanisms. Often, authors of these accounts argue that a linguistic pattern emerges through the interaction of domain-general factors rather than through innate grammatical nechanisms, but it is worth emphasizing that this is not a necessary feature of a self-organizational account. Just as a self-organized biological pattern may arise from innately specified processes, a self-organized linguistic pattern could arise from simpler language-specific structures. Some models have been framed in these terms under the rubric of "biolinguistics"; see e.g. Medejros (2008).

Many self-organizational accounts nake use of computational sintulation, either as an existence proof that a given structure can arise through interactions between some defined set of system properties, and/or as a supporting illustration for verbal or analytic arguments. Simulation is particularly useful in this context, because self-organization proceeds through chains of circular causation progressively building structure over titne. As a consequence, verbal descriptions
of proposed self-organizational processes are often hard to assess critically. More importantly, interacting feedback loops are notorious for producing counterintuitive results, so a computational intplementation of a nodel provides both an important research tool for a theorist and a demonstration for a reader thett the model operates as expected (Peck 2004). The following is a brief survey of several phenomena in phonology that have been proposed to arise in part through selforganizational pathways. This is of course just a sample of the many insightful self-organization-based models of phonological phenomena, and interested readers are encouraged to explore the literature further.

### 3.2 Early phonological acquisition

In early phonological acquisition (chapter 101: the interiretation of phonolugical patterns in first language acQuisition), initial relatively accurate word imitation is followed by a period of less accurate, but more systematic productions (Ferguson and Farwell 1975, reviewed in Vihman et al. 2009). This is reminiscent of the U-shaped learning curve of irregular morphological forms in which irregulars are initially reproduced faithfully, followed by a period of over-regularization, followed in turn by increasingly accurate product ion. Further, while these production patterns are eonsistent for a given child, they differ across children, suggesting that the pathway to phonological competence is not prespecified at this level (Beckman and Edwards 2000; Vihman and Croft 2007; Vihman et al. 2009). Vihman et al. (2009) propose that this phenomenon can be explained in a model based on the ability of infants to acquire individual word gestalts, combined with an ability to generalize over those gestalts through feedback foon their own production (see also Pierrehumbert 2003 for related discussion). Under this model, an infant's set of practiced babbles provide the seed patterns for initial generalizations over learned word gestalts. Feedback between these initial generalizations and word productions allows the iufant to develop practiced sub-lexical "tennplates" (see also Fikkert 2007; Fikkert and Levelt 2008). The substitution of these generalized phonological "templates" in place of gestalts accounts for the period of poorer production accuracy in matching the adult pronunciation of given words, yet greater precision between individual utterances. Accuracy subsequently improves as the myriad interactions with caregivers further shape the trajectory of learning. Vihman et ol. argue that a self-organizing, feed back-driven model of this kind is particularly well suited to explain both the highly individual initial production templates observed in children, and their subsequent convergence on a community standard of pronunciation.

### 3.3 Conspiracies in historical phonology

Conspiracies, in which a seemingly disparate set of processes all result in a common pattern, are widespread in phonology (Kisseberth 1970; chal'ter 70: conspiracies). Blust identifies many different types of diachronic change in Austronesian languages that conspire to create a disyllabic word, in many cases restoring a historical disyllable that had lost or gained a syllable through other changes (Blust 2007). In the history of Javanese, for example, reduplication, epenthesis, deletion, and loss of a morpheme boundary have been favored if the product of change is a disyllabic word. Blust suggests that conspiracies arise
when a pattern in a language becomes particularly salient, leading it to function as a "linguistic attractor" in language change (Cooper 1999). Within vartationist approaches to language change (e.g. Ohala 1989; Labov 1994; Bybee 2001; Blevins 2004; and nuany others; see also CHAPTER 92: variability), a salient pattern can influence the course of language change by biasing categorization (cf. the notion of "Change" in Evolutionary Phonology; Blevins 2004), and/or by biasing the range of variation in production. (For a simulation of pattern feedback in production biasing language change, see Wedel 2007.) In this context, Blust notes that disyllables have been reported to nake up 94 percent of the set of content words in proto-Austronesian, and that in many modern Austronesian languages the disyllable remains the dominant word type.

A wide range of evidence is consistent with the hypothesis that such linguistic attractors bias individual behavior and thereby influence the course of language change. Many studies have shown that variation in linguistic behavior is biased toward previous experience: both grammaticality judgments (e.g. Albright 2002; Krott ef al. 2002; Pierrehumbert 2006a) and production variation/errors (e.g. Bybee and Moder 1983; Dell et al. 2000; Vitevitch and Sommers 2003; Gonnerman et al. 2007; and many 1 nore) are biased by similarity and by pattern type-frequency at a wide range of representational levels (for reviews on various of these topics, see Bybee 2001; Ernestus and Baayen 2003; Bybee and McClelland 2005; Pierrehumbert 2006b; Baayen 2007: Pisoni and Levi 2007). Patterns of simulated language change in simple model systems (Wedel 2007, 2009) are also consistent with this notion: when production and perception errors by simulated agents are biased toward previous perception and production experience, change is strongly influenced by pre-existing patterns in the system. Further evidence concerning the influen of attractors in language change could be sought using iterated artificial language learning and transmission paradigms of the sort pioneered by Kirby et al. (2008). Finally, it is worth noting that within ınodels such as Evolutionary Phonology, synchronic alternation patterns are created through diachronic change rather than through mechanisms localized within a single individual's language faculty (see Blevins 2004: ch. 3 for a review of earlier theories of this type). Under this model, this account of diachronic conspiracies provides the basis for an account of synchronic conspiracies as well.

### 3.4 Actuation vs. propagation of change

A significant question in histor cicallinguistics is how an initially isolated change can survive and propagate throughout a community, given that language learners tend to converge on a common community standard. To the extent that this is the case, isolated variants should never be able to gain a foothold in a speech community, because every learner is exposed to many speakers (see Keller 1994: 99 and Nettle 1999 for discussion). In a foundational paper, Nettle (1999) uses a well-articulated simulation to explore factors that are required to allow randomly occurring variants to become established, assuming the existence of a stratified social structure. He finds that given reasonable assumptions (i.e. that ceteris paribus, learners tend to adopt the local majority pattern), random variation in acquisition is not sufficient to induce a population-wide transition from one pattern to another without being so pervasive as to obliterate any coherent pattern at all. He then shows that when significant prestige inequities are introduced ir which
a small number of individuals serve disproportionately as acquisition models, a novel variant can survive if it spreads in the population sufficiently to support itself through positive feedback. When a small number of individuals exert strongly disproportionate influence, the effective population size is small, allowing random events a greater chance of inf.uencing the trajectory of change (see the literature on genetic drift in biological populations, e.g. the introductory article by Kliman et al. 2008). However, it is clear that functional articulatory and perceptual factors inf.uence the course of change as well; otherwise, we should observe as many diachronic changes that are phonetically unnatural as those that are natural. Nettle explores the influence of functional biases in his model, and concludes that in order to enforce change alone, functional biases have to be sufficiently strong so that anti-functional patterns should never occur. Since this is not the case, Nettle argues that social factors are a critical engine of change, but that the rate of actuation and the efficiency of propagation must also be biased by functional factors that influence ease of production, perception, and acquisition.

### 3.5 Emergence of phonemes and inventory structure

Vowel inventories appear to be constructed to optimize perceptual contrast between neighboring vowels, given extant articulatory constraints (Liljencrants and Lindblom 1972). How does this apparent optimization come about? In an early self-organizational approach to this problem using a perception/production feedback loop, de Boer (2000) proposed that structure in vowel inventories emerges through interaction of language users under perceptual and production constraints, assuming a tendency for language users to imitate each other (see Browman and Coldstein 2000 for an abstractly similar self-organizational aecount couched within Articulatory Phonology; also chapter 5: the atoms or phonolocical representations). To test and illustrate this idea, de Boer constructed a simulation in which a group of agents can produce, perceive, and remember vowel pronunciations in the form of prototypes. (Agents are entities within a simulation that can change indeperilently, here representing individual language users.) Within the simulation, agents speak and imitate each other, modifying their vowel categories in response to how successful their imitations are. In each round, a random pair of agents is chosen from the larger set of agents to act as speaker and hearer. The speaker articulates a rand omly chosen vowel from memory with some random error; if it has no vowels in memory, it produces a random vowel within the available articulatory space. The hearer contpares the formant values of the vowel to prototypes it has in memory and chooses the closest one. If it has no vowels in memory, it creates a similar vowel and calculates its associated articulatory parameters. The listener then repeats the matched protutype vowel for the speaker, who checks to see how close it was to the originally produced vowel. If the vowel is judged to be the same, the speaker agent gives the listener feedback that its imitation was successful. In that case, the listener shifts the parameters of its matching prototype closer to the vowel that it heard from the speaker. If the initation was not successful, the listener checks its menory to find out how often that prototype has given rise to successful imitations. If it has been mostly unsuccessful, it nıoves that prototype closer to the sound it heard, just as in a successful imitation. If it has been mostly successful before, it may be that the speaker has an additional prototype vowel in that region of
vowel space, and so the listener creates a new prototype to match approximately what it heard. Several additional processes come into play in this simulation: (i) if a vowel prototype is infrequently matched to a perceived vowel, it is discarded; (ii) if two vowel prototypes are too close together, they are merged; and (iii) new vowels are introduced by speakers at a low frequency (citapter 90: frequency effects).

This simulation employs a number of features that may not correspond directly to actual features of language use (e.g. direct feedback on imitative success; the operative nuechanisnis of category loss and merger), but that is not its primary point. These mechanisms simply allow vowel inventories in individual agents to change over time in response to constraints on the different uation of vowels that are perceived in individual usage events. De Boer shows that, given these constraints, populations of agents starting with empty vowel inventories develop jointly held phonetically natural vowel inventories. He concludes from this that the typological general izations over vowel inventories found in natural language may arise through articulatory and perceptual constraints in usage rather than some more direct, innate specification. Coherent structure is primarily driven by positive feedback in this system, which comes in two forns: inodification of prototypes toward perceived vowvels, and merger of prototypes that get too close. These encourage the development of coherent vowel categories shared across the set of agents. Because vowels that are too perceptually confusable tend to be merged, the set of surviving vowels tends toward a perceptually "optimal" arrangement.

Oudeyer $(2002,2006)$ has used an abstractly similar, inore physiologically grounded model of a perception/production feedback loop to argue that positive feedback inherent in processing can create categorial distinctions in the absence of any functional pressure. Research in response biases of cortical fields of neurons shows that their output is well predicted by the aggregate response of the entire field, rather than by the output of the most highly activated neuron. From the set of activities of all neurons, it has been found that one can predict the perceived stimulus or motor output by computing the population vector over the field, namely, the sum of all preferred outputs of the set of neurons multiplied by their activities (Georgeopoulos et al. 1986; for an account of the perceptual magnet effect (Kuhl 1991) based in this phenontenon, see Guenther and Gjaja 1996). The important feature of the population vector for our purposes is that it is shif:ed toward the center of the local distribution of outputs relative to the most highly activated neuron. Given a close mapping between perception and production (Ondeyer 2002; Fowler and Balantucci 2005), this property of cortical fields should produce positive feedback promoting the coalescence of perceptual-motor categories into well-def ined distributions over nany cycles of use.

In Oudeyer's (2002) model, linked motor and perceptual cortical fields are initially populated with randomly tuned neurons, such that there are no distinct coherent sound categories. Over the course of the simulation, randomly chosen production stimuli are produced by the motor field and processed by the perceptual field. In processing, each neuron in the perceptual field is activated by the production stimulus under the control of a Gaussian tuning factor responsive to the degree of match betwreen the stimulus and a neuron's preferred vector. The preferred vectors of all neurons that have been activated to some degree by the stimulus are then shifted toward that of the maximally active neuron, producing a reversion to the local nean. This update function acts to incrementally
consolidate the vectors exhibited by the neural map, inf.uenced by random peaks in the distribution of stimuli produced early in the simulation. The perceptual and notor fields are linked by an update function that shifts vectors in the motor field in parallel to those in the perceptual field, closing the perception/production feedback loop. The resulting positive feedback between perception and production allows a rapid collapse of the originally random distribution of vectors in the sensory map into a small number of coherent sound-motor categories. Oudeyer interprets this feature of his model to suggest that native features of our neurological production and perception apparatus may be designed to develop categories of a particular granularity, and that this feature may play a role in the development of phoneme inventories.

### 3.6 Merger vs. contrast maintenance

When one sound category becomes more similar to another over the course of sound change, one possible nutcome is category merger, as has occurred betwreen /a/ and /a/ in western dialects of North American English (chapter 80: mercers and neutralization). Often however, the set of categories translates through phonetic space in a "chain shift," such that the system of contrasts is maintained even though the specific phonetic correlates of each category change (see Cordon 2002 for a review). A number of feedback-based models have been recently proposed that provide accounts for the mechanisms of both merger and/or shift and make predictions about the conditions under which either may occur. To understand these models, it will be helpful to review briefly the role of experienced phonetic variation in production and perception. A wide variety of experimental evidence indicates that individual percepts can leave detailed, long-lived traces in memory, and that these memory "exemplars" inf.uence future perception and production behavior (for reviews, see Tenpenny 1995; Johnson 1997; also Pierrehumbert 2006b and the papers in Gahl and Yu 2006). The influence of perception on production (Goldinger 2000; Nielsen 2007) creates the possibility of a perception/production feedback loop in which the effect of biases anywrhere in the cycle can potentially build up over time to shift behavior within a single generation. Pierrehumbert used an exemplar-based nodel of this loop to explore the consequences of feedback for inerger betwreen perceptually adjacent phonologice.l categories (20e1, 2002). In this model, categories consist of an abstract label and a set of stored perceptual exemplars that have been mapped to that category, where each exemplar is associated with an activation level that decays exponentially over time. No proposed mechanism in this particular model requires transmission between distinct agents, so as a simplification the simulation architecture uses a single calegory system in conversation with itself. Production proceeds by probabilistically choosing an exemplar in relation to activation level, averaging all the exemplar values within a set window around the chosen exemplar in proportion to their activations and then adding a small antount of norinally distributed noise to that average. Averaging within a window around a single exemplar creates a reversion to the mean of the local distribution, just as the use of the population vector does in Oudeyer's simulation described above. Adding noise to production outputs keeps the distribution from collapsing to a single point through the effect of averaging and allows the system to evolve over tine. To decide what label the new output should be categorized under, the summed
activation level of exemplars within a set window around the output value is calculated for each label. The percept is then stored as a new exemplar under the category label with the highest score.

Pierrehumbert slow wed that, given this architecture, if two categories drift close enough such that they begin to compete for percepts along their mutual boundary, the category with greater overall exemplar activation tends to eventually absorb the less active category. This occurs through positive feedback between current activation and the ability to contpete for percepts. All else being equal, an ambiguous percept is nlore likely to be mapped to a more active category than a less active category, which only results in the active category becoming yet more active with respect to the less active category. This snowballing feedback results in more and more percepts being mapped to the more active category, until the activation of the other category eventually falls low enough that it effectively no longer exists and is absorbed into the more frequent category. An example that can be modeled this way is the above mentioned merger of /o/ with the more frequent /a/ in western dialects of American English.
In all of the work reviewed above, local, simiarity-based positive feedback drives coalescence of system elements into categorial groupings. In none of these accounts, however, is there any repulsive force that would prevent the steady merger of categories over time as they eventually drift into one another. As a consequence, the mainten ance of multiple categories over the course of language change in these models would require either regular generation of new distinctions as in the de Boer (2000) model above or some mechanism to favor preservation of at least some existing contrasts. Boersma and Hamann (2008) approach the problem of contrast maintenance between existing sound categories through a constraintbased model that makes use of categorization accuracy on the part of a language learner. As a demonstration of their model, Boersma and Hamann simulate the evolution of category label/contents mappings within a unidimensional space. To concretize the model, they use the spectral frequency range of sibilants in huntan languages as the perceptual space. (In the following brief discussion of their model, I use an $/ \mathrm{s} /+/ \mathrm{f} /$ two-sibilant system as a running example, although more or fewrer categories are possible.) The architecture of the model is vertical, in which a naive agent learns to associate part of the spectral frequency range with /s/ and another part with / $\int /$ by hearing examples from a teaching agent with feedback. After this learning phase, the agent becomes a teachel" and produces examples of $/ \mathrm{s} /$ and $/ \mathrm{s} /$ to a new learner agent, and so on. For the purposes of the argument, Boersma and Hamann assume that learning agents have acquired sound category labels from word patterns prior to the beginning of the simulation. As a result, learners know at the start how nany sibilant categories their language has, but are not yet sure where their distributions lie within the frequency continuunn. In addition, learners have the ability to learn an association between a given spectral frequency and /s/ or to / // by constructing a ranking among optimality-theoretic constraints banning the mapping of a particular frequency to a particular category label (Boersma 1997). The architecture of the perception grammar incorporates both frequency of presentation and categorization accuracy, with the result that the grammar is maximally "certain" about mappings for sibilant frequencies that are further apart relative to those frequencies that were most often heard. Because subsequent production is based on sampling from the learned perception grammar rather than from the distribution of actually learned examples, an agent's
production favors a distribution of sibilants that is slightly better separated than that which she heard herself. This creates a positive feedback loop that pronotes increasing contrast between categories over nany teacher/learner cycles. However, agents' productions are also influenced by ranked articulatory constraints that have tlue effect of biasing productions toward the center of the frequency continuum. Boersma and Hamann show that under the balancing influence of positive feedback via the perception grammar and negative feedback from articulatory constraints, categories evolve as well-spaced distributions with a joint center of gravity at the midpoint of the continuunt.

The Boersma and Hamann model relies on error feedback from the lexicon within the learner to drive contrast maintenance. Another model for contrast maintenance has been proposed that operates in situat 10 ns in which there is an absence of error feedback (Wedel 2004; Blevins and Wedel 2009; see also Ettlinger 2007). The relevant absence of error feedback in this model occurs when an ambiguous pronunciation is not rescued by an external context to determine its intended category mapping. As an example of external disambiguation, words like "too" and "two" in English are rarely confused by listeners, because they are used in distinct sentential and semantic contexts. In contrast, because of their semantic similarity, words within morphological paradignss are often distinguished in context prinnarily by their phonetic differences. For example, utterances like I cook chicken well and I cooked chicken well could be used in very similar contexts, in which case the tense of the verb cook is conveyed almost entirely by the audible presence or absence of the past tense $[-t]$.

A hypothesis introduced in Wedel (2004) and explored more deeply in Blevins and Wedel (2009) is that this effectively greater "functional load" of word-internal phonetic information within paradigms may account for anti-homophony effects in paradigms. "Anti-homophony" refers to the failure of otherwise regular sound changes to occur in words when that change would render thein homophonous with another word (see Blevins and Wedel 2009 for a review and examples). As in the Pierrehumbert $(2001,2002)$ model of category merger reviewed above, this model rests on evidence that category behavior is updated by experience: if a pronunciation is ambiguous in context, a hearer may map it to a category that the speaker did not intend, resulting in the effective trading of a variant between the two categories at their boundary. It is this "variant trading" between perceptually adjacent categories that drives the behavior of' the model by preserving a crisp boundary between adjacent categories (see Blevins and Wedel 2009 for more discussionn).

## 4 Looking forward

Our ability to build theories is limited by the knowledge that we already have. Whether or not any of the current selis-organization-based accounts in phonology are "right," they are valuable in expanding our understanding of pattern formation mechanisms. Self-organization is ubiquitous in physical, biological, and cultural systems, and given that language provides the conditions for self-organization many times over, linguists should anticipate finding it as a contributing mechanism in this domain as well. Just as with any other type of account, however, showing that a particular structure could arise through self-organization does not mean that
it does so. A hypothesis stands or falls on the empirical success of its predictions. Arguments from first principles about, for example, whether phonological patterns are more likely to derive from a language-speclfic cognitive faculty or a more general set of factors are less valuable than well-constructed tests of model predictions. Fortunately, a wide variety of techniques and approaches are now available for testing hypotheses, from the ever-growing array of psycholinguistic techniques through corpus studies and artificial language-learning paradignts.

Self-organizational models for structure formation make use of previously identified cognitive, articulatory, perceptual, or social factors as contributing building blocks. In turn, these models make further predictions about those factors, or may predict some yet undescribed phenomenon. For example, self-organizing models of phonological change tlurough usage require a production/perception feedback loop that can drive small, but persistent and generalizable changes in postacquisition phonolog'ical categories (e.g. Bybee 2001; Pierrehumbert 2001, 2002; Wedel 2007; Mielke 2008). Although nore vvork needs to be done to establish their generality, results from a variety of psycholinguistic studies are consistent with this prediction (e.g. Goldinger 2000; Kraljic and Samuel 2006; Nielsen 2007). Likewise, each of the other models reviewed above makes new predictions that can be tested empirically. As phonologists bootstrap back and forth between model building and simulation on the one hand and empirical methods on the other, the field should gain a steadily better sense of whether and how self-organizational mechanisms contribute to the wide variety of phenomena that we study.
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# 96 Experimental Approaches in Theoretical Phonology 

Shigeto Kawahara

## 1 Introduction

This chapter provides an overview of how experimental work has informed phonological theories, and vice versa. This chapter starts with a historical overview; when phonology was being established as its own area of research, there was a sharp division between phonetics and phonology. This division was called into question, and issues concerning the phonetics-phonology interface are currently being extensively pursued by an approach that is now known as "laboratory phonology." After this historical overview', I discuss in some detail how phonetic experiments and phonological theories have informed each other.

### 1.1 The tension betzeeen phonetics and phonology

When phonology was being established as its own area of research, it was often assumed that phonology and phonetics were independent of one another. For example, Trubetzkoy (1939: 11) stated:

> The speech sounds, . . poxsess a large number of accustic and articulatory properties. All of these are important for the phonetician since it is possible to answer correctly the question of how a specific sound is produced only if all of these properties are taken into consideration. Yet most of these properties are quite unimportant for the phonologist.

We still sumetimes witness a sharp divide between phonetics and phonology in the current literature: some claim that phonology is an abstract, substance-free computational system, which should be separated out from phonetics: "patterns of phonetic substance are not relevant to phonological theory strictly defined" (Hale and Reiss 2000; 158; see Blaho 2008 for a recent review of this position). There has been an uneasiness about integrating phonetics into phonological studies, because of a belief that the phonetic module belongs to performance and the phonological module belongs to competence; i.e. phonetics does not belong to grammar per se (see e.g. Blaho 2008: 2), An assumption behind this claim is that phonetics involves automatic, universal mechanisms.

However, contrary to the view that phonetics consists of universal implementation rules, experiments have shown that phonetics is neither automatic nor universal; i.e. speakers control their phonetic behaviors, and cross-lingaistic variation exists in the realm of phonetics (Keating 1985, 1988a; Kingston and Dieln] 1994; see also $\S 2.3 .1$ for more discussion). In this sense, any adequate model of grammar must integrate phonetics as a part of its model.

Phoneticians also responded to the thesis that we can and should study phonology without considering the phonetic mechanisnıs behind phonology (see Lindblom 1962, Ohala 1990b, and Diehl 1991 for general discussions). ${ }^{1}$ Perhsาps the best-known advocate of the objection is Ohala (1990b, among many other references). His general point is that many phonological patterns can be explained in terms of articulatory and perceptual factors, and therefore purely phonological explanations without considering phonetic substances can be arbitrary, circular, and post hoc. For example, many languages lack voiced stops in their inventory, a situation for which we could propose a redundancy rule [-son,-cont] $\rightarrow$ [-voice], as in SPE (Chomsky and Halle 1968), or a constraint ${ }^{*}[-$ son, $-\infty$ nt, +voice], but these approaches miss the aerodynamic reason behund the dispreference for voiced stops. In order for speakers to maintain voicing, intraoral air pressure must be lower than subglottal air pressure, but the airfiow required for voicing increases intraoral air pressure when the airway is significantly occluded. The increase in intraoral air pressure in turn makes it difficult to satisfy the aerodynamic condition. For this reason, it takes additional articulatory effort - e.g. larynx lowering, tongue advancement, etc. - to keep the intraoral air pressure sufficiently low to maintain voicing during stop closure (Jaeger 1978; Westbury 1979; Ohala 1983).

In addition to this kind of articulatory difficulty, perceptual factors demonstrably affect phonological patterns as well. For example, non-low back vowels are usually rounded, so that we could postulate a redundancy rule [-Iow, +back] $\rightarrow$ [+round] or a constraint *[-low, +back, -round], but again these explanations miss the generalization that rounding, by enlarging a resonance cavity, enhances the F2 difference between back and front vowels (Stevens at al. 1986; Diehl and Kluender 1989; Diehl 1991).

Finally, psycholinguistic factors also seem to play an important role in shaping phonological patterns. For instance, word-initial segments provide important cues for word recognition (Nooteboom 1981; Hawkins and Cutler 1988). Speakers thus seem to disfavor making phonological changes in word-initial positions, because such changes would result in difficulty in word recognition (Beckman 1997; Kawahara and Shinohara 2010).

In summary, there seem to be phonetic and/or psycholinguistic reasons behind many, if not all, phonological patterns. Therefore, according to Ohala, purging phonetic and psycholinguistic factors from phonological theory is misguided.

### 1.2 Current situation

Thus, on the one hand, there has been some reluctance to incorporate phonetic (and psycholinguistic) factors into phonological explanations. On the other hand, phonetics does seem to offer some insights into phonological patterns. For this

[^294](and perhaps other) reason(s), there has been some unfortunate intellectual tension bettveen phonetics and phonology, which Ohala describes as a "turf war" (1990b: 168), where people from each discipline felt that they had to delineate and defend their own territory. ${ }^{2}$

The situation, however, has been changing, as we witness the rise of a general approach which has come to be known as "laboratory phonology" (see Cohn 2010 for sociological aspects of the development of laboratory phonology in the field of general linguistics). The following quote from Becknlan and Kingston (1990:
5) succinctly summarizes the spirit of this approach:

> We believe that the time has come to undo the assumed division of labor betiveen phonologists and other speech scientists; we believe this division of labor creates a harmful illusion that we can compartmentalize phonological facts from phonetic facts. At the very least, we maintain that the endeavor of modeling the grammar and the physics of speech can only benefit from explicit argument on this point.

As the following discussion shows in more detail, many experimental studies have contributed to theoretical debates. The rest of the discussion proceeds as follows. In §2, I discuss how experimental approaches have informed phonological theories. In §3, I reverse direction and discuss cases in which theories have informed experiments. Although I try to be comprehensive in my review, there is necessarily a limit. For further examples and discussion, readers are referred to contributions in the Laborntory Phonology series (Kingston and Beckman 1990 et seq.), as well as in other volumes and papers devoted to this and other related issues (Ohala 1986b; Ohala and laeger 1986; Dielul 1991; Hayes et al. 2004; Kingstor 2007; Solé et al. 2007; Coetzee et al. 2009).

## 2 How experiments have informed theory

### 2.1 Beyond introspection-based data

In generative linguistics, native speakers' intuition - or introspection - is the primary source of data, because "the set of grammatical sentences cannot be identified with any particular corpus of utterances obtained by the linguist in his field work" (Chonsky 1957: 15). Since generative phonology aiins to study competence, i.e. what speakers know about their language, rather than performance, i.e. how speakers use the language, the only way to assess competence, it was believed, was introspection (though see Schütze 1996 for a critical discussion). Contrary to this research tradition, phonetic and psycholinguistic experiments have offered important insights into knowledge of granmar.

### 2.1.1 Wug tests

The first good example of experiments that have complemented the introspectionbased approach is a wug test. In wug tests, named after an experiment by Berko (1958), native speakers are asked to pronounce novel wrords. Berko tested

[^295]whether English-speaking children acquire a rule of voicing assimilation in the English plural and other suffixes, and found that, given a nonce word like ritg, most children pluralize it as $7 w, y[z]$, not as *rwag[s], showing that Englishspeaking children know that the plural suffix and the stem-final consonant nust agree in voicing. In this way, the wug test has been used as a litmus test for the productivity of a phonological generalization. Recent years have witnessed a renewed interest in wug tests, which has provided some important insights into phonological knowvedge, as summarized in (1).
(1) a. A standard assumption in generative phonology is that speakers assign a simple dichotomous grammatical/ungrammatical judgment to linguistic structures. In other words, speakers should treat all attested structures as equally good, and all ungrammatical structures as equally bad. However, several wug tests revealed that speakers can distinguish the relative grammaticality of two (un)grammatical structures (Shinohara 2004; Zuraw 2007).
b. More generally, the results of wug tests often show stochastic, rather than dichotomous, patterns (Albright and Hayes 2003; Hayes and Londe 2006).
c. Some experiments have shown that the probability of speakers applying a certain phonological process in a wug test reflects the frequency of the items that undergo that phonological process in their language (Bybee 1999; Zuraw 2000; Albright and Hayes 2003; Ernestus and Baayen 2003; Hayes and Londe 2006; Hayes et al. 2009; chapter 90: fre euency effects).
d. In some experiments, speakers either fail to replicate some statistical patterns in the lexicon (Becker et al. 2008) or at least show bias against reproducing some arbitrary, though statistically significant, patterns in the lexicon (Hayes et al. 2009).
e. Some phonological patterns are not productive (at least under a wug test), which leads to the suspicion that they are not a part of the speakers' grammar. Patterns whose product ivity wug tests have failed to reveal include English velar softening (Ohala 1974; though see Pierrehumbert 2006), Japanese verb conjugations (Vance 1987: ch. 12) and Polish raising (Sanders 2001). See also Zimmer (1969) for a test of morpheme structure conditions in Turkish.

### 2.1.2 Well-formedness judgment studies

Another type of experiment which complements generative phonology's introspection-based approach is well-fornledness judgment experinents. In these experinาents, native speakers are asked to judge the neturalness of particular words or phonological processes (they can also take the form of word-likeliness judgments). These experiments, like wug tests, reveal, for example, that speakers can distinguish the relative grammaticality of two (un)grammatical structures (Pertz and Bever 1975; Coetzee 2008) and show that grammatical patterns exhibit a stochastic, rather than a sinıple dichotomous grammatical/ungrammatical, distinction (Hayes 2000; Albright and Hayes 2003; Fanselow et al. 2006). Wellformedness judgments are also known to reflect the frequency of the target items (e.g. Frisch et al. 2000; see also chapter 90: frequency effects).

### 2.2 Addressing the quality of phonological data

### 2.2.1 Re-evaluating phonological data

Experiments have also re-evaluated what is phonological and what is not. Phonetic experiments have shown that many textbook examples of "phonological patterns" do not involve categorical changes but instead involve grad wert changes, suggesting that they might be phonetic processes (charter 89: cradience and categuricality in fhonolugical theury). For exainple, English was thought to have a vowel nasalization rule before a nasal consonant, as in [bin] bean and [dīn] dean (Fromkin and Rudnan 1998: 280-281). Cohn (1993), however, based un an instrumental study measuring patterns of nasal airforw, showed that English nasalization differs from contrastive nasalization in French in that, the closer to the nasal consonant, the more nasal airflow was detected within a nasalized vowel. English nasalization is therefore gradient rather than categorical, in the sense that it does not alter the whole segment but instead the degree of nasalization changes within a segment. For this reason, Colnn concluded that English nasalization belongs to phonetics. Many other examples of phonological patterns have been argued to show similar gradient properties, which I list in (2): ${ }^{3}$
(2) a. A rabic tongue backing (emphasis) spreading (Keating 1990 and references cited therein; see also ctiapter 25: pilaryngeals)
b. English /l/-velarization in the coda (Sproat and Fujimura 1993)
c. English fapping (Fox and Terbeek 1977; de Jong 1998; chapter 113: flapping in american enclish)
d. English phrasal nasal assimilation (Nolan 1992; Gow 2002; but cf. Ellis and Hardcastle 2002)
e. English phrasal palatalization (Zsiga 1995)
f. English and French schwa deletion (Fougeron and Steriade 1997; Davidson 2006b; chap'ier 68: deletion)
g. lapanese tonal spreading in unaccented words (Pierrehumbert and Beckman 1988)
h. Rus.sian vowel reduction in second pre-tonic syllable (Barnes 2002; but cf. Padgett and Tabain 2005; chapter 79; reduction)

The abundance of such examples led Hayes to state "I occasionally wondered, 'Wluere is the normal phonology that I was trained to study?'" (1995: 68).

The list in (2) shows that many patterns that were believed to be phonological have turned out to be phonetic. A more complex example comes from the domain of intonation. In Japanese and many other languages, the height of tones generally declines toward the end of an utterance. The question arose whether this pattern of declination is due to phonetics or phonology. One could posit that

[^296]this declination is phonetic (Fujisaki and Sudo 1971; see Poser 1984: 200 for more references); for example, subglottal air pressure decreases towards the end of an utterance, and the height of tones naturally drops. On the other hand, McCawley (1968) proposes a phonological rule in Japanese that changes a high tone to a mid tone after another high tone within a phrase. It turns out that it would be most fruifful to approach intonation from both perspectives. Poser (1984) argues that Japanese has both local lowering of H after another $\mathrm{H}(\mathrm{L})$, which seems phonological, and gradient, steady declination throughout the utterance, which is phonetic. ${ }^{4}$ Beckman and Pierrehumbert argue that a sinilar hybrid approach accounts for the complex pattern of intonation in both English and Japanese (Beckman and P ${ }^{1}$ rrehumbert 1986; Pierrehumbert and Beckman 1988).

In addition to helping us to decide whether patterns under discussion are phonological or phonetic, some studies have called into question the existence of some phonological patterns per se. Based on the traditional description of Tswana, Hyman (2001) discusses a case of post-nasal devoicing, but Couskova et at. (2006) argue, on the basis of a production experiment, that Tswana may not have a process of post-masal devoicing after all. A later study, however, suggests that some, though not all, speakers do show evidence of post-nasal devoicing (Coetzee et al. 2007). A general lesson we can draw front this series of studies is that careful instrumental experiments help us to establish whether phonological patterns under discussion really exist.

### 2.2.2 Incomplete neutralization

While it is standardly assumed that phonological processes involve categorical changes (see §2.2.1 and §2.3.2), some experiments have called this assumption into question. Port and O'Dell (1985) report a production experiment on Cerman where they found some acoustic differences between underlying voiceless stops and "voiceless" stops that are underlyingly voiced but devoiced by coda devoicing (Chapter 69: final mevoicing and final laryngeal neutralization). They found appreciable differences between these two categories in terms of preceding vowel duration, closure voicing duration, closure duration, and aspiration duration. Further, they demonstrated that listeners can detect the differences between the two categories at more than chance frequency. They argue that coda devoicing in German is therefore incomplete.

Subsequent studies have found other cases of incomplete neutralization in many langunges, including Cantonese (Yu 2007), Catalon (Dinnsen and Charles-Luce 1984), Dutch (Ernestus and Baayen 2006, 2007; Warner et al. 2006), English (Fourakis and Port 1986; Ohala 1986a), Japanese (Mori 2002), Lebanese Arabic (Gouskova and Hall 2009), Polish (Slowiaczek and Dinnsen 1985; Slowiaczek and Szymanska 1989) and Russian (Chen 1970; Dmitrieva 2005; Padgett and Tabain 2005); see also ctapter 80: mergers and neutralization. Some studies have argued, however, that these experimental results are largely or entirely due to extra-grammat ${ }^{\text {ic }}$ calf actors such as speakers' familiarity with English, orthographic influences, and hyperarticulation in a laboratory setting (Fourakis and Iverson 1984; Jassem and Richter 1989; Warner et al. 2006). The status of inconplete neutralization is nuch debated in the literature (see Warner et al. 2004; Port and Leary 2005 for reviews), but these

[^297]experiments at least show that we need to be careful when talking about the categoricality of phonological changes. ${ }^{j}$ See $\$ 2.3 .2$ for more on the discussion on the categorical nature of phonological alternations.

### 2.3 Bearing on the architecture of the grammar

Not only have experiments served to evaluate the quality of phonological data, some phonetic studies have provided important insights into the general architecture of the grammar.'

### 2.3.1 Against universal phonetics

In SPE, the output of phonology was considered to be "the phonetic transcription" (SPE: 293), which lacked "properties of the signal that are supplied by universal rules" (SPE: 235). Keating (1985, 1988a) characterizes this view as phonetics involving universal, automatic rules (see also Kingston and Diehl 1994: §1.2). Phonetic studies soon showed that this view is too simplistic. For example, Chen (1970) compared durations of vowels before voiced consonants and those before vo'iceless consonants in seven languages (English, French, Russian, Korean, German, Spanish, and Norwegian), and showed that different languages show different degrees of lengthening before voiced consonants. Keating (1979) (reported in Keating 1985) followed up on this result, and showed that neither Czech nor Polish show's a reliable effect of voicing on preceding vowel duration. It therefore seems that the degree of lengthening before voiced consonants is language-specific. Similarly, an acoustic experiment by Port et al. (1980) showed that in Japanese vowel durations are heavily affected by the duration of adjacent consonants, but in Arabic such patterns are not evident, concluding that rhythmic compensation is not universal. These examples show that phonetic implesnentation is neither automatic nor universal. See Port and Leary (2005) for recent suinmaries of language-specific phonetic patterns.

### 2.3.2 The phonetics-phonology divide

As brief.y discussed in §2.2.1, many experiments have identified a crucial difference between phonetics and phonology: phonological patterns involve complete categorical changes, whereas phonetics yields gradient outcomes (Keating 1990; Cohn 1993, 2006; Zsiga 1995; Tsuchida 1997; Barnes 2002). Experimental results played an essential role in establishing this difference. For instance, an electropalatographic study by Zsiga (1995) showed that English possesses two kinds of palatalization: complete palatalization, which we find in a morphophonological process, as in press [pres] us pressure [prefar], and gradient palatalization, which we find across a wrord boundary, i.s in miss you [ $\mathrm{mt} \int \mathrm{ju}$ ]. Zsiga found that the

[^298]former [ [J] is [J] throughout its constriction, whereas the latter [f] starts like an $[\mathrm{s}]$ and ends like an [ $\int$ ]. An explanation we can give is that the former process involves a categorical phonological change, whereas the latter process is a gradient phonetic gestural overlap.

Pycha (2009) demonstrated another difference: comparing phonological lengthening (i.e. gemination) and phonetic lengthening at phrase edges in Hungarian, she found that phonological lengthening always targets the closure phase of affricates, whereas phonetic phrase edge lengthening affects portions that are adjacent to the boundaries. In this way, experintents have identified choracteristics of phonetics that distinguish it from phonology. See Keating (1996: 263) for constellations of other properties that distinguish phonetics and phonology. See also Anderson (1981) for a general discussion of the phonetics--phonology divide.

### 2.3.3 The phonetics-morphology interface?

As exemplified by the two pabalization processes in English, morphophonological processes tend to involve categorical changes, whereas phonetic processes yield gradient outputs. A general assumption in generative studies is thus that phonology can be sensitive to morphology, but phonetics is not. The inaccessibility of morphological structures to phonetics was assunted in Chomsky and Halle (1968), where morphological boundaries are erased at the end of each transformat ional cycle (SPE: 15). The Bracket Erasure Convention in Lexical Phonology (Kiparsky 1982) also removes morphological boundaries after each level of derivation (CHAl'ter 85: cyclicity). As a result, word-internal structures are inaccessible to later post-lexical rules or phonetics.

As an illustration, take the case of minimal word requirements. Many languages require (lexical) words to be of a certain minimal length, and this requirement is expressed in terms of abstract prosodic units (McCarthy and Prince 1986), but not in terms of raw phonetic duration (Colun 1998). For example, even though English tense [i] is shorter than lax [æ] in raw duration ( $[\mathrm{i}]=100$ inilliseconds; [æ] = 123 milliseconds, according to Strange et ol. 2004), [pi] is well formed, but [pæ] is not. Therefore, the minimal word requirement operates on abstract phonological units rather than on raw phonetic duration. This sort of requirement can be sensitive to morphological information. For example, in Yoruba, only nouns are required to be maximally disyllabic (Pulleyblank 1988: 250, fn. 24). On the other hand, no known languages seem to vary raw phonetic durations depending on morphological categories. Phonological requirements, therefore, may refer to morphological information whereas plonetic implementation cannot. ${ }^{7}$ This thesis has been taken for granted and rarely questioned or addressed in the phonological literature.

However, Cho (2001) directly addressed this issue using EMA (electronagnetic articulography), and found that, in Korean, gestural timing is more variable across a morpheme boundary than within a morpheme, and also more variable across a non-lexicalized compound boundary than across a lexicalized compound boundary. Also, Sproat and Fujimura (1993) used X-ray microbeam technology and compared the amount of dorsal retraction of English coda [1] at various boundaries,

[^299]including Level I and Level II boundaries, and found a difference between these two contexts. These experimental findings suggest that morphological boundaries nuay be visible to phonetic invplementation rules. ${ }^{8}$

Another debate was initiated by Steriade (2000), who challenges the immunity of phonetics to morphological information. She argues that there are cases of phonetic analogy, a requirement that paradigmatically related wrords be phonetically similar. For example, derived words are required to be identical in raw phonetic duration to their corresponding bases. This phonetic analogy is proposed to explain why flapping applies in words like capi[r]nlistic (cf. capi[r]al), whereas it fails to apply in words like militaristic (cf. mili[t]ary) with a similar stress pattern: the applicability of fapping in derived words depends on whether fapping is possible in the base words. However, Riehl (2003) found in a production experiment that the transfer of flapping from a base form to related words was not robustly observed. On the basis of an acoustic study, Riehl also challenged the asstumption that the distinction between [ t ] and [ r ] is made solely in terms of constriction duration (see Fox and Terbeek 1977 and de Jong 1998 for the phonetics of flapping; also chapter his: flapting in american enGlish).

In relation to incomplete neutralization discussed in §2.2.2, Ernestus and Baayen $(2006,2007)$ argue for another case of norphological influence on phonetics. They found that there is slight voicing left in "devoiced" final consonants, and argue that this voicing is due to the activation of morphologically related words with a voiced consonant (charter 83: raradigms). In summary, whether phonetics has access to ınorphological inforınation or not is still under debate; experiments will be able to contribute much to this debate (see Bybee 1999, Barnes and Kavitskaya 2003, Davis 2005, Cohn 2006, and Yu 2007 for further discussion on the phoneticsmorphology interaction and phonetic analogy).

### 2.4 Arguments for and against the psychological reality of grammar

Not only have experiments addressed what grammar should look like, they have also examined whether grammar is psychologically real in speakers' minds. Many experintents have addressed the question of whether the rules, constraints, and structures that linguists posit are psycholinguistically real or are merely theoretical devices that help us explain the linguistic patterns (Zirnmer 1969; Ohala 1974, 1986a; Cena 1978; McCawley 1986). A general coucern behind this work is that the psychological reality of a grammatical postulate has sometines been confused with the analytical success of that postulate. As McCawley (1986: 28) puts it, "Chomsky's [(1986)] policy that the subject matter of linguistics is psychological in nature does not provide any reason for assuming that the purported facts that linguists have hitherto adduced as evidence for or against particular analyses are psychological in nature, nor even that they are strictly speaking facts." Psychological reality of phonological data should not be taken for granted, and must be explicitly tested. Some wug tests in fact revealed that some phonological patterns are not refected in speakers' behaviors (see (Ie)).

[^300]Recent development of experimental techniques has allowed us to address the question of psychological reality from a different perspective. In partic ular, a number of perception exper:nents showed that phonological constraints affect speech perception - given ambiguous acoustic signals, speakers are biased against categorizing the stimuli as those not allowed by their phonological grammar (Massaro and Cohen 1983; Pitt 1998; Dupoux et al. 1999; Moreton 2002; Berent et al. 2007; Coetzee 2008). A classic work by Massaro and Cohen took advantage of wordinitial phonotactic restrictions in English, where only [ I ] is allowed after [ t ], only $[1]$ is allowed after [s], and both are allowed after [p]. They created a continuum from [1] to [1] by varying F3 and presented the continuum in these contexts, and found that speakers judge tokens as [1] most frequently after [ $t$ ], less frequently after [p], and least frequently after [s]. These results showed that phonotactic restrictions in speakers' grammars affect how they categorize the speech signals.

Extending this work, some studies showed that some particular phonological hypotheses are psychologically real. For example, in Japanese, only foreign words, but not native or Sino-Tapanese words, allow word-fincal long [aa] and singleton [p] (Itô and Mester 1995). Moreton and Amano (1999) showed that once listeners hear $[p]$ in the stimuli, cueing foreignness of the stinuli, they are nore likely to judge the word-final [a] as long [aa]. Gelbart and Kawahara (2007) extended this result and showved that, as long as real foreign words are presented, a similar bias towards allowing word-final long [aa] perceptually is observed, even in the absence of phonological cues to the lexical affiliation. See Gelbart (2005) for similar results from other languages.

On a slightly different line of research, acoustic studies have provided evidence for particular prosodic structures (Maddieson 1993; Broselow et al. 1997; Frazier 2006) or tonal representations (Morén and Zsiga 2006). Broselow et al. (1997) show that language-particular prosodic structures, each motivated in terms of stress placement, are manifested in different phonetic implementation patterns. Yet another line of research argues for the psychological reality of underspecification (Archangeli 1988). For example, a priming study by Lahiri and Reetz (2002) shows that labial anct dorsal signals can activate coronal input. They argue that, assuming coronals are underspecified in the mental lexicon, all labial, coronal, and dorsal consonants can be matched up with underlying coronals (see also Lahiri and Marslen-Wilson 1991; chapter 12: coronals). These studies aim to show that theoretical devices that have been proposed, such as lexical stratification, prosodic structure, or underspecification, may not merely be abstract theoretical constructs, but may be psychologically real, influencing our speech behaviors (see Goldrick, forth coming, for discussion).

### 2.5 Sources of phonological patterns

Finally, many experiments have addressed the issue of sources of phonological patterns. This tradition has been most rigorously pursued by Ohala (e.g. 1983, 1990b), but has been taken up by many other researchers. For example, in many languages $\left[k^{j}\right]$ (or [ $k$ ] before front vourels) changes diachronically into [ $\left.t\right]$ ]. The ubiquity of this sound change (and its synchronic correspondence) may be attributed to the acoustic affinity between $\left[\mathrm{k}^{j}\right]$ and $[\mathrm{t}]$ (Ohala 1989; Guion 1998; Chang et al. 2001; Wilson 2006). Raising of F2 via palatalization makes [k] sound similar to palatal consonants, and a long period of aspiration of dorsal [ $k$ ] nnakes
it sound similar to an affricate. A perception experiment by Guion (1998) demonstrated in fact that listeners often misperceive [ $\mathrm{k}^{\prime}$ ] as [ $t \in$ ], showing that the sound change $\left[\mathrm{K}^{\prime}\right] \rightarrow[\underline{y}]$ may be due to acoustic similarity. Furthernnore, Chang et al. (2001) point out thrat the directionality of the $\left[\mathrm{k}^{\prime}\right] \rightarrow\left[\mathrm{t}^{-}\right]$clange is rarely if ever reversed, and demonstrate experimentally that listeners may perceive [ $\mathrm{k}^{\prime}$ ] as [ t ] , but not vice versa.

Another example is provided by the fact that in many languages a vowel must be long after a glide. Traditionally, this restriction has been analyzed as a case of compensatory lengthening: the first vorvel in vowel sequences obtains a mora by a universal convention, loses its mora when it becomes a glide, with the floating mora being reassociated with the following vowel, resulting in a long vowel (Hayes 1989; see also chapter 64: compensatory lengtheninc). Myers and Hansen (2005) offer an alternative explanation: given a sequence of two vocoids, the boundary between them is blurry, and listeners nay misattribute the gradient transition to the second vowel. The misattribution would result in a percept of long second vowels. Their perception experiments supported their hypothesis: the longer the transition duration, the more likely listeners judge the second vowel to be long (Chai'ter 20: the representation of vowel length).

The list of other experiments which have searched for the basis of phonological patterns would include, but is not limited to, the following: Kohler 1990; Ohala 1990a; Hura ct al. 1992; Kawasaki-Fukumori 1992; Huang 2001; Hume and Johnson 2001; Barnes 2002; Mielke 2003; Kawahara 2006; Kochetov 2006; Myers and Hansen 2007) as well as those discussed in §3.1. See also Blevins (2004) and Ohala's other work (e.g. Ohala and Lorentz 1977; Ohala 1981, 1983) for further cases of phonetic origins of phomological patterns.

## 3 Experiments informed by phonology

So far I have been focusing on how experiments have informed phonological theories. However, the communication is by no means one-way. So we now turn our attention to how phonological observations and theories helped us design phonetic experiments and led to important discoveries.

### 3.1 Experiments motivated by phonological observations

As discussed in $\$ 2.5$, many experinents have attempted to make sense of why certain phonological patterns occur. Put in a different perspective, this tradition has allowed us to reveal aspects of our phonetic systems by addressing why phonology works in the way that it does. To illustrate this point with another example, an inf.uential tradition of this line of research is that of Adaptive Dispersion Theory, initiated by Lindblorn and his colleagues (Liljencrants and Lindblom 1972; Lindbloın 1986; Diehl et al. 2004) and pursued in a number of studies (e.g. Flemming 1995; Boersmef 1998; Padgett 2002). This theory sets out to address why languages have the sets of vowels that they have. For example, languages that have three contrastive vowels usually have [a i u] rather than, say, [a i A], and
 The general idea is that speakers keep contrasting elements maximnally (Liljencrants
and Lindblom 1972) - or sufficiently (Lindblom 1986) - distinct from one another; this thesis has received support from experimental work (Engstrand and Krull 1994; Padgett 2002), as well as from corpus-based cross-linguistic analyses (Kingston 2007; see also CHAPTER 2: CONTRAST). This research tradition shows that an attempt to explain phonological patterns proviutes important insights into our speech behaviors. In this sense, taken together with the discussion in $\S 2.5$, phonological observations and phonetic experiunents inform one another.

### 3.2 Experiments motivated by phonological theories

Not only can phonological observations lead to interesting phonetic hypotheses and experiments, specific phonological hypotheses can sometimes provide a guideline for where to look in experimental work. For example, in traditional analyses of Tapanese intonation (Becknarn and Pierrehumbert 1986; Pierrehumbert and Beckrnan 1988; Venditti 2005), Japanese was not thought to have an Jntonational Phrase. Selkirk (2005), however, on the basis of cross-linguistic patterning, proposes a general theory of syntax-phonology mapping where clause edges should generally correspond to Intonational Phrase edges. Guided by this theory, Kawahara and Shinya (2008) investigate the intonationsll properties of clause edges in Japanese and find evidence for Intonational Phrase edges. In particular, they find that the left edges of clauses show larger initial rises and stronger pitch reset compared to VP edges, and clauses are also characterized by final lowering of tones, final creakiness and pause at their right edges. This work shows that theories can provide a guideline as to what to look for in phonetic studies.

Another example comes from articulatory studies on transparent segments in harmony contexts (Cick et al. 2006; Ben̆uš and Cafos 2007; Walker et al. 2008; charter 91: vowel harmony: oraque and transparent vowels). Several authors have proposed that autosegmental spreading is strictly local and can never skip a segment (Ní Chiosáin and Padgett 1997; Gafos 1998; Walker 1998). Transparent segments in harnumy patterns pose a problern for this theory because it looks as though these segments are "skipped." Recent articulatory studies have shown, however, that "transparent" segments also undergo harmony (e.g. tongue body backing in back vowel harmony in Hungarian and the tip blade gesture in Kinyarwanda consonant harmony), without causing much perceptual effect. This outcome is as predicted by strict locality, because transparent segments, too, undergo harmony phonologically. Again, the theory of strict locality has led to experiments that reveal a non-trivial aspect of transparent segments in harmony contexts. See Hayes (1999) for related discussion on theory-driven experiments.

### 3.3 Testing specific phonological hypotheses and beyond

Specific phonologial hypotheses can motivate specific hypothesis testing, which has often resulted in further insights into the intricacy of the phoneticsphonology interface. To take one example, Steriade $(1997,2009)$ proposes that the less perceptible a phonulugical contrast is (in a particular context), the nore likely it is to be neutrolized. Some work has shown that at least some contrasts that are likely to be neutralized are indeed less perceptible than non-neutralizing contrasts (Kawahara 2006; Kochetov 2006; charter 80: mergers and neutralization). Kochetov (2006) showed further, however, that not all differences in phonetic
perceptibility are reflected in phonological patterns. Once again, Steriade's specific hypothesis about the interaction between phonetic perceptibility and phonological patterns notivated experimental testing, which revealed the convplex interaction between phonetics and phonology.

To take another example, many languages require that lexical words be minimally bimoraic or bisyllabic (\$2.3.3). ]apanese, however, allows monomoraic lexical words, and Mori (2002) tested whether Japanese does indeed violate the minimality requirement. She found that, when monomoraic words are pronounced without a case particle, they undergo lengthening, while longer words do not show such lengthening. In this sense, Japanese does satisfy the minimal word requirement. However, she further found that lengthened monomoraic roots are not as long as bimoraic roots, instantiating a case of incomplete neutralization (§2.2.2).

To sumnarize, these experiments show that specific phonological hypotheses can inform experiments, which offen in turn provide insight into the complex interaction between phonetics and phonology. The list of theories that have motivated specific experimentation incl udes the sonority sequencing principle (Broselow and Finer 1991), Optimality Theory's (Prince and Smolensky 1993) transitivity of constraints (Guest et al. 2000), the Entergence of the Unmarked (Broselow et al. 1998), and positional faithfulness theory (Kawahara and Shinohara 2010).

## 4 Summary

Phonetic and psycholinguistic experiments have contributed much to the development of phonological theories, and they wi.l continue to do so. In (3) and (4) l summarize how experiments have informed phonological theories and vice versa.
(3) How experiments inform theory
a. Provide data beyond those available through introspection.
b. Re-examine the quality of phonological data.
c. Address questions about the architecture of the grammar.
d. Show and examine the psychological reality of the grammar.
e. Find the sources of phonological patterns.
(4) How phonology informs experiments
a. Helps to find restrictions on - and the nature of - speech through phonological patterns.
b. Provides a guide as to where and what to look for in phonetic experiments.
c. Motivates specific hypothesis testing.
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## 97 Tonogenesis

John Kingston

## 1 Introduction

Tones have frequently appeared and nultiplied under the influence of the laryngeal articulations of adjacent consonants (§2-§4), but much more rarely under the inf.uence of the vowels that bear them (§6). The laryngeal articulations of following consonants readily introduce tones into previously toneless languages, but those of preceding consonants far more often split existing tones than introduce them where there were none before (§5). Opposite tones can arise from the sanne ostensible phonological source, apparently because the source can be pronounced so as to raise or lower F 0 ( $\$ 3.2 .2$ and $\S 4$ ). Finally, tone can arise from prosodic as well as segmental stources (§7). In all these sound changes, a predictable or redundant F0 difference becomes contrastive - i.e. is "phonologized" once the contrast that introduced it neutralizes. These changes show how easily languages blur the distinction between phonetics and phonology and undermine their autonomy over time.

## 2 From consonants to tone

### 2.1 Introduction

The first two examples, Yabem and Korean (\$2.2), show how tone can remain redundant on phonation contrasts in preceding consonants, and the next two, Karnmu and Cham ( $\$ 2.3$ ), show how the contrast transfers from phomation contrasts to tone. This section closes with discussion of how redundant F0 differences are phonologized (§2.4), why voiced obstruents lower F0 (§2.5), how consonants' influence on F 0 is represented phonologically ( $\$ 2.6$ ), and whether a consonant's phonological specification or its phonetic properties deternine its tonogenetic effects (§2.7).

### 2.2 Yabem and Korean: Contrastive phonation and redundant tone

In Yabem, an Oceanic Austronesian language of the North Huon Gulf (Bradshaw 1979; Ross 1993), and in Korean (Jun 1996; Silva 2006; Kang and Gu'ion 2008), tone renains redundant on phonation contrasts in preceding consonants (CiIAPTER 2: CONTRAST).

### 2.2.1 Yabern

In Yabent (Ross 1993), tonogenesis is the product of tone-voicing harmony. The weak syllable of a two-syllable iambic foot actured the tone and voicing of the strong syllable when the strong syllable began with a stop in Proto-Huon Culf (PHG), and a strong syllable not beginning with a stop acquired the tone and voicing of the weak syllable when it began with a voiced stop in $\mathrm{PHG},{ }^{1}$ as illustrated by the alternations in the three realis/irrealis verb paradigıns in Table 97.1:

Table 97.1 Realis and irrealis paradigms of three Yabern verb stems. The irrealis morpheme is realized by prenasalizing the first voiced stop in the root, if it has one, but othervise by selecting distinct allomorphs of the singular subject prefixes

|  | dèt 'move towards' |  | -táry 'weep' |  | -tu' 'vomit |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | realis | irrealis | realis | irrcalis | realis | irrealis |
| 1 sg | yà-dèr | jà-"dè̀r | kå-tál | jạ-tár) | giàlù | já-lú ${ }^{\text {a }}$ |
| 2 sg | gȯ-dèy | ò-ndèj | kó-tá! ] | ó-táry | gò-lù? | ó-lú? |
| 3 sg | gè-dèt | è-ndèj | ké-tåı | é-tát | gè-lù? | é-tóp |
| 1 plincl | dà-dèj | dà-^dèj | tá-tå | tá-táj) | tá-\ı́? | tá-lú? |
| $1 \mathrm{pl} \mathrm{excl}^{2} 2 \mathrm{pl}$ | à-dès | à-rdèr) | ลิ-ta์) | â-tár | â-lú? | a-lú? |
| 3 pl | sè̀-dèj) | sè-"dès) | sé-tál | sé-tán | sé-lú? | sélú? |

The voiced and voiceless steans /-dèry/ and /-tán/ show the covariation of stop voicing and tone within the strong syllable of the foot. No tone is marked on /-lu? / 'vomit', because it varies between low when the prefix stop is voiced (after realis singular [gà-, gò-, gè-]), and high otherwise (after 1st plural inclusive [tá-] and 3rd plural [sé-] and in all irrealis forms). As this stem is high after prefixes that do not contain stops, high unust be the default tone value for tone, with low uccurring only when a voiced stop appears somewhere in the foot. Neither voicing nor its absence can be the default value, as alternations occur in both directions: 1st singular /gà-/ $\rightarrow$ [ká-] and 1st plural inclusive /tá-/ $\rightarrow$ [dà-]. These observations indicate that voicing is the source of low tone (as well as voicing any stop in a weak syllable's onset), and that high tone and the absence of voicing developed elsewhere.

In other examples, tone is contrastive, e.g. /áwé/ 'outside' vs. /à wè./ 'woman' and /óli/ 'body' vs. /oli/ 'wages'. The source of the tones in these and similar

[^301]examples is apparently the PHG *v,*y, which derive via voicing and lenition from PO **p, **k.

### 2.2.2 Korean

Following an aspirated [spread glottis] or tense [constricted glottis] stop (chapter 69: final devoicing and final laryngeal neutralization), the initial L of the accentual phrase's LHL melody found after a laryngeally unspecified lax stop is raised to H in Seoul and Chonnann Korean (Iun 1996) - elsewhere in the word, the F0 elevation is smaller and shorter lasting. Silva (2006) and Kang and Guion (2008) argue that tone is becoming contrastive after consonants that are not [constricted glottis], as the duration of aspiration in lax stops has lengthened in younger people's speech to match that of aspirated stops.

### 2.3 Kammи and Cham: Contrastive tone and loss of phonation contrasts

Kammu and Chant ilustrate the transfer from phonation to tone contrasts.

### 2.3.1 Каптти

Table 97.2 shows that in two western dialects of the Mon-Khmer language, Kammu, low tones ("ä") appear where syllables begin with voiced stops and sonorants in the eastern dialect and a higher tone (high "á" or rising-falling "á") where those

Table 97.2 Correspondences of tone and register in three western dialects of Kammu to the phonation contrast on initial stops (a) and sonorants (b) in the eastern diblect. Examples from Suwilai (2003). E. Kammu = Svantesson's (1989) "Southern Kammu"; the first tonal W. Kammu dialect = his "Nor thern Kammu"; and the register dialect of W. Kamınu resembles his "Lamet"

| E. Kamma |  | W. Karmm <br> Tone 1 | W. Kammut Tone 2 | W. Kammes Regisfer |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. | bu:c | pù:c | $\mathrm{p}^{\text {hù:c }}$ | рий | 'rice wine' |
|  | puic | pût | púc | pût | 'to take off clothes' |
|  | bok | poik | Fök | pok | 'to cut down a tree' |
|  | pok | pók | pork | pók | (t) take a bite' |
|  | bu:m | pù:m | $\mathrm{P}^{\text {hì:m }}$ | Fu:m | 'to chew' |
|  | pu:m | pû:m | púiom | Pû:m | 'to fart' |
|  | gla:n | klàm | $\mathbf{k}^{\text {M }}$ là: ${ }^{\text {a }}$ | klạ: $\mathrm{n}^{\text {d }}$ | 'stone' |
|  | klast | klâu | klá: ${ }^{\text {a }}$ | klâ:ı | 'eagle' |
|  | jar | càn | $c^{\text {càa }}$ | (a) ${ }^{\text {a }}$ | 'to weigh' |
|  | can | cân | cár) | (â) | 'astringent' |
|  | $0 n^{2}$ | ¢3) | nj? | n? ${ }^{\text {? }}$ | 'to fear' |
|  | "DE] | $\mathrm{IJj}^{\text {? }}$ | D ${ }^{\text {s }}$ | 75 ${ }^{3}$ | 'paddy rice' |
|  | ra:1) | rà̀ı | ràı | rax | 'flower' |
|  | ${ }^{\text {n }}$ (air) | râil) | rám | râ: r ) | 'teoth' |
|  | wap | wà? | wà | wa' | 'to chase' |
|  | ${ }^{\text {w/a }}$ ? | wá? | wá | wâ? | 'monkey' |

syllables begin with voiceless stops and sonurants; the other western dialect shows a contrast in voice quality (also known as "register") instead (Svantesson 1989; Suwilai 2003). Whether the higher tone is high or rising-falling in the first tonal dialect depends on whether the vowel is short or long.
la both tonal dialects, voiceless sonorants have become voriced, and in the first, voiced stops have become voiceless unaspirated. These mergers transfer the contrast from phonation in the initial consonant to tone in the following vowel (cf. Hyman 2008 on "trans-phonologization"). In the second tonal dialect, the voiced stops of the eastern dialect have merged instead with the voiceless aspirated stops and thereby also transferred the contrast to tone. In the register dialect, a clear or tense voice quality and high tone ("ä" or "á") corresponds to voiceless initials in the non-tonal dialect, while a breathy voice quality and low pitch ("a") corresponds to voiced initials. ${ }^{2}$ In this dialect, too, the contrast has been transferred completely from the initial consonant to the following vowel. Tone is rising-falling or high after [spread gleottis] consonants ( $=$ voiceless aspirated stops, /s h/) and [constricted glottis] consonants ( $=/$ ? $\jmath^{2}$ W © ci/ - the implosives correspond to glottalized nasals $/ ?_{1 n}$ ? $n /$ in the non-tonal dialect). Surprisingly, tone is low following /2/ itself.

### 2.3.2 Cham

Two Chamic languages, Eastern Cham (Phu et al. 1992) and Ultsat (Maddieson and Pang 1993), have also developed tone from preceding consonants (see also Thurgood 1999; but cf. Brunelle 2005, for arguments that Eastern Cham is not tonal), while Western Chan has developed a register contrast instead. These developments are much like those observed in the Western Kammu dialects, except that Proto-Cham did not distinguish sonorants for phonation. Low tone emerged after voiced sonorants, unless the syllable ended in glottal stop, in which case high tone emerged.

### 2.4 Exaggeration aind then transfer

In Yabem and Korean, the F differences remain largely predictable from the phonation differences in the consonants, yet they are exaggerated in both size and extent in both languages, so they cannot still be described as mere phonetic perturbations. The tonal Western Kammu dialects, Eastern Cham, and Utsat have taken the next step and transferred the contrast from these exaggerated but still redundant $F$ differences to tone by no longer pronouncing at least some of the preceding consonants with distinct phonation. Jun (1996) shows that exaggerated F0 differences may co-exist with phonation differences, so exaggeration of one phonetic difference does not necessarily trade off at first with diminution of another, ${ }^{3}$ but Silva (2006) and Kang and Guion (2008) show that such a trade off may eventually accur and thereby transfer the contrast.

[^302]
### 2.5 The phonetics of low tone from voiced stops

In Yabem, Western Kammu, Eastern Chann, and Utsat, low tones developed on vowels following voiced stops and non-low tones elsewhere. These tones could have arisen from exaggerating the F0lower ing that is an automatic phonetic sideeffect of an articulation whose purpose is to resolve the aerodynamic conflict between voicing and obstruency. On the one hand, producing the noise characteristic of obstruents requires that intraoral air pressure ( $\mathrm{P}_{0}$ ) rise, but, on the other hand, maintaining voicing requires that $P_{\text {. }}$ remain enough below subglottal air pressure $\left(P_{s}\right)$ thet air continues to flow up through the glottis. An articulation that both maintains the pressure drop across the glottis and also lowers F0 is larynx lowvering (Hombert 1978; Hombert et al. 1979), which slows the rise in $\mathrm{P}_{\mathrm{a}}$ by endarging the oral cavity (Westbury 1983) and slackens the vocal folds by tilting the cricoid cartilage forward relative to the thyroid cartilage (Honda et al. 1999). This slackening could be an autonatic, unintended nechanical consequence of larynx lowering, because this articulation's purpose in voiced obstruents is to expand the oral cavity and keep the rise in $\mathrm{P}_{\mathrm{o}}$ in check. Yet Honda et al. (1999), as well as Collier (1975), Ewan (1976), and Erickson et al. (1994), show that larynx lowering is also one of the naneuvers which speakers use to lower F0 deliberately. Their results suggest that larynx lowering in a voiced obstruent could also be intended to lower F0.

Why would a speaker wish to lower FO when producing a voiced obstruent? Kingston and Diehl $(1994,1995)$ and Kingston et al. (2008) argue that a low F0 in vowels flanking a voiced stop integrates perceptually with voicing in the stop closure itself to enhance the percept of the presence of low-frequency energy in and near the stop (see also Stevens and Blumstein 1981). The percept of lowfrequency energy (among other auditory qualities) rather than eitluer voicing or low FO individually may be what conveys that the stop is [voice]. Integration unifies the stop's phonation and the adjacent vowel's pitch phonetically, at a stage in perception between the signal's raw acoustics and the listener's recognition of the stop's value for an abstract distinctive feature [voice]. This line of reasoning suggests that the lower F0 next to voiced obstruents may be as deliberate a consequence of larynx lowering as keeping $\mathrm{P}_{\mathrm{o}}$ from rising too fast.

This account extends naturally to the register differences that have developed from the [voice] contrast in Western Kamnuu, Lamet, Western Cham, and elsewhere (see also Henderson 1967, Matisoff 1973, Denning 1989, and Thurgood 2002 for recognition of this link). In breathy voice, the first harmonic is far more intense than higher harmonics compared to modal or tense voice, and in higher vowels, the first formant ( F 1 ) is lower than in lower vowels. While both differences can be interpreted as automatic concomitants of producing voicing in an adjacent stop, their exaggeration and phonologization in the developnent of register contrasts in these languages can equally easily be construed as an attennpt to strengthen the percept of low-frequency energy next to the stop. ${ }^{4}$

[^303]
### 2.6 Stiff and slack

Halle and Stevens (1971) propose a different unification, which substitutes features used to represent tone contrasts in vowels, [stiff] and [slack] vocal folds, for [voice] in obstruents (see also Löfqvist et al. 1989 for phonetic evidence, and Avery and Idsardi 2001 for a dramatic extension of Halle and Stevens's proposals). A stop specified for [slack] vocal folds would be pronounced with voicing and would lower F0 on the following vowel, while one spec:fied for [stiff] would be pronounced without voicing and with higher FO on the following vowel. Voicing in obstruents is thus a side-effect of the vocal folds being slack enough.

The reduction in vocal fold tension represented by [slack] both helps and hinders keeping $\mathrm{P}_{0}$ enough below $\mathrm{P}_{s:}$ : slacker folds vibrate for a smaller pressure drop across the glottis than stiffer ones, but they also let a larger volume of air pass through the glottis per unit of time and thereby accelerate the rise in $P_{\text {or }}$ Speakers apparently rely instead on slowing the rise in $P_{0}$ by expanding the oral cavity both actively (Bell-Berti and Hirose 1975; Westbury 1983) and passively (Ohala and Riordan 1979). Halle and Stevens's features do not therefore abstract away from the phonetic realization of the phonation and tone contrasts so inuch as subsume them under a single contrast, whose phonetic realization differs systematically as a function of the segment's value for other features (cf. Kingston and Diehl 1994; see also chapter 17: distinctive features).

The Korean facts show that obstruents with other phonation types than [voice] raise rather than lower FD. Jun (1996) attributes this difference to the [spread glottis] and [constricted glottis] stops also being [stiff], apparently as a byproduct of stronger thyroarytenoid (also known as vocalis) contraction compared to the lax stops - cricothyroid contraction does not differ between the three classes of stops (Hirose ef al. 1974; Hirose of al. 1981). The differences in the amount and timing of thyroarytenoid contraction are intended to contribute to differences betwreen these stops in the glottal opening's size and timing (see also Kagaya 1974) and in the [constricted glottis] stops to the firmness with which the vocal folds are pressed against one another, but they clearly affect FO tor.

### 2.7 Phonetics or phonology?

The discussion in $\S 2.5$ treats F0 lowering next to voiced obstruents as one of the intended correlates of an abstract [voice] contrast. F0 raising next to [spread glottis] and [constricted glottis] could be treated as a similarly deliberate correlate of these contrasts. Yet we have seen two clear instances of tonogenesis from phonetically predictable rather than contrastive properties, namely, predictably voiced sonorants induced a low tone in the tonal Western Kanimul dialects and in Eastern Cham, and the predictably spread glottis voiceless fricative [s] induced a high tone in the tonal Western Kammu dialects. The low tone that emerged after voiced sonorants in the tonal Western Kamnu dialects could be attributed to their contrasting with voiceless sonorants in their ancestor (and the Eastern Kanımu dialect). However, sonorants did not contrast for [voice] in Proto-Cham, so the low tone that emerged in Eastern Cham after voiced sonorants cannot derive from a correlate of the [voice] contrast in that language. Similarly, voiceless fricatives do not contrast for [spread glottis] with voiced ones in Western Kammu. The participation of voiced sonorants and /s/ suggest that their tonogenetic effects are determined by their being pronounced with voicing or the
glottis wide open (Löfqvist and Yoshioka 1980; Yoshioka et al. 1981) and not by their phonological specification (see also chapter 8: sonorants).

The quandary here is this: if the F0 differences next to consonants contrasting the phonation features [voice], [spread glottis], and [constricted glottis] are the product of articulations that are controlled so as to produce those differences, why do the differences also appear next to consonants that do not contrast for any of these features? Their appearance next to this latter group of consonants suggests that they are instead automatic consequences of voicing, opening the glottis wide, etc., and that it is only the articulations which produce these properties that are controlled. Producing voicing in a sonorant, however, does not require any articulation such as larynx lowering to keep the rise in $P_{n}$ in check, because no appreciable amount of air is trapped inside the oral cavity during their pronunciation. In the absence of such an articulation, FO would also not be automatically lowered next to sonorants, howrever reliably voiced they would be. These facts suggest that voiced sonorants pattern with voiced obstruents because voicing makes them phonetically similar, and that F0 is deliberately lowered next to them to enhance this phonetic similarity.

The case of voiceless fricatives apparently differs: the glottis must be opened wide to provide a volume of airflow through the oral constriction downstream sufficient to produce turbulent, noisy airflow. Opening the glottis wide in voiceless aspirated stops is presumably also intended to produce turbulent, noisy airflow after the stop release, so both non-contrastive and contrastive glottal spreading have a common purpose. Even so, glottal spreading does not automatically raise F0 (Hombert et al. 1979; Kingston and Diehl 1994), and to do so would require deliberate stiffening of the folds next to both classes of consonants. In short, what looked like evidence that the F differences must be automatic turns out to be evidence that they must instead be controlled.

## 3 Tonogenesis from following consonants

The strikingly similar tonogenetic behavior of following consonants in Vietnamese and Chinese ( $\$ 3.1$ ) is presented first, followed by the discussion of Athabaskan ( $\$ 3.2$ ). The Athabaskan data are the first to show that opposite tones can evolve from the same ostensible phonological source (§3.2.2).

### 3.1 Vietnamese and Chinese

According to Haudricourt (1954b), the tone contrasts of present-day Vietnamese developed in two stages. First, a final stop induced a rising tone, a final voiceless fricative a falling tone, and a level tone develnped in other syllables, which either were open or ended in a nasal (see the columns in Table 97.3). A considerable time later, each of these tones then split in two under the influence of a [voice] contrast in syllable-initial stops, with words beginning with voiced stops developing lower pitches than those beginning with voiceless ones (see the rows in Table 97.3). The resulting six-way tone contrast displayed in Table 97.3 can be observed today in the Vietnamese spoken in the northern part of Vietnam.

Thurgood (2002) argues that the tones attributed to final and initial stops in Vietnamese did not arise directly from the stops themselves but instead from differences in voice quality that perturbed FD . The distinction between a rising

Table 97.3 Tonogenesis in Vietnamese: " $k$ " = any following stop. The italicized words are the Vietnamese names for each of the tones

|  |  | Following consonants |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | CV,CVN | CVk, CV? | CVs, CVh |
| ['receding consonants | voiceless | $\begin{aligned} & { }^{*} \mathrm{pa}>\text { pa } \\ & \text { high level ( } n \text { ging) } \end{aligned}$ | *pak > pak <br> high rising (snc) | $\begin{aligned} & \text { pas > pa } \\ & \text { high falling (hoi) } \end{aligned}$ |
|  | voiced | ${ }^{*}$ ba > pa <br> low level (hayen) | *bak > pak <br> Low rising (nang) | bas > Pa <br> low falling (norga) |

and a level tone initially arose from a contrast between creaky and modal voice in syllables not ending in stops or fricatives in Proto-Vietic (Diffloth 1989). Tones in syllables ending in stops subsequently merged with those arising in creaky voice syllables, because final stops were pronounced with a simultaneous glottal closure. Similarly, the subsequent tone split arose from an earlier difference between a breathy and a modal voice quality induced by preceding voiced and voiceless stops and not directly from the [voice] contrast itself. Only the falling tones that developed in syllables that ended in voiceless fricatives ate attributed directly to the consonants themselves (Thi.rgood 2002: 336). ${ }^{5}$

Haudricourt (1954a), Pulleyblank (1962), Mei (1970), Baxter (1982), and Sagart (1999) propose that tones developed in much the same way in the evolution from Old Chinese ( 500 всє) to Middle Chinese ( 500 ce ). Between Old and Middle Chinese, the ping 'level' or A tone arose in syllables ending in vowels or sonorants, the shang 'rising' or B tone in syllables ending in a glottal stop, and the qu 'departing' or C tone in syllables originally ending in $/ \mathrm{s} /$, which had become $/ \mathrm{h} /$ by the time the tones developed. A fourth tone, ru 'entering' or D , arose in syllables ending in an oral stop. Between Middle Chinese and the present-day languages, these tones split into lower and higher reflexes when the voiced stops merged with the voiceless unaspirated stops. There is little disagreement about this second stage in the development of the present-day tones, but considerable controversy about the transition from Old to Middle Chinese; for alternative analyses, see Wang (1958), Benedict (1972), and Ballard (1988). Lack of space prevents me from doing more here than mention the fact of this controversy.

### 3.2 Athabaskan

The Athabaskan languages in northwestern Canada, southeastern Alaska, and the Apachean subgroup are tonal, while those in southwestern Alaska and along the Pacific Coast of Oregon and northern California are not (Leer 1979, 1999, 2001; Kingston 2005; Krauss 2005). Most of the latter retain a contrast between glottalic and non-glottalic stops at the ends of stems that has been replaced by tones in the tonal languages.

[^304]
### 3.2.1 Stem rime contents

Three contrasts between stem-final consonants ( $1 \mathrm{a}-\mathrm{c}$ ) and two contrasts between stem nuclei ( $1 \mathrm{~d}-\mathrm{e}$ ) interacted in tonogenesis:
(1) a. Glottalic vs. non-glottalic stops ( $\mathrm{K}^{\prime}$ vs. $K$ ), sonorants (' $R$ vs. $R$ ), and fricatives ( ${ }^{\prime} \mathrm{X}$ vos. X)
b. Stops vs. sonorants ( K us. R )
c. Stops ons. fricatives ( $\mathrm{K} \mathrm{v}_{\mathrm{S}}, \mathrm{X}$ )
d. Full ws reduced (or long $v$ s. short) nuclei (VV and V? vs. V)
e. Full vonel nuclei ending with glotal constriction (V) vs those not ending with glottal constriction (VV).
(The difference in the position of the glottalic diacritic ( $K$ ' vs. ' $R$ and ' $X$ ) is explained below.)

If a stem rinee lacked a coda consonant, the nucleus had to be full ( VV or V ?), but reduced as well as full vowel nuclei occurred in rimes ending in a consonant (VC, VVC). A rime ending in a glottalic sonorant or fricative with a non-glottalic full vowel nucleus did not contrast with one with a glottalic full vowel nucleus, i.e. $V V^{\prime} R$ and $V V^{\prime} X=V^{\prime} R$ and $V^{\prime} X$. Otherwise, all possible combinations of rimes and nuclei occurred. Anticipating $\S 3.2 .2$, the tones are referred to as the "marked" and "unmarked" (see also chapter 4: markedness).

When the vowel was reduced, marked tone developed in stems ending in a glottalic stop or sonorant ( $\mathrm{VK}^{\prime}, \mathrm{V}^{\prime} \mathrm{R}$ ), while unmarked tone developed in those ending in a non-glottalic stop or sonorant (VK, VR). When the vowel was full and non-glottalic, however, marked tone only developed in stems ending in glottalic sonorants (VV'R); otherwise, the unmarked tone developed (VVK' as well as VVK, VVR). The glottalic articulation was thus lost without a trace in VVK' stems in the tonal languages. Marked tone also developed in all stems with a glottalic full vowel ( $\mathrm{V}^{?}, \mathrm{~V}^{2} \mathbf{K}, \mathrm{~V}^{?} \mathrm{~K}^{\prime}$ ). Glottalic fricatives are derived in certain stem allorinorphs by spirantizing glottalic stops ( $V K^{\prime}>V^{\prime} X, V V K^{\prime}>V V^{\prime} X$ ), and they behave like glottalic sonorants in producing marked tone on preceding full as well as reduced vowel nuclei in the tonal languages.

Much as Thurgood (2002) did for Vietnamese ( $(3.1$ ), Leer $(1979,1999)$ argued that marked tone did not develop directly from any glottalic articulation on a stem-finnefl consonant; glottal ic consonants instead introduced a voice quality he called "constriction" on the preceding vowrel, which was subsequently replaced by the marked tone. As in the ancestor of Vietnamese, some stem nuclei already contrasted for constriction in Proto-Athabaskan, i.e. *V? vs. *VV, and stems ending in glottalic consonants merged tonogenetically with those whose nuclei were constricted.

Kingston (1985, 1990, 2005) argues that sonorants and fricatives behaved differently from stops because they lacked a stop burst with which the laryngeal articulation could be coordinated (chapter 8: sonorants; chaliter 28: the representation of fricatives). The laryngeal articulation in sonorants and fricatives could therefore shift more easily to the beginning of the consomantal articulation than in a stop, where it remains bound to the release at the end of the closure. This timing difference would also explain why no contrast was possible in Protn-Athabaskan between VV and V? nuclei in stems ending in glottalic sonorants or fricatives: the glottal constriction at the beginning of a sonorant or
fricative consonant w'ould coincide with that at the end of a glottalic full vorvel and render $V V^{\prime} R$ and $V V^{\prime} X$ rimes indistinguishable from $V^{\prime} R$ and $V^{?} X$ rimes.

The coordination of the glottalic articulation with the release of a stop was not enough to prevent it from constricting all or most of a preceding reduced vowel, so marked tone developed in such stems, but in stems with full vowels, only a portion of the vowel would be constricted by co-articulation with the final consonant - too little for marked tone to develop on then.

### 3.2.2 Opposite tones from the same source

The marked tone differs in level between languages, for example, it is high in Chipewyan, but low in Gwich'in. Kingston (2005) argues that both high and low tones could have developed from stem-final glottalic consonants because their laryngeal articulation could have been pronounced so as to raise or lower FO. If the glottal constriction was achieved by contracting the thyroarytenoid muscle alone, then the voice quality of adjacent vorvels would be creaky and FO wronld be characteristically low; however, if the cricothy roid muscle was also contracted at the same time, the adjacent vowvel's voice quality would instead be tense and its F0 would be characteristically high.

According to Leer (1999), the languages with the high-marked tone are found on the Canadian Cordillera's east side and those with the low-marked tone on the Cordillera's west side. Yet within each of these two geographical ranges are found closely related languages with the opposite tone, e.g. low-marked Dogrib is spoken antong otherwise high-inarked and closely related languages on the east side, while on the low-marked west side Northern Tutchone is highmarked next to its close relative, kow-marked Southern Tutchone; and similarly Tanacross is high-marked next to its close relatives, low-marked Upper and Lower Tanana.

The glottalic vs. non-glottalic contrast must have been lost very early in stemfinal stops in the tonal languages, as none of thent retains any vestige of it in the consonants themselves. How then con.ld these recent reversals corre about? The answer probably lies in the retention of the contrast in stem-final sonorants as well as between glottalic and non-glottalic full vowels in these languages down to the present day. If the ancestor of the tonal languages originally split into a high-1narked and a low-marked dialect w'hen some of its speakers chose to pronounce all the glottalic consonants with cricothyroid a.s well as thyroarytenoid contraction, while others chose to do so w'ith thy roarytenoid contraction alone, then there is no reason why speakers should have lost this freedom to choose how to pronounce glottalic consonants in the subsequent history of the family. Speakers of Dogrib, Northern Tutchone, and Tanacross could have exercised this choice quite recently in words ending in glottalic sonorants or whose nucleus was glottalic, where tone remained redundant on the laryngeal articulation of the stem-final consonant or the nucleus. The contrastive tones in what w'ere once stop-final stems must have switched value at the same time as those in the stems where the tones were predictable. That is, all high and low tones were treated alike regardless of whether they were contrastive or redundant.

Athabaskan is by no means unique in developing the opposite tone values from ostensibly the same source. Glottal stop produced a rising tone in Vietnamese (Table 97.3) and Chinese, but a falling tone in Lhasa Tibetan (Mazaudon 1977). An [ h ] produced a falling tone in Vietnamese (Table 97.3), but a high tone in Utsat.

A high tone also emerged after voiceless aspirated stops, [s] and [h] in Korean, and on Punjabi vowels followed by [h] or breathy voiced stops in Middle Indic (Ohala 1973).

### 3.3 Summary

In this section, I have described low tone emerged from the laryngeal articulations of following consonants in the earliest ancestors of present-day Vietnamese, the Chinese languages and the tonal Athabaskan languages - [constricted glott is] in all three families and [spread glottis] in Vietnamese and Chinese. In nore recent ancestors of present-day Vietnamese and Chinese, the [voice] contrast in preceding consonants split the tones that arose from this source. Tonogenesis in Athabaskan shows that a glottal constriction can be pronounced so as to either raise or lower F0, depending on whether the cricothyroid as well as the thyroarytenoid is contracted. Other examples show that FO can be both raised and lowered while the glottis is constricted or spread. The next section shows that such cross-linguistic variability is pervasive. This variability is another, strong clue that the so-called "perturbations" of FO caused by these various laryngeal articulations may instead be controlled.

## 4 Tone splitting in East and Southeast Asia

Examples presented in this section show that languages can differ in whether higher or lower tonal reflexes arise after [voice], [constricted glottis], or [spread glottis] consonants. This cross-linguistic variability is attributed to the freedom to raise or lower $F 0$ next to sonorants of any phonation type.

### 4.1 Trvo- and three-zvay splits and cross-linguistic variability

Tone splitting under the influence of onset consonants is characteristic of the Sino-Tibetan, Hmong, Tai, and Kam-Sui families of languages in East and Southeast Asia. A two-way split induced by an earlier [voice] contrast in initial consonants has already been illustrated with Vietnamese; many other examples of two-way splits induced by [voice] can be found in this linguistic area (Haudricourt 1972; Matisoff 1972, 1973; Mazaudon 1977). Three-way splits (Table 97.4), in which [spread glottis] and [constricted glottis] induce distinct tones, are also not uncommion.

In Yung-chiang Kam (Table 97.4a), higher fones have evolved after [constricted glottis] than [spread glottis] consonants, while in Nakhorn Sithammarat Thai (Table 97.4b) it is the reflexes after [spread glottis] consonants that are higher. These outcomes are referred to henceforth as "Constricted High" and "Spread High" splits.

In all examples so far, refllexes after [voice] consonants have been lower than those after other phonation types, but some languages exhibit higher reflexes instead, when tones split both two ways (Table 97.5a) and three ways (Table 97.5b). These outconnes are "Voiced High" splits, as compared to the "Voiced Low" splits in Tables 97.3 and 97.4.

Table 97.4 Three-way tone splitting: " $x>y$ " indicates that " $x$ " changed into " $y$ " in the course of the split. Labial symbols are used to represent the various phonation types. Commas separate distinct reconstructed sounds or their reflexes. Chao's 1-5 low-high pitch scale is used to represent tones here

| $\begin{aligned} & \mathrm{b} m \mathrm{r} \neq \mathrm{p}^{\mathrm{n}} \mathrm{~m} \mathrm{f}(\mathrm{p}) \neq ? \mathrm{~b} \geqslant \mathrm{~m}(\mathrm{p}) \\ & \text { voice } \neq \text { spread } \neq \text { constricted } \end{aligned}$ |  |  | A | B | C |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. Coustricted High: Yung-ctriang Kam |  |  |  |  |  |
|  | High | $\mathrm{p}, \mathrm{Pb}>\mathrm{m}, ~ \geq \mathrm{m}>\mathrm{m}$ | 55 | 53 | 323 |
|  | Mid | $\mathrm{P}^{\mathrm{h}},{ }^{\mathrm{h}} \mathrm{m}>\mathrm{p}$ | 35 | 453 | 13 |
|  | Low | $b>p, m$ | 212 | 33 | 31 |
| b. Spread High: Nakhom Sifinmmanar Thai |  |  |  |  |  |
|  | High | $\mathrm{p}^{\mathrm{h}},{ }^{\prime \prime} \mathrm{m}>\mathrm{m}$ | 53 | 53 | 55 |
|  | Mid | ${ }^{\text {b }}$, p | 24 | 24 | 33 |
|  | Low | $\mathrm{b}>\mathrm{P}^{\mathrm{n}}, \mathrm{m}$ | 31 | 35 | 11 |

Table 97.5 Voiced High two-way and three-way splits in Shan and Szu ta chaj. Sla,shes indicate multiple ref.exes of the same reconstructed sound

| $\begin{aligned} & b m v \neq p^{1 / 1} m f(p) \neq \rho^{\prime} ?_{m}(p) \\ & \text { voice } \neq \text { spread } \neq \text { constricted } \end{aligned}$ |  |  | A | B | C | D |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. Tioo-vay: Shan |  |  |  |  |  |  |
|  | High | $b>p, m$ | 55 | 22 | 44 |  |
|  | Low | $p,{ }^{\text {n }} \mathrm{m}>\mathrm{m}, ~>b>m / w$, | 334 | 11 | 22 |  |
| b. Three-way: Szut ta chai |  |  |  |  |  |  |
|  | High | $b>p, m$ | 35 | 33 | 44 | 33 |
|  | Mid | (m)p, ? m >m | 33 | 44 | 13 | 31 |
|  | Low |  | 13 | 34 | 11 | 11 |

In the face of such dramatic cross-linguistic variation, it's perhaps easy to ignore the three outcones that are consistent across all these examples (and the many others that could be presented): (i) the rellexes that emerged after original [voice] consonants were distinct from those that emerged after consonants of other specified phonation types; ${ }^{6}$ (ii) the reflexes that emerged after the one seriles of obstruents that is unspecified for phonation type, the voiceless unaspirated stops, were distinct from those that emerged after the [voice] obstruents; (iii) sonorants and obstruents of a given phonation type produce the sanve reflexes.

The cross-linguistic variation is limited to the differences in level betwreen the tonal reflexes observed after consonants of each phonation type.
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### 4.2 An explanation

The traditional explanation for the Voiced High developments has been that these languages were originally Voiced Low, in conformity with phonetic expectations, but after the initial [voice] contrast reutralized and the tone split became contrastive, the tones' values were no longer constrained phonetically, and the tones that had evolved after the original [voice] consonants exchanged values writh those that evolved after consonants with other phonation types. A similar story night be devised for the Spread High vs. Constricted High difference: either [spread glottis] or [constricted glottis] consonants first induced higher tone reflexes in the three-way splits, and the higher reflexes later exchanged values with the lower ones.

Kingston and Solnit (1989) give three arguments against such post-merger exchange processes. First, exchange processes otherwise do not occur but would have to apply frequently in this linguistic area to this linguistic property (see also Alderete 2001 and Moreton 2004 for formal objections). Secund, since it is the tone features that have developed on the vowels that apparently invert their values, inversion should apply across all proto-tones. But, once inversion occurred, the prior, uninverted stage would no longer be detectable, and there wrould be no way to know it had ever happened. If the mechanism that inverted tones could apply to individual proto-tones, inversion would be observable in that some prote-tones would exhibit post-inversion Voiced High reflexes, while others would retain the prior Voiced Low ref.exes. However, such mixed languages do not occur (see Brown 1975 for further elaboration of this arguinent). Third, the difference between Spread High and Constricted High splits is observable prior to the nerger of the laryngeal contrasts in the consonants, in a Spread High language in Table 97.4b, and for the Constricted High Karenic language, I Pwo, in Table 97.6. If languages can differ while the tone reflexes still remain predictable from the consonants' laryngeal articulations, then there is no need to assume that one development is original and the other a later inversion. In the Voiced Low language, Shih men $\mathrm{k}^{\prime}$ an (Hmong), and many others, consonants contrasting for [voice] remain unmerged, but I have not found any cases of a Voiced High split in which this contrast has not merged (chapter so: mercers and neutralization).

Solnit and Kingston (1988) and Kingston and Solnit (1989) argue that the freedom to pronounce sonorants of any phonsition type with a higher or lower F0 (but cf. Maddieson 1984) accounts for both Voiced High ws. Voiced Low and Spread High vs. Constricted High developments. The development of opposite tones from the same phonological sources in different Athabaskan languages was explained in $\S 3.2 .2$ by appealing to the same freedom to pronounce sonorants differently

Table 97.6 Three-way Constricted High tune split in Pwo

|  | $A$ | $B$ |
| :--- | :--- | :--- |
| b, p | 33 | 41 |
| $\mathrm{p}^{n},{ }^{n} m>m$ | 11 | 41 |
| $b>\mathrm{p}^{n}, \mathrm{~m}$ | 33 | 24 |

across languages. As in Athabaskan, once the sonorants' pronunciation and its effect on F0 had been determined in the East and Stoutheast Asian languages, the corresponding obstruents would be pronounced and affect $F O$ in the same way, even if that pronunciation would conflict with the obstruent's phonetic proclivity to perturb FI] in the opposite direction. A phonetic conflict may in fact only arise with [voice] obstruents, which lower F0, as both [spread glottis] and [constricted glottis] obstruents can be pronounced so as to raise or lower Fi]. Solnit and Kingston (1988) and Kingston and Solnit (1989) formalize this hypothesis by specifying first sonorants and then the corresponding obstruents for tones, using Halle and Stevens's (1971) features [stiff.| and [slack], as well as for phonation type. The tone features are not substituted for [voice] in this analysis. Instead, a constonant's value for [stiff] and/or [slack] is predictable from/ redundant on its value for [voice], [spread glottis], or [constricted glottis] within a language, but not cross-linguistically.

This proposal does not account for entire language families or substantial sub-groups being either Constricted High or Spread High, while both Voiced Low and Voiced High developments are found within the same families, subgroups, and even betwreen closely related languages. As only voiced obstruents are expected on phonetic grounds to have a consistent (lowering) effect on FO, we would expect them to constrain these changes, yet they are the nost labile in tone splits.

## 5 Tones from preceding vs. following consonants: Splits vs. tonogenesis

Tones rarely arise de novo from phonation contrasts in preceding consonants, as they have done in Western Kaınmud dialects, Eastern Chanı, Utsat, Yabent, and Korean; they are more likely to split existing tones, as they have frequently done in the Vietic, Sino-Tibetan, H-mong, Tai, and Kam-Sui families.

There is actually a paradox here. Hombert (1977) showed that the F0 perturbations induced by an initial [voice] contrast were much smaller and shorter lasting in Yoruba, where high, mid, and low tones contrast, than in English, where no contrasts between morphemes are carried by tone. The perturbations may be constrained in size and extent in Yoruba to prevent confusion of one tone with another. If the perturbations induced by initial consonants' laryngeal articulations are generally constrained in tone languages, then how could they ever bring about the splits just described? The answer must be that speakers of these languages have been sensitized to FO differences between previously existing tones, and they would be more likely to attend to, rely on, and eventually transfer the contrast to the systematic FO differences after preceding consonants, too, even if those differences were at first small and brief.

How, then, could tone have developed from an initial [voice] contrast in the Western Kanımu dialects, Eastern Chain, or Utsat, where there was no tone before? Extensive contact with oother languages whose tones have split under the influence of an initial [voice] contrast is the most likely explanation. ${ }^{7}$ Contact

[^306]with tone-splitting languages, however, cannot explain tonogenesis from preceding consonants in Yabem or Korean. Yabem is apparently not in contact with any other tonal languages, aside from its close relative Bukuwa. Close similarities between their tone systems indicate that tone must have developed in their immediate cormon ancestor, rather than Bukuwa being the source of Yabem's tones. Korean has, of course, been in prolonged contact with Chinese, but the phonologization of the F0 differences after [spread glottis] and [constricted glottis] vs. unspecified consonants is too recent to be explained by that contact, and too different from the tone split occasioned by the much earlier nerger of the [voice] contrast in Chinese - many Chinese languages also maintain the contrast between voiceless unaspirated and aspirated stops, which is about to be transferred to a tone contrast in Korean. These languages and perluaps Eastern Cham (cf. Brunelle 2005) are at least : ncipient exceptions to the generalization that contrastive tone does not develop in non-tonal languages from laryngeal articulations in preceding consonants.

## 6 Tones from uncommon sources

While consonants have often induced or split tones on neighboring vowels, the vowels' own articulations have split tones in just two languages. The rarity of this development is surprising because F0 is higher in vowels in which the tongue is higher than in vowels in which the tongue is lower. This variation in the vowels' "intrinsic" F is so pervasive that it is thought to be a universal, noechanical consequence of raising the tongue, which pulls the larynx up via the hyoid bone (Ohala and Eukel 1987; Whalen and Levitt 1995; Whalen et al. 1999); but see Ladd and Silverman (1984), Steele (1986), and Kingston (1991, 1992) for contrary evidence. Despite these intrinsic FO differences' ubiquity and apparently automatic character, it appears that vowel height has only split tones in the Angkuic langlage, U, a not-too-distant relative of the Kammu languages discussed in §2.3.1 above (Svantesson 1989), and in Lugbara, a Moru-Madi language of the Central Sudanic branch of Nilo-Saharan (Andersen 1986) - other putative cases have been argued not to be products of vowel height differences (Hombert 1978; Maddieson 1978; Schulר 1978).

### 6.1 Tone from vowel height: U

In U, the high level tone in the closely related language Hu has split: it remains high in syllables with high vowels, but becante low in syllables with non-high vowels (Table 97.7a $v$ s. b; forms from U's and Hu's close non-tonal relative, Lantet, are given when there is no Hu cognate showing the original vowel height).

### 6.2 Tone from advanced tongue root: Lugbara

Western ILugbara contrasts four tones: low [fi] 'it exploded', mid [ $\mathfrak{i}$ ] 'he entered', high [fi] 'intestines', and extra-high [fi] 'they entered'. Within a word, the vowels $/ \varepsilon د /$ are raised to [e o] when followed by /i/ or /u/, and /iu/do not co-occur with /ı $0 /$. Andersen ( 1986 ) proposes that the language therefore distinguishes [+ATRJ vowels, [ie o u], from [-ATR] vowels, [l \& a $\mathfrak{i}$ u].

Table 97.7 High tone in U where the vouvel is high in Hu and/or Lamet (a) vs. low tone when the vewel is non-high in the related languages (b)

|  | 4 | Hu | Lamet |  |
| :---: | :---: | :---: | :---: | :---: |
|  | nclui | nsip | sip ${ }^{\text {? }}$ | 'louse' |
|  | si | (pa)sip | ( pl$)_{\text {si }}{ }^{\text {P }}$ | 'rope' |
|  | nthit |  | ntup | 'Inole' |
|  | thú |  | tun ${ }^{\text {a }}$ | 'vegetable' |
| $b$. | sì | Oé? | khe? | 'tree' |
|  | nkhù | jkhó? |  | 'rice ${ }^{\prime}$ |
|  | khù | sljklıó ${ }^{\text {a }}$ |  | 'yesterday' |

In the second syllable of disyllabic verb stents, high and extra-high tones are in conoplementary distribution: high tone occurs when the vowel is [-ATR], [áví] 'play' vs. extra-high tone when it is [+ATR] [átsî] 'walk'. In nouns, high tone only occurs on [-ATR] vowels, and the extra-high tone can occur on both [-ATR] and [+ATR] vowels, e.g. high [àrí] 'blood' but "[àrí] and [̇̀tsĚ] 'dog' vs. [jdiét] 'thigh'. Andersen proposes that the high tone split in Western Lugbara and becante high when the vowel bearing it was [-ATR] and extra-high when that vowel was [+ATR].

Higher F0 has been associated with [+ATR] in other languages (Denning 1989), so ATR differences may affect vowels' intrins ic F0 much like vowel height does, probably because [+ATR] vowels are often also somewhat higher than [-ATR] vowels.

### 6.3 Why is tonogenesis from vozvel height so rare?

Tone splits from vowel height or ATR contrasts are decidedly rare. Why should a vowel's own intrinsic F0 be so unable to split its tone, while F0 perturbations brought about by neighboring consonants' laryngeal articulations can so readily do so? The most plausible answer to this question is that intrinsic F0 differences between vowels differing in height depend on the vowels being prominent (Reinholt Peterson 1978; Ladd and Silverman 1984; Steele 1986; Kingston 2007) or bearing a high(er) rather than low(er) tone (Hombert 1977; Zee 1980; Connell 2002), while the effects of consonants' laryngeal articulations on the F0 of adjacent vowels do not appear to depend on the vowels' prominence or tones. If the intrinsic F0 differences between vowels were less consistent across prosodic contexts than the FO differences between consonants, learners would be less likely to reinterpret them as differences in tone. ${ }^{8}$
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## 7 From stress and intonation to tone: Tonogenesis in Germanic

Before concluding this chapter, I sketch the probable paths through which tone evolved in three North Gernianic languages, Swedish, Norwegian, and Danish (Gårding 1977; Lahiri et al. 1999; Riad 1998, 2000, 2003), and in Central and Low Franconian (Hermans 1999; Gussenhoven 2000b; Boersma 2006; Kehrein 2007). Unlike all the other examples discussed in this chapter, the sources of tone in these languages are not the laryngeal articulations of segments, although the tones' distribution is partly regulated by or correlated with various segmental properties. The tones in these languages instead come from the $F$ correlate of stress in the Scandinavian languages and from intonation in Central and Low Franconian.

### 7.1 North Germanic zoord accents

In the conservative variety of Swedish spoken in and around Stockholm, i.e. Central Standard Swedish, words contrast in whether they bear Accent 1 or Accent 2. Other dialects of Swedish, as well as Norwegian dialects, differ in whether the accents still contrast and in the timing of the FO events that realize the accents relative to the segment strings of the words bearing them (Bruce and Garding 1978; Bruce 1999; Gussenhoven and Bruce 1999). Despite these differences between dialects and languages, their various synchronic patterns all descend from the same reinterpretation of the F0 correlates of stress as word accents in late Proto-Nordic, between 800 and 1200 CE (Riad 1998, 2003).

On the surface, both word accents can be analyzed as a sequence of a H and L tone (Gussenhoven and Bruce 1999, among many others; see also chapter 45: the retresentation of tone; charter 32: the retresentation of intonation). In words bearing Accent l, the L tone is aligned with the stressed syllable, while in words bearing Accent 2 , it is the H tone that is aligned with that syllable. Thus the two word accents apparently do not contrast in the tones of which they are composed but in the alignment of those tones with respect to that word's primary stressed syllable (Bruce 1977). Phonetically, F0 is Jow from the beginning of the stressed vowel in words bearing Accent 1, while it starts high and falls to a low value across that syllable in words bearing Accent 2. For words bearing Accent 1 , the H only appears if there is a preceding unstressed syllable. When they are the last word in a focused constituent, both Accent 1 and Accent 2 words bear a focal H tone that appears immediately after the word accent tones, and initial and final L\% boundary tones appear at the beginning and end of each intonational phrase. All these tones are necessarily realized roughly a syllable later in phrases containing Accent 2 words than in those containing Accent 1 words.

Riad's $(1998,2003)$ phonological analysis differs from this superficial account. Rather than a contrast in the tune-to-text alignment of a HL contour that deternines when the other tones of the intonational contour are realized, Accent 2 words contrast privatively in having a lexical $\mathrm{H}^{*}$ aligned with their stressed syllable which is absent in Accent 1 words. Focus is still marked by an H tone, which follows the lexical $\mathrm{H}^{*}$, if any. The L that invariably precedes this H is not lexical butinstead either part of focus marking, a default L , or one inserted to separate the lexical and focal Hs in Accent 2 words and satisfy the OCP. The melody of an Accent 1 word is therefore $[\mathrm{LH}]_{\text {fecus }} \mathrm{L} \%$, and thent of an Accent 2 word $\mathrm{H}^{*} *[\mathrm{LH}]_{\text {tnons }}=\mathrm{L} \%$.

The diachronic development of this phonological contrast began with a number of reducing sound changes in Proto-Nordic, particularly syncope of vowels in light (CV) syllables (sixth-ninth centuries (E), e.g. heavy-light-heavy /'doonii,jan/ > heavy-heavy */'dwoman/ 'to judge' and heavy-light /'gastiz/ > /'geestr / 'guest'. Stress was quantity-sensitive at this stage, and any heavy syllable would have been stressed. Syncope of medial vowels created stress clashes whenever the syllables that became adjacent as a result were both heavy. Stresses also clashed in many other words where heavy syllables abutted even prior to syncope, e.g. */'wir., ðoo/ 'words (nom/acc PL)'. Riad proposes that stress clash was resolved by destressing the second syllable through shortening and other changes that left the affected syllable light: */'doo,man/ > /'doo.ma/ and */'wur,ōoo/ > /'wor.ồu/.

Riad hypothesizes that high FO was one of the phonetic correlates of stress at this time, and that this F0 peak survived destressing. Words that had undergone destressing would then have had two F0 peaks, one on the remaining primary stressed syllable and the other on the newly destressed syllable. After destressing, an F0 peak would no longer be a correlate of stress because only the first of these peaks would still be associated with a stressed syllable. Once destressing eliminated the prosodic equivalence of these two peaks, the first, the one still associated with the primary stressed syllable, was re-analyzed as a lexical $\mathrm{H}^{*}$ tone. This is the path of development to present-day Accent 2 words. Words in which the primary stressed syllable was final would not have any stress clash to resolve, wrould not have undergone destressing, and would not ever have borne two prosodically nonequivalent F0 peaks. No re-analysis of the F0 peak on a fincll stressed syllable as a lexical $\mathrm{H}^{*}$ would therefore take place, so what would become Accent 1 words would not acquire a specification for a lexical $H^{*}$. The F0 peak on this syllable, as well as the one on the destressed syllable in Accent 2 words-to-be, would then be reinterpreted as intonational in origin, i.e. as the presentday focal H . Subsequent sound changes added syllables to words that were once monosyllabic and produced words with nor-final stress and Accent 1 and thus possible contrasts with Accent 2, notably the appearance of svarabhankti vowels before syllabic sonnrants, e.g. /akr/ > /aker/ 'field', /fogl/ > /fogel/ 'bird', and /sookn/ > /sokken / 'parish', and enclisis of the definite article, e.g. **/and hinn/ 'duck the', */and-in/ > /anden/, of. /anden/ 'the ghost', with Accent 2.

Lack of space prevents me from taking up the debates as to whether the present-day contrast between word accents is privative or equipollent, whether Accent 2 (Riad 1998, 2003) or Accent 1 (Lahiri et al. 2005) is synchronically marked if the contrast is privative, and whether the accents are lexically or morphologically determined in the present-day languages (see for discussion Riad 1998, 2003; Morén 2006).

### 7.2 Danish stød

Danish sted is phonetically a glottal stop or creaky voice that causes F0 to drop shar ply at the end of the sonorant interval in a syllable bearing it. It is represented lvere with an apostrophe following the end of this interval. A syllable can bear stod if it is stressed and bimoraic (heavy), and its second mora is a vowel or a sonorant followed by another consonant. If the second mora is a sonorant consonant and word-final, then stad cannot occur. These conditions are referred to collectively as the "stad basis." Syllables bearing sted are typically eitluer the
sole syllable in monosyllabic words or final stressed syllables in longer words. Following Itô and Mester (1997), Riad (2000) analyses stad as the allophone of a general HL word contour that occurs when these conditions are met, i.e. when both tones are compressed into a single word-final stressed syllable. When the stressed syllable is rom-final, the two tones can be distributed across two syllables and no stod occurs.

Given the constraints on its distrib ution, it should not be surprising that Danish sted corresponds to the similarly restricted Accent 1 in Swedish and Norwegian. The correspondence is not perfect, however, because the distribution of stod is constrained further by the stad basis, while Accent 1 's distribution is only constrained by the original position of stress in the word. If stad is simply the allophone of a general HL contour that is realized under the segmental and prosudic conditions specified by the stød basis, then, as Riad (2000) emphasizes, these conditions only determine how that contour can be realized phonetically and do not restrict whether the underlying HL can occur, unlike the conditions on the distribution of Accent 1 in Swedish and Norwegian.

Riad (2000) proposes that stod developed from word accents in a North Germanic dialect quite like the Central Swedish dialect of Western Mälardalen, centered around the city of Eskilstuna, southwest of Stockholn (cf. Liberman 1982). The tones in this dialect are shifted earlier compared to Central Stockholn Swedish, such that the L\% boundary tone is aligned with the stressed syllable, which crowds the tones of the focal contour earlier, too, displacing the focal L from the stressed syllable and aligning the focal H with it. A consequence of this crowding of the focal H and Lin boundary tones onto the stressed syllable is that, in the appropriate pragmatic conditions, the $\mathrm{L} \%$ boundary tone is realized as a steep drop in F that may end in creaky voice.

The Eskilstuna "curl" phonetically resembles Danish stod. However, stod occurs in a narrower range of contexts than curl (the stod basis), it is categorical in the contexts where it occurs rather than pragmatically conditioned (CHAPTER 89: gradience and categoricality in pionological titeory), and word accents no longer contrast in Danish, unlike in Eskilstuna and in Western Mälardalen generally. The alignment of the $\mathrm{L} \%$ boundary tone with the stressed syllable in the Eskilstuna-like ancestor of Danish motivated the segmental restrictions on the occurrence of stad that constitute its basis: the L tone needed sonorant material on which to realize itself. The shift of the focal $H$ tone to the stressed syllable in this Eskilstuna-like ancestor wrould have aligned H tones with stressed syllables generally, which would lead to their re-analysis as stress correlates and the loss of any phonological distinction between the lexical $\mathrm{H}^{*}$ of Accent 2 and the focal H. In words with Accent 1, nothing changes as a result of this re-analysis, but in words with Accent 2, the re-analysis of the focal H would have led speakers to hypothesize secondary stresses on the syllables bearing the focal H tore that were actually unstressed. At that point, none of the tones is lexical any longer. These sound changes effectively reverse the sequence of prosodic changes that originally created the word accents from the FO peaks aligned with stressed syllables in late Proto-Nordic.

This analysis appears to predict, incorrectly, that stoit should correspond to Accent 2 in addition to Accent 1. Riad (2000) points to two properties that whould have blocked such correspondences. First, the restrictions imposed by the stad basis would bluck nany words with Accent 2 from developing stod. Second, large numbers of vowel-final Danish words that correspond to Swedish or Norwegian
words with Accent 2 end in schwa rather than in a full vowel, and schwa cannot bear stod. These characteristics jointly limit the number of possible Accent 2 words that could have inet the conditions to develop sted.

### 7.3 Scandinavian summary

In Riad's $(1998,2003)$ account, wrord accents developed in the ancestor of Swedish and Norwegian once clash-resolving destressing of the second of two stressed syllables prosodically differentiated the H tone that remained aligned with the primary stressed syllable from that which had been aligned with the destressed syllable. The H thet remained aligned was re-analyzed as a lexical $\mathrm{H}^{*}$ tone, producing Accent 2. Final primary stressed syllables would not have destressed, the H tone aligned them would not have been re-analyzed as a lexical tone, and as a result Accent 1 words are not specified for tone lexically. Danish sted developed from word accents as a result of a shift of the $L \%$ boundary tone and the focal $H$ tone to the stressed syllable, which led to a re-analysis of H tones as correlates of stress and the reintroduction of covert secondary stresses that reversed the sequence of sound changes that originally produced the word accents.

### 7.4 Tonogenesis in Central and Lovv Franconian

In Central and Low Franconian dialects, heavy, stressed syllables bear one of two tone patterns, referred to variously as "Stosston" or "stoottoon" vs. "Schleifton" or "slexptoon," "Schairfung" vs. "Trägheitakzent," "acute" vs. "circumflex," and "Accent 1" us. "Accent 2" (Cussenhoven 2000b; Boersma 2006; Kehrein 2007)." Their distribution depents on the height of the vowel in the stressed syllable of a word and the voicing of the following consonant, but neither dependency is a by-product of the effects that vowel height or voicing inay have on F0. This sketch of their historical development is a synopsis of Boersms7's (2006) account, broken into three stages: Old Low Franconian to Early Middle Limburgian (900-1 100 ce), Early to Late Middle Limburgian (1300-1400 ce), and Late to Present-day Niddle Limburgian. The first two stages are illustrated in Table 97.8:

Table 97.8 First two stages in the development of Low and Central Franconian tonogenesis. At each stage, the first row shows the underlying quantitative structure and the second row the alignment of the declarative HL melody. The interrogative LH melody would be aligned in the same fashion

| stages | Accent 1 |  | Accent 2 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 'sleep' | 'bed' | 'grape' | 'walk' | 'hold' | 'brook' | 'chest' |
| 1 |  | $b \varepsilon_{H} d_{\mu} d d^{\prime}$ | drutwoz | 1., wwpan | farldən | $\mathrm{be}_{\mu} \mathrm{ka}$ | kepsta |
|  | sluápàn | bêddà | drúswvà | 1.jwpăn | fâldàn | b\&kà | késtà |
| 2 OSL |  | be $\varepsilon_{1} \mathrm{~d}_{1}$ da | $\mathrm{dru}_{1, u_{\mu}{ }^{\prime} \mathrm{z}}$ |  | fiartan | $b \varepsilon_{\mu} \varepsilon_{1}$ k ${ }^{\text {a }}$ | $\mathrm{ke}_{1}$, $\mathrm{sta}^{\text {a }}$ |
|  | sláápàn | béddà | drúúvà | loúpìn | fȧ̇ldàn | bečkà | késtà |

[^308]In the first stage, a quantity contrast developed between birnoraic long nonhigh vowels ('sleep') and monomoraic long high vowels ('grape'), diphthongs ('walk'), and short vowel-sonorant sequences ('hold') (see also chal'ter 20 : the representation of vowle length; chapter 57 : Uantity-sensitivity). Open and closed stressed syllables containing short vowels were also monomoraic ('brook' and 'chest', respectively), except when the following consonant was a geminate, whose first half also projected a mora ('bed'). Both tones of the declarative HL or interrogative LH focal accents could map onto the stressed syllable when its nucleus was a long non-high vowel or a short vowel followed by a geminate consonant, but only the first tone could map onto the single mora in all other stressed syllables because tones were mapped left-to-right, at most one tone to a mora, and at most one mora to a tone.

Quantity differed between high and non-high long-vowel vowels because high vowels are inherently shorter than non-high ones, prior lowering of short high vowels to a higher mid quality eliminated the quantity contrast in high vowels in Early Middle Limburgian, and the long high vowels consisted of a vocalic segment followed by a homorganic glide. They thus resembled diphthongs and short vowel-somorant sequences structurally in consisting of a vocalic segment followed by a consonantal one. At this stage, the realization of the focal pitch accents remained entirely predictable from the quantity differences between the two kinds of stressed syllables.

Open syllable lengthening ('brook') eliminated this predictability and transferred the original quantity contrast to a pitch accent contrast in the second stage. Original long non-high vowels bore Accent 1, while the newly lengthened non-high vowels bore Accent 2. The long high vowels, diphthongs, and short vowel-sonorant sequences were necessarily reinterpreted as bimoraic after open syllable lengthening, but they, too, retained Accent 2. This accentual contrast preserved the original mapping and phonetic timing of the focal pitch accents relative to syllables of the first stage, at the expense of violating the constraint mapping just a single mora to each tone. Hencefortl, FO changed during the stressed syllable itself in Accent 1 words, while in Accent 2 words it changed between the stressed and following unstressed syllable, a difference reminiscent of the superficial timing difference between Accent 1 and Accent 2 words in Swedish and Norwegian.

In the third stage, short vowels in closed syllables that previously alternated with lengthened vowels in open syllables in nominal, verbal, and adjectival paradigms lengthened, e.g. /dak/ >/daak/'roof (FEM SC)', /dax/ > /daax/'day (masc sc)', and /lam/ > /laam/ 'lame (sc)', by analogy with their plurals /daakz/, /daayz/ and /laanza/ (see also Gussenhoven 2000b). The singulars wrould have borne Accent 2, either becalise they all had short vowels previolusly or on analogy with their plurals, which as products of open syllable lengthening bore Accent 2 themselves.

Final schwa apocope introduced Accent 1 on words with long high vowels, diphthongs, and lengthened vowels followed by voiced consonants through a shift of the L that head been aligned with the schwa to the first syllable, e.g. /drúúvà/ > /drúús: / /drúlùv/. Three properties made this tone's preservation and shift possible: the consonant preceding the schwa belonged to the same mora as the schwa; it therefore bore the tone mapped onto that mora; and that tone could be heard during a voiced consonant. That is, the pronunciation before apocope was
[drúúvà]. This shift produced new alternations between /lčv/ 'live (1sc)/ (Imp sG)' and /dáày/ 'days' with Accent 1, on the one hand, and /lغ́vàn/ 'to live' and /dááx/ 'day' with Accent 2, on the other. In the Central Franconian dialects described as undergoing Rule A, but not in those undergoing Rule A2, the extension of Accent 1 generalized to words in which the schwa did not drop,
 the geminate was voiced, /bèddà/ 'bed' > /bédd / and /zóñ̀̀̀/ 'sun' > /zónì / (cf. /nákk̀̀/ 'neck' > /nókk/). Later degemination produced /bêd and /zôn/, with Accent 1, ws. /nák/, with Accent 2. Accent 2 replaced Accent 1 when the geminate was voiceless, because the second tone of the pitch accent could not be heard during a voiceless consonant.
The development of the accentual contrast in Central and Low Franconian certainly depended on both vowel height and consonant voicing, each at a different stage in its history, but not in any way that refl.ected the direct influences these segmental contrasts may have on FO. Instead, it was the inluerently shorter duration of high compared to non-high vowels, the absence of a quantity contrast in the high vowels, and the structural parallel between long high vowels, falling sonority diphthongs, and short vowel-senorant sequences that determined the initial difference in the mapping of the two tones of the focal pitch accents. And it was the aud ibility of FO values during voiced intervals, including those of voiced obstruents, that determined the later appearance of Accent 1 where Accent 2 might otherwise have been expected. The inception of the accentual contrast at stage 2, however, did not depend on either property, but instead on conserving the previously predictable mapping of tones to syllables after open syllable lengthening had largely eliminated the quantity contrast that previously determined that mapping.
Gussenhoven (2000b) and Kehrein (2007) present a number of additional empirical arguments for not treating the distribution of the accents as instances of tonogenesis front the intrinsic F0 differences between vowels differing in height or on vowels preceding rather than following obstruents differing voricing. First, vowel qualities changed subsequently in directions opposite to those expected from the tones they bear. Second, voiced consonants only induced Accent 1 in place of Accent 2 on high vowrels in words of more than one syllable, across the board in Rule A and Rule A2 dielects following final schwa apocope, and when schwas were retained in Rule A dialects, while original monosyllables with high vowels consistently exhibit Accent 2. The presence of a following vowrel should have been of no consequence if Accent 1 developed from the effect of the voicing contrast on the preceding vowel's F0. This difference is expected, however, if the voiced consonant instead preserved and inade audible the tone on the second syllable. Perhaps the most compelling argument, however, is that Accent 1 and Accent 2 are only realized with a HL vs. sustained $H$ mdody on the stressed syllable in declaratives. In interrogatives, they are instead realized with LH ws. sustained L melodies. If both H and L tones can be regulated by both non-high and high vowels and by both voiced and voiceless obstruents within the samie language, then the effects of vowel height and obstruent voicing differences on Fo cannot have determined the accents' distributions.
This last argument raises the question, should this accentual contrast's development be treated as an instance of tonogenesis at all? In the present-day languages, the tones thenselves arise from the intonation, and there is no reason
to think that they have not done so throughout the period when the accentual contrast developed. The contrast may therefore have always been in how intonat ional tones were aligned with the utterance's segmental material. Kehrein (2007) argues for just such a synchronic analysis in which there are no lexical tones, and a word's (original) segmental properties determine whether it projects a moraic trochee and Accent 1 alignment or a syllabic trochee and Accent 2 alignment. He also shows that phonetic evidence for a lexical tone can be hard to find in the F0 contours of present-day Central and Low Franconian words (Gussenhoven 2000a, 2000b; cf. Gussenhoven and Peters 2004).

### 7.5 Differences betzeeen Central and Low Franconian and Scandinavian

Boersma's analysis sharpens the synchronic and diachronic differences betwreen the Central and Low Franconian accents and the Scandinavian accents. Even though tones are realized earlier in Accent 1 than in Accent 2 words, in both the tones remain properties of the intonation in Central and Low Franconian, while they now arise from the lexicon and/or morphology in the Scandinavian languages. Word accents developed in the Scandinavian languages as a result of clashresolving destressing and the resulting reinterpretation of the F0 peaks that had previously been predictable correlates of stress. In Central and Low Franconian, inherent differences in duration between high and non-high vowels and differences in the audibility of F 0 between voiced and voiceless targets determined instead how focal pitch accents were aligned with segments. The result in the Scandinavian languages was the development of a contrast between the presence and absence of a lexical tone, that is, true tonogenesis; but in Central and Low Franconian, the contrast was instead between prosodic structures that forced intonational tones to align differently.

## 8 Summary and conclusions

This chapter has reviewed the ways in which languages have acquired contrastive tone, particularly tonogenesis and tone splitting in East and Southeast Asian language families, including Sino-Tibetan, Hmong, Tai, Kam-Sui, the few tonal Mlon-Khmer and Chamic languages, Athabaskan, Yabem, and Korean. The laryngeal articulations of consonants raised or lowered F0 in neighboring vowels, those effects on F0 were exaggerated, and contrast transferred from the consonants to tone once the consonants were otherwise no longer pronounced differently. Just two languages, $U$ and Lugbara, have apparently split their tones under the influence of intrinsic F 0 differences between vowels contrasting for height and ATR, respectively.

The chapter closed by discussing how the word accents developed in Swedish and Norwegian from clash-resolving destressing and the resulting re-analysis of FO peaks as lexical and focal tones rather than as correlates of stress, how stad subsequently developed from these word accents in Janish when F0 peaks realigned with stressed syllables and were once again analyzable as stress correlates, and how contrasting patterns of tune-text alignment developed from original quantity contrasts and subsequent changes in quantity in Central and

Low Franconian. The Franconian case can be described as a transfer of contrast from segments to tone., but one where segmental properties affected the timing and audibility of intonational FO targets rather than F0 values. In phonologizing a formerly predictable correlate of stress, the Scandinavian word accents also transfer a contrast: Accent 2 emerged in words in which secondary stresses were lost, to resolve stress clash ws. Accent 1 on words in which no stress clash occurred because the final syllable bore primary stress. Subsequent sound changes affecting Accent 1 words introduced following unstressed syllables, and words with non-final primary stress now contrast for word accent.

In Athabaskan and East and Southeast Asian languages, consonants with particular laryngeal articulations were the source of higher tones in one language and lower tones in another. This variability was attributed to the presence of contrasts for laryngeal articulations in sonorants as well as in obstruents. No phonetic constraints on laryngeal articulations in sonorants prevent them from being pronounced so as to either raise or lower F0. Individual languages, groups of languages, or whole families opt to pronounce the laryngeal articulations in sonorants one way or the other, and the obstruents with the same laryngeal articulations follow suit. Athabaskan differs from the East and Southeast Asian languages in preserving the laryngeal contrasts in senorants and transferring them from obstruents, while it is the other way around for the East and Soutlueast Asian languages. As a result, particular groups of languages and individual languages in the Athabaskan family have repeatedly changed their pronunciat ion of the sonorants, while in East and Southeast Asian language groups are far more uniforn, with the exception of the Voiced Low ws. Voiced High difference. These facts suggest that consonants should be specified for tone, using [stiff] and [slack] in addition to [voice], [spread glottis], and/or [constricted glottis].

This chapter does not account for tonogenesis in the many tonal Central Aınerican, African, and New Guinean languages (except Yabem). Tones have been reconstructed for the proto-languages from which the present-day Central American and African languages descend, so it has not been possible to work out how these languages became tonal. Catalogues are beginning to emerge of the types of tone languages found in New Guinea, particularly in the Trans-New Guinea stock (Donohue 1997, 2005; Ross 2005), but there the data vary too much to generalize about their historical development.
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# 98 Speech Perception and Phonology 

Andrew Martin Sharon Peperkamp

## 1 Introduction

The task of speech perception involves converting a continuous, information-rich waveform into a more abstract representation. This mapping process is heavily language-dependent - every language divides up acoustic space differently, and the mapping is distorted by context-dependent phonological rules. This is not an easy job, but it is made easier in two complementary respects. During the first year of life the human perceptual apparatus is gradually optimized to better perceive the distinctions that are crucial in the ambient language's phonological system while ignoring irrelevant variation, and phonological systems themselves are optimized from the perspective of human perception.

This two-way interaction, in which perception adapts to phonology and phonology to perception, has long been of interest to phonologists, but only in recent decades have the tools necessary to explore the connection between the two become available. In this chapter we provide an overview of the debates that have arisen around each issue, as well as the research that bears on each debate (see also Hume and Tohnson 2001). §2 discusses how phonology influences speech perception, both in the native language ( $\$ 2.1$ ) and in non-native ones ( $\$ 2.2$ ), and how second language perception relates to loanword adaptations ( $\$ 2.3$ ). $\$ 3$ addresses the question of how perception influences phonology, beginning with an overview of the relevant typological data ( $\$ 3.1$ ), and concluding with a comparison of theoretical approaches to the data ( $\$ 3.2$ ). Finally, in $\S 4$ we briefly consider the ramifications of the bidirectional nature of the phonology-perception interaction.

## 2 Phonological influences in speech perception

### 2.1 Native language perception

How we perceive speech in our native language has long been a topic of interest. As early as the 1930s, phonologists were interested in the role of abstract phonemes
in perception (chapter 17: THE phoneme). Sapr (1933) argued that phonemes are psychologically real, in that native speakers are typically unaware of the allophones in their language. The evidence he provides comes from native speakers transcribing phonemes regardless of their phonetic realization. For instance, native speakers of Nootka fail to transcribe the phoneme /i/ as [e] when it occurs after /h/. Likewise, Swadesh (1934) observed that phonemes are the basic percepts by which native speakers perceive their language.

More recently, the psychological reality of phonemes has been investigated experimentally. For instance, Otake et al. (1996) used a phonente detection task to examine the processing of the moraic nasal consonant by native speakers of Japanese. ${ }^{1}$ In Japanese, the phonetic realization of this consonant depends upon the place of articulation of the following consonant: in the words kanpr 'campaign', bando 'band', kenri 'right', and tankn 'type of poenr', it is realized as [ın], [n], [n], and [n], respectively. Otake et al. Found that Japanese listeners respond equally fast and accurately to the four realizations when asked to detect the sound that is spelled N in romaji (the Japanese writing system that uses the Latin alphabet). Especially revealing is the lack of a difference for the bilabial realization, since in onset position the presence of $[\mathrm{m}$ ] is contrastive (cf. mori 'forest' and nori 'type of seaweed'). Hence, Japanese listeners perceive all phonetic realizations of the moraic nasal conswnant as instances of a single underlying unit.

Several other studies have shown perception differences for allophonic as opposed to phoneınic contrasts (chapter 2: conirast) using discrimination paradigms. In these paradigms, participants are asked, for instance, to indicate whether a given stimnulus is identical to another one or not, or to which of two different stimuli a third one is identical. It has thus been shown that listeners have difficulty distinguishing among allophones of the same phoneme, which are typically perceived as more similar than phones in different phonemic categories, even when acoustic distance is equated. For instance, Whalen et al. (1997) studied the perception of the allophonic contrast [ $\mathrm{p}-\mathrm{p}^{11}$ ] (with [ p ] as in happy), compared to that of the phonemic contrasts $[b-p]$ and $\left[b-p^{11}\right]$. They found that perception of the allophonic contrast was worse than that of the phonemic ones. Peperkamp et al. (2003) showed that, likewise, French listeners have difficulty perceiving the allophonic contrast [ $\mathrm{s}-\mathrm{X}$ ] (both segments being realizations of the French phoneme $/ \mathrm{r} /$ ), compared to the phonemic contrast ( $\mathrm{n} \mid-\mathrm{n}$ ].

Of course, what is an allophonic contrast in one language can be a phonemic contrast in another language. Hence, another way of examining the effect of phonological status of a given contrast is to present it to one group of listeners for whom it is phonemic and to another group for whom it is allophonic. Such a crossIinguistic study was carried out by Kazanina et al. (2006). They used magnetoencephalographic (MEG) recordings to examine the perception of the contrast between [t] and [d] by native speakers of English and Korean. In English, this contrast is phonemic, whereas in Korean it is allophonic: [d] only occurs as an allophone of /t/between two sonorant segments (chapter ini: laryngeal contrast

[^309]in korean). Kazanina et al. revealed a mismatch negativity response (a neural marker for automatic change detection) in English but not in Korean listeners whenever a series of tokens of [ta] was interrupted by a token of [da]. In other words, Korean listeners did not detect the change from [ta] to [da], perceiving the different consonants as two instances of the same category. Similarly, using both a rating task and a discrimination task, Boomershine et al. (2008) found that English and Spanish speakers differ with respect to the perception of the contrasts [ $\mathrm{d}-\mathrm{C}$ ] and [d-r]; the former is phonemic in English but allophonic in Spanish, while the reverse holds for the latter. Both groups of participants rated the contrast that is phonemic in their language as more different than the allophonic one and were better at discriminating it.

The fact that listeners have difficulty perceiving allophonic contrasts does not nean that allophones are ignored at all levels of speech processing. On the contrary, listeners appear to use their knowledge about the allophonic rules in their language for the purposes of word recognition. This was shown, for instance, by Lahiri and Marslen-Wilson (1991), who studied the processing of nasal vowels by English and Bengali listeners. In English, nasal vowels only occur as alloplones of oral vowels before masal consonants, whereas in Bengali the distinction between oral and nasal vowels is phonemic. Using a gating task, in whicl participants have to guess which word they hear as they listen to successively longer stretches of it, Lahiri and Marslen-Wilson found that adult native speakers of English, but not of Bengali, interpret nasality on vowels as an indication that a nasal consonant follows. That is, when listening to a word up to its nasal vowel, English speakers replied with words in which the vowel is followed by a nasal consonant. L:kewise, Otake ef nl. (1996), in their study on the Japanese moraic nasal mentioned before, found that Japanese but not Dutch listeners use the phonetic identity of the moraic nasal consonant to anticipate the place of articulation of the next consonant. In particular, they had more difficulty in detecting a given consonant when it occurred after an inappropriate realization of the moraic nasal, i.e. a realization that does not share the following consonant's place of articulation; for instance, they found it hard to detect $/ \mathrm{k} /$ when it immediately followed a non-velar realization of the moraic nasal.

Finally, it is important to note that most of the evidence for the phoneme in perception reviewed above concerns unconscious perception processes. These processes should not be confused with (conscious) awareness. Adults who are illiterate or use a non-alphabetic writing system, as well as preliterate children, iypically do not have phonemic awareness, that is, conscirus knowledge about the phonemes of their language. They are thus unable to carry out metalinguistic tasks, such as deleting the first sound of a word (Liberman et al. 1974; Morais et al. 1979; Read et nl. 1986), although they can perform such tasks with larger unnits such as syllables (Liberman et al. 1974; Morais et al. 1986). Importantly, the infuence of the native phoneme inventory on speech perception is independent of literacy. Indeed, this influence arises very early in life, long before the question of literacy comes into play, For instance, it has been shown that, like English-speaking adults, 10- to (2-month-old English-learning infants fail to discriminate the nonphonemic contrast between [d] (as in day) and [d] (as in stry), whereas 6- to 8 -month-olds do discriminate this contrast (Pegg and Werker 1997). Hence, during the first year of life, the capacity to discriminate non-phonemic contrasts already diminishes.

### 2.2 Non-native language perception

As shown above, our speech perception system is optinnized for processing our native language. On the one hand, allophonic contrasts - which never induce differences in meaning - appear perceptually less salient than phonemic ones, even when acoustic distance is equated. On the other hand, the information provided by allophonic variation concerning neighboring segments is exploited for the purposes of word recognition. This optimization comes at a price, though, when we learn a second language later in life. Indeed, we experience difficulty perceiving rom-native sounds and sound sequences, just as we find it hard to produce tluem.

That speech perception depends upon the phonological properties of the listener's native language was already observed in the 1930s (Polivanov 1931; Bloomfield 1933; Swadesh 1934; Trubetzkoy 1939). In the words of Trubetzkoy, the native phonology acts as a sieve during speech perception, in that non-native sounds and sound sequences are perceived as native ones, a plenomenon also called percepturel assimilntion. Starting in the 1970s, experimental research has documented many cases of perceptual assimilation. Most of this research uses discriminat ${ }^{*}$ ion paradigms, the logic being that if a non-native sound is perceived as a native one, these two sounds are hard to distinguish; similarly, it is difficult to distinguish two non-native sounds if they are perceived as the same native one. An example of the former case is provided by Cerman listeners, who have difficulty perceiving the contrast between the Polish phonemes $/ \mathrm{f} /$ and $/ \mathrm{f} /$, since they perceive non-native / $\varsigma$ / as an instance of their native consonant /// (Lipski and Mathiak 2007). An example of the latter is provided by what is probably the best-known instance of perceptual assimilation: Japanese listeners have difficulty perceiving the contrast between English /I/ and /a/ (Goto 1971; Miyawaka et nl. 1975). Indeed, Japanese has only one liqqid consonant, /s/, which acoustically falls in between [1] and [x]; they thus perceive both English phonemes as instances of their native category /s/ (see also Chapter 30: the representation of rhotics and chapter 31: lateral consonants). According to the Perceptual Assimilation Model (PAM; Best et al. 1988; Best 1995), this English contrast is particularly difficult for Japanese listeners because [I] and [J] are equally bad (or good) exemplars of Japanese $/ \varepsilon /$. By contrast, the Polish contrast between / $\delta /$ and $/ \varsigma /$ should cause less difficulty for German listeners, since it contrasts one good ([J]) and one bad ([¢]) exemplar of the Gernan category / $/ /$ /

As already noted by Polivanov (1931), perceptual assimilation is not limited to segments, but also concerns suprasegmentals, syllable structure, and phonotactics. As for suprasegmentals, nuch research has been devoted to the perception of tones by speakers of non-tonal languages (CHAPTER 45: THE REPRESENTATION OF TONE). Kiriloff (1969) showed, for instance, that English listeners have difficulty perceiving certain lexical tones used in Mandarin. More recently, the perception of stress and length contrasts has started to be investigated. For instance, it was shown that French listeners have difficulty perceiving vowel length as well as word stress (Dupoux et ol. 1997; Dupoux et ol. 1999), neither of which is lexically contrastive in French. Concerning syllable structure (Charter 33: srfitable.-fnternal structure.), an example is again provided by Japanese, which has a very simple syllable structure, disallowing branching onsets and allowing only for codas consisting of a moraic nasal or the first half of a geminate. Japanese listeners find it hard to distinguish between consonant clusters and the same clusters broken up by the vorvel /u/
(Dupoux of al. 199). Hence, they perceive roon-native clusters with an illusory epenthetic vowel (chapter 67: vowel epenthesis). Finally, perceptual assimilation of non-native phonotactic structure has been studied, for instance, in French listeners; they have difficulty perceiving the contrast between the word-initial clusters /tl/ and /kl/ (Hallé é nl. 1998; Hallé and Best 2007). lin French, /tl/ is not a legal onset cluster (chapter 55: onsets), and French listeners tend to perceive it as $/ \mathrm{kl} /$.

Perceptual assimilation arises during very early processing stages and does not require the listener's conscious attention. This is evidenced by the fact that compared to native contrasts, non-native contrasts give rise to a reduced mismatch negativity (Näätänen cet nl. 1997); this electrophysiological response component is a neural marker of automatic change detection that arises $\mathbf{1 5 0}$ to $\mathbf{2 5 0}$ msecs after the onset of the change when a deviant stimulus interrupts a sequence of repetitive stimuli.

One caveat is in order when interpreting the results of experiments purporting to demonstrate perceptual assimilation. Specifically, it is important to use experimental designs that tap a phonological processing level, where speech is coded in an abstract, language-specific format. Indeed, if listeners are given the opportunity to perform a task using low-level acoustic response sirategies, no perceptual assimilation will be observed. For instance, Dupoux ct nl. (2001) used a very robust sequence recall task that yielded a complete separation between French and Spanish listeners as far as the perception of stress is concerned (that is, even the Spanish listener who had the most difficulty with perceiving stress performed better than the best French listener). However, they showed that in the absence of phonetic variability in the stimuli, French listeners performed equally well as Spanish listeners on the very same task. Differences between phonological and acoustic perception can alsu, be shown by transforming the speech stimuli in such a way as to make them sound like non-speech. For instance, after removal of all acoustic information except the F3 component, Japanese listeners perceived the [l-i] contrast as well as native English speakers (Miyawaki ct nl. 1975).

Research writh infants has shown that many aspects of the native phonology, including segments, suprasegments, syllable structure, and phonotactics, are acquired early in life; one-year-old infants thus show many of the perceptual assimilation effects that can be observed in their parents. The question as to whether perceptual assimilation can be overcome at a later age has been studied in tivo types of populations, i.e. bilinguals, and monolinguals who have received specific perception training. In both cases, improvement appears to be possible, with native-like performance generally remaining out of reach, though. To start with training studies, Japanese inonolinguals can improve their perception of the $[1-x]$ contrast over several weeks of intensive computerized training, but their performance remains significantly below that of English monolinguals (Lively ot al. 1993). Similar results have been reported for monolinguals who were trained to improve their perception of non-native suprasegnental contrasts (e.g. Wang et ol. 1999).

Concerning bilinguals, we can broadly distinguish Inte bilinguals, who have started to learn a second language during or after adolescence, and enrly bilinguals, who have learned their second language during childhood. There is evidence that late bilinguals exhibit the same difficulty as monolinguals, although possibly to a lesser extent (Takagi and Mann 1995; Flege et al. 1997; Dupoux ct nl. 2008). For instance,

Takagi and Mann (1995) found that Japanese-English bilinguals who had lived for at least 12 years in the United States did not y ield the same performance as native speakers of English on the $[1-x]$ contrast; their performance was better, though, than that of Japanese monolinguals. Dupoux ef al. (2008) found that advanced French-Spanish bilinguals were actually indistinct from French monolinguals as far as the perception of stress is concerned. However, these bilinguals had lived on average only four years in a Spanish-speaking country; the possibility that their perception of Spanish stress would inprove with nore exposure carmot be excluded. Perhaps more surprisingly, even early bilinguals sometimes fail to show native-like perception of their second language (Mack 1989; Pallier ef nl. 1997; Sebastián-Callés and Soto-Faraou 1999). For instance, Pallier et nl. (1997) tested fluent Spanish-Catalan adult bilinguals, who had started to learn Catalan before the age of six and who use Catalan on a daily basis. Spanish has only one mid front vowel, whereas Catalan has two, /e/ and $/ \varepsilon /$. The early bilinguals were found to have difficulty perceiving the Catalan vowel contrast.

Three factors have been proposed that influence the strength of perceptual assimilation in bilinguals. First, in the realm of segmental perception, the Speech Learning Model (SLM) of Flege (1995) states that the greater the perceived dissimilarity of an L2 sound front the closest L1 sound, the better the L2 sound is learned, both in perception and production. Second, L2 features that play a role - even a ron-contrastive one - in the native language have been argued to be less difficult than others. For instance, McAllister et al. (2002) compared native speakers of English and Spanish living in Stockholm. They showed that the former perceive Swedish length better than the latter. Indeed, in English, length is used allophonically, naking it easier for native speakers of English to learn the Swedish length feature. Finally, the amount of usage of the native language appears to be correlated negatively with performance in the second language. That is, the less bilingual speakers use their native language, the better they perceive the sounds of their second language, possibly beconning even indistinguishable from native speakers of the latter language (Flege and MacKay 2004).

### 2.3 Perception and loanzvord adaptations

One area of phonological research in which perceptual assimilation of non-native sounds and sound sequences appears to be relevant is that of loanword adaptations. In language contact situations, words of one language that are introduced into another language will typically (though not always) be adapted to the phonological pattern of the latter. Loanword adaptations thus transform non-native segments and suprasegments, as well as phonotactic structures, into native ones (see chaptar 95: t.eanwerd phenolocy). Given the fact that words must be perceived before they can be produced, it seems necesscony that loanword phonology take into account the perception of non-native words by speakers of the borrowing language.

In phonological accounts of loanword adaptations, it is generally assumed that the input to the adaptations is constituted by the surface form of the source language, and that the adaptations are computed by the phonological grammar of the borrowing language. In processing terms, this means that during perception, the phonetic form of the source words is faithfully copied onto an abstract underlying form, and that adaptations are transformations produced by the standard
phonological processes in production. Some researchers explicitly argue that foreign words can indeed be perceived without distortions and that speech perception is hence irrelevant to loanword adaptations (Paradis and LaCharité 1997; Jacobs and Gussenhoven 2000; LaCharité and Paradis 2005; see also chapter 76: structure preservation: tife resilience of distinctive information). They are correct in as much as - as shown in $\$ 2.2$ - at some level of representation non-native contrasts are indeed discriminated (after all, such contrasts present - sometimes quite large - acoustic differences). However, whether discrimination at an acoustic level of representation suffices to faithfully import non-native forms into one's lexicon is a different question. Given the phonetic variability dule to inter-and intra-speaker variation, as well as the environmental noise in which speech is embedded, it seems reasmable to expect that listeners should discrininate nonnative contrasts at a more abstract level of representation in order to store then faithfully. This is where the psycholinguistic literature becomes relevant, since it is exactly at this abstract level that listeners have been shown to experienoe difficulty perceiving non-native contrasts.

Several researchers have argued that at least certain loanword adaptations take place during perception, due to difficulties with the perception of non-native sound patterns. The first explicit proposal was made by Silverman (1992), based on the adaptations of English Ioanwords in Cantonese. Silverman proposed a tivo-stage model of loanword adaptations, containing a perceptual and an operative stage. During the first stage, the surface form of the surce language is mapped onto an underlying form in the borrowing language on a segment-to-segnent basis. This context-free mapping involves a first part of transforınations that are due to misperception of non-native segments. In particular, segments from the source language that are illegal in the borrowing language are perceived as legal ones (for instance, bus would be perceived as [pas], the Cantonese phoneme inventory containing /p/ and /a/, but not $/ \mathrm{b} /$ and $/ \mathrm{s} /$ ). The perceptual level is also held responsible for the deletion of segnients with a low acoustic saliency (for instance, lift would be perceived as [lif]). The output of the perceptual stage serves as the input to the operative stage, during which entire word forms rather than individual segments are evaluated. Adaptations take place whenever the phonological structure of the borrowing language is not respected. For instance, given that fricatives cannot occur in Cantonese syllable codas, the output [lif] of the perceptual level is transformed into [lip]. Other non-native coda consonants, as well as consonant clusters, undergo vowel epenthesis; for instance, the output [pas] of the perceptual level is transformed into [pasi].

Silverman's (1992) article, along with Yip's (1993) constraint-based reinterpretation of his model, has provided the innpetus for an extensive literature on loanword adaptations, nuch of which is partly or wholly devoted to the issue of the role of perception (see chapter 95: loanword pitonology and references therein). Two questions in particular have been debated, concerning how much of loanword adaptation is due to perception, and how the role of perception is to be nodeled. As to the first question, most researchers nowadays defend an intermediate position, arguing that perception does play a role in loanword adaptations, but that it cannot explain all effects. Oftentimes, arguments in favor of a perceptual account of adaptation patterns are impressionnistic. For instance, word-final stop consonants are typically argued to lack acoustic saliency (especially if they are unreleased) and therefore to be prone to deletion during speech
perception. Explicit reference to the psycholinguistic literature, however, has also been made. Specifically, comparing this literature to loanword data, Peperkannp and Dupoux (2003) observed a number of correspondences between adaptation patterns on the one hand and perceptual distortions of non-native phonological structure on the other hand. Some of these correspondences concern transformations applying at the level of individual segments. For instance, Japanese listeners' difficulty with the perception of the English consonants / $/$ / and /l/ (Goto 1971) is ref.ected in loanwords from English, where these consonants are both adapted as /f/ in Japanese (Lovins 1975). Others concern suprasegnental siructure. For instance, French listeners' difficulty in perceiving stress contrasts (Dupoux et ol. 1997) is reflected in loanwords in French, with stress being systematically wordfinal, regardless of the position of stress in the source word. Still others concern syllable structure. For instance, the illusory vowel that Japanese listeners perceive within consonant clusters (Dupoux et al. 1999) is reflected in the epenthetic vowel by which such clusters are broken up in loanwords in Japanese (Lovins 1975). This last example is especially revealing, since it contrasts with the intuition first expressed by Silverman (1992) that perception plays a role in cases of segment deletion, but not in those of segment insertion.

Speech perception experiments that specifically aim at comparing loanword data to the perception of non-native sound patterns have also been carried out (Takagi and Mann 1994; Kim and Curtis 2002; Peperkamp et nl. 2008). For instance, Peperkamp et al. (2008) exainined an asymmetry in French and English [n]-final loantvords in tapanese: the former but not the latter are adapted with a final epenthetic vowel (cf. [kannu] < Fr. Cannes [kan] and [pen] < Eng. pen). They showed that Japanese listeners perceive a vowel at the end of [n]-final non-words produced by French speakers but not when they are produced by English speakers. Based on these findings, they argued that the asymmetry in the loanword adaptation pattern originates in the perception of French and English words by lapanese listeners.

Concerning the question as to how the role of perception on loanword adaptations should be modeled, Silverman (1992) considered perceptually driven adaptations to be pre-grammatical, in the sense that they are computed before the phonological grammar per se comes into play. That is, they are influenced by the phonology of the native language, but not coniputed by the phonological grammar (see alst) Yip 1993; Peperkamp ot al. 2008). Other researchers, however, have modeled perception-driven adaptations with grammatical tools, either as part of a perception grammar (Kenstowicz 2004; Boersma and Hamann 2009), or by incorporating constraints demanding perceptual similarity into the product $1 a n$ grammar (Kang 2003; Adler 2006; Kenstowicz and Suchato 2006). The foriner appear to have the advante.ge that they can account straightforwardly for the fact that loanword adaptations sometimes conflict w'ith native alternations. ${ }^{2}$ For instance, in Korean, obstruents turn into nasals before nasal consonants (e.g. /kukmul/ $\rightarrow$ [kurmul] 'soup'), but in loanwords, obstruent + nasal sequences undergo epenthesis (e.g. [phik"inik] < picnic). If loanword adaptations are computed by the phonological production granmer, this grammar thus needs to be able to distinguish between native words and loanwords; by contrast, if loanword adaptations are

[^310]computed by a perception grammar, conflicts between native alternations and loanword adaptations are a natural consequence of the fact that they are computed by distinct mechanisms, one in production and the other in perception.

## 3 Perceptual influences in phonology

### 3.1 The influence of perception on phonology: Evidence

Many phonological processes reduce the chances of a listener incorrectly perceiving certain sounds, particularly in contexts where they might be easily confused with other, highly similar sounds. Phonologies, in other words, appear to be optimized with respect to speech perception. In this section we survey a number of examples of this optimization; in $\S 3.2$ we discuss possible reasons for this typological bias.

In the previous section, we looked at evidence that speech perception is shaped by one's native language experience, making some distinctions easier to perceive than others. Despite the language-spec:fic nature of perception, however, there are universal hierarchies of perceptibility imposed by the nature of the human auditory system. Some distinctions, for example those that involve greater acoustic distances, are simply more perceptible, ceteris paribus, than others. Although languages may differ in the phonemic contrasts they make use of, some contrasts are thus less marked than others. It is these universal differences in perceptibility that we refer to throughout this section.

As Flemming (204) points out, perceptual markedness is best understood as a property of distinctions between sounds rather than of individual sounds themselves. Speech perception involves segmenting raw acoustic input and assigning each segment the appropriate category label. The probability that a given segnient will be correctly categorized depends on what other categories it might be confused with, and where precisely the boundary between categories lies. It is thus meaningless to claim that a given sound $A$ is difficult to perceive - it is rather the difference between two sounds $A$ and $B$ that is difficult to perceive. A weak contrast is a phonenvic contrast involving two such hard-to-distinguish sounds.

The problem presented by a weak contrast can be solved in two ways: the weak contrast may be enhanced, making it easier to perceive, or it may be neutralized, making its correct perception unnecessary (Hayes and Steriade 2004). The remainder of this section discusses several examples of each type of process. We alse examine the clain that perceptual similarity plays a role in processes that relate different surface forms to each other.

### 3.1.1 Contrast enhancement

Stevens et al. (1986) note that the distinctiveness of contrasts tends to be enhanced by the use of redundant features - high vowels, for examople, are typically distinguished not only by their backness but also by rounding (CHAPTER 2: CONTRAST). This is one example of a more general tendency for languages to maximize the acoustic distance between vowels, an observation that has a long history in linguistic theory (e.g. Jakobson 1941; Wang 1971). When the vowels of a language are plotted in F1-F2 space, inventories like that in (1a) are typical, while inventories
like the one in (1b) are unattested (although see Lass 1984 for a discussion of possible counterexamples).
(1) a. Evenly spaced vowel inventory i u e o
a
b. Unevenly spaced vowel inventory
e a
æ a

Liljencrants and Lindblom (1972) show that a simple quantitative model, which essentially maximizes the total distance ${ }^{3}$ among a given number of points in F1-F2 space, provides a reasonably good fit to attested vowel systems (see also Lindblom 1986; Vallée 1994; Schwartz et al. 1997). Actual vowel inventories thus appear to be optimized in the sense that they minimize the risk of misperception by dispersing vowels as widely as possible throughout the available perceptual space. ${ }^{4}$ Similar claims have also been made regarding consonant inventories (Padgett 2001; Padgett and Zygis 2003; Flemming 2004; Gallagher 2008).5

Dispersion theory, as it has come to be known, has also been used to analyze historical sound change (CHAPTER 93: sOUND CHANGE). Padgett and Zygis (2003) argue that a change in Polish in which palatalized palato-alverlar sibilants became retroflex sibilants (e.g. [ $\left.\int_{i j}^{j} \mathrm{ja}\right]>$ [sija] 'neck') was motivated by the existence of an alveolo-palatal series of sibilants in Polish. Using evidence from perceptual studies, they show that alveolo-palatals are more difficult to distinguish from palatoalveolars than from retrofexes for both native Polish and English speakers. The sound change in Polish was thus perceptually optimizing in the sense that it improved the overall discriminability of sibilants.

Another case of perceptually driven contrast enhancement can be seen in the Sonority Sequencing Constraint, which requires that segments in a syllable's onset and nucleus should occur in order of increasing sonority (Sievers 1881; Jesperson 1904; Saussure 1916; Hooper 1976; Kiparsky 1981; Steriade 1982; Clements 1990; cilapter 49 : sonority). Wright (2004) argues that this cross-linguistically robust generalization can be understood as a way of maximizing the perceptibility of place, inanner, and voicing cues in vowels and consonants. A similar analysis is presented by Ohala and Kawasaki-Fukumori (1997), who suggest that perceptibility can also explain the low frequency of the sequences/ji/ and/wu/in many languages, as well as the fact that the CV syllable is a more common syllable type than VC, because the cues to the place of the consonant are more robust in a transition into a following vowel than in a transition out of a preceding vowel (Fujimura et al. 1978). ${ }^{6}$

[^311]A perception-based account of the Sonority Sequencing Constraint explains why sibilants, whose cues do not depend heavily on transitions into vowels, often violate the constraint. Several languages employ metathesis (Chal'ter 59: metathesis), whether synchronically or diachronically, in stop-sibilant clusters, converting a stop-sibilant-vourel (TSV) sequence into a sibilant-stop-vowel (STV) sequerice, as in the examples from Udi in (2).
(2) Udi metrethesis (Schultze 2002, cited in Hunue 2004)

$$
\begin{array}{lll}
\text { /tad-esun/ } & \rightarrow \text { [tast'un] } & \text { 'to give' } \\
\text { /t'it'-esun/ } & \rightarrow \text { [t'ist'un] } & \text { 'to run' } \\
\text { /etyesun/ } & \rightarrow \text { [est'un] } & \text { 'to bring' }
\end{array}
$$

Metathesis of this kind, which places the stop in a position where its place cues are the strongest, is attested in Udi, Faroese, and Lithuanian (Hume 2004), while the opposite pattern (i.e. one that converts STV to TSV) is unattested (but see Blevins 2009 for a critique of this analysis).

### 3.1.2 Contrast neutralization

Perception can also shape phonologies in ways that involve the elimination of contrasts rather than their preservation (chapter se: mercers and neutralization). One such example is the common process of nasal place assimilation, whereby nasal consonants adopt the place of articulation of the following consonant (Chiapter ri: local assimilation). The ubiquity of this process may be related to the difficulty listeners have in determining a nasal's place of articulation when it occurs before a consonant (Fujimura et al. 1978; Hura et al. 1992; Ohala 1990; Beddor and Evans-Roınaine 1992, 1995). Listeners who know that their language employs a rule of place assimilation do not need to attend to the place cues of the nasal, thus minimizing the risk of misidentification.

Another example comes from Ohala (1990), who argues that in phonological processes, or cases of historical change, in which heterorganic stop clusters become geminate stops, it is the features of the second stop in the cluster that are typically adopted by the geminate (e.g. Sanskrit bhaktum > Pali bhathum, not *bhakkum). He explains this asymmetry as the result of the fact that cues to stop place are more salient in the transition from the stop to a following vowel than they are from a preceding vowrel to the stop. The place of the second stop in the cluster is therefore more perceptible, and it is not surprising that when geminates are formed from such clusters, this place is chosen over that of the initial stop. The place contrast in stops is this eliminated precisely where it is difficult to perceive (ctiapter 46: positional effects in consonant clusters).
Steriade (1999) shows that voicing contrasts in obstruents tend to be permitted intervocalically, where cues to voicing are strongest, and neutralized preconsonantally, where cues are weak (chapter 69: Final devoicing and final laryngeal nfutralization). Cues to apical contrasts, such as that between [d] and [d], on the other hand, follow a different pattern, being strongest after vowels and weakest after ornsonants. This correlates with the typology of processes that affect apicality - languages tend to eliminate such contrasts postconsenantally and preserve thent post-vocalically, Place assinvilation, for instance in apical consonant clusters,
is overwhelmingly progressive ([d.d] $\rightarrow$ ]dd]), while major place assimilation is typically regressive ([np] $\rightarrow$ [mp]) (Steriade 2001).

### 3.1.3 Similarity maximization

A third category of perceptual effects in phonology, in addition to contrast enhancement and neutralization, could be called similmity maximization. Steriade (2009) observes that phonological processes tend to make changes to underlying forms that are perceptually minimal. For exmıple, although inany languages require adjacent obstruents to agree in voicing, every such language repairs disc $7 g r e e i n g$ obstruent clusters th rough assimilation, by eitluer voicing or devoicing one of the segments in question. No language deletes one obstruent, or inserts a vowel between the obstruents, even though both of these processes would produce a surface form that no longer violates the prohibition on voicing disagreement. Steriade argues that this is because assimilation results in a surface form that is more similar to the underl ying form (or to morphologically related surface forms) than would result from deletion or epenthesis. ${ }^{7}$ This bias toward minimal changes demonstrated in the typology of phonological processes can be thought of as optimizing, in that it increases the chances of a listener or learner correctly recognizing multiple realizations of the same morpheme in different contexts (although one must be careful to rule out alternative analyses based on ease of production, which in many cases predict the same types of changes).

Similarity maximization has also been documented extensively by Fleischhacker (2005) in two other phenomena, loanword adaptation and reduplication. Fleischhacker shows that these processes operate in ways that tend to nimimize the perceptual difference between the two strings. For example, she shows that in some languages with reduplication, the reduplicant faithfully copies a consonant cluster if it consists of a sibilant and a stop (as in Gothic ste-stald), but not if the consonants are an obstruent and a sonorant (as in Cothic ge-grot), whereas the opposite pattern is not attested (CHAPTER 700: REDUPLICATION). Using evidence from perception experiments, partial rhymes in poetry (Zwicky 1976; Kawahara 2007), and imperfect puns (Zwicky ant Zwicky 1986), Fleischhacker argues that this asymmetry is due to the fact that (to use the Gothic example) ge- and gre- are more perceptually similar to one another than se- and ste-.

### 3.2 The influence of perception on phonology: Mechanisms

Although there is widespread agreement that the facts of speech perception shape phonologies, there is less consensus on the causal mechanisms involved. Two types of explanation have been proposed. A misperception account explains perceptually uptimizing processes as accidental results of language learners' confusing sounds in contexts where the cues needed to distinguish them are weak or absent (Ohala 1981, 1993; Hale and Reiss 2000; Blevins 2004, 2006, 2007). On this view, listeners' errors accimulate in the lexicon, resulting in a state in which a given process is instantiated in the data to which future generations of learners

[^312]are exposed. These misperceptions could occur in a number of ways (Blevins 2004): co-articulation effects may be misinterpreted as phonological alternations (resulting in assimilation), listeners may attempt to undo a co-articulatory effect that they believe has taken place (resulting in dissimilation), or listeners may hear a range of variant pronunciations of a sound, and misidentify which is the prototypical variant.

Under a misperception account of nasal place assinilation, for example, learners would tend to misperceive [anpa] as [ampa]; once enough of these mistakes have been made, learners will posit a process of place assimilation, even if no such process was employed by the previous generation. Of course, for misperceptions to result in perceptually optimizing phonologies, confusion between sounds must be asymmetric; in the example above, listeners must mishear [np] as [mp] more often than they mishear [ n p p ] as [np]. In an experiment carried out by Ohala (1990), English-speaking subjects did indeed misperceive heterorganic nasal-stop clusters as homorganic clusters 93 percent of the time (see Beddor and Evans-Romaine 1995 for a similar experiment with an 80 percent homorganic error rate). However, it should be noted that the fact that nasal-stop clusters in English are overwhelmingly hoınorganic (Hay et al. 2004) may have biased the subjects' perception; as discussed in §2.2, there is evidence that categorical native-language phonotactics can affect listeners' perception of ambiguous stimuli (Mlassaro and Cohen 1983; Moreton 1999; Moreton and Amano 1999), and it is plausible that gradient phonotactics may have a simiar effect (chapter 89: Gradience and catecoricality in phonological theory; chapter op; frequency effects). Further research is called for to identify asymnetries in inisperception which are independent of language experience, and to determine the extent to which they align with the directionality of common phonological processes.

A nother possible critique of this approach challenges the claim that all perceptual effects are the outconne of misperceptions. Flemming (2005) argues that misperception can only account for processes that eliminate conirasts, as in the nasal place assimilation example, and not for processes that enhance contrasts, as in the dispersion of vowel inventories. Indeed, it is hard to see at first how perceptual errors could result in making a distinction clearer. Much recent work using computational noodels, however, has shown that under the right conditions selforganization (Nicolis and Prigogine 1977) can lead to contrast enhancement even when the perception of categories is disturbed by random noise. De Buer (2001) demonstrates that a group of simulated agents which attempt to imitate each others' vowel productions evolve realistically dispersed vowel inventories over time, even in the absence of any agent-internal biases toward optimization.

In de Boer's model, an agent represents each vowel category as a cloud of tokens, representing all of the vowels heard by the agent which were classified as belonging to that category. It thus strongly resernbles exemplar theory, the hyputhesis that highly phonetically detailed tokens of sounds (or larger units such as words) are stored by listeners, and that phonological categories consist of sets of these tokens (Pierrehumbert 2001). Blevins and Wedel (2009) identify two processes that can maintain category distinctness in an exemplar model: variant trading, in which ambiguous exemplars (i.e. those near the border between two categor'ie) are more likely to be misidentified than prototypical exemplars, and varinnt proning, in which ambiguous exemplars are nore likely to fail to be assigned to any category at all. Both processes have the effect of pushing categories apart, since
exemplars further from the border between the categories have a higher chance of surviving (i.e. being correctly identified), and thus a greater influence over the center of the category as a whole. This work, together with other recent research using agent-based simulations (Wedel 2006, 2007; Kochetov and So 2007; Boersma and Hamann 2008; citapter bs self-organization in pionology), has show'n that surprising and counterintuitive effects can emerge globally in a system of very simple interacting agents, and provides an important "proof of concept" for the misperception approach to perceptual effects on phonology.

An alternative to the misperception account is what we will call the cognitive bins approach, which sees phonological processes as being implemented in order $t 0$ minimize the possibility of listener errors (Hayes 1999; Steriade 1999, 2001, 2009; Hayes and Steriade 2004). On this view, optimization is an explicit goal of phonological systenıs. A cognitive bias account would explain the ubiquity of perceptually optimized phonological processes as the result of knowledge on the part of learners which biases learning in some way. There are several ivays these biases might manifest themselves. In the case of nasal place assimilation, for example, learners who know that homorganic NC clusters are "better" than heterorganic clusters, for example, might simply be unable to learn a language in which [np] is legal, but [mp] is not. Alternatively, learners nay come equipped with a soft bias against the pathokogical heterorganic-clusters-only language - they could learn such a grammar, but only when given much more evidence than would be required to learn a homorganic-clusters-only language. If these biases are universal, then even if sound change were random and unconstrained, those languages that conform to learners' expectations would flourish at the expense of those that do not.

One way to formalize these cognitive biases is to posit optimality-theoretic (OT) markedness constraints which prohibit problematic sequences, which interact with faithfulness constraints to produce the observed typological distribution of languages (CHAPTER 63: MARKEDNESS aND Faithfulness constraints). Nasal place assi milation could be modeled as the effects of a constraint aga inst heterorganic clusters and the absence of a corresponding constraint banning homorganic clusters. This type of analysis, however, would not work in other cases. How could dispersion effects be explained with constraints on output forms? In languages with one high vowel it will be central, but languages with two high vowels ban the central vowel in favor of two peripheral vowels. The grammar cannot "know" whether a front high vowel is marked or not without knowing what other vowels the language uses. The problem stems from the fact, mentioned earlier, that perceptual difficulty is a property of contrasts between sounds, not of individual sounds or sound sequences. Under standard formulations of OT (Prince and Smolensky 2C4), however, phonological contrasts are emergent properties of an entire constraint ranking, and as such cannot be referred to directly by markedness constraints. Two examples of ways around this problem are represented by Flemming's (2002) distinctiveness constraints and Steriade's $P$-map (Steriade 2009).

Flemming (2002) solves the problem by expanding the defin:tion of OT markedness constraints to allow them to refer to contrasts, or to entire sound inventories. These distinctiveness constraints are of two ty pes, MaximizeContrasts constraints, which prefer a greater number of distinct sounds, and perceptually motivated MiniminumDistance constraints, which ban inventories in which sounds are not sufficiently distinct. A learner equipped with these constraints will be able to posit
a ranking that will generate a typical, well-dispersed vowel inventory, but no ranking will generate an unattested inventory, such as one in which there are only nid and low vowels.

Ster'ade's approach is to posit a "map" of perceptibility, realized as a matrix of sound pairs and contexts, with a similarity value assigned to each pair in each context. This "P-map" is essentially a representation of a speaker's knowledge of perceptual similarity (whether innate or somehow deduced by the speaker). The P-map is held to regulate rankings among faithfulness constraints, and it is these fixed rankings that result in perceptually optimizing typological biases. Recall the case discussed in $\S 3.1 .3$ of voicing assimilation in obstruent clusters, which is preferred over deletion as a solution to voicing disagreement. According to Steriade, speakers faced with a cluster like $/ \mathrm{kd} / \mathrm{know}$ that the difference between $[\mathrm{k}]$ and $[g]$ is smaller than the difference between $[k]$ and $\varnothing$. This translates into the fixed constraint ranking Max-C $\gg$ IDNT[voice], with the consequence that no possible ranking will generate the unattested change $/ \mathrm{kd} / \rightarrow$ [d].

Evaluating which of these theories is most likely to be true is made difficult by the fact that their empirical predictions largely overlap. We conclude this section by considering ways in which they may be teased apart. The first concerns parsimony. As many proponents of the misperception approach argue, if typological asymmetries car be shown to emerge without the reed for a complex set of synchronic cognitive biases, then the diachronic analysis is the simplest, and should therefore be preferred. It is customary that in the absence of any empirical evidence, simpler explanations should be adopted over more complex ones, and it is surely healthy to question assumptions about the supremacy of synchronic over diachronic analyses. But ultimately, the question will be decided on empirical grounds.

A more empirical way of distinguishing the two approaches begins by independently establishing the plausibility of the mechanisıns proposed by each theory. In the misperception case, this can take two forms. First, experiments can be used to determine under what conditions listeners in fact make perceptual errors, and the results can be compared to the typological facts. Several experiments (Fujimura et al. 1978; Ohala 1990; Hura et al. 1992) have shown, for example, that nasal place cues are difficult to identify before consonants, the same environment which frequently triggers nasal place assimilation. Guion (1998) shows that the sequences [ ki ] and [ $\mathrm{y}_{\mathrm{i}} \mathrm{i}$ ] are highly confusable when compared to similar sequences, which may explain why velar palatalization before [i] is a common process synchronically and diachronically. Kochetov and So (2007) show that the perceptibility of released stops in various environments correlates with crosslinguistic patterns of place assimilation.

Second, because misperception account's rely on effects that emerge globally within a network of speakers and listeners, rather than inside the head of each individual, computer simulations involving multiple speakers can be used to explore how biases develop and propagate tharoughout a speech community. As discussed above, de Boer's (2001) work on the evolution of vowel systems falls under this heading, as does Wedel's (2006) research into the emergence and maintencance of linguistic contrasts. Boersma and Hamann (2008) show that optimally dispersed sibilant inventories can evolve over multiple generations when agents produce sounds using the same grammar used for perception. Simulations such as these do not by themselves provide direct evidence of the misperception hypothesis,
but they are a crucial step in delineating the precise empirical predictions made by the theory.

Similarly, proponents of the cognitive bias model have sought to establish its plausibility by looking for evidence for these biases in domains for which diachronic explanations do not apply. Kawahara (2007) shows, for example, that the lyrics of Japanese rap songs employ a type of line-final rhyme which has no precursor in Japanese poetic tradition. Kawahara shows that the rhymes attested in a corpus of lyrics adhere to a hierarchy of perceptual similarity which plays no role in the rest of Japanese phonology, suggesting that the Japanese speakers who composed these lyrics possess a knowledge of perceptual similarity relations that is not learned.

Wilson (2006) comes to a similar conclusion using an artificial language learning experiment. He shows that English-speaking subjects who are taught a velar palatalization rule which changes $/ \mathrm{k} / \mathrm{to}[\mathrm{t}$ ] before [ e ] generalize that rule to contexts in which the vowel is [i], while subjects taught a rule that only applies before [i] do not generalize it to [e]. Wilson attributes these results to a learning bias that is motivated by the subjects' (presumably unconscious) knowledge that [ki] and [ y i] are inore perceptually sinvilar than [ke] and [ f e] (Guion 1998). Skoruppa el ol. (forthcoming) also use an artificial language learnlrg experiment to show that subjects find it easier to learn phonological rules which implement small changes.

Of course, evidence that adults use bases when faced with novel phonological situations does not itself constitute evidence that children use the same biases when acquiring their native language (CHAI'TER 96: EXPERIMENTAL AlIPROACHES in theoretical phonology). The next step, for both theories, is to look for evidence that their proposed mechanisms are in fact operating in tlue real world of language learning and use. How often do language learners, outside of a laboratory, actually misperceive sounds, and how frequently must misperception occur in order to allow a given sound change to spread throughout a speech community? What evidence is there that children enploy learning biases in the early stages of acquisition? ${ }^{8}$ To what extent are typological patterns driven by historical forces other than sound change, for example the preferential adoption or retention of some words over others (Martin 2007)? Answering these questions would be difficult, but not impossible, and the relevant research has for the most part yet to be done. Data could conie from detailed examinations of diachronic changes, either those currently in progress or those for which there is a written record, or from experiments involving numbers of interacting subjects that more closely resemble an actual language learning environment.

In a sense, both theories agree on the fact that linguistic sound systems are optimized for human perception - they disagree only on how this optimization takes place. In the isperception approach, optimization takes place globally, as the overall effect of many "innocent misapprehensions." The cognitive bias theory clains that optimization is local, occurring inside the head of each speaker. The two theories are not mutually incompatible (see Moreton 2008 for discussion). It is certainly possible that biases in diachronic change shape phonological systems, and that learners have also become biased so as to nore easily learn the types of phonological patterns that they are most likely to encounter.

[^313]
## 4 Conclusion

Learning the phonology of a language involves, among other things, adjusting one's expectations in accordance with the language one has already heard. This makes the learner better able to perceive the distinctions used by her native language, albeit at the cost of a reduced ability ${ }^{10}$ perceive non-native distinctions. On this view, the fact that the native phonology influences perception is not surprising - it is simply a consequence of the trade-off involved in tuning the perceptual system to expect input of a certain type. In this chapter, we surveyed evidence that tie perception of phonemic and allophonic categories is biased by the phonemic categories and phonotactic restrictions of one's native language, and that these factors also influence the adaptation of words borrowed from other languages. Further research on this topic promises to give us a clearer picture of exactly which properties of the native language influence speech perception.

We also discussed evidence of influence in the other direction, from perception to phorology. This influence operates over historical time, changing languages in the direction of eliminating difficult-to-perceive contrasts, whether by neutralizing the problenatic contrasts, or by making them more distinct, ultimately resulting in a linguistic typology which appears to be perceptually optimized. Current debate on this topic is centered on the question of what drives this historical change synchronically active learning biases, or perceptual errors on the part of language learners. Both hypotheses make strong claims regarding the fundamental structure of phonological grammars, and the results of this debate have the potential to shape the direction phonological theory will take in the coming decades.
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# 99 Phonologically Conditioned Allomorph Selection 

Andrew Nevins

Since Jakobson's (1948) artalysis of Russian verbs as having one stem rather than two, it has been an attempt of generative phonology to minimize distinctly listed allomorphs in favor of phonological rules, some of which may be morphologically specific. Nonetheless there are certain allomorphs that cannot be derived one from the other, leading to "multiple URs" for the same morphemic category, such as the Moroccan 3rd person object clitic, which varies betwreen the allomorphs - $h$ (chosen after vowel-fual stems) and - $\boldsymbol{u}$ (chosen after consonant-final stems), as will be discussed in $\S 1.3$ below. Such cases require distinct suppletive allomorphs, whose distribution is determined according to their phonological environments. The division of labor in dealing with allomorphy, then, is taken up both by purely phonological rules (such as those responsible for the voicing alternations of the English plural morpheme) and by morphological selection among separately listed allomorphs competing for insertion. In this clapter, we focus on the latter type of alternation between morphemes, while emphasizing that many cases of allomorphy not included in the present discussion are still best handled by phonological derivations from a single underlying form.

While a nuunber of instances of allomorph choice depend on morphosyntactic and lexical factors (including conjugation or declension class), many cases of all.omorph selection can be predicted on the basis of phonological anfiguration. Carstairs (1988) points out the relevance of phonological conditions on allomorph selection to morphological theory, but does not provide an implementation of how such allonnorph selection should work. The tradition of analyzing allomorphy as multiple allonıorphic input candidates that compete for the same morphemic realization and that are chosen among them for the output based on phonological selection begins with Mester's (1994) treatment of Latin stem augnments in the perfect. ${ }^{2}$ One of the first goals in discussing the role of phonological well-formedness in allomorph distribution is an explicit connection of these phenomena to well-established categories of phonological well-formedness

[^314]based on cross-linguistic research. In this chapter I will present six different types of phonological conditions that force choice of one listed allomorph over another. I will then discuss cases which appear to be arbitrary but still reference phonological conditions, and thus require the mechanism of phonological subcategorization. Finally, 1 will proceed to a more general theoretical discussion about the level of phonological representation at which allomorph selection takes place, and the mechanism of choice.

## 1 Six phonological conditions forcing allomorph choice

I have attempted to categorize below a wide range of cases from typologically diverse languages into six basic categories of phonological markedness. As the case studies are chosen to make more general points of contact between the languages, in some cases 1 have chosen only the clearest examples, and direct the interested reader to the original articles for a fuller discussion of some of the complexities. The argumentation for particular analyses is necessarily abbreviated in this overview, and the reader is advised to consult the references provided for detailed argumentation in favor of certain analyses and agairst possible other analyses. In addition, 1 should mention that my choice of citations for these phenomena often reflect the most recent, or most theoretically relevant to the current discussion, rather than choosing the locus classicus on a particular case of allomorphy per se.

The six conditions are organized in terms of segnent-level phenomena, syllable-level phenonena, and prosodic-level phenomena. I begin with segmental dissimilation, as it arises in the familiar case of English as well as many other languages, and then to segmental phonotactics. I then turn to syllable structure, whereby preference for onsetful, codaless, and less complex syllables plays a role in allomorph selection, and subsequently to morphological alignment of stems with syllables and syllabic constituents, which causes resistance to resyllabification in the relevant cases. Finall $y$, 1 turn to stress-to-sonority and peak-prominence effects, which prefer sonorous stressed syllables and less sonorous unstressed syllables, and then to the optimization of foot structure.

### 1.1 Segmental dissimilation

The English Saxon genitive 's, often thought to be one of the most stoic and flexible of all inflectional narkers in English, has in fact two allonorphs: 's and a zero allomorph, $\varnothing$ (with devoicing and epenthesis processes well known from the plural also automatically occurring for the former, which is underlyingly $/-z /$; Pinker and Prince 1988). The zero allomorph is chosen when the head noun to which the genitive inarker attaches contairs the plural -s (Zwicky 1987; Lapointe 1996). As (1a) and (1b) show, choosing -s is ungrammatical with a pluralized head noun in $-s$, though not with other plural forms (1c). As (1c) shows, this is the result of a dissimilatory pressure between two nffixes with identical segmental content: when both are $[-s]$ (or more likely, when both are $[-z]$ ), one of thein - in this case,
the outermost - has to go unexpressed, but when it is part of the stem, no such constraint holds, as shown in (1d).
(1) English possessive clitic's zero allomorphy
a. the cats' feet are dirty ([kæts], *[kætsız])
b. the pigs' hooves are clean ([pıgz], *[prgzız])
c. the oxen's hooves are dirty
d. Katz's deli (*[kæts], [kætsız])

Interestingly, the dissimilatory zero allomorphy of the Saxon genitive is not enforced when the pluralized noun is not the head of the entire noun phrase - in other u'ords, when the element undergoing possessive marking is not identical to the phonological edge at which the clitic -s is placed. In such cases, some speakers (including myself) variably allow fully-fledged -s-marking even on a noun which bears the plural -s:

## (2) Zero allomorphy optional when phural is not on head now

a. the lady with the cats' name is Tinuviel ([kæts], [kætsiz])
b. the man in front of the pigs's son won the competition ([pıg $]$, [prgzoz])

The statement of these facts requires reference to the head $v$ s. non-head status of the noun phrase bearing the external inarking of genitive case, and as such presents interesting challenges for fully monostratal theories of norphologyphonology interaction. Returning however to our primary concerns in (1), the chovice of allomorphs and indeed the phenomenon as a whole can clearly be understood in terms of dissimilatory pressures (see chapter 60: dissimilation) against adjacent identity, a set of pressures we will group here under the label of the Obligatory Contour Principle (Goldsnith 1976; Yip 1988; Suzuki 1998), relativized to adjacent sibilants.

A secont case of dissimilatory pressures driving allomorphy is found in the interaction between masculine gender allomorphy and plural marking in Catalan (Bonet et al. 2007). Like the English case discussed immediately above, it involves avoidance of adjacent sibilants. However, unlike the English case, in which -Ø is the exceptionally chosen allomorph recruited in case of potential adjacent identity, $-\varnothing$ is the default allomorph in Catalan, and avoided through choice of $[-u]$ in order to prevent adjacent identical sequences of [s], even though the regular epenthetic vowel in Catalan is [ə].

In Catalan, masculine gender on nouns can be expressed by three separate allomorphs: - $\varnothing$, the most widespread, and, according to Bonet et al. (2007), unmarked allomorph, is used for nouns such as (3a), which have no overt expression of masculine gender. The second-choice allomorph, [-u], is found with nouns such as (3b) and (3c), in both the singular and the plural, as a result of lexical specification to select this allomorph. Interestingly, however, there are nouns such as (3d) which clearly select the zero allonoorph, as shown in the singular, but recruit the second-choice allomorph [-u] specifically in the plural, in order to avoid an otherwise adjacent-identical sequence of stridents caused by the root-final /s/ of the noun and the [s] of the plural.
(3) Catalan theme vowel allomorphy (Bonet et al. 2007)
a. got 'glass' got-s 'glasses'
b. awt-u 'car' awt-u-s 'cars'
c. mos-u 'lad' mos-u-s 'lads'
d. gos 'dog' gos-u-s 'dogs'

The Catalan case thus represents another instance of allomorph selection driven by the phonological pressure of dissimilation. Interestingly, as mentioned above, the choice of allomorphy is one in which an otherwise default zero allomorph is skipped over in favor of an overt allomorph, exactly the opposite of the English possessive case above. One crucial difference between the wo is that the English possessive marker realized as zero occurs as the outermost suffix: avoie ling identical stridents could only be resolved by jettisoning one of them. By contrast, in the Catalan case, choice of an overt masculine gender marker before the plural marker is attached involves a "prophylactic" allomorph choice, ensuring a buffer between two non-negotiably unchangeable stridents.

A third case of sibilant-OCP-driven allomorph choice, quite similar to those discussed above, is found in Hungarian (Carstairs 1988), in which the 2nd singular indefinite present indicative is normally -as, but is ool after sibilants (and affricates whose right edge is a sibilant). In short, a number of typologically unrelated segmental dissimilatory pressures dictating allonorph choice can be found involving sibilant consonants.

While diss:milation is in general more common among consonants than among vowels (Nespor et al. 2003), within vowels the most cominon type of dissimilation is that between low vowels (Suzuki 1998). This type of pressure can be seen at work in choice of the Spanish feminine definite article, which is ordinarily la (4a), but which recruits the masculine allomorph ol (4b) in the case of feminine nouns beginning with stressed $\begin{gathered}\text { a (Harris 1987), such as (4c). This allomorph selec- }\end{gathered}$ tion to avoid the sequence $a \mathfrak{a}$ is only in case of identical vowels (cf. (4d)) and in fact is only in case of stressed $a$, as can be seen in the diminutive form in (4e). In all of the examples below, stress falls on the penultinate vowel in the noun.

## Spanish article allomorphy

a. Ia mesa 'the table (fem)'
b. el libro 'the book (masc)'
c. el agrua 'the water (femp)'
d. Io ista 'the island (FEM)'
e. Ia aguita 'the water (fem dim)'

A similar kind of vowel dissinilation occurs with the Dutcl agentive suffix, which has the allomorphs [-aar] and [-ar]. According to Smith (1976) and van Onstendorp (2009), [-or] is the default, and [-a:r] is chosen when it follows a syllable that contains [a], to avoid adjacent instances of schwa:

Dutch agentive suffix allomor phy


What is unusual about the [-arr] allomorph is that it does not attract stress, as most other superheavy suffixes do. Van Oostendorp (2009) suggests that [-ər] is inserted first, before stress is assigned, and that after stress is assigned, [-a:r] is re-inserted as a dissimilatory repair when there are two adjacent schwas.

A third kind of dissimilatory pressure in allomorph selection is avoidance of whollesale identity between two homophonous but distinct morphemes. For example, the English demonstrative that and the complementizer that are distinct morphenees, but have identical phonologies. However, the complementizer that independently has a zero allonzorph. Walter and Jaeger (2008), employing corpus studies, show that the incidence of complementizer that as opposed to its zero allomorph is much lower than otherwise expected when the distal demonstrative follows, e.g. Among those two, I think that that one is better, where the zero allomorph of the complementizer is preferred.

### 1.2 Segmental phonotactics

While dissimilation is one kind of segmental interaction whereby segmental similar allomorphs "repel" each other, there are kinds of segmental phenomena that involve avoiding incompatible sequences of consonant + vowel or incompatible combinations of subsegmental features. These forces, too, can drive allomorph selection, leading to avoidance of particular allomorphs when they would incur violations of combinatorial phonotactics.

In Romanian, some $k$-final nouns have an alveopalatal-final stem allomorph in the plural, while others do not (Steriade 2008), e.g. [kolak, kolati] 'bagel (sc/гL)' vs. [fok, fok-uri] 'fire (sG/pI)'. Steriade (2008) shows that verbal forınations based on the same root avoid the verbalizing suffix $-i$ if they do not have an existing affricate-final stem allomorph available (e.g. one from the plural). Thus the denominal verb based on /fok-/ must use the suffix -n to avoid the consonant + vowel sequence [ki]:

## (6) Romanion availability of stem allomorphis determines denominal suf fix

| singular | plural |  | denominal verb |  |
| :--- | :--- | :--- | :--- | :---: |
| kolak 'bagel' | kolatf-i | 'bagels' | in-kolat'-i <br> in |  |
| fok roll up' |  |  |  |  |
| in-fok-a | 'to fire up' |  |  |  |

This case is interesting because it shows that allomorph selection of an affx is dependent on the existence of availability of appropr atate allomorphs of the stem, a notion that Steriade calls lexical conservatism - in other words, allomorphy is opportunistic, but it is conservative in that it depends on recruiting existing allomorphs. That is, the default verbalizing suffix (according to Steriade 2008) $-i$ can only be chosen if a [k]-final stem has an indepen dently available [ $\mathrm{t}^{*}$ ]-final allomorph, so as to avoid the phonotact ically illicit configuration of velar stop before front vowel. Otherwise, if no [ t ]-final allomorph is available, the verbalizing suffix $-a$ will be chosen.

Turning to subsegmental phonotactic restrictions, in Udihe (Bye 2008), the perfective is expressed on stems ending with [-high] vowels by laryngealizing the vowel - in this case, the allomorph is thus smaller than a full segment. However, since the language does not allow laryngealized high vowels, when the stem ends in a high vowel, there is a suffix -ge concatenated, instead of laryngealization:
(7) Udihe perfective allomorphy
a. etete 'work-perf'
zawá 'grab-PERE'
olokto 'cook-p.erf'
b. dogdi-ge 'hear-perf'
bu-ge 'give-PERF'

In this case, therefore, a feature co-roccurrence phonotactic (banning [+high] together with [+constricted glottis]) drives allomorph selection: the ordinary exponence process is overridden by a phonotactic one.

### 1.3 Syllable structure

Arguably some of the most widespread instances of phonologically conditioned allomorphy arise in the donain of syllable structure (see alse CHAPTER 33: syllableinternal. structurf.). When there are two or more allomorphs, the choice among them often is based on yielding a syllable structure that either avoiets codas, avoids hiatus, or avoids complex codas without a sufficient sonority drop.

To illustrate this phenomenon it might be interesting to take a familiar case, the English past tense, in a slightly unfamiliar context: its use by second-language learners of English, in this case those whose native language is Brazilian Portuguese (Baptista and da Silva 2006). According to these authors (and to my own observations), speakers of Brazilian Portuguese English (henceforth BPE) choose between the allomorphs -d and -ed not based on whether the verbal stem ends in a coronal consonant, but on whether it ends in an obstruent:

BPE past tense allomorphy for obstruent-final verbs
a. added [æedad]
b. pracked [pækad]
c. act [ækt] *[ækət]
d. lenned []ind] *[linad]

As (8b) shows, in BPE the vowel-initial allomorph of the past tense suffix is extended beyond its original context and is chosen following an obstruent, in order to avoid the sonority plateau of two adjacent stops in a syllable coda. As (8c) shows, this is not a general process of epenthesis, as it occur's only in heteromorphemic contexts, and hence really is about choosing the allomorph -ed and not about general purpose vowel insertion. Finally, as (8d) shows, this epenthesis is sensitive to the nature of the stem-final consonant, and does not apply after sonorants. L2 phonology of this sort can be interesting, as it illustrates a case in which the distribution of allomorphs may be "opportunistically" generalized beyond their original for historical) contexts in order to improve syllable structure.

The English indefinite article a/an is a case of hiatus avoidance (chapter 67 : hiatus resolution), in which choosing an in vowel-initial contexts allows one to avoid a sequence of vowels. Stent allomorphs may also be chosen in order to avoid hiatus; Rubach and Boocij (201) cite the exanple of Plato and hero, which have an identical syllabie template, but which differ in their adjectival forms Platonic and heroic. In the case of Platonic, according to Rubach and Booij (2001), there is already an existing stem allomorph Platon- that can be recruited in order to avoid hiatus; in the case of heroic, there is not. One way of putting things is that allomorph
selection is resourceful but not omnipotent: avoiding hiatus is nice when possible, and existing allomorphs can be recruited for that purpose, but wholly new stem allonnorphs cannot spring into existence for this sole purpose.

Cases of phonologically conditioned allomorph selection (as opposed to general purpose epenthesis, cf. (8c), or the implausibility of lexically specific $n$ - epenthesis in Platonic) are clearest when the two allomorphs are quite distant from one another. In Korean, the nominative case ending is chosen according to whether the stenl ends in a vowel or consonant, as shown in (9).
(9) Korean nominative case suffix chosen based on final segment of stem (Suh 2008)
mom-i 'body-NOm'
$\mathrm{k}^{\text {h }} \mathrm{O}$-ka 'nose-NOM'
The vowel-initial allomorph allows for resyllabification, thus removing a coda from the representation. Both allomorphic choices result in a CV.CV profile for the suffixed stems.

The choice of phonologically unrelated allomorphs can sometimes be the result of historical divergence (chapter 93. SOUND change). For example, Mascaró (2007) discusses the fact that the Moroccan Arabic object clitic used to be /-hu/, but now has developed into two distinct (and synchronically unreletable) allomorphs, [-h], chosen after vowel-final stems (e.g. [xt'a-h] 'his error'), and [-u], chosen after consonant-final stems (e.g. [ktab-u] 'his book'). Each of these allonnorphs is clearly chosen in order to avoid marked syllable structure: choosing the opposite contexts for these allomorphs would result in either hiatus or in a complex coda.

Somewhat similar to the BPE past tense case discussed above is the pattern of allomorphy with the Swedish definite suffix (Löfstedt 2008), in which an allomorph originally intended for one set of environnents is recruited for another. The two allomorphs are [-n] and [-en]:
(10) Swedish definite suffix allomorphy (Löfstedt 2008)

|  | stem | definite |  |
| :--- | :--- | :--- | :--- |
| a. | by: | by:n | 'village' |
| b. | sykrel | syk:eln | 'bicycle' |
| c. | gru:p | gruipen | 'hole' |
| d. | pilgrim | pilgrimen | 'pilgrim' |
| e. | Elsklin: | elsklir):en | 'love (dim)' |
| f. | hymin |  | 'hymn' |

As (1)a) and (10b) show, [-n] is the allomorph ordinarily chosen after sonorants, while -en is chosen after obstruents ( 10 c ). However, [-en] is also chosen after nasals ( 10 d ) and ( 10 e ), despite the fact that nasal + nasal sequences are tolerated tautomorphernically in Swedish (10f). This represents an emergent dispreference for sonority plateaus in codas that is blocked when possible by recruiting another allomorph (see also cifapter 4y: sonority).

In French, masculine and feminine adjectives have two allomorphs, e.g. [pati]/ [patit] 'small (masc/fEm)'. However, the latter may also be used when preceding masculine adjectives if they are vowel-initial. This is a case in which hiatus
resolution (or perhaps the preference for a syllable onset in the noun) recruits an adjectival allomorph of the "wrong" gender:

> French adjectival allomorphy (Tranel 1997; Perlmutter 1998; Steriade 1999)
> petit canard [patikanar] 'sınall duck (masc)'
> petite bête [patitbet] 'snıall beast (FEm)'
> petit animal [patitanimal] 'small animal (masc)'

The consonant present in the feminine form is recruited wholesale for masculines simply for syllable-structure considerations. Similar' patterns can be found with demonstratives (e.g. ce [ $\mathrm{s} \boldsymbol{y}$ ], cette [ $\mathrm{s} \varepsilon \mathrm{t}]$ ). While some authors treat patterns such as (11) in terms of phonological derivation (where / patit/ is in the underlying form of both masculine and feminine, with a rule of final consonant deletion operative in the masculine), cases of wholesale suppletion, such as (12) below, clearly call out for an analysis in terms of allomorph selection, arguably driven by the same requirements of onset-furnishing as in (11) above:

## (12) French adjectival allomorphy with wholesale suppletion

| benu cmard | [bokanar] | 'beautiful duck (MASC)' |
| :--- | :--- | :--- |
| belle bête | [belbet] | 'beautiful beast (FEM)' |
| belle amimal | [belanimal] | 'beautiful animal (MASC)' |

In sum, a wide range of allomorph selection process are driven by bread-andbutter syllable structure well-forınedness constraints, such as preference for onsets, dispreference for codas, and dispreference for sonority drops in codas that are not steep enough. In the next section, we will turn to a competing force in allomorph selection, where considerations of alignment of morphological and syllabic constituents may in fact create marked syllable structure.

### 1.4 Morphological alignment

Since at least Dressler (1977) it has been realized that there is a tendency in natural language to align morphological constituents with syllabic constituents (charter 103: phonulugical sensitivity to mori’holugical structure). In fact, the tendency for C-initial allomorphs to occur after vowel-final stems and V-initial allomorphs after consonant-fiinal stems that we have seen in the preceding section is occasionally trumped by precisely such factors, resulting in the opposite pattern. The best-known case of this is the Haitian definite article (Klein 2003), in which a C-initial suffix occurs after C-final steıns and a V-initial suffiix after V-final stens:
(13) Haition definite article allomorphy (Klein 2003)
liv-la 'book-the'
papa-a 'father-the'
According to Klein, the default allomorph is $\cdot n$, and $l i v-l n$ is preferred to li.on because the latter would resyllabify the stem. Apparently, the morphological alignnient of the right edge of the stem with the right edge of a syllable is important to maintain.

The Galician definite article (Kikuchi 2006) shows that morphological/syllabic alignment may enter into opaque interactions. The allomorphs of the definite
 onsetless forms, illustrated in (14a), are the default, but following a continuant $r$, $1 . \mathrm{s}$ in the coda of a preceding word (in combinations that are adequately close, such as infinitives or prepositions plus their complements), the liquid-initial allomorph is chosen, as shown in (14b):

Galician article alloworphy (exemplified for feminine a(s) ws. Iars))

| a. a xeute | 'the people' |
| :--- | :--- |
| as mulleres | 'the tvomen' |
| para as mulleres | 'for the women' |
| sobre a xente | 'about the people' |
| b. ve-In xente | 'I saw the people' /ver/ |
| 'todn-Ins mulleres 'all the women' /'todas/ |  |

Kikuchi (2006) proposes that, like the Haitian Creole case discussed above, the choice of an onsetless article in Galician is motivated by a preference for morphological word edges to be aligned with syllable edges. When the preceding word ends in a consonant, ver.la is preferred to vern, because the latter moves the definnite article $a$ inside, rather than at the edge of, a syllable.

Notice that choice of the liquid-initial onset is conditioned by a preceding segnent that is deleted on the surface; in other words, the allomorphic choice shows opacity (since othervvise surface ['toda] (underlying /'todas/) should pattern like parn). The deletion at this intermediate level involves an OCP effect: ver-la or todns-las would create adjacent identical continuant consonants, which Kikuchi (2006) posits are banned across word boundaries in prosodically close domains, such as prepositions or verbs plus their complements. Hence, once the allomorph In is chosen, the preceding continuant deletes.

A similar case is the Korean conjunctive suffix realized as [-wa] or [-kwa] (Suh 20(1)). The interest of this allomorphy is the fact that within the same language, the nominative (discussed in (9)) and the conjunctive have apparently contradictory distributions.

Korean conjunctive suffix alloworplly (Suh 2008)
khor-wa 'nose-conj'
mom-kwa 'body-conJ'
According to Suh (2008), this pattern results from the need for right-alignenent of the stem with the right edge of a syllable. As $m$ we-is tolerated as an onset, onset maximization with mo-mrun would result in resyllabification of the stem mom, while mom.kwn does not. What about mo.mi, then, the nominative form seen above? Suh's (2008) actual constraint is about alignment with the right edge of any subsyllabic constituent. In mo.mi the stern-final [m] is aligned with the right edge of the onset (which is simplex), but in *momiva it is not, being blocked from the right edge of the onset by the following glide. By contrast, in mom.kzo, the stem-final [m] is comfortably at the right edge of the coda constituent.

Mòcheno is a German dialect spoken in the Trentino region of Italy, with two allonzorphs of past participial prefix, according to Alber (forthcoming): [ga-], and
a subsegmental [-voice, -cont] feature matrix. The distribution of these allomorphs depends on the initial consonant of the verb stem. With voiceless stops and supralaryngeal fricatives, the [-voice, -cont] allomorph is chosen (16a), which may result in $\varnothing$ realization or affricate formation. For voiced stops and all sonorants, [ga-] is chosen (16b):
(16) Mòcheno participial nllomorphy (Alber, forthcoming)

|  | stem <br> a. <br> tond.arn | 'to thunder' |
| :--- | :--- | :--- | | participial form |
| :--- |
| tondart |

According to Alber, the principle that a stem should not be resyllabified with a prefix (i.e. that the verb stem should be aligned with its own syllable) is what drives the allomorph selection. Voiceless stops and fricatives can form a doubly linked representation with the [-voice, -cont] segment, leaving the stem at the left edge of its own syllable. The rest choose [ga-] so as not to resyllabify the stem with a preceding consonant.

### 1.5 Stressedness and vorvel quality

Stressed voivels like to be more sonorous, and unstressed positions tolerate fewer vowel contrasts (Crosswhite 1998; CHAPTER 39: sTRESS: PHONOTACTIC AND PHONETIC evidence). A number of allomorph selection processes seem to be motivated by the distribution of non-peripheral vowels (i.e. mid vowels, in the cases below) in unstressed positions.

Due to the Stress-to-Weight principle, stressed syllables like to be heavy, and hence may undergo processes such as Iambic Lengthening (Hayes 1995; chapter 44: tife iambic-trochaic law) and glotal stop insertion. Conversely, unstressed syllables may undergo glottal stop deletion, in order to reduce their relative prominence with respect to stressed syllables.

Sonnewhat like the case of the Spanish definite article allonnorphy, which recruits "the wrong gender" in order to avoid hiatus of identical low vorvels, an allomorphy process in Hebrew plural formation occurs that borrow's the wrong gender for phonological reasons. The Hebrew feminine suffix -ot (17b) is except ionally extended to masculine nouns, such as (17c) (Becker 2009), which otherwise take the masculine suffix -im (17a).
(17) Hebrew pharal sllomorphy (Becker 2009)
a. 'jelad jelad-'im 'boy (masc sg/masc pl)'
b. xat'ser xatser-'ot 'backyard (fem sG/fem rl)'
c. xa'Ion xalon-'ot 'window (MASC SG/MASC PL)'

One defining feature of Hebrew plural formation is that it takes stress away from the nominal stem, and this has consequences for the marking of inasculine nouns whose final vowel is [o]. Becker (2009) argues that the mid-round vowel [o] is dispreferred in unstressed syllables in Hebrew (and nore generally in weak positions (Beckman 1997), but can receive support by a kind of vowel harmony that licenses it: a weak unstressed [ 0 ] can be tolerated when adjacent to a stressed [ O ]. For this reason, the feminine ot is recruited specifically for masculine nouns of which the last syllable contains [o]. Becker (2099) shows that this allomorphic recruitment is not a historical quirk, but is actively used in novel plural formations in a wug test.

Surmiran Rumantsch verbs have two sets of stem allomorphs, chosen on the basis of stress placement. The unstressed variant is not predictable from the stressed variant, ruling this out as a case of straightforward vowel reduction. According to Anderson (2008), the alternations are not predictable, and require listing of both stem allomorphs. It is a comnon pattern in Romance that the infinitive, 1st plural, and 2 nd plural will bear distinct allomorphs from the rest of the paradigm, as in the Italian verb conjugation for andere 'to go', which is wholly suppletive.
(18) Italian present tense conjugation for andare, with stress marked and agreement endings separated

|  | singular |
| :--- | :--- |
| a. 'vad-o | and-i'amo |
| b. 'v-ai | an'd-nte |
| c. 'v-a | 'vi-nnno |

As in Italian, which has the longer endings for 1st plural and 2nd plural, Surmiran shows a pattern which is understandable in terms of preference for unstressed syllables to be low-sonority [i u z] rather than [e a]. The choice of allomorphs thus aligns prosodic weakness with segmental weakness: the lowsonority stem allomorphs [lov-] and [fit-] are chosen when stress is on the inflectional ending rather than on the root.
(19) Surmiran stem allomorphy (Anderson 2008)

| inf | la'var | 'get up' | fit'tar | '今̂nish' |
| :---: | :---: | :---: | :---: | :---: |
| 1sg | 'lev |  | 'fet |  |
| 2sig | 'levas |  | 'fettas |  |
| 3sg | 'leva |  | 'fetta |  |
| 1 pl | la'vagn |  | fit'tagn |  |
| 2 pl | la'ver. |  | fitter. |  |
| 3 pl | le'van |  | 'fettan |  |

Anderson argues that these alternations do not involve unstressed vowel reduction, as the same stressed [e] corresponds to both [i] and [z]. As no deterıninistic rule of reduction is at work here, this must be handled in terms of allomorph selection, in this case based on stress-to-sonority.

In a somewhat similar vein, Spanish mid vowels display an alternation whereby they diphthongize under stress. However, while certain instances of diphthongization in unstressed syllables are allowed, others are not.
(20) Spanish mid-vowel diphthongization stem allomorphy (Berm údez-Otero 2009)
a. encontrír 'to meet'
b. encuientro 'a neeeting'
c. encuentrón 'meeting (AUG)' (word-level: 'one hell of a meeting')
d. encontron 'someone who bumps into others' (stem-level: deverbal)

According to Bermúdez-Otero (2009), whether or not a mid-voweled root will diphthongize or not under stress is unpredictable, and hence two stem allomorphs must be listed, e.g. /enkwent/ and /eıjont/. The difference between denominal derivation in (20c) and deverbal derivation (20d) is that, while denominal derivation (e.g. diminutives, augmentatives) is word-level (within the Lexical Phonology/ Stratal OT conception of levels; see also chafter 94: lexical phonology and the lexical syndrome), the deverbal derivation is stem-level. Given such a division, Bermúdez.-Otero (2007) argues that there is a relevant stem-level constraint in Spanish that disallows unstressed dipththongs. As a result, given the deverbal derivation which places stress on the suffix, the stem allomorph /eıjkont/ will be chosen, again due to the phonological preference for stress and syllabic prominence to line up.

### 1.6 Foot structure

In this section we examine cases of allomorph selection which involve improving or naintaining the preferred foot structure in the language (chafter 40: 'the FO-T). ${ }^{2}$ The cases are similar in spirit to the alignment of segmental prominence to stress, but often involve syllable counting in a way that requires footing in order to determine allomorph selection.

González (2005) analyzes allomorph selection in languages of the Panoan family as choosing segnental allomorphs based on foot structure. For example, the Shipibio repetitive suffix has the allomorphs [riba] and [ribi], with the former appearing after odd numbers of syllables and the latter appearing after even numbers of syllables. Since this is a trochaic language, the effect of this allomorph choice places the vowel [a] in strong syllables and [i] in weak syllables.
(21) Shipibio syllable-counting allomorphy: [ribi] vs. [riba] (González 2005)
a. piona 'eat-CAUS' + REPETITIVE + PASt
(pi.ma)(fi.bi)ki 'He made him eat it again'.
b. pi 'eat' + REi'EtitivE + r'ASt
(pi.́()(ba.ki) 'He ate it again'.
ln Yaminahua, the allomorphs [tijo] and [tofi], a directional perfect suffix mean ing 'on arriving', are chosen on the same basis: the appearance of syllable counting, which is actually based on foot structure. Higher sonority [o] is thus lined up with the stronger half of the foot.

[^315](22) Yaminalua sy/lable-counting allonorply: [tifo] zre. [tofi] (González (2005)
a. fitfi find' + arrive + past + plural
(fi.ti)(to.fi)(afo) 'found on arriving'
b. fa 'say' + ARrive + yesterday (fa.ti)(fo.i)(ta) 'said on arriving'

Somewhat like the cases of peak prominence discussed in $\S 1.5$ above, these cases illustrate allomorph selection based on syllable counting that makes sense once integrated with the fact thent this is a trochaic language, and hence odd-numbered stems will w'ant the more sonorous syllable to come second, while even-numbered stems will want it to come first.

Similar to the Panoan cases above is the selection of allonorphy in Estonian, where the genitive plural has two allomorphs, -te and -tte, and the partitive plural has two allomorphs, -sit and -it. When these are added to vowel-final bases, the choice of allomorph is determined by what looks like syllable count: -it and -tte are chosen with odd-numbered bases. Estonian is trochaic, and Kager (1996) argues that it is foot structure that determines the choice of allomorphy: the head of a foot should be heavy if possible (CHAPTER 57: QUANTITY-SENSITIVITY):
(23) Estonian odd-mumbered stem allomorphy: [-tte] and [-it] (Kager 1996)
paraja 'suitable' ('pa.ra)(,jat.te) (CEN PL)
('pa.ra)(jait) (1'ART 1'l)
By contrast, when the stem is even-numbered, no suffixation can possibly improve the weight of the head of the foot, and so affixes which cause no resyllabification or realignment are chosen:

Estonian bisyllabic stem allomorply: [-te] and [-sit] (Kager 1996)

$$
\begin{array}{lll}
\text { 'visa 'tough' } & \text { '(vi.sa)te } & \text { (GEN PL) }  \tag{24}\\
& \text { '(vi.sa)sit } & \text { (PART PL) }
\end{array}
$$

Kager (1996) argues that it is feet and not syllables that are counted, as bisyllabic bases with superheavy initial syllables group with [paraja], e.g. [aasita-tre] 'yearGEN PL'. Hence this allomorph selection cannot be reduced to syllable counting, but must be stated in terms of heads of feet and making them heavier.

Greek is a language with mostly antepenultinate stress in trisyllabic words (Drackman et al. 1996). Its syllable-counting allomorphy with action noninals involves [-ma] and [-imo]. Monosyllabic stems take [-ino], thereby achieving antepenultimate stress unproblematically, whereas polysyllabic stems take [-ma], keeping the stress on the initial syllable while changing word length minimally:

Greek action nominals and sy/lable count (Drachman et al. 1996)
'vreks-imo 'wetting'
'skupiz-ma 'sweeping'
The case above shows a kind of contplementarity effect: the shorter stems take the longer allonmorph and the longer stems take a shorter allonorph. A slmilar
case can be found in Dutch, whose feet are preferably disyllabic trochees. The plural suffixes -en and -s are chosen in order to form trochees at the right edge.
(26) Dutch plural allomorphy: based on trochees at right edge (Booị 1998)

| knie | 'knieën | 'knee' |
| :--- | :--- | :--- |
| bat | 'ballen | 'ball' |
| 'natie | 'naties | 'nation' |
| ge'nie | ge'nieën | 'genius' |
| 'knon | Kanons | 'camon' |
| kanon | ka'nonnen | 'cannon' |

Notice above that a complementarity effect obtains with monosyllables ws. disyllables, and also in terms of distance from the right edge: the longer -en is chosen when there is a shorter distance of the stress frour the right edge, and the shorter -s when there is a longer distance. A similar case can be found in Spanish with the suffix that creates abstract nouns from adjectives and has two allomorphs:

Spanish [-ez]/[-eza] allomorplyy (Aranovich and Orgun 2006)
$\begin{array}{llll}\text { a. vil-cza } & \text { 'vileness' } & \text { b. rigid-ez } & \text { 'rigidity' } \\ \text { nobl-eza } & \text { 'nobility' } & & \text { madur-ez } \\ \text { trist-eza } & \text { 'maturity' } \\ \text { 'sadness' } & \text { tirant-ez } & \text { 'tenseness' }\end{array}$
According to Aranovich and Orgun (2006), there appears to be a requirement that derived nouns be larger than a foot, but not larger than necessary. This pattern also shows the complementarity effect discussed above. However, consonant-fin al stems appear to contradict this pattern, e.g. gentil-eza 'gentleness', suttil-ezt 'subtlety'. This apparent misbehavior of allomorph selection can be resolved, however, given that Spanish vowel sequences delete heteromorphemically. With such an analysis available, the sterns above are the ls in fact vilo-eza, triste-eza vs. rigido-ez, madaro-ez, at the point before which vowel deletion applies. The more abstract underlying representation, with vowel-final stems as the conditioning environment, enables a consistent statement of allonnorph selection in terms of foot structure. Aranovich and Orgun (206) argue that allomorph selection takes place at a level of representation before vowel deletion, and that the choice is motivated by a goal of forming two perfectly binary feet at thent level of representation, e.g. (vi.lo)(e.za), (ri.gi)(do.ez). This pattern thus shows allomorph selection conditioned by foot structure, but at a level removed front the surface, a point to which we will return.

## 2 Arbitrary cases that still reference phonology

Dealing with phonologically conditioned suppletive allomorphy, Paster $(2005,2006)$ proposes that certain cases of allomorphy are sensitive to phonology but do not optimize anything, and proposes instead a mechanism of subcategorization in the grammar. Based on a number of cases such as Axininca and Italian, Bye (2008) echoes this conclusion, i.e. that allomorphy is selection, and that phonological optimization is due to historical or coincidental factors. Embick (2009) endorses a similar viewpoint to these authors, eschewing a model of grammar with
"global" interaction between morphology and phonology. While we will discuss their models further below, it is first worth showing a few cases of these that indeed reference phonology but in which the actual choice seems to have no phonotactic/ markedness-based motivation.

Two such cases involve syllable- or mora-counting allomorphy of the type that was relevant for optimization of foot structure above, but in ways which do not seem to improve anything, and cannot be easily understood in terms of existing granmatical well-formedness constraints unless one wants to "pollute" the constraint set with a host of parochial constraints unrelated to the core intuitions of markedness. They are shown below, for Kaititj and Axininca Campa, both of which reference the phonological factor of syllable or mora count in order to determine selection of allomorphs, but choose in a way that still leaves the connection between the structural description (syllable count) and structural change (insertion of allomorph) arbitrary.
(28) Kaititj ergative suffix allomorphy: [-r] after bisyllabic stems, [-1] after trisyllabic stems (Paster 2006)
a. aki-tj 'head-ERG'
b. aliki-I 'dog-erc'
ilt $\mathrm{j}_{\mathrm{i}-\mathrm{y}}$ ) 'hand-ERG'
ajnpni-r. 'pouch-ERG'
atuji-l 'man-ERG'
ax̧iki-l 'sun-ERG'
(29) Axininca Campa genitive allomorphy: [-ni] after bimornic stems, [-ti] elsetehere. (Bye 2008)
a. no-jor'a-ni 'my manioc worm'
b. i-wisiro-ti 'his small toucan'
i-çaa-17i 'his anteater'
a-sari-ni 'our macaw'
no-jairo-ti 'my termite'
a-jaarato-ti 'our black bee'

Another case that is not obviously amenable to an optimization analysis is the plural definite article selection in Italian, which chooses [ $K$ i] before consonantinitial stems, but [i] before vowel-initial stems. ${ }^{3}$ There is no obvious advantage to having [Ki] as opposed to [i] before a vowel-initial noun.
a. ivini 'the wines'
b. $[K] i$ ilberghi 'the hotels'
i padri 'the fathers'
i ragazzi 'the boys'


While one might imagine certain possibilities (e.g. one violatín of OnSET is tolerated with vowel-initial stems, but having a vowel-initial article before it tips the scales with two violations of Onset, perhaps due to constraint self-conjunction), these are far from obvious. Paster (2006) discusses a similar case from Jivaro, in which consonant-final stems take the suffix -ctin, while vowel-final stems take the suffix -cho.

These cases clearly reference phonology, but cannot be the result of automatic grammat ical choices based on well-formedness. Instead, they require a mechanism

[^316]called "subcategorizat ion," which states in the lexical entry of Kaititj ergative allomorphs that $/-1$ / $/$ is subcategorized for, or is chosen in the case of, disyllabic stems, and /-l/ in other cases:
(31) Sample subcategorization for Kaititj ergatize

ERG $\leftrightarrow /-n /$ in the context $\sigma \sigma$ _
ERG $\leftrightarrow /-1 /$
Given a schema like the one above and the Elsewhere principle (see e.g. Halle 1997) for vocabulary insertion/allomorph selection, the more specific contextual specification will always block the less specific one, if met.

Although Paster (2005, 2006) and Bye (2008) argue, on grounds of parsimony, that if the language faculty needs subcategorization anyway, we need not bother with optimization at all, other authors take a stance in which the case of phonologically optimizing allomorph selection can be determined entirely by constraint satisfaction, with brute-force subcategorization arising only as a "last resort" (e.g. Lapointe 1999) for the non-optimizing cases (chapter 106: exceptionality). Presumably such a division of labor would lead to the prediction that, as subcategorization is nore costly (requiring lexical listing, whereas constraints otherwise active in universal grammar come "for free"), systents might evolve over time into becoming phonologically optimizing.

Wolf (2008) makes the interesting point that the mechanism of subcategorization is better for stating positive conditions than negative conditions. In other words, it wrorks well for saying "choose $[-n]$ when the stem is bisyllabic," but would not work well for cases like "chooose Spanish [la] when the following noun does not start with ['a]." The logic of subcategorization conditions like (31) certainly allows reference to natural classes, even those formed by negative values of features (e.g. choose English an before stems beginning with [-consonantal] segment), but when such specifications involve disjunctions or miss generalizations linking the structural description to the structural change (i.e. insertion of the allonnorph), they become less appealing.

## 3 Issues for theoretical models

Having established that a great deal of allomorph selection is phonologically conditioned, important consequences arise for noodels of morphology-phonology interaction, whether couched in terms of constraint satisfaction as the neeans for choosing among allombrphs (e.g. Kager 1996; Mascaró 2007)) or subcategorization/ vocabulary insertion (e.g. Halle 1997; Embick 2009). While I will not choose annong these models here, I will identify two important issues for any class of models: the question of when (i.e. at what stage in a phonological contputation) allomorph selection takes place, and what the mechanism of choice is.

### 3.1 When does allomorph selection take place?

Stratal (e.g. Bermúidez-Otero 2007), derivational (e.g. Wolf 200)8), and cyclic (e.g. Embick 2009) models of grammatical computation differ from monostratal models in that the first three potent ially allow multiple levels of internediate representation,
with processes like allomorph selection occurring according to the well-formedness principles of one level, but subsequently obscured by the operations of a later level. However, nonostratal (or globalist) models, which allow information from various modules to be present either simultaneously or preserved across different stages of computation, have a distinguishing trait: they allow, for example, phonological processes such as allomorph selection to freely refer to syntactic boundaries and constituency. By contrast, stratal and/or cyclic models may linnit such information from entering later stages of phonological computation. In the following two subsections we turn to these tivo issues.

### 3.1.1 Opacity: Allomorph selection at intermediate levels

As mentioned above in three case studies, not all allomorph selection occurs at the surface. We review the relevant facts, four of which suggest that allomorph selection occurs at an earlier level of representation (therefore requiring the interaction with tools for opacity such as rule ordering, stratal Optinuality Theory or OT-CC); and one of which suggests the possibility of lexical reinsertion after certain phonological processes have applied.
Reviewing the facts in the Galician definite article case, the allomorph In was chosen over $a$ to avoid syllabification of the definite article with a preceding onset from a different morpheme, e.g. ver.In 'see the' instead of vera. However, the verbfïnal $r$ was subsequently deleted due to an OCP effect, yielding vela (cf. para a 'for the', to show hiatus is clearly not at stake). Thus the phonological condit ioning of allomorph selection is clearly taking place before $r$-deletion.

Sinilarly, in the Spanish deadjectival suffix case, the allomorph [-eza] is chosen for adjectival stems that are disyllabic as the input to this affixation, and thus vilo, triste, gentil all pattern the same in taking [-eza] in order to forn two feet. However, the former two undergo final vowel deletion. Thus, the statement of syllable count in terms of allomorph selection is clearly taking place before vowel deletion.

Finally, in a somewhat different vein, the Dutch agentive suffix discussed above according to van Oostendorp (2009) requires selection of one allomorph, [-ir], before stress is assigned, as the default. However, after stress assignment has already happened, if the suffix immediately follows another syllable containing schwa, van Oostendorp (2009) proposes another cycle of allomorph selection in which [-arr] can be chosen to resolve the scliwa-based OCP.

There are two other cases I will mention here, described in Gibson (2008), which relate to allomorphs chosen after C-final and V-final stems, both of which occur derivationally prior to a process of consonant deletion. In Japanese, for example, the non-past suffix is $[-\mathrm{u}] /[-\mathrm{ru}]$ and the inchoative suffix is $[-\mathrm{oo}] /[-j 00]$. However, [w]-final stems delete their fincll consonant when preceding high or mid vorvels, and do so after allomorph selection. For comparisor, the negative suffix [-anai]/[-nai], which does not trigger [w]-deletion, is shown.

Japanese opaque allomorphy with [w]-final sterws

|  | jom 'read' | ne 'sleep' | iw 'say' | jow 'get drunk' |
| :--- | :--- | :--- | :--- | :--- |
| non-past | jom-u | ne-ru | i-u | jo-u |
| inchoative | jom-oo | ne-joo | i.oo | jo-00 |
| negative | jom-anai | ne-nai | isv-anai | jow-anai |

A very similar case occurs in Turkish, where a process of intervocalic $k$-deletion applies after C-final vs. V-final allomorph selection. The 3rd person possessive suffix $[-i] /[-s i]$ surfaces after $C$-final vs. V-final stems, but $k$-final nouns choose [-i], even though the conditioning stem-final consonant subsequently deletes:
(33) Turkish opaque allomorphy with $k$-final stems
bedel bedel-i 'price (nom/ross)'
fire fire-si 'attrition ( $\mathrm{N} \bullet \mathrm{m} / \mathrm{P} 0 \mathrm{SS}_{\mathrm{s}}$ )'
bebek bebe-i 'baby (NOM/ poss)'
In both of these cases, allomorph selection is applying to a level of representation prior to consonant deletion, which means that the optimization is on an intermediate form. If the consonant deletion processes can be assigned to different strata of phonological computation (e.g. post-lexical, or wond-level), then these phenomena can be easily dealt with in Lexical Phonology or Stratal OT (citapter ss: cyclicity; chapter 94: lexical phonolocy and the lexical syndrome).

The notion that intermediate representations are evaluated for well-formedness (i.e. a derivational model that includes negative well-formedness constraints) is entirely reasonable. It is now largely accepted that monostratalism is untenable, and also known that grammars without statements of negative constraints miss generalizations. Future models that develop a series of ordered computations with intermediate levels of representations should definitely incorporate treatinent of allomorphy phenomena, particularly since they interface with interesting questions of lexical insertion (cf. Embick 2009; Wolf 2008).

### 3.1.2 Reference to syntactic factors

As mentioned above, an important issue that arises in the study of allomorphy and "where/when" it takes place is the issue of syntactic sensitivity. For example, Russian 3rd person pronouns have two allomorphs, one vowel-initial and the other containing an initial [ $n-$ ], with the latter chosen after prepositions (presumably for the same reasons as the Galician case above: namely to avoid resyllabification and allow stems to begin their own syllable). Hence the pronoun [ix] is realized as [nix] when a preposition precedes, as prepositions closely prosodify with their complements in Russicn (34a). However, when the pronoun is not the head of the prepositional complement, but rather a possessive merdifier, no such allomorphy occurs (34b).

## Russian prepositional complement allomorphy

a. ber. nix 'without them'
b. bez ix brata 'without their brother'

In fact this is the same kind of pattern we observed in the first example in this chapter: the English possessive -s does not display zero allomorphy when following a plural -s that is not the head of the NP. What is interesting about both of these cases is that the affected linear string is the same. Hence "syntactic brackets" must be visible. The simplest model to envision is one in which they are literally visible to morphophonological representations. However, one might also experiment with the possibility, in cyclic Inodels, that the possessive modifier in (34) is submitted
to its own closed-off morphophonological computation prior to the cycle in which the preposition is visible to its complement. In other words, the idea night be that in bez nix, the equivalent of [without 3 pl$]_{\text {pp, }}$ the preposition is visible at the moment the pronoun is spelled out; by contrast, in bez ix brata, the equivalent of [without [3PL brotluer] $\left.{ }_{\text {DR }}\right]_{\text {PP, }}$ the pronoun is spelled out at an earlier cycle in which the preposition is not yet visible. Whether this hypothesis can be integrated with other facts about the order of spell-out in Russian prepositional complements and noun phrase structure awaits a fuller investigation.

A second case of reference to syntactic factors concerns the -s/ $\varnothing$ allomorphy found in dialects of Catalan, described by Bonet et al. (forthocoming). In these varieties, plural -s on adjectives is realized as zero between two consonants (a process which the authors argue is not due to a general process of strident deletion). However, this process can only apply prenominally:
(35) Catalan prenominal/postnominal allomorphy

| aquelØ | bonØ | vìs | blancs | dolços |
| :--- | :--- | :--- | :--- | :--- |
| those-pL | good-pl | wine-pl | white-pl | sweet-PL |

The statenent of these allomorphy conditions must thus take into account the hierarchical/linear position of the adjective with respect to the noun, which may be a few words away. Again, a simple model would be one in which the entire noun-phrase structure is still visible at the point of allomorph selection, and somehow the linear position with respect to the noun is relevant for $-s / 0$ allomorphy. An approach within a cyclic model might be one in which there is a sequenced confutation in which postnominal elements do not have the same syntactic relation with the noun as prenominal elements - for example, postnominal elements being spelled out in a different cycle than the noun, and hence required to bear overt exponents of plurality. Again, while this account is potentially much more interesting (and restrictive) than a globalist model, it would require integration with independent facts about prenominal and postnomine.l asynometries in the spell-out of adjectives.
In sum, much exciting work lies ahead particularly in the domain of syntactically sensitive phonologically conditioned allomorphy, as it raises important analytic cliallenges as to how the syntactic structure is made accessible - whether syntactic brackets are literally visible, or whether their effects arise as epiphenomenal due to the tirring of spell-out.

### 3.2 How are allomorphs chosen?

Perhaps one of the most widely debated issues within the study of allomorph selection is the mechanism of choice. The existence of phonological conditioning and, in particular, phonological optimization, suggests that grammatical, rather than morpholexical, neechanisms are at work in acconnplishing the selection - more specifically, that when a given allomorph is better for segmental, syllabic or prosodic structure, then the grammar will somehow "automatically" choose that allomorph without having to list these contexts in its lexical representation.
The choice of the allomorph that does lead to some kind of phonological optinization is relatively straightforwvard, particularly in nodels such as Optinality

Theory, or in fact any constraint-based models which encode well-formedness principles as an active grammatical force that can compel choice of one input over another. For example, a constraint such as *Cuda will prevent choice of Korean [-ka] after consonant-final stems such as [mom], and will thus lead to choice of the phonologically optimizing allomorph, [-i].

However, in most of the cases described above there is one allomorph - call it "the optimizer" - chosen for particular phonotactic reasons, and another that is simply a default. For example, in the case of English a/an allomorphy, $a$ is simply a default that does not optinnize anything when it is chosen - it is only on that is recruited to improve phonotactics. The question thus arises why the optimizer $a n$ is not always chosen - it will provide an onset when needed for vowelinitial words that follow, and is otherwise seemingly harmless. The intuition to be captured is that the other allomorph, $a$, is the default, and is chosen "elsewhere," when providing an onset is not at stake one way or the other.

In the discussion that follows we will be concerned with a pattern as schematized in (36), (keeping in mind that in some cases both allomorphs are optimizers (e.g. Moroccan Arabic [-h] w's. [-u]), and neither is clearly a default).

## Optimizer

The allomorph chosen in order to satisfy a particular phonotactic, e.g. an to provide an onset, in a partuular set of environments (e.g. before vowelinitial words).
Default
The allomorph chosen otherwise.

The pressing issue for models of morphology-phonology interaction thus becomes how to grammatically state that one alkornorph is the defmelt within different models of grammar - in other words, that it should be inserted unless some phorwtactic pressure demands the other one. Interestingly ennugh, this quest ${ }^{*}$ m becomes of more relevance to precisely those models in which all the action is encoded in terms of negative constraints: how does one force the default alloınorph to be used over the other one?

A number of distinct answers have been posited in the literature, and it is not yet clear which is the best. One class of proposals lolds that the default is always phonologically more unmarked than the optinnizer, which leads specifically to the question of context-free markedness. If the default can be shown to be generally unmarked (either in segmental or structural terms) compared with the optimizer, this approach will lead to selection of the default by unmarkedness criteria alone wher phonotactic optimization with the stem + affix is not at stake.

Let us begin by considering cases such as the Djabugay genitive, in which $[-1$ )un] is chosen after consonant-final stems, while $[-\pi]$ is chosen after vowel-final sterns (a pattern which is presumably driven by avoidance of complex consonant clusters ending in [ n ]).

## Djabugay genitive

a. gu.lu.du-n 'dove'
b. ga.sal.pun 'goanna'

While the choice of [-r)un] in (37b) can be understood in terms of avoidance of *[ga.nal.n], in order to enforce selection of default [-n] in (37a), Kager (1996) posits the constraint ' $\mathrm{G} \mathrm{EN}=-n^{\prime}$ ', which we can call a violable exponence requirement constraint (see Russell 1995 for elaboration of this type of constraint). These constraints demsand a particular exponent for a particular morphological category and are thus one way of encoding the notion of a certain exponent being the default, but it might strike some as brute force to include and rank a violable constraint dedicated in every exponent in the grammar.

Along the lines of contexi-free unmarkedness arbitrating in favor of the default, Rubach and Boovij (2001) propose that instead of stipulating that [-n] is the default in Djabugay, one should rather state that [-run] is dispreferred, except in special cases. They appeal to segmental markedness (see chapter 4 : markedness), and specifically clain that, in the absence of other competing factors, $[-1$ )ınn] will be dispreferred due to a markedness constraint against velar nasals. This formulation thus chooses the default over the optinizer when coda phonotactics are not at stake via context-free (but violable) *). This proposal is an interesting way of encoding the default selection, but it should always be kept in ruind whether such constraints are consistent with the full-blown gramnar of the language.

A second class of proposals in volving context-free markedness in order to favor the default, applied to this same case, is an ap peal to "shorter is better." For example, Wolf (2008) posits that constraints such as ${ }^{*}$ Struc - which penalize structure in general, and thus prefer shorter outputs whenever possible - will lead to the preference for $/ n /$ over $/-ı j u n /$, or a over an, unless trumuped by phonotactic factors. In cases in volving complementarity of length effects, in which for example disyllabic stems take [-eza] to aceomplish two full feet and all longer stems take [-ez], the default can clearly be seen to be the shorter allomorph. Appeals to *Struc, however, are not without problems, as discussed by Gouskova (2003), and further work is needed to capture the intuition that shorter is more unmarked for default allomorph selection within an implementation that does not wreak typological havoc under factor wal reranking.
Not all cases of default choice seem amenable to markedness, however, particularly when inflectional, rather than derivational, morphology is involved. Bonet et al. (2007) and Mascaró (2007) posit pairwise preference constraints, e.g. "prefer a to la" in Haitian Creole. The more conplicated use of such constraints are in cases such as the Catalan gender markers, which Bonet et al. posit are $\varnothing>/ \mathrm{L} /$ $>/ a /$ for masculine, and $/ a />0$ for feminine. Clearly, as the relative preference for /a/ and $\bigcirc$ is reversed in each gender, it is not possible to reduce these to general segmental markedness hierachies in the language. The implementation of these preference constraints involves pairwise rankings which can be used when there are more than two allomorphs, and a clear potential advantage of this implementation is that it allows sefuences of defaults.

Stepping outside of OT models, in Distributed Morphology, e.g. Embick's (2009) model, statement of defaults is acconnplished by a list of vocabulary items, which are speciflied for insertion in certain contexts. As schemsatized in (31) for subcategorization models in general, the default item is thus one with the lea st amount of contextual specification. Although the optimizer is often not explicitly listed as performing an optimizing function in such models, one can clearly envision a variant in which the contextual specification of vocabulary items mentions removing
violations to phonotactic constraints. A schematic proposal along these lines for the English indefinite article appears in (38).

```
"Positive licensing" of non-default vocabulary item
InDEF ↔/むen/ if it removes a violation of Onset
INDEF}\leftrightarrow/a
```

Such models can be likened to Kager's (1996) proposal, in which the default has ал explicit statement "GEN=n," but differ in their implementation, in that the default allomorph in Distributed Morphology is precisely one about which nothing special needs to be said in the grammar.

In many cases of allomorph selection involving "recruiting" allomorphs from the "wrong" context, such as Spanish definite article allomorphy or Hebrew plural allomorphy, the default is chosen because it matches the gender features of the head noun, and that is enough to normally drive selection of la over al for feminine nouns, without need for appealing to phonological markedness in order to make in the default. Contextual specification - in terms of morphosyntact icfeatures is enough to choose the right allomorph, and this is sometimes implemented in OT with constraints referring to matching morphosyntactic features (e.g. Steriade 1999; Becker 2009). In such cases, the default allomorph is not the one that is radically underspecified, but rather the one that realizes the correct morphosyntactic features. This intuition is not straightforward to translate into vocabulary items without negative statements, but one way to accomplish it, while preserving the notion that /el/ is "recruited," is to actually view it as the default, used for both masculine gender and for cases where the feminine Io fails:
"Negative licensing" of non-default vocabulary item
DEF, + FEM $\leftrightarrow /$ la / if it does not create a violation of - -hiatus
DEF $\leftrightarrow / e] /$
Clearly, future work will be needed in order to examine whether a true merger of the elsewhere-notion of Distributed Morphology can be inade fully compatible with capturing the phonotactic generalizations that govern allomorph distribution, or whether the priority constraints of Bonet et at. (2007) merge more seamlessly with a grammatical treatment of phonological optimization.

## 4 Conclusion and outlook

Phonologically conditioned allomorph selection refers to any case in which allomorphs are chosen based on the phonology of the stem, affix, or phonological word to which they attach. We have seen that a very healthy number of these cases not only refer to phonology, but seem to involve allonnorph distribution that is actively connected with improvement in (or avoidance of declination in) phonological wellformedness, at the levels of segmental, syllabic, and prosodic structure. The most active questions of debate thus revolve around whether, given that some allomorph selection is phonologically optimizing, this should be built into the architecture of the grammar, or whether on the contrary, given that some allomorph selection
is not phono ologically optimizing, a single mechanism that simply lists phonological environments is all that is needed. Potentially one way of resolving the question of whether allomorph selection is the result of grammatical computation, rather than norpholexical listing, would involve demonstrating infants' and adults' preferences in (artificial) language acquisition, and finding that in the face of sparse or limited background evidence, such learners demonstrate a preference for phonologically optimizing patterns of allomorph selection, before they have even had a chance to attenıpt or fall back on lexical listing.

Certainly one might argue that patterns of spontaneous allomorph recruitment, such as BPE speakers' use of [-ad] after all obstruent-final verbs in English, despite never having heard this in the input, reflect pure grammatical biases brought to the task of allomorph selection rather than rehearsed morpholexical listing or historical residue. Sinnilarly, the study of Becker (2009), discussed above, demonstrates that Hebrew speakers apply phonologically conditioned allomorph selection to novel "wug" stems they have never had to inflect before.

A second issue, mentioned in the introduction, is that a great deal of allomorphy need not involve multiple URs, but rather, like the English plural alternations, can be captured entirely in terms of a single UR coupled with phonological rules. Given this division of labor between phonological derivations as one mechanism of yielding allomorphy and morphological selection as another, we may also see divergent acquisition profiles for these tivo.
In phonological theory, many debates that involve recurrent grammatical generalizations in some languages and exceptions to these generalizations in other languages often devolve into discussions of whether everything is the result of diachrony or not, and end up as philosophical stalemates. Certainly, while Carstairs (1990) is right in raising the point thet "The existence of a phonologically conditioned alternation does not by itself prove the existence of some synchronic phonological process giving rise to it," the existence of synchronic grammatical control over alloınorph selection can be denıonstrated when it spontaneously arises in (arificial) langlage acquisition experiments in which the diachrony is fully controlled by the experimenter and nonetheless the learner demonstrates the emergence of a preference for phonological optimization based on sparse or insufficient evidence.

My own contention is that enough evidence is beginning to accumulate that phonologically conditioned allomorph selection is within the purview of the phonological grammar and not merely the lexicon, and that some of the most inportant questions that therefore arise involve the levels of representation at which allomorph selection occurs and the mechanism of choice, including guaranteeing the default over the optimizer in cases in which euphony is not at stake. The cases of opaque allomorph selection rncike clear that it neeeds to happen at intermediate levels of representation, but leave open many possibilities in terms of whether the right model of serial morphology-phonology interaction is stratal, cyclic, or derivational. A much harder and unresolved question is the mechanism for allomorph selection, where many theoretical alternatives are good at capturing some generalizations but in doing so may fail to capture others. A clear dichotomy in this respect is the trade-off between relying on segmental markedness to allow the default to "emerge" without explicit statement and explicit default status of an allomorph through either brute force constraints or by the Elsewhere condition.

In the above paragraphs, I have provided a critical comparison of a wide range of current options (and apologize for ones I have no doubt overlooked in such a large field of inquiry), but most importantly, I have attempted to outline new directions for synthesizing the advantageous aspects of some of these models with those of otlvers. One of the best ways for this study to advance is by figuring out how to incorporate the seemingly incompatible but useful assumptions of one model into those of another.
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## 100 Reduplication

Eric Raimy

## 1 Introduction

Reduplication is the phonological repetition of segntental material triggered by a morphological source. This definition captures the core aspects of this linguistic phenomenon arkt distinguishes it from other phenomena that cause the surface repetition of phonological material. This chapter provides a synthesis of questions about reduplication based on classic and contemporary models of reduplication. The most inportant questions about reduplication can be summarized as the strong hypothesis for reduplication (SHR).
(1) The strong hypothesis for reduplication
a. Architectural modularity

There is a morphology module that is distinct and prior to a phonology nodule. Both inodules have internal structure.
b. Bipartite reduplication

The morphology module creates a reduplicated structure, but segmental copying occurs later in the phonology module.
c. Identity is synchrony

The source of identity effects in reduplicated forms is the fact that the repeated segments in the output are a single synchronous representation prior to copying. After copying has occurred, the repeated segments are distinct representations and can diverge in identity on the basis of the general application of phonological rules.

The proposed answers to these questions identified by the SHR demonstrate that reduplication informs us about grammatical architecture in general, the relation between the morphology and phonology components, and phonological identity. Two important topics in reduplication are not represented in the SHR. The first is the question of global vs. local computation in grammar and the second is reduplicative templates. Each of these topics will be discussed, when they are raised with respect to particular models of reduplication.

This chapter is laid out as follows. First, classic models of reduplication that help define the SHR are presented in §2. Part of the discussion of each classic model is identifying the contribution that it nakes to the SHR. $\$ 3$ turns to contemporaty models of reduplication. Fundamental differences in contemporaty models can be identified by each model's orientation to the SHR. §4 identifies open questions about reduplication that deserve attention because they raise fundamental questions about what linguistic phenomena should be treated as reduplication.

## 2 Classic models of reduplication

Classic models of reduplication are no longer being actively pursued. The importance of knowing about them, though, resides in the contribution that each of them nade to the strong hypothesis for reduplication.

### 2.1 Unusual phonology in reduplication

Wilbur (1973) marks the beginning of the formal investigation of reduplication in generative grammar. Wilbur defines $\mathrm{R}_{\mathrm{o}}$ as "the portion of the unteduplicated form ... of which a copy is made" and states: "the part which is the copy will be referred to as . . . $\mathrm{R}_{\mathrm{r}}{ }^{\prime \prime}$ (1973: 7). This nonenclature also identifies, but does not name, the region of the unteduplicated base that is not part of $R_{u}$. Using this notation a reduplicated form can be delimited into sections, as in (2b, 2c). Both $R_{0}$ and $R_{r}$ are separated by a dash. $R_{0}$ is enclosed in square brackets and $R_{r}$ is underlined. Any remaining segments are part of the unreduplicated base.
(2) VC reduplication in Clummash (Wilbur 1973: 7)
a. /'as/ + redup $\left(\mathrm{C}_{1} \mathrm{~V}_{1} \mathrm{C}_{2}-\mathrm{V}_{1} \mathrm{C}_{2}\right)$ 'as-as 'chin'
b. suffixing reduplication
?-[as]-as
c. infixing reduplication
?-ass-[as]

Wilbur notes that in cases of total reduplication when $R_{0}$ and $R_{r}$ are identical, it cannot be determined whether the reduplicated structure is $R_{0}-R_{r}$ or $R_{r}-R_{0}$. In cases of partial reduplication, $R_{r}$ can be determined by considering the unreduplicated form that consists of $R_{\circ}$, and the rest of the base. $R_{r}$ will then be the remaining segmental material that is repeated. This parsing, when applied to ( $2 \mathrm{~b}, 2 \mathrm{c}$ ), identifies one of the [as] sequences as $\mathrm{R}_{8}$, but we cannot distinguish between (2b) and (2c). One way to distinguish between these options is that the placement of $R_{r}$ should not alternate among prefixing/suffixing/infixing patterns, and should match the general morphological processes of the given language. For example, if a language does not have any infixes, then $R_{r}$ should not be analyzed as an infix, (2c).

Wibur (1973) demonstrates that there are non-trivial interactions between reduplication and phonologieal rules, because of the Chomsky and Halle (1968: 236) hypothesis that all morphological rules precede all phonological rules, reduplication being a morphological rule. Wilbut (1973) describes three different types of interactions between reduplication and phonology.
(3) Reduplication and plonological rule interaction (Wilbur 1973)
a. nornal application
"Forms where $\mathrm{R}_{\mathrm{r}}$ and R , are not identical at the surface are the result of the nornal application of any phonological rule to a form which meets its structural description." (1973: 15)
b. failure to apply
"those forms in which either $\mathrm{R}_{\mathrm{o}}$ or $\mathrm{R}_{\mathrm{r}}$ meets the structural description of a phonological rule and yet has not undergone that rule." (1973: 18)
c. overapplication
"Overapplication of a phonological rule refers to the fact that in many reduplicated forns, the structural change applies to a form that does not meet the structural description of the rule." (1973: 26)

The terms "normal applicention" and "overapplication" have been retained to this day, but "failure to apply" is now' normally termed "underapplication." Only normal application is accounted for if the morphology before phonology hypothesis from Chomsky and Halle (1968) is strictly adopted. The reason for this is that, if reduplication is a norphological rule, the copying of the segnents to create $R_{v}$, and $R_{\mathrm{r}}$ wrill occur before any phonological rule has the opportunity to apply. Consequently, all phonological rules will apply after reduplication, and thus there can only be transparent application of a phonological rule.

Over- or underapplication of a phonological rule suggests that either the nuorphology before phonology hypothesis, (la) of the SHR, or some aspect of the model of reduplication must be modified. The basic ordering problem at issue is that $R_{r}$ must be created at some point in the derivation. Overapplication is problematic, because this situation requires ordering a phonological rule before a morphological process. If the relevant phonological environment appears in the $R_{0}$, then ordering the phonological rule prior to reduplication will solve the problem. Underapplication is a nore difficult problent, because there is no way to warrant blocking the application of a rule if a relevant structural environment appears in $R_{10}$ during the derivation.

Wilbur's response to over- and underapplication phenomena was to keep the noorphology before phonology hypothesis intact, but to import the concept of global rules (Lakoff 1970) inte phonology and propose an Identity Constraint (IC) (Citapter fi: rule ordering).
(4) The Identity Constraint (Wilbur 1973: 58)

There is a tendency to preserve the identity of $\mathrm{R}_{\mathrm{r}}$, and $\mathrm{R}_{r}$ in reduplicated forms.
The IC acts as a diacritic on a phonological rule that allows the rule to over- or underapply to ensure that $R_{s}$ and $R_{r}$ are identical at the surface.

Wilbur presents an example from Serrano (Hill 1967) as a case that crucially requires the IC. The important interaction is between an optional phonological rule that inserts a homorganic high vowel between a consonant and glide sequence and an adjectival reduplication rule. Hill (1967: 223) notes: "the reduplication involved in [yi'a:yì'a'n] ~ [yì'a:iyi'ai'n] 'be beautiful' (< \#ya'a\# 'beautiful') must be introduced at the same time as the rule whereby an anticipatory $i$ is optionally introduced before $y^{\prime \prime}$ (emphasis and transcription as in original).

## Ordering in Serrano

a. order 1

UR
Glide insertion
Reduplication
Other rules
SR
b. order 2

REDUP+jaª+?n UR
Reduplication
Glide insertion
Other rules
SR
???

REUP $+j \partial^{7} a+{ }^{2} n$
јə?а:јə? ${ }^{\text {? }}$ п
j? ${ }^{2}$ anijo?a?n
ji?a:iji ${ }^{\prime}$ a?n
"ji a:ijipa?n
jiəa:ijii $a_{a i l}$ ?n
(5) demonstrates that local ordering cannot derive the data from Serrano. Order 1
(5a) causes the glide insertion rule to not apply, because the rule's structural description is not met. The surface effect is equivalent to when the glide insertion rule optionally does not apply. Thus this ordering tells us nothing. Order 2 (5b) has the glide insertion rule apply after red uplication. The glide insertion rule inserts an [i] only between the $\mathrm{R}_{\mathrm{r}}$ and $\mathrm{R}_{\text {r. }}$. The SR form in ( 5 b ) show's normal application of the glide insertion rule, but Hill does not list it as a possible form in Serrano. Neither of the possible rule orderings can produce the Serrano form, which shows overapplication of the glide insertion rule.

The key to understanding the importance of the type of pattern is Hill's insight that reduplicat'on and the rule must apply "at the same time." Synchrony of reduplication and rule application is required because redupl"iation creates the environment that triggers the phonological rule. McCarthy and Prince (1995: 289) term this type of interaction back-copying. Back-copying interactions provide the strongest evidence for some fornt of global computation in plonology, such as Wilbur's IC. Wilbur's model of reduplication assumes strict local computation. This means that the rule and reduplication will each only apply once and that they must be ordered with respect to each other. (5) shows both possible orderings of the rule and reduplication; neither ordering produces the correct forms. Consequently, the data from Serrano provide strong evidence for Wilbur's IC, which explains why the glide insertion rule overapplies in ( $5 b$ ).

The main conclusion from Wilbur on phonology reduplication interactions is that the hypothesis that reduplication is a morphological process and all morphology precedes all phonology can be maintained if a limited amount of global conp putation is added to the phonological component. Global computation in the phonology is limited to the IC, which can cause phonological rules to over- or underapply to maintain identity between $\mathrm{R}_{\mathrm{u}}$ and $\mathrm{R}_{r}$.

### 2.2 Reduplication as morphology

Carrier (1979) is in essence a direct response to Wilbur (1973) with respect to reduplication and argues against global computation in plonology. Carrier demonstrates that global computation in phonology is not sufficient to account for reduplication patterns. Carrier (1979) points to the interaction between syncope and reduplication (presented as R2 in (6)) in Tagalog as a case where an IC approach is insufficient.
(6) Syncopp and reduplication interaction in Taralog (Carrier 1979: 174)
a.

|  | /sunud-in/ |
| :--- | :--- |
| Syncope | sund-in |
| R2 | sundinsundin |

b.

R2
Syncope *sunudsundin (overapplies) *surutsundin

Carrier argues that only by ordering syncope before reduplication can the correct fornis in Tagalog be produced. Carrier's R2 pattern of reduplication in (6) copies a foot's worth of phonological material (Critapter in: the feet) from the left edge of the stem. The syncope rule deletes the final vowel of a root that has been suffixed. (6a) shows that if syncope applies before reduplication, then the correct surface form is produced where the vowel of the suffix is copied. If reduplication applies before syncope, as in (6b), then there is no way to produce the correct surface form, because the vowel of the suffix is not copied. The IC can only affect whether the syncope rule over- or underapplies and cannot cause reduplication to re-copy segmental material.

Carrier develops the implications of an analysis of Tagalng where syncope precedes reduplication. She retains the strong hypothesis that all norphology precedes all phonology and argues that reduplication is the result of a [+reduplication] feature being added as part of a word formation rule. This morphological feature triggers the application of a transformational rule that causes the copying of phonological material at the end of the morphology. The bipartite nature of reduplication in Carrier's system allows for norphological rules to apply to a stem with the [+reduplication] feature prior to reduplicative copying. An immediate benefit of the bipartite hypothesis is that it pred icts morplulogical rules can produce over- and underapplicat inn effects, because they will necessarily be ordered before reduplicative copying.
Carrier develops the bipartite hypothesis by arguing that the rules in Tagalog that show overapplication effects (e.g. syncope and nasal substitution) are morphological rules, not phonological. Carrier defines a morphological rule as one that cannot be specified in purely phonological terms. For example, syncope applies to some roots (e.g. /sunud/ $\rightarrow$ [sund-in]) but not others (e.g. /li:nis/ $\rightarrow$ [li:nis-li:nis-in]), and nasal substitution does not apply to all /n/-final prefixes and obstruent-initial stemis (Carrier-Duncan 1984: 274).

Carrier's contribution to our understanding of reduplication is to develop the morphological aspects of reduplication. Specifically, the hypothesis that reduplication is a bipartite process where the morpholngy marks a representation as reduplicated but the copying process occurs later in the derivation is extremely important. The bipartite hypothesis allows morphological rules to apply before reduplicative copying, which provides one source of explanation fror over- and underapplication effects with local computation.

### 2.3 Reduplication as phonology

Marantz (1982) is a watershed for the study of reduplication. The main proposal extends ideas from McCarthy (1981) that propose prosodic morphology, (7).
(7) Prosodic structure of morphemes (Marante 1982: 454) morpheme symbol
syllabic skeleton

C-V skeleton
phonemic melody


Marantz (1982) proposes that reduplicative morphemes are different from other morphemes in two ways. The first is that they are not fully specified and the second is that they trigger the copying of phonological material of the stem. The lack of specification at some level of representation allows for different patterns of reduplication to be specified by the "prosodic skeleton," which determines how much and what type of phonological material is copied. (8) presents a case of partial reduplication and total reduplication from a Marantzian perspective.
(8) Marantzion skeletons
a. CVC reduplication: Agta /takki/ $\rightarrow$ [tak-takki] (Healy 1960)

b. Fotal reduplication: Walpiri /kurdu/ $\rightarrow$ [kurdu-kurdu] (Nash 1980))


Nlarantz focuses on expressing reduplication patterns at the $C-V$ skeletal level due to Moravcsik's (1978: 307) observation that "reduplicated phonetic strings I found [are] invariably defined in reference to consonant-vowel sequence and absolute linear position." Moravcsik's observation suggests that all of the work being done by templates is thus at the $\mathrm{C}-\mathrm{V}$ level. (8a) dentonstrates the affixation of a CVC prefix that accounts for one pattern of reduplication in Agta. Total reduplication can be produced by affixing a higher level of prosodic structure, the morpheme, which will cause copying of all prosodic structure under the norpheme level, (8b). Deriving different $\mathrm{R}_{\mathrm{t}}$ shapes from general phonological representations is a major advance in the und erstand ing of reduplication, because questions about reduplicative templates are now questions about phonological representations and processes.

The other major insight from Marantz (1982: 436) is the proposal that reduplication is a normal affixation process. The phonology of reduplication should mirror the phonological belavior of other affiixes (CHAPTER 10: ROT-AFFIX asymmetries). By integrating reduplication into the general theories of phonology and morphology, Marantz argues that over- and underapplication effects are accounted for. One source of underapplication effects is the cyclic application of phonological rules to norpheme-internal environments (CHAPTER 85: CYCLICITY). Cyclic rules do not apply in non-derived environments (chapter 88: derived environment effects), and if the $R_{r}$ is an affix (thus a morpheme), then the effect of underapplication will be produced, because $R_{r}$ will not be a derived environinent. Morphological rules will also produce over- and underapplication effects, as in the Carrier bipartite hypothesis.
Marantz develops the hypothesis that phonological aspects of reduplication should be accounted for by general phonological means. Consequently, approaches to reduplication changed as phonological representations have changed. There are two important changes to phonological representations that affected the basic aspects of the Marantzian noodel of reduplication.

The first change is the single melody model proposed by Mester (1986) (chapter Si: the skeleton). Note that proposals in Clements (1985) are extremely similar to Mester's, the d:fference being whether melodic or templatic effects are the main focus. Clements focuses on templatic effects while Mester focuses on melodic effects. Mester (1986: 172-173) proposes that reduplicative morphemes are attached to the stem in a synchronous manner. This can be viewed as an extension of autosegmental representation (Goldsmith 1976; CHAPTER 14: AUTOSEGMENTs), where different aspects of phonological representations are not linearly ordered with respect to each other. A key aspect of the synchronous nature of reduplicative template and stem is that the melodic tier is shared between them.

Mester's (1986: 190-196) single melody analysis of the interaction of the ruki rule (e.g. alveolars become retroflexed after $/ \mathrm{r} /, / \mathrm{L} / \mathrm{I} / \mathrm{k} /$, or $/ \mathrm{i} /$ ) and reduplication in Sanskrit deınonstrates the advances of this model (see chaiper 119: reduplication in sanskrit). When the root /sands/ 'hang' is reduplicated and affixed with a ruki-triggering prefix (e.g. /abli/), then the initial /s/ in the root /sanj/ shows overapplication of the ruki rule because the second retroflexed s
 Without the ruki-triggering prefix, no retrofexion occurs.
(9) Overapplication of the ruki rule in Sanskrit reduplication
safncts 'hang' $a b^{\text {hi-sesa-şancts 'cursed' *ab'i-sa-safncts }}$
cf. sa-sancts
(10) demonstrates the parts of a single melody analysis for these forms. (10a) presents the unaffixed root form. The prefixing CV reduplication pattern affixes a synchronous C-V skeleton to the melodic level, (10b). (10c) shows the further affixation of the prefix / $\mathrm{ab}^{\text {th }} \mathrm{i}$ ) and the application of the ruki rule (following Mester's 1986: 192 formulation).
(10) Single melody analysis
a. root

b. root and synchronous reduplicative aff ix

c. prefixation and application of the ruki rule


Understanding the representation in (10c) is the key to the advances from the single melody model. At this point in the derivation, there is only a single $/ \mathrm{s} /$ melody, which was retroflexed by the ruki rule. This /s/ is associated to two CV skeletons, one from the stem and one from the reduplicative morpheme. This is the strongest possible identity relationship between $R_{n}$ and $R_{r}$, in that the melodic content of both is a single representation. Any melodic change to one must occur to the other. This is the seurce of explanation for overapplication effects in the single melody model. Any rule changing the melodic content of a synchronous representation can show overapplication effects. The single melody model also captures Carrier's insight about the bipartite nature of red uplication. The morphology builds a reduplicated structure that is later dealt with by the phonology. In this case, the structure produced by the inorphology is one in which $R_{v i}$ and $R_{r}$ are synchronous.

Non-linear representations like (1.0c) must be converted to a strictly linear representation. Tier Conflation (McCarthy 1986; Mester 1986: 176-177) converts (10c) into the fully linear representation in (11). Note that concatenation will create a relationship on the phonological skeleton between the /abli i / prefix and the reduplicated root in ( 10 c) that is sufficient to trigger the ruki rule even though full linear order nay not exist between the morphemes at this point in time.

## Linearization as Tier Conflation



Tier Conflation is not a reduplication-specific device, in that it is the general device to ensure that phonological representations are strictly linear, so the phonetics component can use them. McCarthy (1989) argues that planar segregation is very conmon in phonological representation. Consequently, a process like Tier Conflation that will provide a strict linear ordering to a representation is required in phonology and will apply to both concatenative and nonconcatenative morphologies. Consequently, all phonological representations must undergo some process analogous to Tier Conflation. This is a very important observation, because it accomplishes the complete naturalization of reduplication in phonology. (See also chapter 10: tier segregation.)

The publication of Mester (1986) coincided with fundamental changes in prosodic morphology. McCarthy and Prince (1996) drastically revise the prosod ${ }^{*} \mathfrak{k}$ hierarchy to eliminate the CV level of representation. This change represents the debate between the $x$-slot and moraic theories of the syllable (see Kenstowicz 1994: 425-431; citapter 54: tute Skeleton). MCCarthy and [Prince (1996) side with the moraic model and provide analyses of reduplicative templates and other phenomena using only legitimate prosodic categories. (12) presents the proposed prosodic categories from McCarthy and Prince (1996: 6).
(12) Prosodic categories

| Wd | prosodic word |
| :--- | :--- |
| $F$ | foot |
| $\sigma$ | syllable |
| $\sigma_{F_{11}}$ | light (nonomoraic) syllable |
| $\sigma_{111}$ | heavy (bimoraic) syllable |
| $\sigma_{c}$ | core syllable |

Hayes and Abad's (1989) analysis of Ilokano heavy syllable reduplication represents the fundamental arguments for the McCarthy and Prince (1996) approach to reduplicative templates.
(13) Heavy syllable reduplication for llokmo (Hayes and Abad 1989: 360)
a. tra'bahe 'to work' 'ag-trab-tra'baho 'is working'
b. 'da7it 'to sew' ?ag-dar-'da?it 'is sewing'
?ag-dad-'da?it
c. 'pjek 'chick' pje:-'pjek 'chicks' pi:-'pjek

The complexity in this reduplication pattern lies in defining what satisfies the heaviness requirement. (13a) show's that a coda consonant is acceptable, and ( $13 \mathrm{~b}, 13 \mathrm{c}$ ) show that lengthening the first vowel copied from the $\mathrm{R}_{\text {, }}$, also satisfies the requirement. There is variat ion in the forms in (13b) and (13c), though. (13b) shows dialectal variation between lengthening the vowel from $\mathrm{R}_{\mathrm{s}}$ and geminat:ng the first consonant in the $R_{0}$ in order to satisfy the branching rhyme requ.lirement. Finally, (13c) shows that a glide in an onset from Ro can be vocalized and lengthened as a possible form of this reduplication pattern. Hayes and Abad suggest that all of these forms can be captured by specifying the reduplicative termplate as a binoraic syllable.
(14) Bimoraic syllable for Iloknno (Hayes and Abad 1989: 360-361)
a. heavy syllable template

b. examples





[da:-da?it]
[dad-da ${ }^{\text {it }}$ ]
[pi:-pjek]
(14) demonstrates that a single generalization at the syllable level can describe the forms that fall into the class of heavy syllable reduplication in Ilokano. All of the $R_{r} s$ are a single syllable with a branching rhyme, but melodic association varies in the different forms for both phonological and morphological reasons. The variation seen in (13b) and (13c) is morphological in nature, because it cannot be predicted by phonological considerations.

Extending the original proposals from Marantz (1982) with the single melody model proposed in Mester (1986) and revisions to the prosodic hierarchy from McCarthy and Prince (1996) formalize a strong organic theory of reduplication. This theory is organic because the source of explanation for reduplication is solely from the general theory of morphology and phonology. The aspects of reduplication that make it unique are its bipartite and synchronous characteristics. Reduplication is bipartite because the morphology builds a synchronous phonological structure that is linearized later in the phonology. Reduplication is synchronous because a single phonemic melody is associated with inultiple distinct prosodic structures. These two characteristics provide both morphological and phonological sources of over- and underapplication effects. Both morphological and cyclic phonological rules will apply before Tier Conflation and thus can be the source of over- and underapplication effects. Normal application effects are produced by rules that apply after Tier Conflation. Kiparsky (1986: 83) summarizes this situation as
in principle, as strong a hypothesis as one could hope for. But our present picture of the articulation of phonology and morphology being as tentative as it is, [their proposals on morphology and cyclic phonolegryl are not easy to verify or falsify.

Although Kiparsky is cautionary, reduplication has been reduced to a unique synchronous representation and to the general question of what the nature of phonology and inorphology is.

### 2.4 The full copy model

Steriade (1988) presages many of the themes dominating work on reduplication at the present tinve. Steriade's (1988: 146) main proposal is "that templates are not strings of concrete, fillable slots, but rather abstract conditions on prosodic weight and syllabic orga nization of strings." The reflex of this is the full copy model of reduplication, where all reduplication patterns start with $R_{r}$ consisting of a complete copy of the segmental and prosodic structure of $R_{\text {u }}$ and the rest of the base. Partial reduplication patterns are then produced by eliminating structure from the $R_{r}$ on the basis of different prosodic parameter settings. Steriade argues that the full copy of prosodic structure remedies inadequacies in the way syllabic transfer effects are accounted for in the Marantzian model of reduplication.

Steriade's main demonstration of the full copy model involves the analysis of two reduplication patterns from Sanskrit. The intensive reduplication pattern in Sanskrit is a prefixing CVX pattern with a prespecified /a/ as the nucleus of the $R_{r}$.

Intensive reduplication in Sanskrit
a. Full and zero grade forms in Sanskrit (Steriade 1988: 108)
root intensive full grade intensive zero grade
svap/sup sai-svap- $\begin{gathered}\text { sau-sup } \\ {[\text { sosup- }]}\end{gathered}$ 'sleep'
b. Full copy paraweter settings (Steriade 1988: 107)
parameters
weight parameters
monosyllabic foot (heavy monosyllable)
syllable markedness parameters
obligatory onset: unmarked setting (onset is ubligatory) complex onset: unmarked setting (onset may not be complex) sonorant coda: unnarked setting (coda nust be a sonorant) insertion rule

Insert /a/ in the intensive stem
Insertion site: first syllable, rhyme
The two intensive forins in (15a) for the root /svap/ 'sleep' provide the background on understanding how the parameters in (15b) ensure that the $R_{r}$ will end up being a CVX sequence with a prespecified /a/. Note that the difference between the full grade and zero grade forms in (15a) is based on whether the vowel $a$ is deleted from the root. When the $a$ is deleted in the zero grade, the $v$ vocalizes to $u$. The zero grade form in brackets shows the application of other rules in Sanskrit. The wreight paraneter is the prinary source to truncate $R_{r}$ to produce patterns of partial reduplication. The particular setting in (15b), monosyllabic foot, for the Sanskrit intensive pattern will ensure that the $R_{r}$ has a branching rhyme. The syllable inarkedness parameters provide the source of other modifications to the $R_{r}$. Banuing complex onsets will cause the $R$, to delete segments if there is a complex onset.

The obligatory onset parameter bans the $R_{r}$ from beginning with a vowel, which accounts for vowel-initial roots in Sanskrit not having a reduplicated intensive form. The sonorant coda parameter captures the observation that the $R_{r}$ in intensive forms ends with either a long vowel or a sonorant consonant. Finally, there is an insertion rule that adds the prespecifiied /a/ vowel into the rhyme of the $R_{r}$.
(16) demonstrates how the full copy model accounts for the intensive forms for the root/svap/. To begin, the zero grade rule that deletes an unstressed /a/ in the stem occurs before full copy (Steriade 1988: 94-95) in the intensive forns. There are two distinct stems (i.e. one that has undergone zero grade formation and one that has not) to start the derivation of intensive forms.

Intensive reduplication in Sanskrit (Steriade 1988: 109)

|  | full grade <br> svap | zero grade |
| :--- | :--- | :--- |
| input | sup |  |
| copy | svap-svap | sup-sup |
| /a/-insertion | blocked (OCP) | saup-sup |
| removal of unlicensed material <br> $\quad$ complex onset <br> obstruent coda | sap-svap | $n / a$ |
| prosodic weight <br> rhyme lenghening <br> output | sa-svap | sau-sup |
|  | sai-svap | $n / a$ |

(16) requires only a few comments. The copy process takes as input the relevant full grade or zero grade form and the left copy is identified as $R_{r}$ and thus subject to modification. The /a/-insertion rule applies first and is blocked if the $\mathrm{R}_{\mathrm{r}}$ already contains an /a/ melody (as in the full grade form). Following this, the syllable narkedness paranneters remove any material that is not licensed. This caluses the complex onset /sv/ to be simplified to /s/ and the non-sonurant /p/ to be deleted in $\mathrm{R}_{\mathrm{r}}$. Finally, the weight parameter ensures that $\mathrm{R}_{\mathrm{r}}$ is a monosyllabic foot and lengthens the /a/ in the full grade form. The zero grade does not need this lengthening, because the diphthong /au/satisfies this weight requirement.

The forms at the end of (16) are not the final output of the phonology. In particular, the output from reduplication of the zero grade /se.u-svap/minst undergo the ruki rule to convert the /s/ following the $\mathrm{R}_{\mathrm{r}}$ to a retrofex, and the /au/ diphthong must be converted to /o/. These additional changes produce the final form [sosup]. The important aspect of this is that phonological processes have another chance to apply to the reduplicated form and further obscure relationships beiween $R_{r}$ and $R_{n}$.

Steriade (1988) does not provide an exhaustive list of parameters and insertion rules for the full copy model. This is prudent, because Steriade draws the connection between modifications to $R_{r}$ in the full copy model and general morphological processes found in non-reduplicative contexts. Examples of non-reduplicative truncation in Madurese and French hypocoristics and segment insertion in English strong verbs and Kaingang verbal formation are provided as examples of processes producible by similar parameters applied in a non-reduplicative context. Thus the question of what the parameters are in the full copy model is the question as to what a possible morphological or phonological rule is.

When a full copy may occur in the derivation is an important issue, because it determines what kinds of interactions between reduplication and phonological rules can occur. Steriade (1988: 141), following Kiparsky (1986), suggests that full copy will occur either at the lexical level or at the end of the cyclic level, with these levels being defined in Kiparsky's (1982) terms. Full copy in intensive reduplication in Sanskrit presumably applies at the cyclic level, which would allow zero grade formation to occur prior to reduplication, while full copy applies at the lexical level in the perfect reduplication pattern in Sanskrit, since Steriade (1988: 123-124) has the zero grade syncope rule apply after reduplication. This position basically echoes the claims about Tier Confiation in Mester (1986), with the modification that Tier Conflation can occur at different points in the derivation.

### 2.5 Classic models of reduplication and the SHR

The SHR in ( 1 ) can be seen as the result of the arc of research on reduplication spanning from Wilbur (1973) to Sterjade (1988). Each of these approaches to reduplication assumes architectural modularity (la), in that reduplication is a morphological process that interacts with phonology. Carrier (1979) introduces the bipartite (1b) aspect of reduplication, where a reduplicated structure created by the morphology is interpreted later by the phonology. The main gain here is that morphological rules can apply before reduplicative copying occurs, which is one source of over- and underapplication effects. Adoption of (lb) allows the "identity is synchrony" clause (lc) of the SHR to be adopted, providing a general understanding of the interaction between reduplication and phonological rules. Any morphological or phonological rule that is ordered before reduplicative copying occurs can produce over- and underapplication effects because $R_{0}$ and $R_{r}$ are a single representation at this point in time. Rules that apply after reduplicative copying occurs will produce normal application effects because at this point $R_{r}$ and $R_{0}$ are distinct. Although Wilbur (1973) a dopted limited global computation in the Identity Constraint (4), all other classic models of reduplication favored local computation.

## 3 Contemporary models of reduplication

All contemporary models of reduplication are reactions to the SHR in (1). There is an interesting cyclic nature to the contennporary models, since they begin by returning to Wilbur's work on reduplication and the question of global computation in grammar.

### 3.1 The parallel Correspondence Theory model

McCarthy and Prince (1995) begin the contemporary era of work on reduplication by completely breaking away from the SHR in (1). The rejection of the SHR is based on the importance of parallel computation in reduplication. McCarthy and Prince $(1995$ : 258 ) state that:

[^317]Because a flat derivation is being assumed, the necessarily local and serial aspects of the SHR, such as separate morphology and phonology inodules, the resulting bipartite nature of reduplication from these distinct modules, and the explanation of over- and underapplication effects due to the "before and after" aspects of the "identity is synchrony" hypothesis are all lost in a parallel computational model. Note that strict parallelism is not a necessary component of OT (e.g. Harınonic Serialism; McCarthy 2010), so the tenets of the SHR could be followed in OT, but McCarthy and Prince (1995) explicitly reject them.

As part of the rejection of the SHR and the adoption of global computation for reduplication, McCarthy and Prince (1995) suggest that the conclusions about reduplication should be applied to phonology in general. Correspondence Theory (CT) adopts Wilbur's IC and global computat im as the core insight into reduplication and phonology. With global computation, a surface representation can be calculated from a memorized representation in a single computation, with any grammatical aspect potentially affecting the results. CT in practice eliminates all of the components of the SHR, because global computation removes the local distinctions between morphology and phonology. (17) presents the full model of reduplicative identity.
(17) The full model of reduplicative identity (McCarthy and Prince 1995: 273)
input
IlR-faithfulness
output

Reduplicat ion remains the result of the affixation of an underspecified morpheme, but the way phonological content is assigned to this affix is different. There is no copying process in CT, because a copying process operates in a computationally local way, where $R_{v}\left(B\right.$ in $C T$ ) can determine aspects of $R_{r}$ ( R in $C T$ ), but not the other way around (see McCarthy and Prince 1995: 292-294). Instead, reduplicative constructions have two direct correspondences and one indirect correspondence. The two direct correspondence relationships are BR-identity, which allows $R_{r}$ and $R_{o}$ to affect each other, and IR-faithfulness, which allows the input stem to influence the realization of $R_{r}$ The indirect correspondence for $R_{x}$ is the general input-output faithfulness relationship between the stem and base. These relationships are all formally the same and operate in a global manner, which allows analyses of reduplicative phenomena unava:lable to the classic models.

The bulk of McCarthy and Prince (1995) focuses on overapplication effects. The Malay nasal harmony example presents the strongest case for global computation in reduplication, because it is a case of back-copying.
(18) Reduplication and vowel nasalization in Johore Malay (Onn 1976: 180)
underlying stem doubled stem
/hama/ hamà 'germ' hāmā-hāmē 'germs'
/ayan/ war) $\begin{array}{ll}\text { anăn } & \text { fragrant' } \\ \text { /averie' }\end{array}$
warli-wārjî 'fragrant (Intens)'
/apin/ ayīn 'wind' ãjJīn-ãy)īn 'unconfirmed news'

Nasal harmony in Iohore Malay operates in a left-to-right manner, as can be seen in the stem forms. The importance of the reduplicated forms is that the first vowel is nasalized even though it is not preceded by a nasal segment. Local computation has difficulties producing this effect because it would have to copy (/hame-hame/), have vowel nasalization apply (/hamé-hāmes/), and then re-copy to produce [hāmê-hämê]. This is clearly an unattractive scenario.

McCarthy and Prince (1995: 289-294) discuss how the Johore Malay data are naturally captured in the global computation of correspondence theory. The constraints in the tableau below are straightforward (e.g. [ ENT-BR[nasal] is violated when $R_{0}$ and $R_{r}$ differ in the feature nasal, ${ }^{*} N V_{\text {oral }}$ is violated when a nasal segment is followed by an oral vowel or glide, ${ }^{*} V_{\text {nn } ;>11}$ is violated when a vowel or glide is nasalized, and ldent-IO[nasal] is violated when the input stem and output base differ in the feature nasal).
(19) CT nnalysis of Johore Malny (McCarthy and Prince 1995: 291)

| /RED-wandi/ | IuEnt-BR[nas] | *NV ${ }_{\text {ur, }}$ | ${ }^{*} \mathrm{~V}_{\text {n,ss }}$ | Ivent-IO[nas] |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | ****** | *** |
| b. warnin -way ${ }_{\text {¢ }}$ |  | *! | ** | * |
| c. watulis | ** |  | **** | *** |

Given the constraint ranking in (19), (a) is the most harmonic candidate, showing a back-copying effect where the $R_{r}$ provides the environment to nasalize the initial segments of the $\mathrm{R}_{\mathrm{o}}$ and this alternation is transferred back to $\mathrm{R}_{r}$. The global computation allows for the transfer of any alternation from the $R_{0}$ to the $R_{\text {, }}$, regardless of the source of the alternation, even if the cause of the alternation is $R_{r}$ itself. Notice that normal application of nasal assimilation can be produced by simply ranking IoEnt-BR[nasal] below ${ }^{*} V_{\text {misal }}$.

Adopting global computation increases the importance of generalizations on outputs, and this has resulted in further investigation of ideas about templates from Steriade (1988). Generalized template theory (McCarthy and Prince 1994a; Urbanczyk 2006) proposes that the particular shapes of reduplicative templates can be derived from language-specific prosodic requirements. In other words, the parameter settings from Steriade (1988) should be deterınined by a language's phonology and norphology instead of having to be set for each reduplicative morpheme.

Urbanczyk (2006) argues that a reduplicative template's prosodic weight can be predicted by its morphological status. Where Steriade (1988: 83) would specify a light syllable by setting a weight parameter to "unfootable," as an idiosyncratic aspect of the particular reduplicative morphente, Urbanczyk derives the presence or lack of a coda in $R_{r}$ (producing a weight contrast) from whether the reduplicative morpheme is classed as root or affix. Roots have additional faithfulness relationships (e.g. BR-MAx(Rt)) that can support more marked phonological material. Affixes lack additional faithfulness pressures, and are thus subject to the effects of the emergence of the ummarked (TETU, McCarthy and Prince 1994b; Chapter 5r: the emercence of the unmarked).
(20) Morphological status and reduplicative template shape in Lushootseed (Urbanczyk 2006)

| RE | morphological status | reduplicated |
| :--- | :--- | :--- |
| DIM | affiix | $q^{\prime} i-q^{\prime} i x^{w}$ |
| DIST | root | saq $^{*}-$ saq $^{w^{\prime}}$ |

(21) CV थs. CVC status in $R_{\text {r }}$

| /dim-q'ix"/ | BR-MAx(Rt) | NoCoda | BR-Max |
| :---: | :---: | :---: | :---: |
| wa. $q^{\prime} \mathrm{i}-q^{\prime} \mathrm{ix}^{\mathrm{w}}$ |  | * | $\mathrm{x}^{\prime \prime}$ |
| b. $q^{\prime} \mathrm{ix}{ }^{\prime \prime}-q^{\prime} \mathrm{ix}{ }^{\prime \prime}$ |  | **! |  |


| /vis]-saq ${ }^{\text {d/ }}$ / | BR-Max(Rt) | NoCoda | BR-Max |
| :---: | :---: | :---: | :---: |
| a. sa-saq ${ }^{\text {w }}$ | $q^{\prime \prime \prime}!$ | * | $\mathrm{q}^{w^{\prime}}$ |
| *as b. saq ${ }^{\text {w' }}$-saq ${ }^{\text {w/ }}$ |  | ** |  |

The diminutive reduplicative morpheme in Lushootseed is an affix, while the distributive morpheme is a root, according to Urbanczyk. The constraint ranking in (21) has a root-specific BR-faithfulness constraint, BR-Max(Rt), dominating NoCOBA, which then dominates the general BR-faithfulness constraint, BR-MAx. This is a classic TETU ranking, which produces the surface effect that the DIST morplueme can contain a coda (as in [saq ${ }^{\prime \prime \prime}$-saq"]), while the dim morpheme cannot (cf. [ $\left.q^{\prime} \mathrm{i}-\mathrm{qix}{ }^{\text {" }}\right]$ ).
(22) demonstrates how Urbanczyk derives the monosyllabicity of all $\mathrm{R}_{\mathrm{r}} \mathrm{s}$ in Lushootseed. By ranking a constraint that penalizes the number of syllables in the output ( ${ }^{+}$Struct-cr) above both BR-faithfulness constraints, $\mathrm{R}_{3}$ will be the minimal number of syllables possible (see also Spaelti 1997; Hendricks 1999). All atemplatic models assume some additional constraint that requires the reduplicative morpheme to occur in the output (see proposals by Gafos 1998).
(22) Monosyllabic $R_{r}$ teithout a template in Lushootseed (Urbanczyk 2006: 202)

| /dim-hiw-il/ | "Struci- $\sigma$ | BR-Max(Rt) | BR-Max |
| :---: | :---: | :---: | :---: |
| ear a. 'hi-hiwil | ${ }^{* * *}$ |  | wil |
| b. 'hisuil-hiwil | $* * * *!$ |  |  |


| /dist-pastad / | "STruct- | BR-Max(Rt) | BR-Max |
| :---: | :---: | :---: | :---: |
| ar a. 'pas-pastad | ${ }^{* * *}$ | tad | tad |
| b. 'pastać-pastad | $* * * *$ |  |  |

Each of the optimal candidates in (22) has the characteristic that the $R_{x}$ contains as much phonological material (taking affix v's. root status into consideration, which determines whether a coda is in $R_{\text {, or not; see (21)) from }} R_{0}$, as is needed to add only a single syllable to the output.

Although CT has had a major impact on phonology as part of the rise of Optimality Theory (Prince and Smolensky 1993), there has been little critical evaluation of whether it has furthered our understanding of reduplication. The crux of the matter is determining whether the ennpirical gains provided by global computation outweigh the results of the SHR in (1). While SHR models do not offer a natural account of back-copying effects, they do provide a general model of how phonology and reduplication interact. Once the point of copying in a derivation is determined for a reduplicative morpheme, there is a prediction about whether nornıal application for different types of rules (e.g. norphological, lexical, cyclic, etc.) should be the interaction between reduplication and phonology. Because CT abandons the modularity and local computation aspects of the SHR, it does not make any such predictions. The question that must be answered is whether a inodel with more einpirical coverage but little predictive power is better than a model with less empirical coverage but great predictive power.

The proposals on reduplicative templates from CT are mostly extensions of Steriade (1988) because of their claimed connection to TETU effects. Urbanczyk (2006) presents the most restricted version, where prosodic principles are used to produce the reduplicative templates. Urbanczyk's proposals have not been evaluated cross-linguistically on languages with more then three reduplication patterns. Also, Haugen (2008) demonstrates the need for a syllable template to describe various reduplication patterns in Yaqui and Yapese, and work by Hendricks (1999) on bare consonant reduplication suggests that $\mathrm{R}_{\mathrm{r}} \mathrm{s}$ can be specified as a single seginent, which conflicts with Prosodic Morphology (McCarthy and Prince 2001: 1), where reduplicative temiplates are to be made of authentic units of prosody (see (12)).

The role of TETU in reduplication needs to be critically evaluated, because of its widespread use as explanation in CT. Alderete ef al. (1999) propose that fixed segmentism in any $R_{r}$ has one of two sources: TETU or overwriting. The TETU analyses of Lushootseed, Nancowry, Yoruba, and Tübatulabal offered in Alderete et al. have all been shown to be inadequate: for Lushootseed, Fitzpatrick and Nevins (2003) demonstrate that fixed /'i/ in Lushootseed $R_{\mathrm{r}} \mathrm{s}$ results from gerieral considerations of the metrical system and has nothing to do with reduplication per se; for Nancowry, Raimy (2000a: 79-96) demonstrates that the vowel in the reduplicant is not predictable, but must be fully prespecified by the morphology; for Yoruba, Akinlabi (2004) denonstrates that the reduplicant must have a prespecified tone and that the prespecified vowel of the reduplicant is phonologically distinct from the phonetically identical epenthetic vowel derived by TETU; and for Tiibatulabal, Cairns (2008) demonstrates that claimed TETU effects fall out from general phonological processes (see the original papers for the full arguments). Furthernore, the general typological claim that reduplicants/affixes will not contain any material nore marked then bases/roots is questioned by the distribution of codas in Lakota (Albright 2004). These facts suggest that the Steriade (1988) position that all segmental prespecification in reduplication is carried out via insertion may be more accurate.

### 3.2 Precedence-based phonology

Raimy (2000a, 2000b) proposes that phonological representations consist of not only segments and prosodic structure but also precedence relations that encode the ordering of phonological elements (see chatrter 34: precedence relations
in Phonolocy). These proposals change phonological representations from (23a), where order is derived froin graphemic conventions (left-to-right indicates order), to (23b), where order is directly indicated by precedence relations (indicated by ' $\rightarrow$ ').
(23) Precedence in phonology
a. kæt
b. \# $\rightarrow k \rightarrow \pi \rightarrow t \rightarrow \%$

Rairny (2000a, 2000b) argues that, once precedence is encoded in representations, nore complicated phonological representations can be considered and investigated. Specifica:ly, reduplication results from a phonological representation that contains a transitive symmetrical precedence relation (i.e. a "loop").
(24) presents the unreduplicated and reduplicated forms from Johore Malay that McCarthy and Priuce (1995) present as an argument against local computation in reduplication. (24a) is the memorized form for 'fragrant' and (24b) is the reduplicated version of this form.

## Precedence-based reduplication

a. $\# \rightarrow \mathbf{w} \rightarrow \mathrm{a} \rightarrow \mathrm{n} \rightarrow \mathrm{i} \rightarrow \%$
b, $\# \rightarrow \mathrm{w} \rightarrow \mathrm{a} \rightarrow \mathrm{n} \rightarrow \mathrm{i} \rightarrow \%$
c. $\# \rightarrow \mathrm{w} \rightarrow \mathrm{a} \rightarrow \mathrm{g} \rightarrow \mathrm{i} \rightarrow \mathrm{w} \rightarrow \mathrm{a} \rightarrow \mathrm{y} \rightarrow \mathrm{i} \rightarrow \%$

The form in (24b) contains a "loop," which is the exponence of the reduplicative morpheme. Raimy reformulates the Tier Conflation of earlier bipartite proposals as serialization; see Idsardi and Raimy (forthcoming). The surface result of serialization is the repetition of segments within the loop, producing (24c) from (24b).

Although the "loops" have no privileged stat 1 s (see Raimy 2009a: 187, n. 4), they ore the locus of much explanation of reduplication. Raimy (2000b: 547) points out that the precedence link needed to account for reduplication in (24b) provides the exact phonological environment required to understand the interaction of reduplication and nasal harınony in Malay in a computationally local nanner.
(25) Vorvel nasalization and reduplication in Malay
a. $\# \rightarrow \mathrm{w} \rightarrow \mathrm{a} \rightarrow \mathrm{\eta} \rightarrow \mathrm{i} \rightarrow \%$
b. \# $\rightarrow \tilde{\mathrm{w}} \rightarrow \tilde{\mathrm{a}} \rightarrow \mathrm{y} \rightarrow \tilde{\mathrm{i}} \rightarrow \%$
c. \# $\rightarrow \overline{\mathrm{w}} \rightarrow \overline{\mathrm{a}} \rightarrow \mathrm{y} \rightarrow \overline{\mathrm{i}} \rightarrow \overline{\mathrm{w}} \rightarrow \overline{\mathrm{a}} \rightarrow \mathrm{y} \rightarrow \overline{\mathrm{i}} \rightarrow \%$

Non consonantal segments in Johore Malay are nasalized if they are preceded by a [+nasal] segınent, with nasalization spreading until a non-nasal consonant
is reached. (25a) shows that there is a precedence relationship where /i/ precedes $/ \mathrm{w} /$, and this allow's nasalization to spread to $/ \mathrm{w} /$ and consequently to $/ \mathrm{a} /$. producing the representation in (25b), where all of the segnents are nasalized. (25c) is the serialized form where the nasalized / $\bar{w} /$ and / $\bar{a} /$ appear in an environment that does not include a preceding nasal segment. Serialization has eliminated the environment that allowed nasal harmony to occur. This is a classic example of opacity, which is well known to occur with local computation. The conclusion of Raimy (2000a, 2000b) is that global computation is not necessary to account for back-copying or any other interaction between phonology and reduplication.

Red uplicative templates are derived from how precedence links are concatenated to a stem. Raimy ( $20000 \mathrm{a}, 2000 \mathrm{~b}$ ) adopts Bistributed Morphology (Halle and Marantz 1994) and assumes that the phonological content of a reduplicative morpheme is sinnply a precedence link (or links and segmental material) that forms a loop when concatenated to the base. Precedence links that are added by the morphology are defined by anchor points (Raimy 2009b; see alsí) chapter 34: precedence relations in phonolocy), which consist of a limited set of positions where links can be added. Depending on how a precedence link is concatenated to a base, segments from different parts of the base will be "in the loop" and reduplicated. Anchor points develop the idea from Moravcsik (1978: 312) that reduplication patterns can be defiined in reference to positions of consonants and vowels.
(26) Reduplicative "tentplates" in precedence-based phonology
a. prefixing CVC: Agfa (Healy 1960: 7)

b. Suffixing syllable: Dakotn (Sietsema 1987: 337)

[hāska-ska] 'are tall'
c. discontinuous: Chukchi (Dunn 1999: 108)

[weni-wen] 'bell (abs sc)'

The "loop" in (26a) contains the first CVC of the stem, and these segments will be repeated when serialized. This loop can be defined by the anchor points "after the first vowel" and "first segment." Both of these anchor points are used in infixat"ion (Yu 2007), (26b) presents a suffixing syllable pattern from Dakota that uses the anchor points "last segment" and "last onset." Finally, (26c) shows a discontinuous reduplication pattern from Chukchee that suffixes the first CVC sequence of the base. Discontinuous reduplication patterns that have the $R_{r}$ separated from $R_{0}$ in the surface string generally require two precedence links to be added. This pattern requires one precedence link for total reduplication (i.e, "last segment" precedes "first segneent") and one precedence link to truncate the $\mathrm{R}_{\mathrm{r}}$ to CVC (i.e. "after the
first vowel" precedes $\%$. Anchor points are not reduplication-specific, because they provide a general theory of how morphology creates concatenative (e.g. prefixation and suffixation) and non-concatenative (e.g. reduplication, infixation, truncation, root and template, etc.) phonological structures.

The proposals on precedence in phonology in Raimy (2000a, 2000b) provide a local computation solution to back-copying effects. This revitalizes the SHR in (1) as a viable model of reduplication. This makes answering the question about whether global convputation in phonology is desirable or not even more inportant.

### 3.3 Morphological Doubling Theory

Inkelas and Zoll (2005) introduce Morphological Doubling Theory (MDT), which proposes that reduplication is the result of a purely morphological process where the output stem (which shows surface repetition of segments) results from two (or more) daughters that are featurally and semantically identical, as in (27).

## (27)

Morphological Doubling Theory (Inkelas and Zoll 2005: 7)


MDT denies the idea that there is phonological copying of any kind (e.g. literal derivational copying, repetition due to serialization or parallel correspondence) in reduplication. Surface repetition of segments is due to multiple independent instances of a stem. One immediate prediction that MDT makes is that total reduplication should be extremely common, since it can be produced immediately from the basic structure in (27). A more interesting prediction that MDT also makes is that a reduplication pattern can consist of two phonologically different all. omorphs of a stem.

MDT basic structure examples
a. Wirripiri (Inkelas and Zoll 2005: 1)
kamina 'girl'
kamina-kamita (rL)
output [kaıninakamina] $]_{[r-p \text { plur.ul }]}$
/kamina/ra /kami
input /kamina/[大] /kamina/[m
b. Sye (Inkelas and Zoll 2005: 54)
cie-anol ${ }_{2}$-Omol 'they will fall all over'
3pl.fut-fall ${ }_{2}$-fall ${ }_{\text {I }}$
oltput

(28a) presents an example of total reduplication from Walpiri that is produced by the basic structure of morphological doubling, where two semantically identical stems are inserted and produce total reduplication. (28b) shows that the same structure can produce patterns of reduplication where there is divergence between the two copies. Sye (1nkelas and Zoll 2005: 54, citing Crowley 1998: 79) presents a case where there is total reduplication but different allomorphs of the stem are inserted. /amol/ is what Crowley refers to as a "stem2" and /omol/ is a "stem1." Stem1 is the default form, and Inkelas and Zoll state that the stem2 form appears in a "collection of seentingly unrelated norphological environments" (2005: 52). The phonological difference between tlue two allomorphs leads to the surface appearance that total reduplication has not occurred.

MDT proposes that there is an analogous phonological side to the basic model in (27), where co-phonologies are associated with each node in the representation.
(29) Co-phonologies in MDT (lnkelas and Zoll 2005: 76)

Mother node


Each node in (29) has its own co-phonology associated with it. Common effects of co-phonologies are truncations that produce partial reduplication patterns. Co-phonologies $X$ and $Y$ will produce phonological changes that are specific to each stem. Co-phonology $Z$ is required to produce juncture effects that hold between the stems only in reduplicative constructions.

Co-phonologies can modify both stems in different ways. Tarok presents an example of this with the reduplication pattern on monosyllabic stems.
(30) Tarok (Inkelas and Zoll 2005: 84)
a. ì-gìsàr ì-gìsàr-gisar 'his/her broom'
ìtòk i-tùtok 'his chair'
b.


The forms in (30a) demonstrate the processes that are active in reduplicated constructions in Tarok. In all forms, the second stem (governed by co-phonology Y) has its tones reduced to mid regardless of the size of the stem. Co-phonology $X$ must vary, depending on the size of the stem, because, if the stem is larger than
a single syllable, no change to the stem occurs. However, if the stem is a single syllable, then the stem is truncated to a CV syllable and the vowel is raised. The example in (30b) lists the processes that each co-phonology is responsible for.
MDT deals with over- and underapplication of phonological processes through morphological truncation. Javanese (see Inkelas and Zoll 2005: 137 for the sources) has an /a/-raising process that interacts with reduplication in an opaque manner.
(31) Jaranese (Inkelas and Zoll 2005: 136-138)
a. /medja/ medju 'table'
medja-ne 'his/her table'
ınedjo-nาedju 'tables'
medja-nledja-ne 'his/her tables'
b. Opacity by truncation

(31) provides the basic template on how over- and underapplication effects are handled in MDT. The data in (31a) demonstrate that /a/ will raise to [ 3 ] if it is the last vowel. Suffixation blocks the application of /a/-raising. By comparing the non-suffixed and suffixed reduplicated forms, the opaque interaction can be seen. Whether the first stem undergoes /a/-raising appears to be determined by whether or not the second stem is suffixed. MDT denies any phonological connection between the two stems, and instead proposes that the first stem is actually suffixed, (31b). The presence of the suffix on the first stem will block /a/-raising, and the co-phonology will then trincate the suffix. See Raimy (2006) for discussion of the problems MDT has with opacity in this example.
MDT is conceptually similar to Steriade (1988), in that a full copy of a level of representation is made and there is no transderivational global computation across the two copies. MDT diverges from Steriade's model, though, in disconnecting from a specific model of the phonology-morphology interaction. Co-phonologies are associated with the reduplication constructions, but MDT does not develop any relationship between co-phonologies in reduplicated and non-reduplicated constructions.

Although not working within MDT, Kiparsky (2010) develops a stratal OT model of reduplication that has the characteristics that MDT aspires to. Kiparsky argues that the phonology that an $R_{r}$ undergoes is determined by the stratal level of phonology that the copy of the stem occurs at. Although there is phonological copying, there is no transderivational identity involved in reduplication, so it is very much in the MDT spirit. The analysis of Sanskrit reduplication presented by Kiparsky (2010) clearly demonstrates that the phonology that the $R_{\mathrm{r}}$ undergoes is predictable from the lexical phonology of Sanskrit.

Proposals by Inkelas and Zoll and by Kiparsky demonstrate that modified versions of the SHR can be developed in OT. These models adnit some global computation, but this is limited to noodules def med by morphology and phonology.

Reduplication is a bipartite process where $R_{r}$ is created by the morphology and then subject to the general phonological derivation. Kiparsky differs from Inkelas and Zoll on the issue of identity as synchrony in reduplication. Kiparsky has a phonological version of this hypothesis in which both $R_{r}$ and $R_{v}$, are created from the same phonological representation via copying, while Inkelas and Zoll apply this hypothesis to the morphosyntactic level of representation, where $R_{r}$ and $R_{0}$ are created from different phonological representations that share a common morphosyntactic identity. Both inodels agree, though, that the wholesale move to global computation for reduplication in the CT nodel is unnecessary.

## 4 Conclusion and future questions

The SHR in (1) provides hypotheses as to how reduplication interacts with morphology and phonology and why reduplication appears to be unique grammatical phenomenon. Contemporary models of reduplication have more or less followed the original arc of research that created the basis for the SHR. The wheel has not been reinvented by cycling through the evaluation of the parts of the SHR again. On the contrary, contenporary models of reduplication have increased the inıportance of the SHR, because each model raises nore detailed questions about the validity of each component of the SHR.

Evaluation of the identity is synchrony clause in (1c) is currently underway in the guise of questioning what kinds of phonology reduplication interactions actually exist. Both Inkelas and Zoll (2005) and Kiparsky (2010) dispute the existence of back-copying. The arguntent is that the global computation of McCarthy and Prince (1995) and the precedence graphs of Raimy (2000a, 2000b) produce grammars that are more powerful than is necessary to account for reduplication. While the examples of back-copying discussed in the literature are few (e.g. Malay nasal spread, Chalha / $x /$-dissimilation), more cases do exist (e.g. Serrano). In order to further investigate whether back-copying exists, more examples should be included in the discussion. Obvious $y$, the most fruitful way forward is to develop analyses of the following data in all contemporary models of reduplication to see where the differences in the models arise. Below are additional examples of back-copying that deserve more attention.
(32) Abkhaz (Bruening 1997: 325-326)
a. /btyak/ [ba.g[ak] 'measure of weight'
b. $/ \mathrm{m} /$-reduplication [əb, tyak-m-ab.tyəak]
*[ba.tfak-m-əb.tyak]
*[ba.tyak-m-a.tak]
The Abkhaz data in (32) demionstrate that there is a phonological process that inserts an excrescent vowel between the /b/and /ts / in the unreduplicated form. When this form undergoes $/ \mathrm{m} /$-reduplication, the location of the excrescent vowel changes to precede the /b/ on the basis of the syllabification of the prespecified $/ \mathrm{ml}$ / It is the syllabification of the prespecified $/ \mathrm{m} /$ and the $/ \mathrm{b} /$
of the base into a single syllable that places the excrescent schwa before the $/ \mathrm{b} /$. This placement of the excrescent schwa is transferred to the first copy $\left(\mathrm{R}_{\mathrm{r}}\right)$, creating the /ab/ syllable in the reduplicated form. The excrescent schwa appears only in word-initial position, creating a VC syllable in reduplicated forms.
(33) Korean (Chung 1999: 177-178)

The data from Korean in (33) show a complex pattern of normal and overapplication of different realizations of the /l/. In (33a) we can see that in the non-reduplicated form the /l/ appears as [r] in an intervocalic environment. The reduplicated form in (33a) shows two interesting effects. First, the form undergnes an $A A B B$ reduplication pattern, based on an underlying compound structure to the word. The back-copying effect is present in the interaction between the /kl/ at the julucture between the two copies of the second syllable of the base, /lak/. There is a reciprocal influence on these segments, in that the $/ \mathrm{k} /$ preceding an $/ \mathrm{l} /$ causes the $/ \mathrm{k} /$ to nasalize to [ t$]$ ]. This nasalization process then causes the following /l/ to nasalize to [ $n$ ]. The nasalization of $/ l /$ to [ $n$ ] is then transferred to the /l/ of the first copy, [hili-nam-nak], even though it dnes not follow a nasal segment. Adding to the complexity of these Korean data is the fact that the process that nasalizes the $/ k /$ applies in a normal fashion, so the word-final $/ k /$ is not nasalized. (33b) shows the same derivation for the second syllable /lak/, but the behavior of the /l/ in the first syllable /lwe/ is different. The /l/ in /lwe/ undergoes normal application of the $[1 \sim r \sim n]$ distribution, where the /l/ appears as [ n ] in word-initial position in the first repetition and as [r] intervocalically in the second repetition. The different behavior of the $/ \mathrm{l} / \mathrm{s}$ in the two different syllables creates a very complicated interaction between reduplication and phonology.

```
Parmese (Russell 1997: 109-110)
\[
\begin{array}{cc}
\text { /muni/ } & \text { [munu-munı] }  \tag{34}\\
& \text { *[muni-muni] } \\
& \text { *[munu-muni] }
\end{array}
\]
```

The Paamese data in (34) are directly analogous to the Malay nasalization data already discussed in (18) and (25). In Paamese, an /i/ is backed to [u] if it is in non-final position. Reduplication causes the first copy of /muni/ to be in nonfinal position triggering the backing of $/ \mathrm{i} / \mathrm{to}[\mathrm{u}]$. This alternation is then copied to the word-final /i/ in the second copy.

All three of these additional instances of back-copying provide examples of the exact base-reduplicant juncture effects that Inkelas and Zoll (2005) and Kiparksy (2010) deny exist. See the original sources for the full details of these examples. One should be cautious about interpreting arguments based on the validity of
these data, though. MDT and Stratal OT can produce analyses of these types of data either through additional opaque copying for MDT or by positing special allomorphs in the relevant cases for Stratal OT. Consequently, the existence of back-copying effects (or not) is not as probative in distinguishing models of reduplication as McCarthy and Prince (1995), Inkelas and Zoll (2005), and Kiparsky (2010) suggest.

Another important question about reduplication is whether a repeated string of phonological segments is reduplication or repetition. Gil (2005) discusses this difference and provides examples fronn a naturalistic corpus of Riau Indonesian.

## (35) Repetition vs. reduplication in Rinu Indonesion (Gil 2005)

a. complete arbitrary reduplication (2005: 57)

Anton tak sini-sini a
Anton neg red-loc-dem-dem:prox excl
[commenting about his friend] 'Anton hasn't been around.'
b. complete iconic reduplication (2005: 54)

Nrik ojck-ojek-ojek aja
go.up red-motorbike.taxi just
Igroup of three persons debating whether to take a single taxi together, or separate motorbike taxis] 'Let's just ride notorbike taxis.'
c. ordinary language: reinforcing repetition (2005:43)

Masuk, mastk, masuk, masuk, ah, kelok bola
enter enter enter enter excl turn ball
[playing billiards on laptop connputer; following the ball as it rolls] 'Go in, go in, go in, go in, damn, the ball curved.'

Gil argues that (35a) is a clear case of reduplication, because the number of repetitions is restricted to two and there is a grammatical function associated with the repetition. (35b) is iconic reduplication, where the number of repetitions of ojek 'motorbikes' reflects the number of motorbikes present. This is different from (35a), in that the number of repetitions is variable in (35b), while grammatically fixed in (35a). (35c) presents a case of repetition, not reduplication, because there is no grammatical function of the repetition, only a pragmatic one (i.e. it demonstrates the excitement of the player).

Travis (2003) provides a framework that can potentially distinguish betwreen the examples in (35), on the basis of syntax. Because of the morphological aspects of reduplication, there is the potential for morphosyntactic considerations to play an important role in reduplication. (36) presents the syntax of two different types of reduplicative structures. $Q$ represents a reduplicative morpheme, underlining indicates what syntactic constituent is the target of redupl'iation, and "copy" indicates where the repetition will occur. (36a) is an example from Tagalog of total reduplication (/lakad/ 'walk' $\rightarrow$ [mag-Iakad-lakad] 'walk a little'), where the capitalized part indicates the $R_{r}$ of the form. The head of the XP /lakad/ undergoes head movement to adjoin to Q , which is the reduplicative morpheme. Since the $X$ is sister to the $Q$ head, only the content of $X$ is eligible to be copied in reduplication. The syntax of ( 36 b ) is different. The Q head copies material from the XP complement and places the copy in the spec position of the QP phrase.
(36) Reduplication as syntax in Tagralog (Travis 2003: 240)
a. phonological

b. iterative


Travis (2003) captures two important aspects of reduplication: (morpho)syntactic representations limit the amount of phonological material that can be repeated and (morpho)syntax plays a role in determining how many repetitions occur.
Morphosyntax determines the upper bound of reduplicative copying through the sisterhood relationship in syntax. Head movement raises an $X$ to adjoin to $Q$ in (36a). This will limit reduplication io no larger than the phonological content of $X$ and to one copy. X category elements are generally a "word"-sized domain, so this syntactic construction aligns closely with the farriliar phonological cases of reduplication. The Q element in (36b) is sister to an XP, which allows for copying of the entire XP. Because the target of copying is an XP, more than a word can be copied in this construction. Furthermore, since the copy in this construction will appear in the spec of QP, more than one repetition can occur if multiple QPs are stacked on top of each other. This accounts for the open-ended number of reduplications in ...cup after cup after cup of coffee. These are only two of the syntactic constructions for reduplication proposed by Travis (2003).

Travis's syntactic differences provide insights into distinctions among the repetition patterns discussed by Gil. (36a) is the morphosyntactic structure for common examples of reduplication such as (35a), while ( 36 b ) will account for Gil's (35b) and possibly (35c) examples. (36b) is also appropriate for phrasal reduplication examples like those in (37).

Plurasal reduplication patterns
a. Kannnd $(\mathrm{Lidz}$ 2001: 379)
nemrar bangit-nnnu much-id-e giigilannu muchide antr heeLa-becDa I-nom door-acc close-pst-1sC RED that say-rrohib
'Don't say that I closed the door or did related activities.'
b. English (Chomeshi et ol. 2004: 326) Well, he didn't give-it-to-me-give-it-to-me (he only lent it to me).

Travis (2003) presents one view of syntactic aspects of reduplication; see Ghomeshi et al. (2004), Lidz (2001), and Idsardi and Raimy (forthcoming) for additional relevant data and different perspectives on these syntactic issues. Developing better syntactic analyses of reduplication will improve our understanding of whether there is any connection between semantics and particular reduplication patterns. If syntax plays an important role in reduplication, then there should be constraints on possible reduplication patterns and semantics pairings.

Another burgeoning question about reduplication is whether a surface repetition of segmental ntatericll is a reduplicated form or not. Buckley (1998) and Zuraw (2002) provide arguments that morphologically simplex forms can be inherently reduplicated.
(38) Inherently reduplicnted words in Mnnom (Buckley 1998: 60)

$$
\begin{array}{lllll}
\text { a. sa'laga 'be long' } & \text { salaga-'laga } & \text { 'long }(\mathrm{sc}) \text { ' } & \text { *salaga-ga } \\
\text { b. ra'gogo 'be warm' } & \text { rago'go-go } & \text { 'warm' } & \text { "ragogo-gogo }
\end{array}
$$

Buckley (1998) argues that trimoraic forms in Manam that repeat the last two syllables, (38b) /ra'gogo/, are inherently reduplicated. One reduplication pattern in Manam is to reduplicate the final nora ic foot of a form, as in (38a), /sa'laga/ $\rightarrow$ /salaga-'laga/. Forms like (38b) reduplicate only a single mora in this reduplication pattern, /ra'gogo/ $\rightarrow$ /rago'go-go/, */ragogo-'gogo/ and Buckley's ictea is that if the final syllable is already reduplicated then it will "count" as bimoraic, thus producing only a single syllable for the bimoraic foot reduplication pattern.
(39) Inherently reduplicated words in Tagnlog (Zuraw 2002: 400)

Intervocalic trpping ([r]/V_V,[d] elsezohere)
transparent 'du:ri 'loathing'
overapplies 'ru:rok 'acme'
underapplies 'de:de 'baby bottle'
Zuraw (2002) provides examples from Tagalog involving repetition of segmental material that violate general Tagalog phonotactic distribution of [d] and [r]. Zuraw argues that these words can be understood as being intherently reduplicated. Once these forrts are designated as reduplicated, their behavior follows documented phonology reduplication interactions such as over- or underapplication of a rule.

The common theme between Buckley and Zuraw's observations is that forms with surface repetition of segmental material that violate otherwise general patterns in a given language can be understood to be inherently reduplicated.

Both Buckley and Zuraw posit an "empty" red morpheme to provide a grammatical structure to explain the over- or underapplication of some phonological process through reduplication. Fitzpatrick (2006) presents an analysis of the Mananา data in the Raimy (2000a, 2000b) model of reduplication by sinıply allowing "loops" to be parts of an underlying representation.
To summarize this chapter, reduplication as a natural language phenomenon provides insights into grammatical architecture and the workings of grammatical modules. There is a burgeoning consensus about the general nature of reduplication, which can be summarized as the strong hypothesis for reduplication in (1). With Optimality Theory turning radically derivational in the form of Harmonic Serialism (McCarthy 2010), it is likely that all contemporary models of reduplication will be in line with the SHR in the near future. This does not mean that there is not disagreement about formal analyses of reduplication; thus further research into reduplication is called for. Future research should refine our understanding of architecture and computation in grammar by developing more explicit analyses of reduplication in more languages. The most difficult question that faces us about reduplication is the parceling out of explanation among potential syntactic, inorphological, and phonological sources. By doing this, reduplication wvill further show its unique status as a natural language phenomenon that involves syntax, norphology, and phonology.
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# 101 The Interpretation of Phonological Patterns in First Language Acquisition 

Yvan Rose<br>Sharon Inkelas

## 1 Introduction

Since the seminal work of Jakobson (1941), phonological patterns observed in child language have been documented and analyzed from a number of perspectives. Throughout the relevant literature, an interesting paradox often manifests itself: while child language is generally characterized as a "simpler" version of the target language, nany types of phonological patterns observed in acquisition data create challenges for theories developed to account for more "complex" adult systems. Phonologists within the generative framework have reacted to this problem in a number of ways, from tacitly or consp iccously ignoring acquisition data (e.g. Chomsky and Halle 1968:331) to elaborating phonological models that account for phenomena observed in child phonology (e.g. Smith 1973; Bernhardt and Stemberger 1998) or, in some extreme cases, rejecting the validity of evidence from child production data for theoretical investigations of phonology (e.g. Hale and Reiss 1998). The disconnect between findings from child phonology and generalizations arising out of generative theories of grammar based on adult phonology has also been recruited in support of alternative, functionalist approaches to child phonology, including Stampe (1969) within Natural Phonology and, more recently, Vihman and Croft (2007) within Construction Crammar.

A general assumption connecting virtually all of these nodels is that children's phonological abilities are intitially impoverished and gradually develop in the face of positive, interpretable evidence from the ambient signal. Regardless of theoretical or philosophical allegiance, researchers acknowledge that theories of linguistics should be learnable and, as such, empirically verified against language development facts. The question, then, is not about whether developinental phonology data should be considered - clearly they should - but about
the way they should be incorporated into theoretical debates. As we discuss in this chapter, the main challenge lies in the interpretation of developmental patterns, given that differences between child phonology and adult phonology can be, and have been, attributed variously to perception, gramnar, and production.

We begin our discussion with an overview of the types of patterns attested in the literature on phonological development. We then move on to phenomena that have featured in theoretical debates in the field, which we address in light of the main competing approaches to child language phonology. We conclude with desiderata for truly explanatory models of phonological development.

## 2 A brief survey of phonological pattems

This section presents a survey of the main types of segmental and prosodic patterns found in phonological development. As used here, the term "pattern" refers to any systematic difference between the actual forms produced by a child and the (adult-like) forms the child is evidently attempting. This definition is neutral as to the source of the discrepancy. For example, the child who says [ $\left.t^{1} \approx t t\right]$ for cat might be said to display a process converting target [ $k$ ] to $[t]$, with /kæt/ as his/her underlying representation; alternatively, that child might be said to have stored $/ t^{6} æ t /$ as his/her lexical representation, which he/she is producing accurately. Both positions, and others, have been taken in the literature.

The overview offered below builds on previous surveys by Menn (1971), Ingram (1974), Ferguson and Farwell (1975), Ingram (1989), Smit (1993), Vihman (1996), Bernhardt and Stemberger (1998), and Inkelas (2003), as well as the contributions to Kager et al. (2004) and to McLeod (2007). It provides only a fragmentary view of the larger picture of child phonology, because the literature has thus far been able to focus on only a relatively small number of children, and predominantly on "western" languages (cf. McLeod 2007). The possibility is high that phenomena unattested as of yet will be uncovered as research continues.

### 2.1 Segmental patterns

At the segmental level, a plethora of systematic discrepancies between child and adult pronunciations have been documented. As we can see from the list in (1), virtually all articulatory dimensions of speech are affected. For the purposes of this chapter, transcriptions between vertical bars represent adult-like, target forms. Arrows indicate correspondence between adult target forms and child productions, but should not be taken to represent generative phonological derivations; as stated above, this survey is neutral with respect to the question of the child's lexical representations (see chapter 22: cons nantal, pi.ace of articulation, Cilapter 13: tife stricture peatures, and chapter 69: final devoicinc and final laryngeal neutralization for overviews of the behavior of these features in adult languages).
(1) Segimental patterns (non-exhaustive list)


* These patteris and those listed in later tables are not limited to the illustrations provided. For example, fronting and backing patterns in (1a) typically target woiced as well as voiseless consonants, even though this generalization is not without exceptions (e.g. McAllister 2009).

Segınental patterns such as those in (1) are often context sensitive, varying across segınental and prosodic contexts. For example, Rose (2000) shows thrt French target $|s|$ corresponds to various labial, ouronal, and velar consonants in the speech of Clara, a first language learner of Québec French. The place feature that target $|\mathrm{s}|$ assumes in Clara's product'ons is harmonic with the place of articulation of other consonants present in the target form (e.g. robe $\mid$ kob $] \rightarrow$ wob] 'robe'; rouge $\mid$ |suz $\mid \rightarrow$ [jus] 'red'; carotte $\mid \mathrm{kabstl} \rightarrow$ [ka'gз]/[ka'jsit] 'carrot'). Syllable context matters as well. The substitutions affect lislin singleton onsets bult not in complex onsets (e.g. citrouille |sitvisjl $\rightarrow$ [O§'tru:j] 'pumpkin'). Also, when $|\mathbf{k}|$ occurs in word-medial coda or word-final position in the adult target word, it undergoes deletion altogether (e.g. ourson |ussĩl $\rightarrow$ [u'sõ] 'teddy bear'; renard luanaul $\rightarrow$ [lena] 'fox').' Although substitution patterns are often referred to outside their larger contexts (as in the list in (1), which exenplifies patterns independently of any contextualization), complex conditioning of the kind illustrated by Clara's data is actually quite typical, as other examples discussed below also demonstrate.

[^318]
### 2.2 Prosodic patterns

Systematic discrepancies between adult and child productions are also observed in the prosodic domain, i.e. syllable structure, word shape, or the location of stress or tone. A representative selection is offered in (2) (CHAPTER 38: the representation of sc clusters, chapter 67: vowel erenthesis, and chairter 36: final consonants describe related phenomena in adult languages). These examples come from the general surveys cited in the introduction to $\$ 2$ as well as from targeted studies of prosodic development by Spencer (1986), Fikkert (1994), Demuth (1995), Barlow (1997), Pater (1997), Ota (1999), Rose (2000), Gnanadesikan (2004), Goad and Rose (2004), and Vihman and Croft (2007), amongst others.
(2) Common prosodic patterns (non-exhnustive list)

| a. | Affecting syllables | Pattern | Illustration |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | C + liquid cluster reduction | lpleil | $\rightarrow$ [per $] /[\mathrm{ler}]$ |
|  |  | $s+C$ cluster reduction | lski: | $\rightarrow$ [ $\left.\mathrm{kir}^{1}\right] /\left[\mathrm{sir}^{1}\right]$ |
| b. | Affecting word shapes | Coda deletion | 1kæ゙t | $\rightarrow$ [ k ] |
|  |  | Right-edge cluster reduction | $\mathrm{lt} \in \mathrm{nt} 1$ | $\rightarrow[t \varepsilon \mathrm{n}] /[\mathrm{t} \mathrm{t} \mathrm{t}]$ |
|  |  | Consonant/glide epenthesis | 1li:00] | $\rightarrow$ [li:jou] |
|  |  | Vowel epenthesis/deletion | lblu:\| | $\rightarrow$ [balu:] |
|  |  |  | $\operatorname{logen} 1$ | $\rightarrow$ [gen] |
|  |  | Syllable truncation | lelafan | $\rightarrow$ [ifont] |
|  |  | Syllable reduplication | lelafan | $\rightarrow$ [fæfæ] |
|  |  | Stress shift | luja'』æ | $\boldsymbol{l} \rightarrow$ ['4ji:xæf $]$ |

Similar to the segmental patterns illustrated in (1), the source of the prosodic phenomena in (2) is ofter open to a number of interpretations. Many of these patterns closely resemble phonological subsystems independently observed in adult languages (e.g. syllable rectuplication: McCarthy and Prince 1995a), creating the temptation to analyze them as directly driven by the child's grammar. However, as we discuss further below, it is crucial that all available options be considered before any specific analysis is adopted. For example, evidence from infant speech perception shows that English-learning children tend initially to associate stressed syllables with word onsets (e.g. Jusczyk et ol. 1999). This suggests that the apparent truncation of pretonic material in words such as ga'zelle, a'bout, and guitar, yiel ding productions like zelle, bout, and tar, may originate from a speech segmentation error that yields an incorrect lexical representation, as opposed to being the prochuct of a grammatical rule restricting the prosodic shape of phonological productions. However, perceptual or speech segmentation errors certainly cannot be held responsible for all prosodic patterns. For example, Fikkert (1994) documents a pattern of stress shift displayed by Dutch learners who preserve both syllables of disyllabic words with final stress but systennatically produce these forms with stress on the initial syllable, as exemplified in (3).
(3) Stress overgeneralization (data From Robin; Fikkert 1994)

| gitanr | \|xis'ta:r| | ['sirta:] | 'guitar' |
| :---: | :---: | :---: | :---: |
|  |  | ['si:tau] |  |
| giraf | \|3i'raf| | ['fi:af] | 'giraffe' |
| ballon | \|ba'Ionl | ['bu:sn] | 'balloon' |

Fikkert argues that these productions are conditioned by the learner's grammar, which - influenced by the predominant, trochaic, stress pattern that exists in the target language - regularizes away lexical exceptions. Fikkert's grammatical analysis is further motivated by the broad consensus that children are acutely sensitive to stress (e.g. Morgan 1996; Jusczyk 1997), a fact that argues against simple misperception of the target forms with final stress. (See Kehoe 1997, 1998 and Pater 2004 for related discussions.)

### 2.3 Exotic patterns

In addition to the two relatively clear types of patterns listed above, which have either parallels in adult language, direct phonetic motivations, or both, the literature on early phonological development contains an array of so-called "exotic" patterns, some of which are listed in (4), whose analysis defies both clean-cut classifications and, ofter, theoretical accounts. The term "exotic" is intended to convey that these patterns are not robustly attested in the literature on adult phonology.
(4) Some exotic patterns

## Pattern

a. Consonant harmony (affecting major place of articulation) ${ }^{2}$
b. Vowel-to-consonant harmony (affecting lsxunal $\rightarrow$ [buna] major place of articulation)
c. Long-distance consonant netathesis
d. Consonant fusion
e. Velar fronting (across the board or in certain syllable positions)
f. Chain sh:fts involving consonants
g. Dummy segment or syllable insertion
h. Spontaneous language games

## Illustration

$\mid$ lerb $+1 \rightarrow$ [be:bu]
lsakl $\rightarrow$ [kas]
lsmoukl $\rightarrow$ [fok]
lgool $\rightarrow$ [do]
lsik| $\rightarrow$ [ $\left.\theta_{\mathrm{I} k}\right] ;\left|\mathrm{Or}_{\mathrm{I}}\right| \rightarrow\left[\mathrm{F}_{1 \mathrm{k}}\right]$
lməski:roul $\rightarrow$ [fi-giro]
lalæskal $\rightarrow$ [כ'lǎskJ-'bæesko] ${ }^{3}$

As one example of an exotic type of pattern, consider the intricate yet systematic interaction between segmental and prosodic factors conditioning the productions of Marilyn, a learner of European French docunsented by dos Santos (2007). First, Marilyn displays syllable truncation driven by the segmental characteristics of the consonants found in the target forms: when two conso nants have identical continuancy features in the target form, Marilyn produces both of these consonants, as illustrated in (5a). Conversely, in (5b), target forms that contain consonants with different continuancy features undergo truncation of the initial syllable.

[^319](5) Segmentally conditioned syllable truncation (dos Santos 2007)
a. Continuancy-harmonic onsets:

Production of both onsets (and related sylilables)

| nupestit | lape'ti\| | [pi'ti] | 2;00.12 ${ }^{+}$ | 'appetite' |
| :---: | :---: | :---: | :---: | :---: |
| biquet | $\|b i ' k \varepsilon\|$ | [be'kr] | 1;11.13 | 'goat' |
| escrargot | \|eskas'sol | [ka'ko] | 1;11.13 | 'snail' |
| chaussure | \|Jo'syml | [ly'ly] ${ }^{5}$ | 1;11.28 | 'shoe' |

b. Continunncy-disharmonic onsets:

Truncation of the initial syllable

| cassé | Ika'se\| | ['le] | $1 ; 11.13$ | 'broken' |
| :--- | :--- | :--- | :--- | :--- |
| tennis | Ite'nis\| | ['ni] | $1 ; 11.02$ | 'tennis' |
| châteaut | \|fa'tol | ['to] | $1 ; 11.02$ | 'castle' |
| jumenux | I3y'mol | ['mol] | $1 ; 11.28$ | 'twins' |

An understanding of these data immediately calls for an investigation of the child's attempts at other target word forms. In this regard, dos Santos (2007) also shows that during the same developmental perind, all consonants are systeinatically produced when they appear in CVC forms, as we can see in (6). Interestingly, target words with continuancy-disharmonic consonants display harmony in this context, as opposed to deletion (cf. (5b)).
(6) CVC targets: Consonnant preseruation and harmony (dos Santos 2007)

| bottes | \|'botl | ['bot] | $2 ; 00.12$ | 'boots' |
| :--- | :--- | :--- | :--- | :--- |
| coupe | l'kupl | ['kup] | $2 ; 00.25$ | 'cut' |
| passe | I'pas\| | ['pat] | $1 ; 11.13$ | 'pass' |
| case | l'kazl | ['kak] | $1 ; 10.17$ | 'box' |

As we can see front these latter examples, the shapes of Marilyn's outputs are constrained by a combination of segmental and prosodic pressures, namely the types of consonants (stop vs. continuant) that are found in the target forms and the shape of the words in which the consonants appear (multisyllabic ws. CVC). Similar to Clara's data described in §2.1, the exanıples from Marilyn's productions illustrate how child phonological patterning often involves interactions between segmental and prosodic aspects of the developing phonological system."

Partly because of their striking properties, but also because of the theoretical challenges they pose, exotic patterns like those in (4) have given rise to a rich and often contentious literature on child language development (e.g. Menn 1971; Snuith 1973; Braine 1974, 1976; Ingrant 1974; Ferguson and Farwell 1975; Priestly 1977; Chiat 1983. 1989; Levelt 1994; Velleman 1996; Pater 1997; Goad 2001;

[^320]Gnanadesikan 2004; Menn 2004; dos Santos 2007; Vihman and Croft 2007; Fikkert and Levelt 2008; Inkelas and Rose 2008). ${ }^{\text {. In }}$ Ine next section we discuss some of the fundamental questions relating to the interpretation of child phonological patterns, including exotic ones, and the formal apparatus needed to account for them. The discussion revolves around the degree of abstractness required to account for these phenomena. ${ }^{9}$

## 3 How abstract is child phonology?

The issue of abstractness in phonology has been - and continues to be - hotly debated in phonological theory, at least since Kiparsky (1968), and resides at the heart of theoretical controversy about child language development. Central questions, many of thent pertaining to the degree of representational abstraction required to model children's grammars, emerge from a general lack of consensus about the phonetic or phonological level at which children operate from the onset of acquisition and throughout the developmental period. For example, phonologists often debate whether discrepancies between child and adult phonology are due to perception-based issues affecting representation, differences in grammar, or lack of motor control over production (see citapter 98. Speecil perception and phonolocy).

While such questions are complex and cannot be resolved within the confines of this chapter, it seems clear that, just as adult phonological systems involve many different simultaneous levels of representation, children make generalizations about various kinds of representational units, depending on the types of evidence they are exposed to and able to interpret from the ambient language. Addressing this general observation, the field has gradually shifted from universalist claims about the unfolding of child phonology to a more evidence-based, individualist approach. Extreme examples of these two viewpoints can be found in Takobson (1941) and Vihman and Croft (2007). Jakobson, on the one hand, famously argues for a matur' ational path of acquisition, which proceeds from one phonological feature to the next in universal fashion. On the other hand, Vihman and Croft argue that order of acquisition is determined by salient patterns in the ambient data, and can vary by individual as well as by language. A number of recent studies of infant speech perception, informed by theoretical models of categorization, have turned up support for the view that phorological structure and specificational detail emerge gradually within the lexicon. On this view, the child develops a phonetically detailed

[^321]lexicon using inborn linguistic perceptual abilities, which are sharpened by language-specific exposure during the first year of life (see Werker and Fennell 2004 and Yoshida et al. 2009 for recent summaries and discussions). Pierrehumbert (2003) proposes that the phonetic detail contained in early lexical forms serves as the primary ingredient for bui.ding abstract segmental categories (see also Beckman and Pierrehumbert $2(0) 3$ ). As Pierrehumbert ( $2(0) 3$ : 119 ) suggests: "the system of phonological categories includes not only segments, but also other types of discrete entities in the phonological grammar, such as tones, syllables, and metrical feet." Following similar reasoning, many acquisitionists have proposed a gradual eunergence of phonological categories in the lexicon and established relationships between the emergence of these categories and phonological patterning. We return to these proposals in $\$ 5$.

The issue of representational abstraction in phonological development also has implications for any theory assuming a set of universal primitives, including those based on strong interpretations of the Continuity Hypothesis, discussed in the next section.

### 3.1 Child phonology and the Continuity Hypothesis

According to the Continuity Hypothesis (e.g. Macnamara 1982; Pinker 1984), the formal properties of the grammar do not change over the course of development. The child's grammar starts with the same theoretical primitives that the adult grammar ends up with. Within the generative framework, this means that child phonology uses the same types of rules or constraints posited for adult systems. Each stage in phonological development is generally assumed to be compatible with the set of principles that regulate adult systems (e.g. Spencer 1986; Fikkert 1994; Levelt 1994; Demuth 1995; Freitas 1997; Goad 2000; Rose 2000; Goad and Rose 2004; Fikkert and Levelt 2008). The Continuity Hypothesis extends beyond gramnar to lexical representations as well. For example, wvithin feature-geonietric frameworks (e.g. Sagey 1986), accounts of segmental development typically posit the emergence of feature hierarchies on the basis of phonological contrasts (e.g. Brown and Matthews 1993, 1997; Rice and Avery 1995; Dresher 2004; Fikkert 2005; see also Jakobson 1941 for an early discussion on the role of contrast in phonology). In nost proposals, even the order of acquisition of the contrasts is fixed by the model, motivated by typological evidence and, at times, theory-centric learnability considerations, and thus falls under the scope of the Continuity Hypothesis. For example, the feature Coronal enjoys a special status in the literature on adult phonology, where it is often claimed to be inherently less complex than Labial or Dorsal (e.g. contributions to Paradis and Prunet 1991; cf. chapter 12: CORONals). Many acquisitionists have relied on this claim while describing phonological development (e.g. Levelt 1994) or accounting for consonant harmony patterns (e.g. Pater 1997; Fikkert and Levelt 2008; see Fikkert et al. 2008 for further discussion).

As the survey of exotic phonological phenomena reveals, however, child phonology sometimes requires phonological rules or constraints that are not independently motivated in adult phonological systems (e.g. Pater 1997 on child-specific constraints driving consonant harmony; see also Levelt and van Oostendorp 2007 in the context of segmental development). Similarly, lexical representations do not always conform to adult-based generalizations. For example, regarding the coronal asymmetry mentioned just above, Rose (2000; 175) points
out that different children exhibit different featural behaviors in their productions, within and across target languages. Claims about the universality of phonological constructs and their emergence in acquisition are often at odds with the facts, especially when they are closely inspected.

In more functionalist approaches to ploonological development, such as the constructivist approach entertained by Vilmman and Croft (2007), the Continuity Hypothesis receives a different interpretation. Within Vihman and Croft's approach, there is no formal distinction between competence and performance. Language acquisition, just like its use, relies on general cognitive mechanisms operating on schematic templates, the nature of which is claimed not to change in any fundamental way over the course of one's life. (See $\$ 4.2 .2$ for additional discussion of Vilmman and Croft's proposal.)

Whichever approach is favored, any theery of grammar is still obligated to explain why child phonology is different from adult phonology. We discuss a few of the toughest challenges in the next section.

### 3.2 Some empirical challenges

Exotic patterns or asymmetries in child phonological developnent, taken at face value, often suggest eitluer rogue grammatical properties (e.g. Buckley 2003; Coad 2006) or, in some extreme cases, formill paradoxes. Such paradoxes are most evident in so-called chain shift patterns illustrated by the famous puzzle-puddle-pickle problem defined by Macken (1980), based on data from Amahl, an English-learning child whose productions were originally documented by Smith (1973). This chain shift takes the form of an $A \rightarrow B ; B \rightarrow C$ schema whereby a given phone arising from a substitution pattern may be the target of another substitution. For example, in Amahl's productions, the lzl of puzzle is realized as [d] (|paz $|\boldsymbol{l}|$ [pid $\ddagger \mid$ ], while $|d|$ itself surfaces as $[g]$ in words like puddle (lp^dṭl $\rightarrow$ [p^gł]). Another chain shift, alse found in Amahl's productions, involves the realization of word-initial Is| as $[\theta]$ (e.g. sick lsikl $\rightarrow[(\hat{k} k]$ ), a consonant which, when present in a target form, surfaces as [f] (e.g. thick $10 \mathrm{rkl} \rightarrow[\mathrm{F} k \mathrm{k}]$ ). We discuss the former chain shift in more depth in $\$ 4{ }^{711}$ Such patterns are, at least in appearance, problematic for all theories of phonology in the sense that if a rule or constraint triggers the substitution of a target sound by another one, this target sound should logically be ruled out altogether from the child's output forms, at least within similar prosodic contexts. ${ }^{11}$

Other patterns are problematic because they contradict generalizations made from the study of adult languages. The case of positional velar fronting offers such an example. Velar fronting is a pattern whereby target velars $\mid \mathrm{k} g \mathrm{~g}$ are fronted to coronals [t d]. Context-free (across-the-board) velar fronting can be attributed to the child's inability to either lexically represent or correctly articulate target velars. Neither of these potential analyses poses a difficult theoretical challenge beyond data interpretation per se. However, the positional version of velar fronting, whereby velars are neutralized to coronals in strong, but not in weak,

[^322]prosodic environments (e.g. go lgol $\rightarrow$ [do]; bagel l'beng! $\rightarrow$ ['bergu]), is problematic. As Inkelas and Rose (2008) point out, theories of positional asymmetries in phonology share the prediction that neutralization of segmental contrasts should occur in prosodically weak, as opposed to strong, positions, as generally happens in adult language. ${ }^{12}$ Positional velar fronting thus contradicts the generalization that contrasts are preserved in prosodically strong positions, and challenges theories based upon that generalization.

The incidence of innovated chain shifts and apparently rogue patterns such as positional velar fronting in child phonology contradicts the view tlat human developing and end-state (adult) gramniars share the same basic properties. Of cou rse, we at times observe subsystems in adult grammars that exhibit phonological asynunetries or apparently odd propert'is. Many so-called "crazy" rules in adult language (e.g. Bach and Harms 1972) have their origins in diachronic re-analysis (e.g. rule inversion) or telescoping of sound changes. Arguably, a large proportion of these apparent rules are morphologically conditioned and can be handled via suppletive allomorphy. Opacity, which is not infrequent in adult phonology, has been analyzed synchronically by an appeal to lexical contrast preservation (Eubowicz 2003) or to abstract (underlying) properties of lexical forins, justified by sentantically related morphological forms observed elsewhere in the lexicon (e.g. Kager 1999; McCarthy 1999, 2002, 2008; and Kiparsky 2000 for related discussions). Once put in their appropriate contexts, apparently rogue adult phonological subsystems can be reconciled with existing phonological theory and, in many ways, contribute to its elaboration.

In sunt, morphological and lexical factors contributing to opacity and other phonological oddities in adult phonology are not directly applicable to most innovative patterns observed in child phonology. Recent literature, to which we turn next, suggests that, in addition to grammar itself, phonetic dimensions of speech perception and articulation play an important role in the exotic as well as in the ordinary, in children's phonological productions.

## 4 Theoretical approaches to child phonological productions

In this section, we survey a number of theoretical approaches to address empirical problems posed by child phonological productions. The sheer number of proposals available in the literature makes it impossible to provide a comprehensive survey of theoretical approaches to child language phonology. We thus restrict ourselves to contrasting representative examples of predominant approaches, and addressing related controversies. We then discuss how these approaches relate to the larger context of perceptual, lexical, and articulatory development.

[^323]
### 4.1 Approaches assuming adult-like phonological representations

Since the influential study by Smith (1973), which set the tone for a vast program of research on phonological development within generative phonology and beyond, it has been largely assumed that the child's input is similar to the corresponding adult output form, as stated in (7). In analyses taking this assumption as their startitg point, the child's pronounced form is generally derived from the adult form through ordered rules, parameter settings, or constraint rankings.
(7) $A$ "standard" assumption (since Smith 1973)

Children's lexical representations are similar to corresponding adult phonetic forms.

This assumption is found in virtually all w'orks couched in derivational versions of Generative Phonology, from standard SPE (Chomnsky and Halle 1968), to autosegmental and prosodic approaches to phonology (e.g. Goldsmith 1976 and McCarthy and Prince 1995a, respectively). This assumption also holds in flavors of the run-derivational framework of Optimality Theory (henceforth OT; Prince and Snmolensky 1993) that draw on formal relationships between inputs and outputs (e.g. Correspondence Theory; McCarthy and Prince 1995b). Conumon to these various models is the view that milestones in phonological development correspond to the relaxing of formal pressures on the child's grammar that militate against the production of complex phonological units contained in the input. For example, accounts of the acquisition of prosodic representations generally predict that children start with noonosyllabic words displaying V or CV syllable structure and gradually expand the number and/or the complexity of the constituents allowed by their grammars (e.g. Spencer 1986; Fikkert 1994; Freitas 1997). The same general approach within OT is formally viewed as an initial ranking of markedness constraints over faithfulness constraints (see chapter 63: markedness and faithfuiness constraints). The effect of the latter is typically evaluated against adult-like output forns, in accordance with the assumption in (7). The gradual demotion of the markedness constraints accounts for the concomitant appearance of more complex phonological structures in output forms (e.g. Demuth 1995; Barlow 1997: Pater 1997; Rose 2000); Gnanadesikan 2004).

Approaches based on the assumption in (7) raise a number of theoretical issues. Some of the most central questions can be illustrated through a consideration of Smith's (1973) and Dinnsen's (2008) analyses of opacity effects. Let us first consider a representative dataset, from Dinnsen's recent discussion of one of Smith's chain shift patterns we described in $\$ 3.2$ (see chapter 73: chain shafts).
(8) Apparent clanin shif! (as described by Dinnsen 2008; data from Smith 1973)
a. Velarization in non-derived enviromments

| [pAg!] | puddle | [æııklaz] | rs |
| :---: | :---: | :---: | :---: |
| [bok!] | bottle | [bakla] | butlers |
| [hæong!] | tandle | [tragla] | rod |

b. Velarization blocked in morphologically derived enviromments

| [kıre:tli:] | quictly | cf. | [kwar:t] |
| :--- | :--- | :--- | :--- | guiet

c. Velarization blocked in phonologically derived environituents (stopped fricatives)
[p^d)] puzzle
[pentl] pencil
[wit|] zohistle
In an analysis that reflects generative phonology of its time, Smith (1973) accounts for the set of data in (8) using a series of ordered transformational rules deriving the child outputs from their target counterparts. First, he posits two basic rules, one for velarization (R3) and one for stopping (R24). ${ }^{\text {l3 }}$

A constraint-based analysis of the same data is offered by Dinnsen (2008), who invokes Comparative Markedness (McCarthy 2002), a version of OT in which the original conception of markedness is redefined by splitting each markedness constraint into two distinct versions of itself, one that is violated by a property that is fully faithful to the input (similar to original markedness violations), the other violated by a property that is not present in the input. Dinnsen accounts for the data in (8) through a combination of input-output and output-output markedness constraints targeting sequences composed of alveolar stops and liquids. For example, the velarization pattern in (8a) and the absence thereof in (8b) are formally distinguished through an output-output constraint ( $\mathrm{OO}_{0^{*}} \mathrm{dl}$ ), which cannot apply to monomorphemic forms that do not display alveolarlif Tuid sequences in the input (e.g. pruiet). ${ }^{14}$

Assessing the full theoretical implications of McCarthy's (2002) theory of Comparative Markedness would go far beyond the scope of this chapter. ${ }^{15}$ In the context of child language, the proposal relies on the OT tenets that (a) all constraints are universal and (b) phonological development can be accounted for as reranking of constraints from an initial ranking within which markedness constraints outrank faithfulness constraints (e.g. Smolensky 1996; cf. Hale and Reiss 1998). Dinnsen's (2008) account of the facts in (8) is entirely compatible with these assumptions. As he points out, the opaque chain shift in (8) is not "inferable from the primary linguistic data to which Amahl would have been exposed" (2008: 157). Amahl is nonetheless able to generate his chain shift by ranking the universal constraint penalizing "old" coronals higher than the constraint penalizing derived ones.

Both the rule-based and the constraint-based account of the chain shift in (8) are based on the key presupposition in (7) - shared by most generative approaches to acquisition - that the child's input is equivalent to the adult's output. In addition, Dinnsen's (2008) account must crucially assume that the child has access to morphological structure or, minimally, to grammatical awareness, enabling a distinction between morphologically derived v s. non-derived environments.

[^324]However, Dinnsen does not provide any independent evidence for the validity of this assumption. As discussed in the next section, alternative accounts can be fornulated that do not require any such, potentially unwarranted, assumptions.

### 4.2 Alternative viezvs

A number of challenges have been posed for the assumption in (7), which underlies the rule-based and constraint-based analyses we have just summarized. In this section we review three proposals, each of which offers its own perspective on children's inputs and, consequently, on the phonological system that governs their outputs.

### 4.2.1 Child phonological productions as theoretically irrelevant

One response to puzzles like the one in (8) is to deny their grammaticality, attributing them to performance factors. Focusing heavily on issues relating to speech articulation in child language, Hale and Reiss (1998) offer a rather provocative solution. Keeping with a strong version of the Continuity Hypothesis, they use a series of empirical observations to undermine the theoretical relevance of productionbased studies for phonological theory. They argue that "[child language] deviations from targets are largely due to performance effects" (1998: 658), comparing child speech to "the intoxicated speech of the captain of the Exxon Valdez around the time of the accident at Prince William Sound, Alaska" (1998: 669).

Since its publication, Hale and Reiss's article has been the subject of much controversy in the literature, with the positive result of encouraging reflection on how phonological productions in child language should be approadied. The general consensus that has emerged is that while there is no doubt that surface effects (intox lation, immature vocal ap paratus) add noise that can obscure patterns in the data, this observation does not entail that we should throw the phonological baby out with the bathwater. The study of phonological developinent based on production data, if conducted in a careful mamer, is wortlyy of empirical and theoretical investigation

### 4.2.2 Deriving the input from output considerations

Macken (1980), inspired by Braine's (1976) review of Smith (1973), sheds important light on differences between child and adult phonology. Macken argues that equating children's inputs to adults' outputs as per assumption (7) may give rise to misanalyses of some child-language data. She demonstrates that a reconsideration of this assumption can make child phonological systems much more transparent than they seemi at first sight. In the case of the chain shift in (8), Macken argues that it is merely apparent, in that it can be decomposed into a series of simpler problems, each of which primarily involves either perception or production. According to Macken, Amahl's perception of coronal stops was influenced by the relative velarity of syllabic [ l ] in the contexts in (8a). ${ }^{16}$ Words like praddle were thus represented with a velar consenant (i.e. /g/) in Anahl's early lexicon. In (8b), the absence of a syllabic lateral after the coronal stop explains in a simple way the absence of velarization of the preceding stop, without any need to refer to

[^325]morphological complexity. Finally, in (8c), the consonant preceding the [ $\ddagger$ ] is a fricative, whose continuancy and/or stridency arguably prevented the type of velar influence that affected coronal stops in (8a). These fricatives, however, underwent stopping in onsets, a pattern widely and independently attested in the literature on child language (e.g. Ingram 1989; Bernhardt and Stemberger 1998).

In the face of this explanation of Amahl's apparently complicated production patterns, which appeals to relatively basic perception and production factors, one could be tempted to drop accounts based on gramnatical processing altogether. This is in many ways the view espoused by Vihman and Croft (2007), who propose the consiructivist, Radical Templatic model of phonology and phonological development. Within this model, the word is represented as a phonotactic template that directly encodes all melodic and prosodic characteristics of output (phonetic) forms. With regard to acquisition, Vihman and Croft's proposal can be divided into two nuain claints. First, phonological learning proceeds through implicit inferences based on memorized word forms:

> The child gradually develops first one or a small number of phonological templates, then a wider variety of them, while at the same time inducing a range of other phonological categories and structures from the knowr. word shapes. (Vihman and Croft 2007: 686)

Second, template specification is constrained by the child's own productive abilities: children gradually specify their template as they discover how to reproduce the types of phonotactics that are present in their memorized target forms.

Vihman and Croft's (2007) view that the shape of children's lexical templates is governed by their own productive abilities presents, at the theoretical level, a circularity problem, in the sense that both the phenomena observed and their origins are the same. While this may be seen as a virtue in what-you-see-is-what-you-get constructivist approaches to grammar, it poses a challenge to approaches that formally separate grammatical processing front lexical representation.

Outside of theoretical considerations, it is undeniable that articulatory planning and execution are involved in speech production and, as such, may inf.uence the learner's productions, especially at young ages. Viluman and Croft's (2007) proposal nicely highlights this fact. However, it is unclear whether all speech errors observed in child language should be related to the domain of production. For example, children are often not infuenced by their own production mistakes during speech perception. This is demonstrated by Chiat ( 1983 ), who documents perceptual and productive abilities of English-learning Stephen. This child displays systematic velar fronting patterns, on the one hand, but shows, on the other, perfect discrimination abilities between alveolars and velars. Stephen's systern thus illustrates the formal separat ion that must be made between perceptual and productive abilities. It also highlights, once again, the importance of considering the child's overall system in any investigation of developmental speech patterns.

### 4.2.3 Deriving outputs from statistical infuences

Without addressing apparent phonological paradoxes such as the one illustrated in (8), but in a move away from intrinsic linguistic conditioning, Levelt et al. (2000) turn the focus to statistical pressures from the ambient language (see chapter 90 : frequency effectis). They argue that the order of acquisition of syllable types
(e.g. CV > CVC > CCV) in monolingual Dutch-learning children can be predicted through the relative frequency of occurrence of these syllable types in the ambient language. Levelt et al. further argue that the variability observed across groups of learners with regard to the acquisition of certain syllable types is also correlated with frequency fïgures from the adult language. Their argument thus highlights frequency as a potentially determining influence in child language development, an observation that matches many of the findings about infants' abilities to statistically process the ambient signal (e.g. Jusczyk 1997 for a sumnary).

However, further verifications of the hypothesis that frequency drives order of acquisition or the emergence of patterns of speech production in child language have yielded a series of criticisms from both empirical and theoretical perspectives (e.g. Kehoe and Lleó 2003; Demuth 2007; Edwards and Beckman 2008; Rose 2009; see also Brown 1973 for early refutations of statistical approaches). Critiques of the statistical approach generally contend that while input statistics can play a role in the emergence of phonological patterns in language development, and while it is important to look at properties of the ambient language as a whole, both linguistic and non-linguistic, frequency is only one of the several factors that can affect the developing phonological system and its outcomes in child spoken forms. Clearly, no frequency-based explanation can account for the chain shift exemplified in (8) or other patterns, such as consonant harmeny or velar fronting.

### 4.3 Interim discussion

The approaches briefly addressed above far from exhaust the range of proposals available in the literature. Nonetheless, they express relatively clear views of child phonology, each of which highlights crucial areas of consideration about child phonological data. Each of these proposals, however, faces a number of relatively similar challenges, especially since they often neglect to situate the patterns observed in their larger context, that of an energing system influenced by a variety of independent factors, whose combined effects may at times yield phonologically unexpected, yet ent irely logical outcomes (Rose 2009). For example, Hale and Reiss's (1998) general argument against the validity of child language production data for theoretical investigation is based on a prima facic interpretation of these productions, without much consideration for the granunatical faciors that anay contribute to them.

While the most central object of study in both phonology and phorological development should evidently be the grammatical system, this system is connected to a series of perception- and production-related mechanisms, each of which has a potential influence on the shape of the developing lexicon and its inanifestation in child speech. In light of this, we suggest that the ideal approach to phomological development should encompass all relevant considerations, a number of which are discussed in the next section.

## 5 Building a path between speech perception and phonological productions

During the first decade of the 21st century, some of the patterns observed in child phonological productions have been reconsidered in their larger context.

For example, thanks to recent advances in research on infant speech perception, we now know more about the shape of the emerging lexicon (e.g. Yoshida et al. 2009 for recent developments) and how pressures from the ambient language may impact productive abilities (e.g. Edwards et ol. 2004). The variability observed within and across developmental paths has been assessed from learnability and grammatical perspectives (e.g. Dresher 1999 as well as contributions to Coad and Rose 2003 and to Kager et al. 2004). A positive result from this literature is the fact that grammatical explanations for some apparentlly puzzling patterns observed in children's productions now incorporate elements from both speech perception and production. In sum, the grammar no longer bears sole responsibility for differences between child and adult phonology, and child language productions can be better reconciled with phonological theories based on patterns in adult language.

### 5.1 The development of lexical representations

The question of the emergence of lexical representations and how they relate to the remainder of the phonological grammar is at the center of many current questions. A review of the recent literature on this topic reveals a promising convergence of interests between theoretical and experimental linguists and psychologists (e.g. Pater et al. 2004; Kager et al. 2007; Yooshida et al. 2009). Recent highlights from this literature strongly suggest that the child's early lexicon is phonetically detailed but lacks phonological sophistication. Related models of categorization also suggest that segmental and prosodic categories emerge from implicit computations of the types of phonetic distributions that appear in the early "phonetic" lexicon (e.g. Pierrehu mbert 2003; Werker and Curtin 2005).

These proposals support Macken's (1980) contention that early input representations may contain artifacts of the child's misunderstanding of some of the phonotactics that exist in the adult language. Sitnilar positions have been taken by Locke (1983), Menn (1983), Waterson (1987), Levelt (1994), and Vihmian and Croft (2007), amongst others. Within the generative framework, Goad and Rose (2001, 2004) and Fikkert and Levelt (20108) establish explicit relationships between the child's developing plonological representations and the types of error patterns observed in early phonological productions. For example, Goad and Rose (2001, 2004) propose that prosodic representations gradually eanerge in the lexicon through the child's implicit analysis of the distributional evidence available from the words stored within the (still developing) lexicon. While obstruent + sonorant onsets (e.g. [pr tr kr]) display clearly rising sonority profiles, this is not the case for $s+$ consonant onsets, which show different sonority profiles, including flat (or, arguably, falling) sonority $s+$ obstruent clusters (e.g. [sp st sk]; cf. [sl sr sw]). Goad and Rose propose that children may be temporarily misled by superficial aspects of the evidence, and thus develop early syllabic representations on the basis of sonority until the distributional facts are understood, specifically about the types of phonotactics that govern the appearance of $s+$ consonant clusters in these languages. ${ }^{\text {T }}$

[^326]
### 5.2 The expression of phonological categories in child language

Beyond grammatical development, the child's productions are also subject to factors pertaining to physiological growth and motor control, the effecis of which must also be considered in any interpretation of child language production data.

Productive abilities figure prominently in works focusing on the transition between late babbling and early word productions. For example, Kern and Davis (2009) show that children learning different languages gradually attune their general productive abilities to the types of consonant and vowel combinations that are the most prominent in the ambient language. This literature thus emphasizes the child's progressive gain in control of his/her speech articulations. Also focusing on articulatory factors, Vilhman and Croft (2007) highlight the fact that chidren's usage of early words and their pronounced forms are generally constrained by notor limitations that are gradually overcome during the course of development. These proposals, based on children's babbling and earliest word productions, suggest that basic biomechanical pressures that hinder early pho nological production gradually give way to the types of articulations that are required to reproduce faithfully the full range of phonotactics found in the target language.

Data from slightly older learners, however, suggests that the link between lexical representations and related word productions is generally less direct. For example, in their explanation of positional velar fronting, Inkelas and Rose (2008) propose an interaction between grammatical and articulatory factors. Positional velar fronting consists of the pronunciation of velar consonants as coronal in prosedically strong positions (e.g. in word-initial or otherwise stressed onsets), but not in weak positions (e.g. non-initial onsets of unstressed syllables; codas), as exemplified in (9) (see also Chiat 1983; Stoel-Cammon 1996; McAllister 2009; see §4.2.2 above).
(9) Positional velar fronting (Inkelas and Rose 2008)
a. Prosodically strong onsets

| ['th $\Lambda \mathrm{p}]$ | cup | $1 ; 09.23$ |
| :--- | :--- | :--- |
| ['do:] | go | $1 ; 10.01$ |
| ['heksz,don] | heexagon | $2 ; 02.22$ |

b. Prosodically weak onsets; codas

| ['marjki] | monkey | $1 ; 08.10$ |
| :--- | :--- | :--- |
| ['bejgu] | brgel | $1 ; 09.23$ |
| ['predjuk] | padlock | $2 ; 04.09$ |

As already mentioned in $\S 3.2$, Inkelas and Rose (2008) point out that positional velar fronting is unexpected from a theoretical standpoint, since positional segmental neutralization in adult phonology generally occurs in prosodically weak, rather than strong, positions. In an analysis that reconciles the pattern with phonological theory, Inkelas and Rose argue that positional velar fronting derives from an interaction between the child's developing grammar and grammarexternal, articulatory factors. They propose that children who display positional velar fronting are in fact attempting to produce stronger articulations in prosodically strong contexts. However, because of a combination of physiological and
motor factors (proportionally larger tongue body, shorter palate, limited control of tongue articulations), the strengthening of target velars results in an articulation that extends too far forward, into the coronal area of the hard palate, yielding a fronted velar release. ${ }^{18}$

Inkelas and Rose's (2008) proposal potentially extends to the analysis of other apparently problematic positional substitutions. For example, in the pattern of positional stopping illustrated in (10), target fricatives undergo stopping in prosodically strong but not weak positions.
(10) Positional stopping (Chiat 1989; Rvachew and Andrews 2002; Marshall and Chiat 2003)
a. Stopping in prosodically strong onsets
[br'pa] 'before'
['du] 'zoo'
[ko'tino] 'casino'
b. No stopping in other (prosodically wenk) positions ['pz:s_an] 'person' ['mis] 'miss' ['kev] 'cave'

While positional stopping may suggest a fairly heavy articulatory component (strengthening of fricative articulations in prosodically strong positions), it also requires a grammatical reference to stress and word edges, in a way similar to that of positional velar fronting.

Crammatical influences, whether they relate to lexical representations or their expression in spoken forms, are also evidenced in long-distance patterns such as consonant harmony (Goad 1997, 2001; Pater 1997; Rose 2000, 2002; dos Santos 2007; Fikkert and Levelt 2008; chapter 72: consenant harmiony in child language) and metatleesis (e.g. Ingrant 1974; Menn 1976; Macken 1996; Velleman 1996; Rose 2000, 2002; dos Santos 2007). For example, in cases of longdistance metathesis, consonantal place or manner features are preserved but swapped across vowels in systematic tvays. This is illustrated in (11) by the productions of W, a learner of English, who produces every word-initial target fricative in word-final position (original data from Leonard and McGregor 1991, as reported by Velleman 1996).
(11) Manner-conditioned metnthesis patterns (Leonard and McGregor 1991)

$$
\begin{array}{ll}
{[\mathrm{uz}]} & \text { 'zoo' } \\
{[\mathrm{arnf} \mathrm{f}]} & \text { 'fine' } \\
{[\text { [ops }]} & \text { 'soap' } \\
{[\text { nupis }]} & \text { 'Snoopy' } \\
\text { [taps }] & \text { 'stop' }
\end{array}
$$

[^327]Systematic, word-level distributional patterns of this kind demand a grammatical analysis that transcends perceptual or articulatory factors. ${ }^{19}$

Finally, recent analyses of early word forms by Levelt and van Oostendorp (2007) and Fikkert and Levelt (2008) focus on the emergence of phonological features in the lexicon as well as their interaction in early word productions, which they claim to be responsible for other theoretically intriguing patterns such as consonant harmony. From a formal perspective, this research offers new and interesting ways to provide a bridge between the emergence of phonological representations and their expression in children's early productions.

## 6 Conclusion

Phonological patterns observed in child language offer a central source of evidence for our understanding of phonology as a grammatical system. However, careful analysis is required, as these patterns can be triggered by a number of potentially conspiring factors, be they perceptual, grammatical, or articulatory, the combination of which may elude llinitations imposed by approaches that are theoretically or empirically too narrow. Recent experimental advances, combined with a growing body of scientific literature on child phonological production, show that phonological categories familiar from the literature on adult phonology carnot be taken for granted in the investigation of child language productions, especially at early stages in phonological development. Any analysis of child phonology must therefore question all properties of the child's target language that may affect development as well as ounsider all of the factors that might influence production throughout the relevant developmental period. This is a complicated challenge for practitioners as well as for the elaboration of theoretical models. However, theoretical simplicity cantot take precedence over the more central consideration of explanatory adequacy.

Several topics have been left aside in the above discussion, includ ing disordered or protracted phonological systems. The characterization of these systems poses its own challenges, despite the fact that many of the patterns discussed above are also attested in clinical data (e.g. Bernhardt and Stemberger 1998 and contributions to Dinnsen and Gierut 2008). One central debate in this context pertains to whether the difference between these and typically developing child phonologies is qualitative or quantitative. While this debate lies outside the scope of this chapter, we contend that a method in which perception, grammar, and production are integrated into the explanation is the best one for all human phonological systems, no matter their characteristics or degree of development.

## ACKNOWLEDGMENTS

Several aspects of our work have benefited from discussions with other scholars, especially Heather Goad, François Pellegrino, Sophie Kern, and Marilyn Vilmman, as iwell as froın

[^328]useful comments from two anonymous reviewers, to whom we are indebted. We also want to thank the Compnmion's editors for their invitation to contribute, as well as for their feedback and support at all stages in the making of this chapter. Of course, all remaining errors or omissjons are our own.

## REFERENCES

Bach, Emmon \& Robert T. Harms. 1972. How do languages get crazy rules? Jn Robert P. Stockwell \& Ronald K. S. Macaulay (eds.) Linguistic change and grenerntive theory, 1-21. Bloomingtor: Indiana Unjversity Press.
Barlorv, Jessica. 1997. A constraint-based account of syllable onsets: Evidence from developing systems. IPh.D. dissertation, Indiana University.
Barlorv, Jessica. 2007. Grandfather effects: A longitudinal case study of the phonological acquisition of intervocalic consonants in English. Langunge Acqusisition 14. 121-164.
Beckman, Mary F. \& Janet B. Pierrehumbert. 2003. Intemreting "phonetic interpretation" over the lexicon. In John Local, Richard Ogden \& Rosalind Temple (eds.) Phonctic interpietation: Papurs in Intorntory phonology VI, 13-38. Cambridge: Cambridge University Press.
Berıhardt, Barbara H. \& Joseph P. Stemberger. 1998. Handlook of phonological deroclopment from the perspection of constraint-based monlinear phonology. San Diego: Academic l'ress.
Braine, Martin D. S. 1974. On what might constitute learnable phonology. Langugre 50. 270-299.
Braine, Martin D. S. 1976. Review of Smith (1973). Lnngunge 52. 489-498.
Brown, Cynthia A. \& John Matthews. 1993. The acquisition of segmental structure. McGill Working Pnpers in Liresuistics 9, 46-76.
Brorvn, Cynthia A. \& John Matthews. 1997. The role of feature geometry in the development of phonemic contrasts. In Hannahs \& Young-Scholten (1997), 67-112.
Brown, Roger. 1973. A first Inagunge: The carly stagere. Cambridge, MA: Harvard University Press.
Buckley, Eugene. 2003. Children's unnatural phonology. Prociedingrs of the Ammal Mereting. Berkelcy Linguistics Socicty 29. 523-534.
Buder, Eugene H. 1996. Experimental phonology with acoustic phonetic methods: Formant measures from child speech. In Barbara H. Bernhardt, John Gilbert \& David Ingram (eds.) Procecdings of the UBC International Conference on Shonologrical Acquisition, 254-265. Somerville, MA: Cascadilla Press.
Chivat, Shulamuth. 1.983. Why Mi.key's right and moy key's wrong: The significance of stress and word boundaries in a child's output system. Cognifion 14. 275-300.
Chiat, Shulamuth. 1989. The relation between prosodic structure, syllabification and segmental realization: Evidence from a child with fricative stopping. Clinicnl Linguistics and Phonetics 3. 223-242.
Chitoran, Ioana, Françosis Pellegrino \& Egidio) Marsico (eds.) 2009. Appronches to phenobogical complexify, 353-375. Berlin \& New Vork: Mouton de Gruyter.
Chomsky, Noam \& Alorris Halle. 1968. The somad patfern of English. New York: Harper \& Row.
de Lacy, Paul. 2002. The formal expression of markedness. Ph.D. dissertation, University of Massachusetts, Amherst.
Demuth, Katherine F. 1995. D.farkedness and the development of prosodic structure. Papers from the Anmal Afceting of the North Enst Linguistic Society 25(2). 13-25.
Demuth, Katherine E. 2007. The role of frequency in language acquisition. In Insa Giilecow \& Natalia Cagarina (eds.) Frequenfy effexts in Inngunge naquisition, 528-5, 78. Berlin \& Nerv York: Mouton de Cruyter.

Dinnsen, Daniel A. 2008. A typology of opacity effects in acquisition. In Dinnsen \& Gierut (2008), 121-176.

Dinnsen, Daniel A. \& Judith A. Gierut (eds.) 2008. Optimatity Theory: Phonological acgerisition and disorders. London: Equinox.
Dresher, B. Elan. 1999. Charting the leaming path: Cues to parameter setting. Linguistic Jnguiry 30. 27-67.
Dresher, B. Elan. 2004. On the acquisition of phonological contrasts. In Jacqueline van Kampen \& Sergio Baauw (eds.) Proceedings of GALA 2003, 27-46. Utrecht: LOT.
Edwards, Jan \& Mary E. Beckman. 2008. Some cross-linguistic evidence for modulation of implicational universals by language-specific frequency effects in phonological development. Lnngungre Learning and Dewelopment 4. 122-156.
Edwands, Jan, Mary E. Beckman \& Benjamin Munson. 2004. The interaction between vocabulary size and phonotactic probability effects on children's production accuracy and fluency in nonword repetition. Joumat of Spcech, Langunge, arsd Hearing Rescirch 47. 421-436.

Edwards, Jan, Fiona Gibbon \& Marios Fourakis. 1997. On discrete changes in the acquisition of the alveolar/stop annsonant contrast. F.angunge and Speech 40. 203-2.10.
Ferguson, Charles A. \& Carol B. Farvell. 1975. Words and sounds in early language acquisition. Langunge 51. 419-439.
Fikkert, Paula. 1994. On the acquisition of prosodic structure. Ph.D. dissertation, Unive sity of Leiden.
Fikkert, Faula. 2005. From phonetic categories to phonological feature specification: Acquiring the Eısnopean Portuguese vownel system. Lingue e Lingunggrio 4. 263-280.
Fikkert, Paula \& Clara C. Levelt. 2008. How does Place fall into place? The lexicon and emergent constraints in children's developing grammars. In Peter Avery, B. Elan Dresher \& Keren Rice (eds.) Contrast in phonology: Theory, perception, acourisition, 231-268. Berlin \& New York: Mouton de Cruyter.
Fikkert, Paula, Clara C. Levelt \& loost van de Weijer. 2008. Input, intake and phonological development: The case of consonant harmony. Unpublished ms., Radboud University Nijmegen, University of Leiden \& University of Lund.
Freitas, Maria João. 1997. Aquisição da estrutura silábica do Português Europeu. Ph.D. dissertation, University of Lisborn.
Gnanadesikan, Amalia E. 2004. Markedness and faithfulness constraints in child phonology. In Kager ct al. (2004), 73-108.
Goad, Heather. 1997. Consonant harmony in child language: An optimality-theoretic account. In Hannah.s \& Young-Scholten (1997), 113-142.
Gorad, Heather. 2000. Phonological operations in early child phonology. Paper presented at SOAS Jinguistic; Colloquium Series, University of T.ondon.
Gorad, Heather. 2001. Assimilation phenomena and initial constraint ranking in early grammars. In Anna H.-J. Do, Laura Dominguez \& Aimee Johansen (eds.) Proccedings of the 25th Ammat Boston University Conference on Language Development, 307-318. Somerville, MA: Cascadilla Press.
Gorad, Heather. 2006. Are children's grammars rowue grammars? Glide substitution in branching onsets. Recherchers Lingmistipues de Vincemes 35, 103-132.
Gorad, Heather. Forthcoming. Acquisition of phonology. In Patrick C. Hogan (ed.) The Cambridge cncyclopedin of tise Inngunge scicuccs. Cambridge: Cambridge University Press.
Goad, Heather \& Yvan Rose. 2001. Headedness versus sonority in cluster reduction. Papers from the Amment Regional Meeting, Chicago Linguistic Sociesy 36. 109-123.
Gorad, Heather \& Yvan Rose (eds.) 2003. Segmental-prosodic internction in phonological deachopment: A comparative imeestigation. Special issue, Comadian Jourmal of Lingenistics 48. I39-452.
Goad, Heather \& Y'van Rose. 2004. Input elaboration, head faithfulness, and evidence for representation in the acquisition of left-edge clusters in West Gernanic. In Kager ct al. (2004), 109-157.

Goldsmith, John A. 1976. An overview of autosegmental phonology. Linguistic Annlysis 2. 23-68.
Golston, Chris. 1996. Direct Optimality Theory: Representation as pure markedness. Langunge 72. 713-748.
Hale, Mark \& Charles Reiss. 1998. Formal and empirical argument conoeming phonological acquisition. Linguistic dnguiry 29. 656-683.
Hall, T. A. 2006. Derived environment blecking effects in Optimality Theory. Natsural Langurge and Linguistic Thcory 24. 803-856.
Hannahs, S. J. \& Martha Young-Scholten (eds.) 1997. Eocus on phorological acepuisition. Amsterdam \& Philadelphia: John Benjamins.
Hanuson, Gunnar Olafur. 2001. Theoretical and typological issues in consonant harmony. Ph.D. dissertation, University of Califernia, Berkeley.
Ingram, David. 1974. Phonological rules in young children. fourmal of Chiln Langunge 1. 49-64.
Ingram, David. 1989. Eirs' limgugge acpuisition: Method, description, mind explnnation. Cambridge: Cambridge University I'ress.
Inkelas, Sharon. 2003. J's rhymes: A longitudinal case study of language play. fournal of Child Langunge 30. 557-581.
Inkelas, Sharon \& Yvan Rose. 2008, Positional neutralization: A case study from child language. Language 83. 707-736.
Iakobson, Roman. 1941. Kinderspractie, Aphasie, und allgenacine Lnutgesetze. Uppsala: Almquist \& Wiksell. Translated (1968) by A. R. Keiler as Child hanguege, aplensin and phonological wniversals. The Hague \& Paris: Mouton.
Jusczyk, Peter W. 1997. The discouery of spoken langunge. Cambridge, MA: MT Press.
Jusczyk, Peter W., Derek M. Houston \& Mary Newsome. 1999. The beginnings of word segmentation in English-learning infants. Cognitive Psycholegy 39. 159-207.
Kager, René. 1999. Optimality Tleory. Cambridge: Cambridge University Press.
Kager, René, Suzanne van der Feest, Paula Fikkert, Annemarie Kerkduoff \& Tania S. Zamuner. 2007. Representations of [voice]: Evidence from acquisition. In Jeroen van de Weijer \& Erik Jan van der Torre (eds.) Voicing in Dutch, 41-80. Amsterdam \& Philadelphia: John Benjamins.
Kager, René, Joe Pater \& Wim Zonneveld (eds.) 2004. Constraints in phomological acguisition. Cambridge: Cambridge University Press.
Kehoe, Margaret. 1997. Stress error patterns in English-speaking children's word productions. Clinical Linguistics und Phonctics 11. 389-409.
Kehove, Margaret. 1998. Support for metrical stress theory in stress acquisition. Clinical Linguistics nond Phometics 12, 1-23.
Kehore, Margaret \& Conxita I.lés. 2003. The acquisition of syllable types in monolingual and bilingual German and Spanish children, In Barbara Beachley, Amanda Bıown \& Francis Conlin (eds.) Proccedings of the 27ths Aumual Boston Uniremsit:y Confercunce on Language Derclopment, 402-413. Somerville, M1A: Cascadilla I'ress.
Kern, Sophie \& Barbara Davis. 2009. Emergent complexity in early vocal acquisition: Crosslinguistic comparisons of canonical babbling. In Chitoran cl al. (2009), 353-375.
Kiparsky, Paul. 1968. How abstract is phonology? Distributed by Indiana University Linguisties Club. Reprinted in Paul Kiparsky (1982). Explanstion in phenology, 119-163. Dordrecht: Foris.
Kiparsky, Paul. 2000. Opacity and cyclicity. The Linguistic Reviere 17, 351-365.
Leonard, Laurence B. \& Karla K. McGregor. 1991. Unusual phonological patterns and their underlying representations: A case study. forronf of Child I.mngunge 18. 261-271.
Levett, Clara C. 1994. On the acquisition of place. Ph.D. dissertation, University of Leiden.
Levelt, Clara C. \& Marc van Oostendorp. 2007. Feat rie co-occurrence constraints in L1 acquisition. In Bettelou Los \& Marjo van Koppen (eds.) Linguistics in Mie Netherfonds 2097, 162-172. Amsterdam \& Philadelphia: John Benjamins.

Levelt, Clara C., Niels O. Schiller \& WVillem I. Levelt. 2000. The acquisition of syllable types. Langunge Acquisition 8. 237-264.
Locke, John L. 1983. Phonological acquisition and change. New York: Academic Press.
łuborvica., Anna. 2003. Contrast preservation in phonological mappings. Ph.D. dissertation, University of Massachusetts, Amherst.
Macken, Marlys A, 1980. The child's lexical representation: The "puzzle-puddle-pichie". evidence. fourronf of Linguistics 16. 1-17.
Macken, MIarlys A. 1996. Prosodic constraints on features. In Bernhardt ef nl. (1996), 159-172.
Macnamara, John. 1982. Nouses for things: A study of child Iongunge. Cambridge, MA: Bradford Books/MIT Press.
MacWhinney, Brian \& Yvan Rose. 2008. The Phon \& PhonBank Initiative within CHILDES. Paper presented at the International Association for the Study of Child Language, Edinburgl.
Marshall, Chloe \& Shulamuth Chiat. 2003, A foot domain account of prosodicallyconditioned substitutions. Clinical Linguistics and Phonetics 17. 645-657.
McAllister, Tara. 2009. The articulatory basis of positional asymmetries in phonological acquisition. Ph.D. dissertation, MIT.
McCarthy, John J. 1999. Sympathy and phonological opacity. Phorwlogy 16, 331-399.
McCarthy, Iohn I. 2002. Comparative markedness. In Angela C. Carpenter, Andries W. Coetzee \& Paul de Lacy (eds.) Papers in Optimality Theory IV, 171-246. Amherst: CLSA.
McCarthy, John 1. 2008. Harmony in harmonic serialism. Unpublished ms., University of Massachusetts, Amherst.
McCarthy, John J. \& Alan Prince. 1995a. Prosodic morphology, In John A. Goldsmith (ed.) The honabook of phonological theory, 318-366. Cambridge, MA \& Oxford: Blackwell.
McCarthy, John J. \& Alan Prince. 1995b. Faithfulness and reduplicative identity. In Jill N. Beckman, Laura Walsh Dickey \& Suzanne Urbanczyk (eds.) Poperrs irs Optimnlity Theory, 244-384. Amherst: CLSA.
McLeod, Sharynne (ed.) 2007. The instermatioual guide to speech ncquisition. Clifton Park, NY: Thomson Delmar Learning.
Menn, Lise. 1971. Phonotactic rules in beginning speech: A study in the development of English discourse. Lingron 26. 225-251.
Menn, Lise. 1976. Pattern, control, and oentrast in beginning speech: A case study in the development of word form and word function. Ph.D. dissertation, University of llìinois.
Menn, Lise. 1983. Development of articulatory, phonetic, and phonological capabilities. In Brian Butternorth (ed.) Iangrange production, vol. 2: Devclopment, zoritimg, and other Jongunge processes, 1-49. London: Academic Press.
Menn, T.ise. 2004. Saving the baby: Ma.king sure that old data survive new theories. Ir, Kager et sl. (2004), 54-72.
Morgan, James L. 1996. A rhythmic bias in preverbal speech segmentation, fourmal of Mempory aud Langunge 35. 666-688.
Mortensen, David [R. 2006. Logical and substantive scales in phonologgy. Ph.D. dissertation, University of California, Berkeley.
Ota, Mitsuhiko. 1999. Phonological theory and the acquisition of prosodic structure: Evidence from child Japanese. Ph.D. diussertation, Georgetown Unjversity.
Paradis, Carole \& Jean-François Prunet (eds.) 1991. The specinl status of coronnls: Infermaland cxtermal caidence. San Diego: Academic Press.
Pater, Jose. 1997. Minimal violation and phonological development. Langunge Acquisitiors 6. 201-253.
Pater, Joe. 2004. Bridging the gap betsveen receptive and productive development with minimally violable constraints. In Kager et al. (2004), 219-244
Pater, Joe, Cloristine Stager \& Janet F. Werker. 2004. The perceptual acquisition of phonological contrasts. Largun.ge 80). 384-402.

1'ierrehumbert, Janet B. 2003. Phonetic diversity, statistical learning, and acquisition of phonology. Langunge and Speech 46. 115-154.
1'inker, Steven. 1984. Lnuguage lenmability and fongunge development. Cambridge, MA: Harvard University l'ress.
Priestly, Tom M. S. 1977. One idiosyncratic strategy in the acquisition of phonology. Journat of Child Language 4. 45-65.
Prince, Alan \& Paul Sntolensky. 1993. Optimality Theory: Constraint interaction in generative grammar. Unpublished ms., Rutgers University \& University of Colorado, Boulder. 1'ublished 2004, Malden, MA \& Oxford: Blackivell.
Rice, Keren \& Peter Avery. 1995. Variability in a deterministic model of language acquisition: A theory of segmental elaboration. In John Archibald (ed.) Phonologicat acquisition and phonological theory, 23-42. Hillsdale, NJ: Lawrence Erlbaum.
Rose, Yvan. 2000. Headedness and prosodic licensing in the LI acquisition of phonology. Ph.D. dissertation, McCill University.
Rose, Yvan. 2002. Relations between segmental and prosodic structure in first language acquisition. In Lynn Santelmann, Maaike Verrips \& Frank Wijnen (eds.) The nmmont revieid of hanguage acpuisition, vol. 2, 117-155. Auristerdam \& Philadelphia: Tohn Benjamins.
Rose, Yvan. 200. Internal and external influences on child language productions. In Chitoran et at. (2009), 329-351.
Rvacherw, Susan \& Ellen Andresws. 2002. The influence of syllable position in children's production of consonants. Climical Linguistics and Phometics 16. 183-198.
Sagey, Elizabeth. 1986. The representation of features and relations in nonlinear phonology. Ph.D. dissertation, MIT.
Santos, Christophe dos. 2007. Développement phonologique en français langue maternelle: Une étude de cas. Ph.D. dissertation, Université Lumière Lyon 2.
Scobbie, Tames M., Fiona Cibbon, W. J. Hardcastle \& Paul Fletcher. 1996. Covert contrast as a stage in the acquisition of phonetics and phonology. In Michael B. Broe \& Janet B. Pierrehumbert (eds.) Papers in Inburnfory phonotugy V: Acpusistion and the lexicon, 194-207. Cambridge: Cambridge University Press.
Smit, Ann Bosma. 1993. Phonologic error distribution in the lowa-Nebraska articulation norms project: Consonant singletons. Journal of Speech amd Hearing Rescorch 36. 533-547.
Smith, Neal V. 1973. The actousision of phonology: $A$ case study. Cambridge: Cambridge University Press.
Smolensky, l'aul. 1996. On the comprehension/production dilemma in child language. Jinguisfic Impuiry 27. 720-731.
Spencer, Andrew. 1986. Towards a theory of phonological development. Lingua 68. 3-38.
Stampe, David. 1969. The acquisition of phonetic representation. In Papers from the Annual Regional Mecting, Chicago Linguistic Society 5. 433-444.
Stelt, Jeannette van der, Krisztina Zajdó \& Ton C. Wenıpe. 2005. Exploring the acoustic vorvel space in two-year-old children: Results for Dutch and Hungarian. Speech Commumication 47. 143-159.
Steriade, Donca. 2001. Directional asymmetries in place assimilation: A perceptual account. In Elizabeth Hume \& Keith Johnson (eds.) The role of specch perception in phonology, 219-250. San Diego: Academic Press.
Stoel-Cammon, Carol. 1996. On the acquisition of velars in English. In Bernhardtct al. (1996), 201-214.
Velleman, Shelley L. 1996. Metathesis highlights feature-by-position constraints. In Bernhardt ef al. (1996), 173-186.
Vihman, Marilyn M. 1996. Phonotugicnt development: The origins of Amgumge in the child. Cambridge, MAA \& Oxford: Blackwell.
Vihman, Marilyn M. \& William Croft. 2007. Phonological development: Toward a "radical" templatic phonology. Linguistics 45. 683-725.

Vorperian, Houri K. \& Ray D. Kent. 2007. Vow'el acoustic space development in children: A synthesis of acoustic and anatumic data. fournal of Speuch, Lmaugge, amd Henring Resenrch 50. 1510-1545.

Waterson, Natalie. 1987. Prosodic phomology: The theory and its application Io langunge ncopeisition mad specch processing. Newcastle upon Tyne: Grevatt \& Grevatt.
Werker, Janet F. \& Suzanne Curtin. 2005. PRIMIR: A developmental framework of infant speech processing. Language Learning amd Development 1. 197-234.
Werker, Janet F. \& Christopher T. Fennell. 2004. Listening to sounds versus listening to words: Early steps in word learning. In D. Geoffrey Hall \& Sandra R. Waxman (eds.) Weaving a lexicon. Cambridge, MA: MIT Press.
Yorshida, Katherine A. Christopher T. Fennell, Danjel Sxvingley \& Janet F. Werker. 2009. Fourteen-month-old infants learn similar-sounding words. Developmental Science 12. 412-418.

## 102 Category-specific Effects

Jennifer L. Smith

## 1 Introduction

The lexical categories noun, verb, and adjective are traditionally distinguished by means of distributional (syntactic) and morplulogical criteria. But in some languages, lexical categories also have distinct phonological behavior. This point has been discussed by Cohen (1964), Postal (1968), Kenstowicz and Kisseberth (1977), Sınith (1997, 2001), Myers (2000), and Bobaljik (2008), among others. However, the cross-linguistic typology of phonological differences amnong lexical categories has not received much systematic investigation.

This chapter surveys category-specific phonological effects, identifying generalizations or patterns where possible. Noun/verb differences are discussed in $\S 2$, and the behavior of adjectives is examined in §3. Alternatives to allowing the phonological gramnar to refer to category are discussed in \$4, but none of them captures all category-specifiic effects.

## 2 Nouns vs. verbs

This section exanines the basic distinction between nouns and verbs. (Adjectives, which seem to pattern as an intermed iate category, are discussed in $\S 3$.)
The examples are organized according to which category shows greater phonological privilege: nouns ( $\$ 2.1, \S 2.2$ ), verbs ( $\$ 2.3$ ), or neither ( $\$ 2.4$ ). Here, phonological privilege is understood to mean the ability to support a greater array of phonological contrasts (chartar 2: contrast), whether tlisis is manifested as a larger number of underlying distinctions, more variety in surface patterns, or a greater resistance to assimilation or other phonological processes (though see $\S 2.2$ for additional considerations). Within each section, examples are classified by type of phonological phenomenon. To preview the results ( $\$ 2.5$ ), noun priv:lege is the most common pattern, with a few cases each of verb privilege or distinct noun and verb requirements. Prosodic and suprasegmental phenomena are much. more common than segmental or featural phenomena.

### 2.1 Phonological privilege in nouns

In the examples discussed here, nouns show greater phonological priv:lege than verbs. The phenomena range over suprasegmental and prosodic effects; no straightforward segmental or featural cases of noun privilege have been identified.

### 2.1.1 Stress, accent, and tone

In Spanish (Romance), stress location (chapter 41: the representation of word sTrEss) is contrastive for nouns but not for verbs (Harris 1983; Garrett 1996). Nouns have stress on the antepenultimate, penultimate, or final syllable; nearminimal pairs exemplifying antepenultimate and penultimate stress are shown in (1a). Verbs may appear with penultimate or final stress, but the stress location is determined by the verb's inflectional affix.
(1) Stress location in Spanis/a
a. nouns: contrastive stress (data from Castillo and Bond 1948; Solá 1981) antepenultiniate penultimate
['saßana] 'sheet' [sa'ßana] 'savanna'
['kaskara] 'husk' [kas'kaða] 'waterfall'
['tortola] 'dove' [tor'tura] 'turtle'
['bispera] 'eve' [es'pera] 'wait'
b. verbs: stress determined by inflection (data from Garrett 1996: 72-73) ['la $\beta$-o] 'wash-1sg.pres.indic' [la' $\beta$ e] 'wash-1sc.pret.inuic' ['la $\beta$-a] 'wash-3sg.pres.indic' [la' $\beta$-ol $]$ 'wash-3sg-pret.indic'

Modern Hebrew (Semitic) has a similar pattern; nouns have stress contrasts, but verb stress is predictable (Becker 2003). ${ }^{\text { }}$

A case reseinbling Spanish, but for pitch accent, is Tokyo Tapanese (Japonic; McCarfley 1968; chapter 120; Japanese pitch accent). In nouns, accent location is contrastive. Accent, realized as a pitch fall, may appear on any syllable, and there are minimal sets among disyllabic nouns. For verbs, there is a contrast between accented and unaccented stems, but the accent location is determined by the affix category. (The principles governing verb accent location are complex; see McCawley 1968.)
(2) Pitch-accent location in Tokyo Japanese (data from Hirayama 1960)
a. nouns: accent location and presenceiabsence both contrastive (-ga marks nominative case; included to distinguish final accent from unaccented) initial accent final accent unaccented [há $i$ i-ga] 'chopsticks' [hadi-ga] 'bridge' [haji-ga] 'edge' [káki-ga] 'oyster' [kaki-ga] 'fence' [kaki-ga] 'persimmon' [kibi-ga] 'millet' [kibí-ga] 'sensation' [kiini-ga] 'you $\sim$ [kimí-ga] (Informal)'

[^329]b. verbs: accent presence'absence contrastive, but location determined by affix
accented stem [kaké-rur] 'hoist-nON-PAST' [kake-rur] 'be lacking-nON-PASI' [káke-te] 'hoist-GERUND' [kake-te] 'be lacking-GERUND' [kake-nágara] 'hoist-while' [kake-nagara] 'be lacking-while'

Similar patterns, in which nouns have more contrastive pitch accent choices than verbs, include other Japanese dialects (Haraguchi 1977), Proto-Korean (isolate?; Whitman 1994), Xibe (Tungusic; Kubo 2008), and Ancient Greek (Greek; Devine and Stephens 1994).

Finally, an analogous pattern can be found for tone (chapter 43: the representation of tone). In Mono (Niger-Congo, Banda; Olson 2005), nouns have lexically specified tone shapes. By contrast, verb surface tone patterns are predictable from their inflectional forıns, although there is evidence fronı deverbal derivational forms that even verbs may have underlying tone contrasts.
(3) Tone in Mono (Olson 2005: 47-49, 51)
a. notrns: any tone slape possible

| [gósá] | 'type of green' | [kākól | 'leaf' | [bùdú] | 'buttocks' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [zúwā] | 'fl.our' | [lèngā] | 'slit drum' | [zājā] | 'anvil' |
| [Ióbà ] | 'clothes' |  | 'firewood' | [gbādò] | 'grub' |

b. verlss: tone determined by inflection

Non-futiture: H on first verb syllable; L on any other syllables
Fiture: $\quad \mathrm{H}$ on syllable preceding verb; $L$ on all verb syllables
Imperative: L on first verb syllable
Subjunctize: $M$ on first verb syllable
Stative: Reduplicate first verb syllable; reduplicant bears HL; verb root bears L
Certainty: Reduplicant bears HM ; M on first verb-root syllable; L on any other syllables

Other languages in which nouns have more tone contrast possibilities than verbs (in complexity of underlying tone, in H tone location contrasts, or in resistance to tonal alternations) include Protor-Bantu and various modern Bantu languages (Kisseberth and Odden 2003) and Cà (Kwa; Paster 2000); see also cirapter 1lt: bantu tone.

### 2.1.2 Prosodic shape

In Hebrew (Semitic; Glinert 1988; Bat-Fl 1994), as well as in closely related Arabic (Sernitic; McCarthy 2005; Ryding 2005), verbs are subject to a prosodic-shape restriction - they must fit into one of a number of disyllab ictemplates. Nouns inay be templatic, but they need not be, particularly for loanwords (CHAPTER 95: lOANWORD PHONOLOGr). In (4), atemplatic nouns and verbs derived from those nouns are shown; regardless of the noun shape, the verbs are templatic, being disyllabic and (here) showing the /ie/ of the pi?ef conjugation.
(4) Prosodic shapre in Hebrero (Bat-El 1994: 577-578)
a. nouns: not necessarily disyllabic
[xantarif] 'nonsense'
[telegraf] 'telegraph'
[sinxroni] 'synchronic'
[ksilofon] 'xylophone'
[nostalgia] 'nostalgia'
b. verbs: must fit disyllabic template
[xintref] 'talk nonsense'
[tilgref] 'telegraph'
[sinxren] 'synchronize'
[ksilfen] 'play the xylophone'
[nistelg] 'be nostalgic'
A different prosodic-shape effect is found in Mbabaram (Paman; Dixon 1991). Long vowels are relatively rare, but they are found only in nouns, never in verbs.
(5) Long corvels in M1habarnm nouns (Dixon 1991: 357)
a. form with long vorvel (noun)
[gu:r] 'nulla nulla'
[ja: $\left.t^{(\nu)}\right]$ 'spear'
['ns:mbit] 'big red wallaron'
[ga'wi:r] 'tomahawk'
[nam'bu:r] 'big brown snake'
b. minimally contrasting form, for comparison
[gur] 'elbow'
[ja-rə] 'give-PAST'

### 2.1.3 Absence of segmental patterns

All the cases of noun privilege reviewed above involve a suprasegmental or prosodic contrast - tone, accent, or stress, or word shape or size. Even the vowellength case in Mbabaram is prosodic rather than segmental, on the view that vowel length is not a segmental feature, but results from the association of one segmental melody to two timing units (Clements and Keyser 1983).

One apparent case of noun privilege that does involve segmental features is found in Nivkh (isolate). However, Shiraishi (2004) demonstrates that apparent noun/verb asymmetries in Nivkh can be analyzed in terms of base identity, since nouns can appear unaffixed in Nivkh but verbs cannot. (See $\S 4.1$ below for discussion of this point and, more generally, of the relat' 10 ship between lexical category effects and the distinction betwreen free and bound stems.)

### 2.2 Phonological augmentation in nouns

In several languages, only nouns are subject to wrord-minimality requirements. This might look like verb privilege, as requirements are inlposed specifically on nouns. However, there is one circumstance in which phonological privilege correlates with special requirements: positional augnentation (Sinith 2002), in which a privileged position is required to have some perceptually salient property.

Positional augmentation is technically a type of neutralization, because all instances of position $P$ must have property $X$-but unlike other types of neutralization, it is a diagnostic for phonological strength.

Word minimality has been analyzed as a requirement for a (morphological) word to be coextensive with a prosodic word (Prince 1980; Broselow 1982; Crow'hurst 1992; chafter 57 : The phonological word). Content morphemes are often subject to minitnality effects in contrast to function inorphemes, supporting the classification of miniunality effects as positional augmentation (CHAPTEK 204: ROOT-AFFIX asymmetries). Thus, the noun-specific minimality effects discussed here are contpatible with the claim that nouns have greater phonological privilege than verbs.

Chuukese (Micronesian; Muller 1999) is one language in which nouns, but not verbs, are subject to a bimoraic word-size ininimum. There is a general requirement, affecting both nouns and verbs, that the expected word-final nora not surface, so underlying final vowels are deleted if short and shortened if Iong. Cruciclly, when this truncation process would result in a monomoraic surface form, nouns undergo vowel lengthening. This results in a surface contrast between CVC and CV:C for verbs, but not for nouns, because potential *CVC nouns surface as CV:C.
(6) Word-minimality in Chutkese (final codas do not contribute weight; initial geminates do)
a. nouns: mininally bimornic (Muller 1999: 395)

| CCVC already bimoraic | UR | Final mora loss |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | /kkeji/ | [kkej] | 'laugh' |  |
|  | /tyara/ | [t5jar] | 'starfish' |  |
| *CVC undergnes lengthening | /fasa/ | [fa:s] | 'nest' | *[fas] |
|  | /fæne/ | [fæ:n] | 'building' | +[fæn] |

b. verbs: no bimornic minimam (data from Coodenough and Sugita 1980: xiv-xv)
[fan] 'go aground' [fa:n] 'break open' [næer] 'move, be shifted' [mæe:r] 'grow (plant)'

See also $\S 4.1 .2$ for a discussion of Chuukese in the context of the morphological free/bound distinction and category-specific phonology.

Other languages in which nouns, but not verbs, have minimality requirenents include Chukchee and Koryak (Chukotko-Kamchatkan; Krause 1979).

### 2.3 Phonological privilege in verbs

The languages in §2.1 are clearly classifiable as cases of noun privilege, since nouns allow more contrasts than verbs. Given that augmentation processes specifically target privileged positions, the cases in $\$ 2.2$ are also compatible with the view that nouns are privileged compared to verbs. The languages considered in this section, however, present a different pattern; they seem to show greater phonological privilege for verbs than for nouns.

### 2.3.1 Tone

In Ewe (Kwa; Ansre 1961) nouns, the contrast between H and L tone is neutralized in syllables with voiced obstruent onsets; only $L$ is possible in that context (chapTER 97: TONOGENESIS). However, verbs may have H or L tone with any onset type.
(7) Consonant/tone co-occterrence restrictions in Eive (Ansre 1961: 27-28, 34-35, 39)
a. nomns: voiced obstruent onset may not co-occur with H tone ${ }^{2}$
voiceless obstruents ['بú] 'bone' [ $\boldsymbol{\varphi}$ ì̀ ] 'sea'
[tú] 'gıл' [tè] 'yam'
sonorants [ji] 'cutlass' [à-jè] 'trick'
[roj] 'worm' [à-nè] 'rubber'
voiced obstruents (H unattested) [ $\beta \grave{1}$ ] 'blood'
[dà] 'snake'
b. verbs: onsets and tones co-occur freely
voiceless obstruents [fá] 'is cold' [fù] 'is white'
[tú] 'to shut' [tù] 'to grind'
sonorants [jј] 'to call' [j’] 'to hurry'
[ré] 'to break' [nè] 'to groan'
voiced obstruents [bú] 'to be lost' [bù] 'to respect'
Ivó] 'to rot' [vic] 'to be free'
Verbs thus have a greater number of surface tone contrasts than nouns.

### 2.3.2 Segmental deletion?

A small number of cases may involve verb privilege in resisting segmental deletion (ciapter bu: deletion). These are unusual in two ways: noun privilege seems to be much more common than verb privilege, and category-specific phenomena tend to be suprasegmental or prosodic, rather than segmental or featural. In fact, the cases discussed here are not unambiguous examples of segmental deletion, and at least one might be re-analyzed as noun augmen ration rather than verb privilege.

One apparent example of segmental deletion that affects nouns, but not verbs, is seen in Paamese (Oceanic; Crowley 1997: 243-244). Proto-Paamese */// was lost in northern Paamese in a variety of environments, including word-intitially, but wrord-initial */l/ has been preserved in verbs specifically.
(8) Loss of initinl */I/ in northern Pramese does not apply to verbs (Crowley 1997: 243-244)
a. nomns show loss of initial *///
${ }^{*}$ leiai $\rightarrow$ [eiai] 'bush'
${ }^{*}$ la:la $\rightarrow$ [a:ia] 'kind of bird'
b. verbs preserve initial */I/
*leheie $\rightarrow$ [lehei] 's/he pulled it'
${ }^{*}$ loho $\rightarrow$ [loh] 's/he ran'
${ }^{*}$ la:po ${ }^{\circ} \rightarrow$ [la:po] 's/he fell'
Liquid onsets, being high in sonority, are marked, especially in word-initial position (Smith 2002; see also chapter 49: sonority; chal’ter 3i: onsets; chapter 31:

[^330]lateral consonants). Thus in Paamese we seem to have a case where a marked segment is tolerated in verbs even though it is not tolerated in nouns. If this is the correct interpretation, Paamese would be a case of greater phonological privilege for verbs. However, the avoidance of high-sonority onsets is arguably another kind of augmentation effect (Smith 2002; see also de Lacy 2001), providing a sharp sonority increase for syllables in prominent positions. Thus, a second interpretation is possible, according to which the avoidance of intitial liquids in nouns is evidence for noun privilege after all. Moreover, viewing initial */l/ loss in nouns as driven by sonority (i.e. syllable structure) requirements would bring Paamese into line with the general observation that category-specific phenomena are prosodic rather than segmental.

Another example that might involve segmental deletion is Mohawk, in which, according to Postal (1968), word-final stops were lost in nouns (except reduplicating animal names), although they were retained in morphologically related verbs (Citapter 36: Final consenants). This does appear to be a phonological process affecting specifically nouns and not verbs - a case of verb privilege. However, it is unclear whether segmental deletion is the best characterization of the process. Postal's examples are compatible with the view that the driving force behind the noun deletion was word-final cluster simplification, which again is a natter of syllable structure, not segments per se.

### 2.4 Distinct restrictions on nouns and verbs

This section presents cases in which neither nouns nor verbs appear to have a greater array of phonological contrasts; both categories are subject to some phonotactic requirement. However, the requirements that hold of nouns and those that hold of verbs are distinct.

### 2.4.1 Stress assignment

In Lenakel (Oceanic; Lynch 1975, 1978), primary stress is always penultimate, but secondary stress assignment is different for nouns and verbs. In nouns, secondary stresses are assigned on alternating syllables leftward from the primary stress, and initial syllables might not bear stress. In verbs, the initial syllable always bears a secondary stress (unless the second syllable has primary stress), and additional secondary stresses are assigned on alternating syllables rightward from the initial syllable, subject to the condition that no secondary stress immediately precedes the primary stress.
(9) Stress assignment in Lenakel (Lynch 1978; 19)
a. nouns: secondary stress assigned leftiond from primary stress syllable
/kanatoa/ [.ka.ma.'do.a] 'kind of taro'
/nirı"akilakil/
[ ni ., on"u.gə.'la.gal] 'beach'
/tup"alukaluk/
[tu., b"o.lu.'ga.lok $\left.{ }^{\text {h }}\right]$ 'lungs'
b. verbs: secondary stress assigned rightuard from initial syllable
/r-ìm-olkeikei/ [ri.məl.'gej.grj] the liked it'
/n-im-ar-olkeikei/ [n亥.ma.rol.'gqj.gej] 'you-pl liked it'
 /t-n-ak-an-ar-olkeikei/ [,tit.na.ga.nta.rol.'gqi.gei] 'you-pl will be liking it'

A similar, although less straightforward, case is English (Germanic; Kelly 1988; see also Chomsky and Halle 1968), which has a preference (not a requirement) for initial/trochaic stress in disyllabic nouns os. final/iannbic stress in disyllabic verbs. See $\$ 4.3$ below.

### 2.4.2 Tonal patterns

In Lamang (Chadic; Wolff 1983), both nouns and verbs luave predictable tone, but different factors determine the surface tones in each case (10). Noun tones are determined by the onset consonant, interacting with phrase-level and assimilatory effects. The basic pattern is that tone is low when the onset is a voiced obstruent (as for nouns in Ewe; see $\S 2.3 .1$ ), and tone is high ${ }^{3}$ when the onset is a sonorant, a voiceless obstruent, or one of [б] or [d], which Wolff (1983: 28) describes as "laryngealized" but "only ... incidentally 'implosive' on some occasions." Verb tones, on the other hand, are entirely determined by inflectional category, except for two exceptional verb roots that pattem like nouns.
(10) Predictable tone patterns in Lamang (Wolff 1983: 67-68, 77)
a. nouns: L nfter voiced obstrment, $H$ otherwise voiceif obstruents ( L ) voiceless obstruents ( H ) sonorants ( H )
[ $\chi_{\text {wà }}$ 'mountain' [1⁄á] 'Cow' [éwé] 'inouth' [dzàvèb] 'hand' [útákáá] 'country' [1hkilí] 'rat (sp.)'
b. verbs: tone determined by inflectional category
[kàlì] I take (CONT)' [ḱslí] 'I take (DUR CONT)'
[kàkìli] 'I have begun to take (PERF n)' [kákálí] 'I have taken (PERF I)'
[kàlàjô] 'that I take (subj I)' [kàlájó] 'I took (AORIST)'
Lamang is typologically unusual, in that, unlike nouns and verbs, function morphemes do have contrastive tones (Wolff 1983: 74). It is more common typologically for lexical morphemes to have greater freedom in phonological contrast than function morphemes have (McCarthy and Prince 1995: 86.2; Beckman 1999; CIIAPTER 104: root-affix asymmetries). Lamang ideophones, which Wolff calls "expressives," also have contrastive tones.

### 2.4.3 Prosodic shape

Finally, there are some languages in which prosodic-shape restrictions are found for both nouns and verbs, but the restrictions are different for the tivo categories.

One example, discussed by McCarthy (2005), is Classical Arabic (Semitic; Chapter 108: semitic temiplates). As mentioned in §2.1.2, all verbs in Arabic are templatic; most nouns are templatic as well. McCarthy (2005) shows that different restrictions on template shape hold for nouns and for verbs. Noun templates may only begin with one consonant, but verb templates may begin with either one or two consonants. On the other hand, verb templates must end with CVC, but noun ten plates nay end with CVC, CV:C, or CVCC.

[^331](11) Template slape in Arabic (McCarthy 2005: 178, 209)
a. noun templates: no initial CC; may end zuith CVC, CV:C or CVCC Triliteral Quadriliteral CV CVC CVCCVC CV: CVC CV CV:C CVC CV:C CV: CV:C CVCC
b. zerb templates: initial CC alloived; must end with CVC

| CVCVC | CVC CVC | CV: CVC |
| :--- | :--- | :--- |
| CCV CVC | CCVC CVC | CCV: CVC |

Another language in which prosodic-shape requirements affect nours and verbs differently is Itelmen (Bobaljik 1998, 2008). In nouns, a "resonant" consonant (sonorants and [z]) must be adjacent to a vowel; otherwise, a preceding schwa is epenthesized. Nouns consequently slow schwa-zero alternations, since the environment for epenthesis is met in some morphological forms but not in others (CHAPTER 26: SCHWA; CHAPTER 67: vOWEL EPENTHESIS). In verbs, resonants likewise never violate this restriction, but there are no schwa-zero alternations. According to Bobaljik's interpretation, schwa epenthesis overapplies in verbs, in that it applies to all forms of a verb if its environment is met in some form.
(12) Schtwa epenthesis in ltelmen (Bobaljik 2008: 44)
a. nouns: epentliesis and atternations

| [ x am] | 'sable-sc' |  | 'sable-PL' |
| :---: | :---: | :---: | :---: |
| [spall] | 'wind-direct' | [spl-ank] | 'wind-locative' |
|  | 'road-ablative' | ["t×z-enk] | 'road-locative' |

b. verbs: no altcmations; overapplication of epentlesis

|  | 'I |  | You gave it. |  |
| :---: | :---: | :---: | :---: | :---: |
| -tyen'] | 'I killed them.' | [ q - $\mathrm{mom}_{\text {din }}$ ] | 'Kill it!' | ${ }^{*}$ [q $\left.\underline{m}_{\text {min }}\right]$ |
| spal-qzu-in] | was windy | [spal-in] | t was w | *[splin] |

The Itelmen pattern involves a prosodic-shape requirement that affects both nouns and verbs: a syllabification restriction on resionants. However, nolus may show morphological alternations with respect to the schwa epenthesis, whereas verbs may not. Bobaljik's $(1998,2008)$ formal analysis of this pattern has epenthesis apply cyclically in verbs but non-cyclically in nouns; it is therefore only verbs that undergo epenthesis in cases where subsequent affixation would potentially bleed that process. On this approach, it is not immediately clear whether nouns or verbs should be seen to have greater phonological privilege, since both are subject to an epenthesis process. (On the other hand, if the avoidance of alternation is seen as an additional requirement that holds of verbs only, then Itelmen could be a case of noun privilege, as in §2.1.)

Both Classical Arabic and Itelmen have featured in discussions of base identity as an alternative to category-specific phonology; see §4.1.2 below.

### 2.4.4 Absence of patterns involving segmental contrasts

As with the examples of noun privilege discussed in $\S 2.1$ and $\S 2.2$, the languages with distinct predictable patterns for nouns and verbs seem to involve exclusively
suprasegmental and prosodic properties such as stress, tone, and syllable structure. One language that luas been said to have different segmental inventories in nouns and verbs is Michif (Bakker 1997). However, this difference would probably not strictly speaking be a lexical category effect, as Michif is a mixed la nguage in which nouns and verbs tend to derive from distinct source languages, Canadian French (Romance) and Plains Cree (Algonquian) respectively. Furthermore, Rosen (2007) argues that French/Cree stratification is not synchronically relevant for Michif phonology.

### 2.5 Summary: Survey of category-specific effects

The category-specific effects reviewed in §2, involving differences in phonological behavior between nouns and verbs, are sımnmarized in Table 102.1.

Noun privilege (plus noun augneentation, which is arguably related to noun privilege) appears to be the most common pattern, with fewer cases of verb privilege and distinct predictable patterns for nouns and verbs. Nearly all of these examples of category-specific phonological behavior involve either suprasegmental properties like stress, accent, and tone, or else prosodic shape (word-minimality, word or syllable shape, or vowvel length). The only cases possibly involving segmental phenomena that have emerged in this survey are the two examples of diachronic segment deletion specific to nouns, and, as noted in $\$ 2.3 .2$, these may be reinterpretable as prosudic effects as well.

Table 102.1 Noun/verb differences in phonological behavior

| Longunge | Phenorrerior | NN pattern |
| :---: | :---: | :---: |
| Spanish <br> Hebrew <br> Japanese <br> Proto-Korean <br> Xibe <br> Ancient Greek <br> Моло <br> Proto-Bantu <br> Hebrew <br> Mbabaram | stress <br> stress <br> accent <br> accent <br> accent <br> accent <br> tone <br> tone <br> prosodic shape <br> prosodic shape | N privilege |
| Chuukese <br> Chukchee, Koryak | prosodic shape prosodic shape | N augmentation |
| Paamese | diachronic segment deletion(?) | V privilege?/ N augmentation? |
| Eive <br> Mohawk | tone <br> diachronic segment deletion(?) | $\checkmark$ privilege |
| Lenakel Lamang Arabic Itelmen | stress <br> tone prosodic shape prosodic shape | distinct but predictable |

## 3 Adjectives

Adjectives are in a sense intermediate between nouns and verbs morphosyntactically, and their phonological behavior reflects this. In some languages, adjectives fall together either with nouns or with verbs in terms of their phonology, and the grouping they form often correlates with the nature of adjectival inf.ectional morphology in the language ( $\$ 3.1$ ). In other languages, adjectives have "partial privilege" - they lie between nouns and verbs on a continuum of phonological behavior ( $\$ 3.2$ ).

### 3.1 Adjectives as a subcase of nouns or verbs

In a language with category-specific phonological patterns, adjectives often pattern with either nouns or verbs in a way that mirrors their categories of inflection (see Table 102.2).

When adjectives inflect for N-type morphological categories such as person, gender, number, or case - as in Spanish, Mono, Mbabaram, and Hebrew, Table 102.2(a) - they tend to pattern phonologically with nouns. Analogously, when adjectives inflect for V-type categories such as tense, mood, or aspect - as in Japanese and Ewe, Table 102.2(b) - they tend to pattern phonologically with verbs.

The languages in Table 102.2(c) present add itional complications, however. In Hebrew, adjectives inflect for nominal categories, but their behavior with respect to stress is actually intermediate between that of nouns and verbs. Mandarin (Sino-Tibetan) is a language that does not have much of an inflectional system at all, but here again, adjectives show a pattern that is distinct from both nouns and verbs. These two cases are discussed in $\S 3.2$, along with an additional case, Fi nnish (Finnic), which shows distinct behavior between nouns and adjectives even when they bear the same inflectional morphemes. Finally, Lenakel (see §2.4.1 above) appears to show a tight correlation between inflectional morphology and categoryspecific phonology; this language is discussed further in $\S 4.2$ below.

Table 102.2 Adjective behavior and inflection type

| Larguage | Phenorremon | N/ patiera | Adjective behnvior | Adjective inflection |
| :---: | :---: | :---: | :---: | :---: |
| a. Adjectives pattern with nouns |  |  |  |  |
| Spanish <br> Mono <br> Mbabaram <br> Hebrew | stress <br> tone <br> prosodic shape <br> prosodic shape | N privilege | same as N | N-type |
| b. Adjectives pattern with verbs |  |  |  |  |
| Japanese Ewe | accent <br> tone | N privilege V privilege | same as V | V-type |
| c. Pattern is more complicated |  |  |  |  |
| Hebrew <br> Mandarin <br> Lenakel | stress <br> reduplication <br> stress | N privilege distinct distinct | $\mathrm{N}>\mathrm{A}>\mathrm{V}$ <br> distinct depends on role? | N -type isolating language depends on role? |

### 3.2 Adjectives as an intermediate category

Many languages show adjectives patterning together with either nouns or verbs, but Hebrew stress, Mandarin reduplication, and Finnish mutation and deletion are phonological phenomera in which adjectives have their own specific pattern. These cases nevertheless suggest that, even when adjectives show distinct belavior, they fall at a point intermediate between nouns and verbs with respect to phonological privilege.

Becker (2003) discusses stress in Hebrew, ill which nouns, adjectives, and verbs all show distinct behavior. The default is "mobile" stress, in which stress is attracted to the right edge of the word: mobile stress falls on the final syllable of an unaffixed form, or on the rightmost suffix. All verbs have mobile stress. Adjectives and nouns differ from verbs; they have a phonological contrast between mobile stress and "fixed" stress, a pattern in which stress remains on a particular syllable of the base. But there is a further difference between adjectives and nouns. When adjectives have fixed stress, it always falls on the root-final syllable, whereas the location of fixed stress is contrastive for nouns.
(13) Stress contrasts in Hebrew (Becker 2003: 1-2)
a. nouns: location of fixed stress is contrastive
mobile stress

| [dik'duk] | 'grammar-sc' | [dikduk-'im] | 'grammar-PL' |
| :--- | :--- | :--- | :--- |
| fixed stress |  |  |  |
| ['kopirajter] | 'copywriter-sG' | ['kopirajter-inn] | 'copywriter-PL' |
| [dik'tator] | 'dictator-SG' | [dik'tator-im] | 'dictator-PI' |
| ['tut] | 'strawberry- $\mathrm{SG}^{\prime}$ | ['tut-im] | 'strawberry-PL' |

b. adjectives: fixed stress is ntways root-final
mobile stress

| ['tov] | 'good-sc' | [tov-'im] | 'good-PL' |
| :---: | :---: | :---: | :---: |
| fixed stress |  |  |  |
| [mal'jan] | 'rich-sc' | [mal'jan-im] | 'rich-pl' |
| [fono'log-i] | 'phonological-sc' | [fono'log-i-im] | 'phonological-ri' |
| verbs: nluays mobile stress |  |  |  |
| [Ja'mar] | 'keep-sc' | [Jamr-'u] | 'keep-PL' |
| [biz'bez] | 'spend-sq' | [bizbez-'u] | 'spend-ri' |

As Becker (2003) observes, this means that adjectives have greater phonological freedom than verbs, but not as much as nouns.

In Mandarin, nouns, adjectives, and verbs show distinct behavior in reduplication (Feng 2003; see also cilapter 100: reduplication). Disyllabic (AB) adjectives reduplicate as AABB, while disyllabic verbs reduplicate as ABAB. (Disyllabic nouns do not reduplicate, although monosyllabic nouns do.) Some adjective or verb bases reduplicate both ways, in which case the AABE form is an adjective, and the ABAB form is a verb.
(14) Reduplication in Mandarin (Feng 2003: 2) ${ }^{4}$
a. adjectives: $\mathrm{AB} \rightarrow \mathrm{AABB}$

| [kán.tcion] | 'clean' | [kán.kán.tçiñ.tçâı] | 'clean (intensified) |
| :---: | :---: | :---: | :---: |
| [miory.pǎi] | 'clear' |  | 'clear (inters sifiled)' |

b. verbs: $\mathrm{AB} \rightarrow \mathrm{ABAB}$
 [tă.sàw] 'clean up' [tă.sàw.tă.sàw] 'clean up a little'
c. shape of reduplicated form determines cate gory

| adjective base | [kāw.çin)] | 'happy' |
| :---: | :---: | :---: |
| A $A B B=$ adjective | [káw.kăw. cint.gir] | 'happy (intensified)' |
| $A B A B=$ verb | [káw.gîn.káw, gîn] | 'have sonve fun' |
| verb bnse | [tsĭ.t'̇̇̀n] | 'suggest' |
| A $A B B=$ adjective | [tş̌.tşi.tèn.tièn] | 'critical, bossy' |
| $\mathrm{ABAB}=\mathrm{verb}$ |  | 'comment here and there' |

Feng (2003: 7) presents evidence from third-tone sandhialtermations (Chafter 107: chinese tune sandiri) that the morphosyntactic bracketing in the two cases is distinct; namely $[A[A B] B]$ (adjectives) but $[A B][A B]$ (verbs). She sees this as driving the difference between adjective and verb reduplication; for verbs, it is more important for the edges of morphosyntactic constituents to align with the edges of prosodic constituents (on the assumption that all four-syllable reduplicated forms have the prosodic constituency $(\sigma \sigma)(\sigma \sigma))$, whereas, for adjectives, it is more important that the linear sequence $A B$ from the base form not be disrupted. The different structures and their differing priorities are shown in (15).

Morphosyntactic and prosodic constituents in Mandarin reduplication verbs


Edges natch; linear sequence of base not respected
ndjectives


Edges do not match; linear sequence of base respected
Mandarin differs from Hebrew because it is not entirely clear in Mandarin whether it is adjectives or verbs that should be seen as having greater phonological privilege; each category has a predictable reduplication type, even though they differ. However, adjectives do set a higher priority for maintaining the linear sequence of the base. From the viewpoint of Optinality Theery (Prince and Smolensky 2004), under Correspondence Theory (McCarthy and Prince 1995), this

[^332]suggests higher-ranking faithfulness for adjectives than for verbs, and therefore greater phonological privilege for adjectives. ${ }^{5}$

Finally, Anttila (2002) discusses a category-specific effect in Finnish involving two different phonological alternations: under certain morphological and phonological conditions, a stem-final /a/ either deletes or changes to /o/ (mutates), when the plural morpheme /-i-/ is added. An examination of a corpus of Finnish shows that, in the absence of phonological factors leading to a preference for one strategy or the other (e.g. a tendency to avoid mutation after labial consonants), the nutation option is preferred by nouns and the deletion option is preferred by adjectives. This difference is seen even when nouns and adjectives are inflected with identical affixes.
(16) Deletion vs. mutation in Finnish (Anttila 2002: 13)
a. nouns: prefer mutation

| /kihara-i-ssa/ 'curl-pl-INess' | $\rightarrow$ [kilharo-i-ssa] |
| :--- | :--- | :--- |
| /korea-i-ssa/ 'Korea-PL-INEss' | $\rightarrow$ [koreol-i-ssa] |

b. adjectives: prefer deletion
/kihara-i-ssa/ 'curly-Pl-Iness' $\rightarrow$ [kiharØ-i-ssa]
$/ k o r e a-i-s s a / ~ ' b e a u t i f u l-p l-I N E s s ' ~ \rightarrow ~[k o r e @-i-s s a] ~]$
Again, it is somewhat difficult to interpret this pattern in terms of relative phonological privilege, because both mutation and deletion involve a phonological process. However, mutation, the pattern favored by nouns, does preserve all input segments (even though certain feature values are changed), so it is not out of the question to view the correlation between mutation for nouns and deletion for adjectives as a consequence of greater noun privilege.

### 3.3 Adjective patterns as scale conflation

The examples in $\S 3.1$ and $\S 3.2$ all appear to be compatible with one of the following scales: ${ }^{6}$ adjectives fall together with nouns, fall together with verbs, or exhibit a degree of privilege intermediate between that for nouns and verbs.
(17) Scales of phonological privilege by lexical category
a. $\quad\{N, A\}>V$
b. $\quad N>\{A, V\}$
c. $\quad \mathrm{N}>\mathrm{A}>\mathrm{V}$

[^333]This pattern resembles markedness conflation (de Lacy 2004), in which there is a universal markedness scale $X>Y>Z$, but on a language-specific basis adjacent levels of the scale can be conflated and pattern as a single class with respect to that markedness dimension (chapter 4: Markepness; chapter 63: Markedness and faitifulness constraints). So, positing a universal scale of phonological privilege for lexical categories, as in ( 17 c ), is compatible with the existence of languages that conflate the middle category, $A$, with $N(17 a)$ or $V(17 b)$.

## 4 Attempting non-phonological explanations

The discussion so far has focused on demonstrating that there exist languages with category-specific phonological effects. However, important questions remain. Does the phonological grammoT actually need to refer to lexical categories? Or can all category-specific effects be reduced to epiphenonาena, simple outcomes of the interaction between phonology and other modules of the grammar such as morphology or syntax? Finally, to the extent that there are category-specific effects in phonology, does this require reference to the same lexical category labels used by the morphosyntax, or should it instead be handled in the same way as cases of exceptional phonological behavior by arbitrary classes of morphemes?

This section considers the distinction between morphologically free and bound forms ( $\$ 4.1$ ), the relationship between nominal or verbal infection and categoryspecific behavior ( $\$ 4.2$ ), prosodic structure ( $\$ 4.3$ ), and morpheme-specific effects ( $\$ 4.4$ ). While some of these factors are relevant some of the time, not all cases of category-specific phonology can be re-analyzed in these terms.

### 4.1 Free vs. bound

As seen in Table 102.3, there is often overlap between the lexical categories in a language with phonological privilege, and the lexical categories in that longuage that occur as free forms (without obligatory overt inflection). Indeed, some of the apparent category-specific effects discussed in the literature have been slown either to reduce directly to the free/bound distinction, or to exhibit base-identity effects that can be formally modeled with reference to the free/bound distinction. Examples of each type are reviewed in §4.1.1.

As shown in Table 102.4, however, some cases of category-specific phonological patterns cannot be directly equated with the distinction between free and bound forms. These are discussed in §4.1.2.

Table 102.3 Phonological privilege matches free/bound distinction

| Language | Phenomenon | N/A/V privilege | Freesound |
| :---: | :---: | :---: | :---: |
| Japanese | accent | $N>A, V$ | $N$ free \| $A, V$ bound |
| Моло | tone | $\mathrm{N}, \mathrm{A}>\mathrm{V}$ | N , A free I V bound |
| Mbabaram | prosodic shape | $N, A>V$ | $N$, A free (absolutive case) \| V bound |
| Lenakel | stress | $N,(A) \neq(A), V$ | N free \\| A by function | V bound |

Table 102.4 No exact match between phonological privilege and free/bound distinction

| Lnughagre | Pherromerion | N/AN privilege | Freehound |
| :---: | :---: | :---: | :---: |
| Spanish | stress | $\mathrm{N}, \mathrm{A}>\mathrm{V}$ | N, A free or bound / V bound |
| Chuukese | prosodic shape | $\mathrm{N}>\mathrm{V}$ | both $\mathrm{N}, \mathrm{V}$ free (modulo truncation) |
| Mandarin | reduplication | $N \neq A \neq V$ | $\mathrm{N}, \mathrm{A}, \mathrm{V}$ can all be free |
| Hebrew | prosodic shape stress | $\begin{aligned} & N, A>V \\ & N>A>V \end{aligned}$ | N, A free or bound \\| V bound |

### 4.1.1 Category-specific effects that reduce to free/bound effects

It has been argued that some apparent category-specific effects reduce to the distinction between free and bound forms, either directly, as for word-minimality requirements, or indirectly, as for base-identity effects.

In Chuukese ( $\$ 2.2$; see also $\S 4.1 .2$ ), minimality requirements truly differentiate between nouns and verbs. However, some cases of apparent category-specific minimality are actually due to the free/bound distinction: if the minimality requirement holds at the level of the word, and (by definition) only free forms can constitute words on their own, then only free forms show minimality effects.

For example, consider Mono (Niger-Congo, Banda). Olson (2005: 75, 79) observes that there are no monosyllabic surface forms of nouns (or adjectives), and proposes a process of Subminimal Root Augnentation (SRA), which epenthesizes a copy vowel into an underlyingly monosyllabic rusun: $/ C V_{1} / \rightarrow\left[V_{1} C V_{1}\right]$. However, Olson (2005:82) explicitly notes that SRA does not apply to verbs, because verbs must appear with some inflectional affix, so they never happen to be monosyllabic on the surface even if they have a subminimal root. Moreover, Olson (2005: 89, 94) shows that even /CV/ nouns fail to undergo SRA if they bear a plural affix or forn part of a compound. In short, there is no need for a category-specific analysis of minimality in Mono. It is simply the case that zoorts must be disyllabic; for unrelated reasons, only nouns and adjectives may surface unaffixed, so only they are ever in danger of violating the category-free requirement on word size.

There is another, more abstract way in which the free/bound distinction potentially has implications for privilege in maintaining phonological contrast. In some languages, morphologically complex forms show base-identity effects - phonological similarity to some aspect of their morphological base forms. This has been modeled as phonological cyclicity, or in terms of constraints that enforce faithfulness to morphologically related base forms (e.g. Kiparsky 1982, 2000; Kenstowicz 1996; Benua 2000; citapter 83: paradicms; Cilapter bī: cyclicity). Schematically, suppose that a language has a base form /X/ and a complex form / $\mathrm{X}+\mathrm{Y} /$. In the absence of base-identity effects, the phonological grammar simply applies to the segments in $/ X+Y /$ as they appear there. But, if there is a base-identity effect, then some similarity requirement holds between the surface form of $[X+Y]$ and the surface form of its base $[X]$, giving rise to a property of $[\mathrm{X}+\mathrm{Y}]$ that would not be expected if this form were simply subject to the phonological graminar of the language on its own.

Base-identity effects are relevant in the context of the free/bound distinction because if a root /X/ never appears unaffixed, as *[X], then the non-existent
surface form * $[X]$ will never influence the phonology of the morphologically complex / $X+Y /$. If nouns and verbs differ precisely in this way, such that [N] is a possible surface form but [V] is not, this could potentially lead to differences in the phonology between [ $N+$ affix] and [ $V+a f f i x]$ forms: $[N+a f f i x]$ forms might show base-identity effects that [ $V+\operatorname{affix}$ ] forms do not sluow. Such a pattern would not require crucial use of category-specific phonology, howrever, because the fundamental distinction would instead be that between free and bound forms.

Precisely this argument has been ınade by Shiraishi (2004) for Nivkh (isolate), in which noun phonology and verb phonology differ in several ways, involving segmental effects (which, as noted above, are rare among category-specific phonological phenomena). Nivkh has a four-way contrast among obstruents: stops and fricatives contrast with each other, and, furthermore, aspirated stops and voiceless fricatives (the "fortis" obstruents) contrast wvith plain stops and voiced fricatives (the "lenis" obstruents).

Nivkh obstruent inventory (Shiraishi 2004: \$2.1) ${ }^{7}$


Although these sounds are all contrastive, there are contexts in which neutralization processes override these contrasts (chalter mu: mergers and neutralization). One such case involves the neutralization of the stop-fricative contrast in non-plorase-initial position in a morphologically derived environnent (CHAPTER BB: derived environment effects): following a vowel, glide, or stop, obstruents surface as fricatives, but following a nasal or fricative, obstruents surface as stops (Shiraishi 2004: §2.1).

An apparent difference between categories appears in a systematic exception to this stop/fricative pattern. Nouns resist changing stem-initial fricatives into stops when a pre-stem morpheme is added. The requirements of morphologically derived environment and non-phrase-initial position are met, but the underlying fricatives still surface as fricatives.
(19) Hardening in Nivkh (Shiraishi 2004: §2.1-2)
a. nouns: resist hardening

| [t"ulv vor | *[ $t^{\text {h }}$ ulv $\left.\underline{b}_{0}\right]$ | 'winter + village' |
| :---: | :---: | :---: |
| [c'ıjar vox] | *[chryar box ${ }^{\text {che }}$ | 'grass+ hill' |
| [taf | *[taf tha] | 'house + door' |
| [ $t^{\text {hell }}$ vaqi] | *[t ${ }^{\text {erel }}$ bagi] | 'coal + box' |

b. uerbs: undergo hardening
[c'xaf q"a-] (</Xa-/) 'bear + shoot'
[cus $\underline{\text { th }} \mathrm{a}-]$ (</Ĭa-/) 'meat + bake'
[tux ke-] (</xe-/) 'axe + take'
[ph'nanx tau-] (</rəzu-/) 'one's sister + teach'

[^334]Shiraishi argues that the important difference here is that noun stems can appear in isolation, but verb stems require affixation. Thus, only nouns are potentially subject to base-identity effects. In Shiraishi's (2004: §2.4) analysis, the fricative status of the initial consonant in a derived form nust match that of its underived base, and this identity requirement takes priority over the usual process of hardening. For verbs, which have no base to enforce identity, hardening applies unimpeded. No reference to lexical category is needed to account for the noun/verb asymınetry. Shiraishi alse presents a similar analysis for a second segınental phonology difference between lexical categories in Nivkh, a process of stent-final fricative voicing under suffixation from which nevuns are, again, exceptionally exempt.

Base-identity accounts of category-specific patterns have also been developed by Kenstowicz (1996) for cluster simplification in Korean and by Cable (2005) for schwa epenthesis in Itelmen. However, Bobaljik (2008) argues that base identity is not the right way to approach Itelmen; see the discussion in §4.1.2 below: (See also Albright 2008 and Albright and Kang 2008 for a different view of "base" for Korean nouns and verbs.)

Thus, for languages where a phonological difference between nouns and verbs aligns with the distinction between free and bound roots, it is possible that base identity could be invoked instead of categoly-specific phonological processes. This is a particularly attractive approach to Nivkh, where the phenomenon involved (segmental alternation) is not one that typically participates in categoryspecific effects. For a case like Mono, where lexical category is empirically less successful than the free/bound dist inction for characterizing the environment where the phonological process applies, it is even more clear that appealing to lexical categories is undesirable. However, for the other languages listed in Table 102.3 above, either a base-identity account or a category-specific account appears to be feasible; the choice may come down to theory-internal considerations.

In any case, the free/bound distinction cannot be the source of all categoryspecific effects. Sone languages show category-specific phonology that cannot be handled in terms of differences between morphologically free and bound forms. Examples are discussed in the following section.

### 4.1.2 Misnmatches with the freeßound distinction

The difference between free and bound roots is not always consistent with phonological differences between nouns and verbs. This is true when both nouns and verbs are bound, and when both nouns and verbs are free - or, more generally, when sorne free forms have more phonological privilege than others.

Spanish (§2.1.1) provides evidence that lexical category differences in phonology are possible even among bound roots. It is true that verbs are always bound, while nouns and adjectives need not be. Crucially, however, the lexically contrastive antepenultimate stress pattern occurs even on noun and adjective stems that consist of a bound root and a (productive) gender suffix.
(20) Spanish bound roots with antepenwlimate stress (data from Castillo and Bond 1948; Solá 1981)

| a. nouns | masculine | feminine |  |
| :---: | :---: | :---: | :---: |
|  | ['nawfray-o] | ['nawfray-a] | 'shipwrecked person' |
|  | ['biyanl-o] | ['biyaın-a] | 'bigannist' |


| b. adjectives | ['loßren-o] | ['loßrey-a] | 'murky, dismal' |
| :---: | :---: | :---: | :---: |
|  | ['prosper-o] | ['prosper-a] | 'prosperous' |
|  | [ne'toðik-o] | [me'toðik-a] | 'inethedic' |
|  | ['benet-o] | ['benet-a] | 'Venetian' |
|  | [su'perflu-e] | [su'perflu-a] | 'superfluous' |
|  | [pur'pure-e] | [pur'pure-a] | 'purple' |
|  | [simul'tane-o] | [simul'tane-a] | 'simultaneous' |

If noun- or adjective-specific contrast in Spanish were dependent on nouns and adjectives being able to appear as t.naffixed forms, these antepenultimate examples would not be possible.

Chuukese ( $\$ 2.2$ ) provides further evidence that category-specific effects are not always due to the free/bound distinction. In this language, both nouns and verbs may appear unaffixed, ${ }^{8}$ and yet only nouns are subject to a minimality requirement. Similarly, Mandarin ( $\$ 3.2$ ) shows a three-way difference between nouns, adjectives, and verbs in reduplication patterns, but this is a language with essentially no inflectional morphology at all.

An interesting case is the category-spec:fic nature of stress in Hebrew (discussed in §3.2). Both nouns and adjectives may be atemplatic, i.e. morphologically free, but verbs may not. Arguably, status as an atemplatic form is precisely what correlates with the capability for a noun or adjective te take the fixed stress pattern (Becker 2003), because even nouns and adjectives predictably have mobile stress if they are templatic. However, the free/bound distinction camot account for the further difference between free nouns, in which the location of fixed stress is phonologically contrastive, and free adjectives, in which fixed stress always falls on the root-final syllable.

As noted in §2.4.3, McCarthy (2005) describes a noun/verb difference in template shape in Classical Arabic. McCarthy analyzes this pattern using Optinnal Paradignרs Theory, a variation on the base-identity approach (84.1.1), in which similarity is enforced among members of a paradigm even in the absence of a free-standing base form. Bobaljik (2008) calls into question whether McCarthy's approach fully accounts for the Arabic pattern, noting, for example, that it predicts contrasts between noun and verb stem shapes that should be able to emerge under derivation, even if not within inflectional paradigms (see Bobaljik 2008: §3.2.2 for detailed discussion). Regardless of the success of a (quasi-)base-identity approach to template shape, however, it is important to note that McCarthy's analysis, which replaces reference to lexical categery with reference to facts about affix shape and template shape, does not address all category-specific effects in Arabic. As seen in §2.1.2, the fact remains that nouns nay be templatic or atemplatic, but verbs must be templatic. In other words, Arabic nouns still allow a greater degree of phonological contrast in their prosodic shape than verbs do, in a way that stands outside the template system and therefore cannot be derived from the differences between affix inventories for templatic nouns and verbs.

Finally, Bobaljik (2008), discussing Itelmen (described in §2.4.3 above), argues specifically against the attempt to recast all category-specific effects in terms of

[^335]base identity. He shows that some verbs are derived from "category-neutral" roots, which can also be nouns and therefore have a free base form. Nevertheless, these verbs still follow the general verb pattern of schwa epenthesis. This is sinvilar to Chuukese, where verbs are no less free than nouns, but nouns are phonologically privileged. Conversely, some Itelmen nouns have obligatory singular infection and are therefore not free, but they nevertheless follow the noun pattern of schwa epenthesis. This is similar to Spanish, where nouns and adjectives have greater phonological freedom even when bound. As Bobaljik argues, these two types of misntatch between noun/verb and free/bound show that, in Itelmen, lexical category predicts phonological patterning more accurately than the free/bound distinction does.

In summary, the fact that nouns often appear phonologically privileged as compared to verbs nay well be related at seme fundanental level to the fact that nouns are cross-linguistically more likely to be free forms. However, attempts to relate these two asymmetries directly, in frameworks that make crucial use of the bound/free distinction to invoke the existence of a morphological base form that accounts for special aspects of noun phonology - or even franeworks that simply make use of differences in the inventories of inflectional morphemes for the two categories to account for phonological differences - are unable to capture the full range of category-specifiic phonological effects.

### 4.2 Inflectional morphology

As noted in $\S 3$, whether adjectives pattern phonologically with nouns or verbs shows a striking correlation with whether adjectives inflect for nominal or verbal categories. A particularly interesting case is Lenakel (see §2.4.1), where adjectives take verbal inflection when they are predicates, but not when they modify nouns (Lynch 1975, 1978). The presence or absence of verbal norphology on adjectives probably determines whether they take on the stress pattern of nouns or that of verbs (John Lynch, persional communication).

Nonetheless, this correlation between inflection type and category-specific phonology is not an explanation. For example, in Spanish or Mono, it is true that verb stress or tone is entirely determined by the inflectional paradigm ( $\$ 2.1 .1$ ). However, the faci that verbs take inflectional suffixes does not preclude the logical possibility that verb roots might have underlying síress or tone contrasts (which might emerge in some particular inflectional form). That this is often not the case requires explanation; apparently, the phonological grammar does need to enforce the lack of contrast in verbs as a property separate from the fact that individual verbal inflectional morphemes happen to assign stress or tone.

Furthermore, languages like Mandarin, Hebrew, and Finnish (see §3.2) show that adjectives sometimes behave differently from both nouns and verbs - even if they have N-type inflection, as in Hebrew and Finnish.

### 4.3 Prosodic structure

Some apparent category-specific effects can be attributed to prosodic structure. For example, in Digo (Narrow Bantu; Kisseberth 1984), tones originating with the verb nay end up on a following noun. However, Kisseberth shows that this is caused by phrase-level tonal phonology; verb tones surface on syllables within
the noun because tone－assignment rules refer to the right edges of phonological phrases（charter iol：tonal alignment）．

Kelly（1988）argues that the different stress preferences for disyllabic nouns and verbs in English（ $\$ 2.4 .1$ ）originate in their syntactic and prosodic contexts；nouns prefer initial stress because they are typically preceded by an unstressed deter－ miner，and sequential alternation between stressed and unstressed syllables is desirable．Verbs occur in a distinct syntact ic and prosodic context，so they prefer final stress．

While explanations based on prosodic structure may cover some apparent cases of category－specific behavior，however，this approach cannot handle all the diverse cases discussed in $\S 2$ and $\S 3$ ．

## 4．4 Morpheme－specific effects

Whether or not they have category－specific phonology，languages generally have morphemes or morpheme classes that exhibit exceptional behavior（Saciuk 1969； see also the discussion in Citapter in3：pionological sensitivity to morpio－ locical structure）．So，are category－specific effects meaningfully distinct from morpheme－specific effects？Is there a qualitative difference between assigning certain morphemes a phonology－relevant feature named＂［－native］＂and assign－ ing certain morphemes a phonology－relevant feature named＂［＋noun］＂？While ＂［－native］＂and＂［＋noun］＂might participate formally in the phonological gram－ mar in much the same way，there are arguably important differences between the two．First，lexical categories do，obv＊$⿴ 囗 ⿰ 丿 ㇄$ If items of the same morphosyntactic category also pattern together phonologically， then allowing the phonology to use the morphosyntactic label captures a gener－ alization that would be missed if an arbitrary，phonology－specific feature were invoked instead．Second，to the extent that the privilege scale $N>A>V(\$ 2, \S 3)$ is a linguistic（near－）universal，using the morphosyntactic category labels to demarcate phonologically relevant classes predicts their relative ability to support phono－ logical contrast in a way that using arbitrary phonological labels does not．

## 4．5 Summary：Alternatives to category－specific phonology

While there are instances of category－specific behavior that may be accounted for by norphological，prosodic，or other factors，there remains a core of cases that do appear to require reference to lexical category within the phonology．

## 5 Conclusions

In this examination of categrory－specific phonological phenomena，a number of patterns have emerged．Many，although perhaps not all，cases are consistent with a universal scale of phonological privilege，$N>A>V$ ．Furthermore，the overwhelne－ ing majority of cases involve prosodic and suprasegmental phenomena rather than segmental or featural phenomena．Finally，there appear to be correlations between phonological behavior and type of inflection，seen espectally in the case of adjectives．However，purely morphological or prosodic factors do not provide
adequate accounts for all instances of category-specific phenomena, indicating that the phonological grammar must be able to refer to lexical categories.

In addition to phonology, there are other ways in which lexical categories show differences beyond morphosyntax, especially in child language acquisition and in psycholinguistics; for recent reviews, see e.g. Ogu ra et al. (2006) or D'Odorico and Fasoln (2007) for acquisition, and Rapp and Caramazza (2002) or Mätzig et al. (2009) for psycholinguist icevidence from aphasic speakers. Perhaps future research will uncover ways in which category-specific phonology is related to other sources of differentiated behavior among words of different categories.

The full array of facts about category-specific phonolngy - including the intermediate status of adjectives; the fact that nouns are more likely to be phonologically privileged than verbs, but in some languages both nouns and verbs are subject to equally predictable but nevertheless distinct requirements; and the fact that category-specific phonological differences often parallel, but do not fully match, other differences between categories, such as free-morpheme status - has not yet been captured by any single theoretical approach, including noun faithfulness (Smith 1997, 2001) and the various implementations of base identity or paradigm uniforınity (e.g. Shiraishi 2004; McCarthy 2005; Cable 2005; Bobaliik 2008). An intriguing challenge remains for phonological theory.
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## 103 Phonological Sensitivity to Morphological Structure

Jochen Trommer

## 1 Introduction

Virtually all areas of phonology show extensive sensitivity to norphological structure. Many segmental and tonal processes are restricted to apply only across morpheme boundaries (or only morpheme-internally). Computation of stress typically reflects inorphological constituency, and phonotactic generalizations often seem to be restricted to a subset of the morphological material of a given language (e.g. affixes). Thus one of the central questions research on the morphology-phonology interface addresses is what types and amount of morphological structure phonology can access and what consequences this has for phonological processes.

The chapter is structured as follows: in §2, I will introduce the different types of sensitivity which phonology shows to morphological structure. $\S 3$ sumnarizes different ways of reflecting these types of sensitivity in the architecture of the morphology-phonology interface, and $\$ 4$ discusses possible restrictions on phonological sensitivity to morphology.

## 2 Types of phonological sensitivity to morphological structure

### 2.1 Sensitivity to the presence of a morpheme or morpheme type

Probably the simplest type of sensitivity phonology can show to morphological structure is the capacity to detect the presence of a morpheme, i.e. to determine for a specific piece of phonological structure which specifje morpheme (if any) it belongs to, and which morphological type the morpheme is (noun or verb, root or affix, etc.)

A number of phonological processes are simply sensitive to whether segmental material is part of a morpheme or not. For example, Mohawk (Michelson 1989; Piggott 1998) and Selayarese (Mithun and Basri 1986; Piggott 2001) stress the
penultimate syllable of a word if the last syllable contains a vowel with morphological affiliation (1a), whereas stress appears on the antepenultimate if the vowel heading the final or penultimate syllable is not part of a norpheme, i.e. it is epenthetic; see chapter 67: VOwEl epenthesis and (1b) (Selayarese examples from Mithun and Basri 1986: 240; Mohawk examples from Nlichelson 1989: 41, 44, epenthetic vowels are underlined):'
(1) a. Mohneuk /k-atir-ut-ha?/ [kati'rutha?] 'I pull it'
lsc-act-pull-habit

A typical locus of phonological sensitivity to morpheme type is segmental inventories which are different for different types of morphemes. Thus German inflectional affixes only contain coronal or nasal consonants and the reduced vowel /z/, whereas lexical roots and derivational affixes also employ labial and dorsal consonants and 23 different vowels. Under the assumption that this asymmetry follows from phonological rules or constraints (e.g. morpheme structure constraints or OT-markedness constraints, cf. Chapter 86: morpheme structure constraints), the phonology inust minimally "know" which segments belong to inflectional affixes and which do not, to impose the appropriate restrictions on specific morphemes.

Sensitivity to morpheme type is also pervasively attested in effects on prosody and word-minimality. For example, German inflectional affixes can never be stressed, whereas lexical roots have obligatory stress. In the same vein, lexical roots in German have the minimal size of a binnoraic syllable (Golston and Wiese 1998), whereas inflectional affixes consist of light syllables or single consonants/ consonant clusters.

A typical case where sensitivity to morpheme type shows up in an alternation context are harmony processes based on an asymmetry between roots and affixes (Chapter 104: root-affix asymmetribs). Thus in Wolof, a Niger-Congo language of the Atlantic sub-branch, root and affix vowels agree in the feature [ATR], where the underlying [ATR] feature of roots is systematically retained whereas affix vowels adjust to the root (Pulleyblank 1996: 314-315):
(2) +ATR

| gən-e | 'be better in' | xam- $\varepsilon$ | 'know in' |
| :--- | :--- | :--- | :--- |
| re:r-e | 'be lost in' | d $\varepsilon m-\varepsilon$ | 'go with' |
| do:r-e | 'hit with' | xal- $\varepsilon$ | 'look with' |

A standard optimality-theoretic interpretation of these data is that they exhibit positional faithfulness, i.e. faithfulness constraints referring to segments which are part of a root (or root-initial) are ranked higlver than faithfulness constraints

[^336]for affix vowels or general faithfulness constraints (Beckman 1998; McCarthy and Prince 1995). But, whatever the specific implementation is, if the intuition is right that root vowels act differently from phonologically identical affix vowels, then the phonology must be able to access the information as to which vowel belongs to a root and which one to an affix.

An obvious question is to which properties of mor phemes phonology can be sensitive. It is well established that phonology tends to reflect the affix/root distinction. A related relevant distinction is that between lexical words and function words (Selkirk 1995). Languages often also treat prefixes and suffixes differently for prosodic restrictions and segmental processes (see Hyman 2008, and references cited there). charter 102: category-specific effects shows that many languages also differentiate phonologically between nouns and verbs. Phonological distinctions often also refer to etymological strata (It仑 and Mester 1999; chalpter 93: LOANWORD PHONOLOGY) or to arbitrary lexical or exceptional classes (CHAPTER 106: exceptionality). Thus in Finnish, ront-final /a/ before suffixal /i/ is raised to [ 0 ] in specific roots (3a), while it is deleted with other roots (3b), even though the roots do not differ in any crucial phonological aspect; (3c) is an example of a third class of roots, which sonetimes show deletion and soneetimes raising (Pater 2009: 9, based on Anttila 2002):
(3) a. /tavara-i-ssa/ [tavaroissa] 'thing (ri iness)'
b. /jumala-i-ssa/ [jumalissa] 'God (rliness)'
c. /itara-i-ssa/ [itaroissa] ~[itarissa] 'stingy (1PL INEss)'

### 2.2 Sensitivity to morpheme boundaries

Sensitivity to morpheme boundaries can be illustrated with s-dissimilation in Swabian German. In Swabian, the contrast between /s/ and /f/(4a) is neutralized to $\left[\int\right]$ before all instances of $/ \mathrm{t} /$ and $/ \mathrm{p} /(4 \mathrm{~b})$ (Hall and Scott 2007: 154): ${ }^{2}$

Standard German Suabiam.

| a. | Snal | [za:l] | [sa:1] | 'hall' |
| :---: | :---: | :---: | :---: | :---: |
|  | Schate | [ 5 a:le] | [Ja:l] | 'bowl' |
|  | Bus | [bus] | [bus] | 'bus' |
|  | Rausch | [raus] | [rous] | 'intoxication' |
| b. | Sprize | [spaizo] | [ p pais] | 'food' |
|  | Haspel | [haspa] | [hajpal] | 'hasp' |
|  | Post | [post] | [pJft] | 'inail' |
|  | Fenster | [fenste] | [finfle] | 'window' |

However, if there is a morpheme boundary between underlying /s/ and /t p/ (or /b/) the process is blocked (Hall and Scott 2007: 158):

[^337](5)

Szuabian

| Kinder-Brei | [kendlesbrai] | 'pap' |
| :--- | :--- | :--- |
| miss-trauen | [mistraua] | 'mistrust' |
| pass-t | [past] | 'fit-3sG' |
| ge-ivuss-t | [gvist] | 'know-rast Part' |

$S$-dissimilation is an instance of what Wolf (2008) calls a non-derived environment effect: a specific process only applies if the trigger and the target of the process are not separated by a morphente boundary. The opposite type of restriction also occurs for specific processes in so-called derived-environment effects (or non-derived environment blocking: Kiparsky 1993; charter bb: derived environment effects). Thus in Finnish assibilation, /t/ is fricativized to [s] before /i/ ( $6 \mathrm{a}, 6 \mathrm{c}$ ), but only if there is a morpheme boundary between /t/ and /i/ (6b, 6c) (Kiparsky 1973, 1993).3.

| a. /halut-i/ | [halusi] | 'vant-paST' |
| :--- | :--- | :--- |
| b. /knti/ | [koti] | 'home' |
| c. /tilat-i/ | [tilasi] | 'order-PASr' |

Morpheme boundaries also play a role in syllabification and processes which are sensitive to syllabification (cf. e.g. Nespor and Vogel 1986; Booij 1995; Raffelsiefen 2005; and the contributions in Hall and Kleinhenz 1999). Thus Kager (1999: 136) argues that Diola-Fogny show's a preference for aligning the left edge of a morpheme with the left edge of a syllable, which accounts for the fact that the language deletes morpheme-final, not inorpheme-initicll consonants to avoid a syllable-final stop (underlying /let-klı-jaw/ gives [le.ku.jaw], not *llet.ku.jaw] or * ${ }^{*}$ le.tu.jaw]). ${ }^{*}$
It is important to distinguish sensitivity to boundaries from sensitivity to boundary symbols, a theoretical device which plays a crucial role in early rule-based phonology. Thus in Chomsky and Halle (1968; SPE) it is assumed that the agentive suffix -er in singer (/sing\#ar/ $\rightarrow$ [sirbar]) is separated from its base by a different boundary symbol from the one separating comparative -er from its base in longer (/long+ar/ $\rightarrow$ [lorgar $]$ ), accounting for the fact that deletion of stem-final $/ \mathrm{g}$ / is obligatory before agentive, but not before comparative -er. Different types of inorphemes are separated by different types of boundary symbols even though the morphological boundary is in both cases a morpheme boundary. However, this type of boundary sensitivity can in most cases be reconstructed as a combination of sensitivity to morpheme type and sensitivity to morpheme boundaries. Thus we might say that $g$-deletion in English is blocked by a norpheme boundary involving the lexical class of morphemes instantiated by comparative -er (so-called level 1 affixes), but not if the morplueme boundary is adjacent to a level 2 affix. ${ }^{5}$ More generally, sensitivity to morpheme boundaries might be understood as a special case of sensitivity to

[^338]morphemes. Thus with respect to Finnish assibilation, the statements in (7a) and (7b) are equivalent: ${ }^{6}$
(7) a. Assibilation happens only if /t/ and /i/ are separated by a morpheme boundary.
b. Assibilation happens only if /t/ and /i/ are part of different morphemes.

### 2.3 Sensitivity to the morphological function of a morpheme

### 2.3.1 Heads vs. non-heads

Revithiadou (1999: 5) argues that the selection of lexical stress in lexical accent systems such as Russian (8) is determined by the morphological head of the construction. Thus in (8a) the head is the lexical root, not the inflectional affix, therefore the underlying stress of the root survives; in (8b) the head is the derivational suffix, therefore affixal stress survives:
a. /t'et'e'vits-'a/ fetfe'vits-a 'lentil-nom sc'
b. /'gorl-'ast-'a/ gorl-'ast-a 'loud-ınouthed-nom sG-fem'

### 2.3.2 Adjuncts vs. complernents

Bachrach and Wagner (2007) argue that phonological processes might be sensitive to the distinction between affixes which are morphosyntactically heads and those which are inorphosyntactically adjuncts (see also Newell 2005 for a similar analysis of bracketing paradoxes). Their crucial empirical observation is that diminutive affixes belhave phonologically differently from other affixes in Brazilian Portuguese (see also Vigário 2003 for the same observation). For example, whereas all derivational suffixes attract stress, nasalization of stressed vowels before nasal consonants is lost with other suffixes (9a), but not with diminutive suffixes (9b).

$$
\begin{array}{llll}
\text { a. } & \text { 'f }[\bar{a}] m n & \text { 'fame' } & f[a] \text { 'moso }
\end{array} \begin{aligned}
& \text { 'famous' }  \tag{9}\\
& \text { b. 'k[ā]ma } \\
&
\end{aligned}
$$

Bachrach and Wagner (2007) relate the different behavior of diminutive affixes to the fact that they behave morphologically as adjuncts - evidenced, for example, by the fact that they don't change part of speech or gender of the base to which they attach - while other derivational affixes are heads taking their bases as complements. On the assiumption that adjuncts are assigned stress independently from the constituents they select, they argue that bases maintain independent main stress with diminutives, which is only changed by late phonological processes. Hence base vowels are stressed at the relevant phonological level and are not denasalized.

[^339]
### 2.4 Sensitivity to stems

Any discussion of stems faces the problem that the literature invokes very different notions of "stem." One usage of this terın is that every morphologically conrplex structure containing a lexical root morphente is a stem (Downing 2006). 1 will call this the morphological stem. Thus in the word form noturnlists we might isolate the morphological stems noture, natural, and noturalist. Under a second reading, "stem" is intended as a constituent which contains a root and all derivational affixes of a word form, hence in naturalists only noturnlist would count as a stem. I will call this type of stem derivational stem. A third reading of "stem" is often found in phonological work where stem is a designated morphological stem which is relevant to the phonology. Thus in Stratal OT (Bermídez-Otern, forthcoming), it is assumed that every stem headed by a level 1 affix and not selected by a level 1 affix forms a phonological stem, which is an arbitrary choice from the point of view of the morphology. I will call this type of stem the phonologrial stem (see $\$ 3.2$ for more discussion).

For all three types of stems it has been argued that they are relevant for phonolngy. This is most obvious for the phonological stem. Thus, in English, many processes, such as nasal place assirriation, stress assignment, and trisyllabic laxing, take place in the phonological stem as defined above. Downing (2006) argues that in many languages morphological stems have to obey prosodic minimality requirements not applying to non-complex words. Thus German infinitives (e.g. / ge:-a-n/ 'to go', with epenthetic schwa) must be at least bisyllabic, whereas bare verb roots and other roots (e.g. the imperative / ge:/ 'go!' and the numeral /tse:n/ 'ten') can be monosyllabic.' In Albanian, the relevant donnain of word stress is the morphological stem (Trommer 2008b; see $\$ 2.5$ for examples), and Hyman (2008) shows that in many Bantu languages processes of vowel, consonant, and tone harmony apply to the morphological stem as well as prosodic restrictions on minimal or inaxinnal size.

However for noost cases, diagnosing sensitivity to stems is conceptually problematic, becal.ue the phonological sensitivity to stems is by no means unambiguous. Thus most of the effects discussed in Downing (2006) as evidence for the morphnlogical stem are construction-specific. For example, the bisyllabicity requirement for German infinitives does not extend to other inflected forms such as the 3rd singular (e.g. /ge:-t/ '(s/he) goes'), which also has an overt affix.

Once this is taken into account, cases like this might be reduced to affixation of prosodic material. Thus the restriction on the German infinitive could be derived by a bisyllabic foot template which is part of the infinitive suffix. Reference to the norphological or the phonological stern can often be replaced by reference to morpheme type. Thus, in a canonical Bantu language, it is tantamount to claiming that a specific phonological process applies onl.y to derivational suffixes and to stating that it is restricted to a stem constituent.

Data which exhibit relatively clear-cut evidence for the phonological sensitivity to stem-like constituents seem to be restricted to the boundaries of morphology, to cases of non-concatenative morphology, and to specific cases of opacity

[^340]discussed in detail in §2.5. An example of the first type is stress assignment in English compounds. Consider for example the compounds in (10) (see also CHAPTER 116: SENTENTIAL PROMINENCE IN ENGIISH):
a. $\left[[\text { blackboard }]_{n} \text { eraser }\right]_{N}$
b. [linguistics [language requirement $\left.]_{N}\right]_{\mathrm{N}}$

In (10a), the first two nouns form the simple compound blackboard, which is in turn part of the complex compound blackboard eraser. Main stress is on the first word; secondary stress on the third. In (10b), the second and third nouns form an internal compound, and as a consequence main stress is on the second noun and secondary stress on the first one. To compute English compound stress clearly requires access to the bracketing of stem constituents, but compounding is notorious for being a boundary case between norphology and syntax.

A case of non-concatenative morphology/phonology in which bracketing seems to be crucially visible in the phonology is the tonal behavior of affixes in Hausa (Inkelas 1998). Hausa has two types of affixes: recessive (or tone-integrating) affixes add their underlying tone melody to the tone melody of the base to which they attach (11.), whereas dominant affixes replace the tone of the base by their own melody (11b) (all data originally from Newman 1986, 2000):
(11) a. Recessive affix (Jnlcelas 1998: 127)
ba-goobir + -ii $\rightarrow$ bagoobirii

| L L H | H | L L HH |
| :--- | :--- | :--- |
| 'from-Gobir' | ethonym | 'a Gobir man' |
| ba-zamfara | -ii $\rightarrow$ | bazamfarii |
| L L L L | H | L L L H |
| 'from-Zamfara' | ethonym 'a Zamfara man' |  |

b. Dominant affix (Inkelas 1998: 127)
ba-katsina + -ee $\rightarrow$ bakatsinee
L L HL HL HH H L 'from-Katsina' ethonym 'a Katsina man'
ba-zamfara + -ee $\rightarrow$ bazamfaree
L L L HL HH H L 'from-Zamfara' ethonym 'a Zanvfara man'

Crucially, the domain of tone integration or replacement is delimited by morphological bracketing, as is obvious from the examples in (12). In both forms, the dominant suffix /-ii/ imposes its tone pattern LH on the constituent [karanta + -ii], and the recessive prefix /ma-/ "adds" an additional initial H tone, resull ting in the output form shown in (12a). In (12b), this form is embedded inside a further dominant affix, /-ijaa/, whose tone melody HLH overwrites everything in its scope. Thus both forms contain a final dominant affix, but in (12b) this is the outermost affix of the construction, whereas it is einbedded inside of a (recessive) prefix in (12a). As a consequence, the final affix in (12b) replaces the tone patterns of the entire word, whereas it doesn't affect the prefix in (12a), which shows that it is not the phonologically linear position of a dominant affix that determines the extension domain of its tonal melndy, but its hierarchical position in morplnological structure (Inkelas 1998: 130):


The degree to w.hich phonological sensitivity to stems is a necessary assumption is thus a delicate question.

### 2.5 Sensitivity to paradigmatic structure

All ty pes of sensitivity we have discussed so far refer to the syntagmatic structure of morphological expressions. An alternative way to approach morphology (and phonolo gical sensitivity to morphology) is by paradigmatic relations between words and word forms (chapter 23 : paradicms). Thus sensitivity to paradigmatic structure gives us a different view on the type of data alread y discussed rather than a new range of phenomena. For example, Hall and Scott (2007) assume that the restriction of Swabian s-dissimilation to monomorphentic contexts is due to the faithfulness of inflected forms to their paradigmatic bases: in an inflected form such as /griess-t/ 's/he greets', /s/ is not dissimilated to / ///. because this would disrupt featural identity to the base form /grias/ 'I greet', which doesn't have $/ \int /$, due to the absence of a following /t/. For words such as /poft/ 'post', s-dissimilation is also triggered in the base and therefore found in the whole inflectional paradigm, and for an inflectional suffix such as /-st/ there is no base form, so it freely undergoes dissimilation in a form as /do:f-ft/ 'most stupid'.

Like s-dissimilation, most phenomena which can be described as morpheme boundary effects are cases of opacity where processes are simply blocked in the absence or presence of boundaries ("underapplication"). In contrast, the paradigmatic view also extends to cases of opacity where a process applies even though the appropriate context is not present in the word form itself, but only in a paradigmatically related form ("overapplication"). For example, in Albanian, uninflected wrords ending in a mid-vowel have stress on the penultimate syllable (e.g. 'bn.bo 'nvidwife'), whereas words ending in a closed syllable or non-mid vowels have final stress (e.g. pn.tok 'gander' and nsh'tu 'thus'). Crucially, inflected forms maintain the stress of their base word. Thus the definite form of pa.'tok, pa.'to.ku, has stress on the final syllable of the stem even though this syllable is open in the actual form, and the wrord ends in a high vowel. A paradignatic account can capture facts like this by assuming that inflected forms nust be faithful in their stress position to their bases (Trommer 2008b).

A type of sensitivity to morphology which seems to be systematically beyond the reach of a paradigmatic approach is that of derived environment effects such as Finnish assibilation discussed in §2.2. The restriction of a process to occurring across a morpheme boundary obviously doesn't serve the purpose of making the derived form more similar to its base. Even under the assumption that the derived environment effect is made in some way possible by the fact that the derived form gets more dissimilar from its base (see Kenstowicz 2005 for cases of effects which are triggered by the requirement to make paradigmatically related form less similar), this would not account for the fact that this effect does only


Figure 103.1 Sensitivity to morphology in a modular architecture
occur locally, at the morpheme boundary (recall that underlying /tilat-i/ becomes [tilas-i], not [silas-i] or [silat-i]. ${ }^{8}$

## 3 Sensitivity to morphology and the structure of the morphology-phonology interface

Considering the data discussed in $\S 2$, it is clear that many phonological processes reflect morphological structure. Howrever, the idea that morphology as a whole communicates information to phonology as a whole is only one type of approach to morphologically conditioned phonology presupposing a modular architecture which cleanly separates morphology and phonology, as is schematically shown in Figure 103.1.

Under this approach, the nature and extent of sensitivity to morphology is fully determined by the single interface that the two modules phonology and morphology use to communicate. The nature of this interface will be discussed further in §3.3. Alternatives to this architecture are discussed in $\S 3.2$.

### 3.1 Fine-grained sensitivity to morphology in Optimality Theory

A nuch less clear-cut picture of the morphology-phonology interface is standard in most versions of Optintality Theory, where different constraint types have different amounts of access to morphological structure. Thus it is often implicitly assumed that standard markedness constraints are incapable of accessing any morphological information, while alignment constraints can access the position of morphological boundaries, and positional faithfulness constraints are sensitive to information on boundaries and affiliation of segments to morphological constituents, but only if these are prominent in some well-defined way (e.g. roots but not affixes). This amounts to an architecture where phonological constraint types have different access paths to morphological structure, as illustrated in Figure 103.2.

In fact, most proponents of OT go even further, denying that phonology and morphology are different modules, such that phonological and morplological constraints directly interact, and phonological constraints can enforce violations of morphological constraints (see e.g. Golston 1995; Wolf 2008). The question of whether abandoning morphophonological inodularity in this way is empirically and conceptually justified goes beyond the topic of this chapter; but, also under a run-modular and fully parallel architecture, the access of phonulogical

[^341]

Figure 103.2 Sensitivity to morphology in OT
constraints to morphological structure follows the same principles as depicted in Figure 103.2. Note also that a strictly modular architecture of morphologyphonology interaction might be emulated by restrictions on specific constraint types. Thus Bermúdez-Otero (forthcoming) argues that the only phonological constraints which can access morphological infornation are alignment constraints for prosodic categories, whereas other constraints can only refer to prosodic categories. This reconstructs a derivational modular system, where prosodic categor ies serve as the interface between morphology and phonology.

### 3.2 Sensitivity to morphology vs. external control: Co-phonologies and cyclicity

An even more radical alternative approach to phonological processes which are sensitive to morphological structure is to assume that morphology governs phonology in a way which mirrors its own structure-building processes. In effect, phonology reflects morphological structure, but, without phonological rules or constraints having access to morphological information, phonology undergoes external control. Hence no morphological structure is accessed by the phonology. This approach is sketched schernatically in Figure 103.3.
It is not the goal of this chapter to discuss arguments for this or for the sensitivity-based architecture, since they are partially equivalent, and inany of the differences discussed in the literature depend on orthogonal assumptions which


Figure 103.3 External contiol of phonology by morphology
advocates of these architectures make. ${ }^{9}$ Moreover, the external-control approach and the sensitivity approach can be combined in a fruitful way. Here I will discuss some of the most important features of the external-control approach to morpliophonology, but take a mostly sensitivity-based perspective in the rest of the chapter, keeping an eye on the alternative or complementary role external control might play.

A theory which consequently applies the idea of external morphological control to morphologically sensitive phonology is sign-based phonology and morphology (Orgun 1996; Inkelas and Zoll 2005). As an illustration, consider a case of exceptional phonology in Turkish, where velar stops are deleted intervocalically in the affixation of the dative suffix to a nominal stem, but not in the affixation of an aorist suffix to a verbal stem:
a. Dative suffix: Velar deletion nominative dative
bebek bebe-e 'baby'
inek ine-e 'cow'
b. Aorist suffix: No velar deletion
past aorist
gerek-ti gerek-ir 'be necessary'
birak-tr brrak-rr 'leave'

A possible interpretation in terms of sensitivity to morphology would be that phonology is sensitive to the presence of the exceptional dative suffix. In the system of Pater (2009), this might take the form of a lexically indexed constraint, i.e. a phonological constraint which is by definition restricted to an arbitrary set of morphemes $M$, or, put slightly differently, which only induces constraint violations for phonological structure that overlaps with phonological naterial of a morpheme in $\mathbf{M}$. For the case at hand we might assume a constraint *VKV ${ }_{\text {Oav }}$ which doesn't allow $/ \mathrm{k} /$ in the context of a preceding and a following vowel, and is morphologically indexed for (restricted to) the dative morpheme. Since the phonological configuration inducing a constraint violation of ${ }^{*} \mathrm{VKV}_{\text {Dst }}$ overlaps with an exponent of dative in (14), /k/ is deleted, whereas no constraint violation obtains in the absence of the dative, therefore the $/ \mathrm{k} / \mathrm{in}$ (15) is protected by Max-C:

Datize: By indexed constraints

| inek-e | ${ }^{*}$ VKV $_{\text {bi,t }}$ | Max-C |
| ---: | :---: | :---: |
| trat a. ine-e |  | $*$ |
| b. inek-e | $*!$ |  |

[^342]Aorist: By indexed constraints

| gerek-ir | ${ }^{*} \mathrm{VKV}_{\text {Cde }}$ | Max-C |
| :---: | :---: | :---: |
| a. gere-ir |  | $*!$ |
| o:s $\mathbf{s}$ b. gerek-ir |  |  |

The principal idea of the sign-based approach is that different constructions such as dative and aorist forms simply invoke different phonologies. Thus the dative construction has *VKV ranked above Max-C, resulting in intervocalic $/ \mathrm{k} /$-deletion (16), while the ranking of the aorist construction is the opposite, leading to maintenance of $/ \mathrm{k} /(17)$ :

Dative: Co-phonology $\Phi_{1}$

| inek-e | *VKV | Max-C |
| ---: | :---: | :---: |
| ra a. ine-e |  | $*$ |
| b. inek-e | $*!$ |  |

Aorist: Co-phonology $\Phi_{2}$

| gerek-ir | Max-C | *VKV |
| :---: | :---: | :---: |
| a. gere-ir | $*!$ |  |
| ** b. gerek-ir |  | $*$ |

Crucially, the phonology in this system doesn't have direct access to morphological information. The constraints in (16) and (17) do not "know" by themselves that specific structures involve a dative or aorist affix. Instead, the morphology chooses the right phonology for specific contexts. This is achieved by an architecture of morphology where every construction is a hierarchical structure which fixes the phonology of the entire structure as a function of its substructures: thus the dative construction (18a) has the phonology which results from applying the ranking $\Phi_{1}$ to the concatenation of the base noun and the dative suffix, while the aorist construction has the phonology resulting from applying $\Phi_{2}$ to the concatenation of the base verb and the aorist suffix (18b):
a. Dative construction

b. Aorist construction


Co-phonolngies and indexed constraints seem to be largely equivalent, but there are important differences in the specific implementations of locality restrictions on morphological accessibility which will be discussed in §4.2. Moreover,
co-phonologies allow an alternative approach to opacity which largely obviates the use of paradigmatic constraints. Thus the fact that Albanian inflected word forms inherit stress from their base forms (e.g. the definite form pa.'to.ku from the indefinite form pa.'tok 'gander'; see §2.5) can be derived by assigning weightsensitive co-phonologies to bare roots and derivational affixes, and co-phonologies which are faithful to their input stress to inflectional affixes (Trommer 2008b). Since the phonology of a complex expression is computed as a function of the phonology of the base, this effectively preserves base stress.

A different approach, where morphological structure is also reflected by different co-phonologies, is found in Stratal Optimality Theory (Kiparsky 2000; Bermúdez-Otern, forthcoming) and its predecessor Lexical Phonology (Kiparsky 1982; Mohanan 1986). In Stratal Optimality Theory, not every morphological construction has a specific co-phonology, but co-phonologies are attached to stenns, words (and, going beyond morphology, to phrases). For example, in a word with a stem-level affix (-0us) and two word-level affixes ( - ness and -less) such as slori-ous-ness-less, the stem glori-ous is evaluated by the stem-level phonology, and glori-ous-ness-less (the concatenation of the resulting stem with -less and -ness) by the word-level phonology (see also chaliter 94: lexical phonology and the LEXICAL SYNDROME).

Triggering of phonology by morphology and sensitivity to morpluological information by phonology are not necessarily mutually exclusive opt ions Thus proponents of Stratal Optimality Theory usually assume that there is some form of sensitivity to morphology in the form of the prosodic hierarchy (cf. §3.3). Stratal Optimality Theory might therefore be called a hybrid nodel of the morphologyphonology interface, because it integrates sensitivity and triggering. This hybridity is reminiscent of the architecture assumed in SPE, where phorulogy refects syntax not only by the virtue of boundary symbols, but also through the cycle, a mechanism which subjects morphosyntactic chunks of increasing size to the same battery of phonological rules. Scheer (2009) also adopts a very similar architecture, where the use of boun dary symbols (cf. §3.3) is supported by a version of the cycle in the form of recent phase theory (Chomsky 2001; see also ciiarter ss: cyclicity).

### 3.3 Dialects of phonology-morphology communication

As pointed out by Scheer (2008), the situation of phonology-morphosyntax interactions is similar to the communication of speakers speaking different languages: morpholngy might communicate to plonology via morphological vocabulary, via phonological vocabulary, or via an interlanguage, i.e. a vocabulary which is neither proper to phonology nor to morphology. In this subsection I will discuss these different possibilities.

### 3.3.1 Phonology and morphology speaking an interlanguage

Probably the most influential approach to phonological sensitivity to morphology in the last decades is the idea that communication between phonology and morphology is based on an interlanguage which eonveys morphological information to the phonology module. The classical version of this approach is proposed in SPE, where the interlanguage consists of boundary symbols such as the weak boundary " + " and the strong boundary "\#." These symbols are inserted after the completion of morphosyntax, mirroring the hierarchical structure of
syntax. Thus + is roughly speaking inserted at morpheme boundaries, and \# at word boundaries, subject to further readjustment rules, and then interpreted in the phonology by phonological rules. Word-final devoicing in Gernan can be captured by the rule [-son] $\rightarrow$ [-voice] / —\#. It is important to note that something like \# is not really a syntactic symbol (although it is derived by reference to syntactic structure), since no syntactic rules refer to it or build structures containing it. While the positions of \# assumed for English correspond roughly to pre-theoretic intuitions about English word boundaries, it doesn't correspond to morphosyntactic word boundaries in SPE, since SPE is a purely syntactic theory of morphosy ntax, where words do not have any theoretical status at all. Word-like boundaries are only introduced to communicate with phonolngy; \# is not a phonological symbol either, because it doesn't undergo phonological rules and is not present in the output of phonology to phonetics. Its only function is the communication between norphosyntax and phonology.

A slightly different interlanguage approach has been developed in Prosodic Phonology, in the form of prosodic constituents such as the prosodic word and the clitic group (Nespor and Vogel 1986; chapter 51 : the phonolocical word; Charter 84: (Litics). ${ }^{10}$ Whereas the lower-level units (e.g. the syllable, the inora, and the foot) of Prosodic Phonology can be seen as purely phonological entities which aren't necessarily linked to morphosyntax, the prosodic word and clitic group seem to serve similar duties to the boundary symb ols of SPE. Here is a classic example for the working of prosodic words. In Hungarian, backness vowel har mony applies to suffixes attached to lexical roots (hence across a root-suffix boundary) (19a), but not to prefixes (19b) or across compounds (19c) (cHAPTER 123: IUUNGARIAN VOIVEL ITARMONY):

| a. | m | wash-ca | 'make wash' |
| :---: | :---: | :---: | :---: |
|  | killd-ext | send-c | ak |
| b. | , adreme $n n \underline{i}$ | there-g | 'to go ther |
|  | -utazmi | in-commut | to commute |
|  | Buda-Pest |  | 'Budapest' |
|  | köny ${ }^{\text {c-tigr }}$ | book-collecti | 'library |

The prosodic word-based analysis of Nespor and Vogel (1986: 121-122) assumes that prosod ic words in Hungarian are built as follows:
(20) a. The domain of the prosodic word consists of a stem and any linearly adjacent string of suffixes.
b. Any unattached element forms a prosodic word on its own.

As a consequence, suffixes form a prosodic word together with the preceding root ([mos-nt $\left.]_{P H}\right)$, two roots in a compound form different prosodic words $\left\{[B u d a]_{P W}\right.$ $\left.\left[P_{\text {est }}\right]_{\text {PWi }}\right)_{\text {, and }}$ and prefixes form separate prosodic words, since they are stranded ( $[0 d a]_{\text {PW }}$ $\left.[m e n n i]_{P w}\right)$. On the assumption that vowel harinony in Hungarian cannot cross prosodic word boundaries, the distribution of vowel harmony follows. The major argument for the prosodic word is that the phonology instantiates domains which do not correspond to any morphosyntactic domain. Thus Budapest-ben

[^343]'in Budapest' has the morphological bracketing [[Budn Pest] ben] and the prosodic bracketing $[\text { Buda }]_{P 4}[\text { Pest-ben }]_{P W}$, where $[\text { Pest-ben }]_{P W}$ is a prosodic word which is not isomorphic with a morphological constituent. ${ }^{11}$ However, the overall function of prosodic words is still to make morphological boundaries visible to phonology. Thus, in the analysis of Nespor and Vogel, (21a) and (21b) are equivalent:
(21) a. Vowel harmony cannot cross a prosodic word boundary.
b. Vowel harmony cannot cross left edges of words or root morphemes.

In general in the prosodic word literature, prosodic word boundaries correspond to morpheme boundar " 15 , in contrast to syllables and feet (cf. the monomorphemic name of the Hungarian town Debrecen, which is parsed as [De.bre] $]_{\mathrm{ft}} . c e n$ ). Just like the boundary symbols of SPE, prosodic words are created by the morphosyntax to communicate with phonology, and just like boundary symbols, the only motivation of prosodic words in the phonology is to trigger or block phonological processes at specific boundaries." ${ }^{\text {.2 }}$ Note also that although prosodic words are formally quite distinct from boumdary symbols - prosodic words are constituents in a hierarchical tree, not symbols which are linearized in the same way as segments - phonological processes refer to thent in much the sante way as to boundary symbols. Thus Nespor and Vogel suggest (following Selkirk 1980) that prosodic word-related phonological rules all belong to a small set of formats which refer only to the boundaries of prosudic words. In fact Neeleman and van de Koot (2006) show that the tree representations of Nespor and Vogel (1986) can be translated without any loss of information in a systent where all parts of the Prosodic Hierarcliy are boundary symbols.

The interlanguage approach is also used to encode information on single morphemes. Thus SPE uses boundary symbols to mark exceptional morphemes. For Nespor and Vogel (1986: 140), specific affixes are marked by a diacritic, which has the effect that they form independent prosodic words. On the assumption thent prosodic words can be recursive, they can also directly encode more complex bracketing patterns (see Peperkamp 1997).

### 3.3.2 Morphology speaking phonology

A system where morphology communicates with phonology in the vocabulary of phonology, called "Direct Joterface," is developed in Scheer (2008). Scheer assumes that the only information morphosyntax can transmit to phonology consists of phonological symbols such as the phonological timing elements C and V . More specifically, morphosyntactic boundaries can be encoded at the output of morphosyntax by inserting specific phonological inaterial between mnorphemes

[^344]or by restricted types of manipulation of phonological segments at morpheme edges. For example, it is assumed that many languages insert the sequence CV (an unassociated $C$ timing slot and an unassociated $V$ timing slot) to mark the left edge of morphosyntactic words. In the version of Government Phonology assumed by Scheer, an unassociated V slot is only possible if the next V slot to its right is associated to a phonetically visible vowel: C-t V-a and C-t V-Ø C-r V-a are fine, but C-t V-Ø C-k V-Ø C-r V-a is ruled out because the initial V-Ø is followed by another $V-\varnothing$, which accounts for the absence of triconsonantal word-initial clusters.

Obligatory addition of unassociated CV at the left word edge now leads to an additional empty nucleus, which cannot be licensed. Hence something like \#tr is systematically impossible in a language of this type, because it would be represented as C-Ø V-Ø C-t V-Ø C-r V-a. Crucially, Direct Interface works very much like SPE: CV elements inserted at boundaries are boundary symbols in the sense that they correspond to the edges of morphosyntactic constituents, but are not present themselves in the syntax. The crucial difference is that CV slots (and other boundary markers assumed in Direct Interface) are part of the independently motivated vocabulary of the assuned phonological formalisnn. They occur both in lexical representations of single morphemes and in the output of phonology, with well-defined consequences.

In a Direct Interface approach, information on specific morpheme types must also be encoded by phonological vocabulary. Thus apparent exceptionality can be implemented by assunving different phonological representations for exceptional and regular items. For example, Inkelas and Cho (1993) argue that exceptions to fincl devoicing in Turkish (citarter 69: final devoicing and final laryngeal neutralization) are due to the fact that "regularly" devoicing obstruents are underlyingly underspecified for voicing, whereas exceptionally non-devoicing obstruents are underlyingly voiced (and consistently voiceless obstruents underlyingly voiceless). On the other hand it is hard to imagine how a Direct Interface approach would handle sensitivity to complex bracketing as in the cyclic computation of compound stress (cf. §2.4), and in fact Scheer (2009) assumes that effects of this type are due to external control, much as in SPE.

### 3.3.3 Phonology speaking worphology

In must varieties of Optimality Theory, phonological constraints have direct access to morphological structure. Hence phonological constraints can access morphological structure without an interlanguage being invoked or morphosyntax bothering about translating boundaries into phonological vocabulary. ${ }^{\text {la }}$

## 4 Restrictions on phonological sensitivity to morphology

Approaches to phonological sensitivity for morphology are inherently theories of non-sensitivity. In other words, they try to impose interesting and general restrictions on the amount of morphological structure which can be accessed by

[^345]phonological mechanisms. These restrictions are generally of two different types: restrictions on the types of accessible information (e.g. specific boundaries, but not others), and restrictions on the locality of accessibility (e.g. the identity of a specific morphente might be accessible for a process which applies to sounds which are exponents of this morphemes, but not to other sounds). I will discuss the first type of restriction in $\$ 4.1$, and the second one in $\$ 4.2$. In $\S 4.3$, I will discuss the most prominent restriction on sensitivity to morphology which has been proposed in the literature, "indirect reference," which basically claims that the communication between morphology and phonology is achieved by an interlanguage or by phonological vocabulary in a modular architecture. l will argue that indirect reference is not by itself an interesting restriction, but only in as far as it predicts that sensitivity to morphology works in a consistent way for all types of phonological processes.

### 4.1 Restrictions on the type of accessible morphology: Impoverishment

Most approaches to the morphology-plonnology interface propose explicitly or implicitly that phorulogical sensitivity to morphology is restricted as to which types of morphological properties are accessible to phonology. For example, specific types of morphemes or morpheme boundaries might be visible to phonology, whereas other types are not. Procedurally, this type of restriction can be interpreted as a kind of impoverishment process: a part of the structure built by morphology is deleted before the pluonology has the chance to interpret it. ${ }^{\text {th }}$

A simple example is the version of Positional Faithfulness Theory in Beckman (1998) applied to morpluological categories, where there are special faithfulness constraints for prominent categories, but not for non-prominent categories, e.g. there is a constraint Ident- $\sigma_{1}$ protecting sounds in root-initial syllables, but no corresponding constraint for affiixes. Affiix segments are only protected by a general version of Ident, which extends to all segments. Under this approach, phonology (at least for faithfulness constraints) cannot directly access whether a segment belongs to an affix. A related restriction which has been proposed in the OT literature is the claim that only faithfulness constraints can be indexed for morphological categories, which predicts that morphology cannot trigger markedness reversals (cf. Itō and Mester 1999 and Alderete 2001, but see Inkelas and Zoll 2007, Pater 2009, and Bermúdez-Otero, for thenming, for crit ical discussion).

Under a nodular architecture, a substantive restriction on the types of brackets which can be accessed is introduced by Kaye (1995). Kaye argues that only analytic morpherne boundaries (level 2 boundaries) are visible to phonology, while synthetic boundaries (level 1 bourdaries) are systematically invisible. A similar claim is implicit in Prosodic Phonology. Thus Nespor and Vogel's analysis for Hungarian makes root-suffix boundaries virtually invisible to the phonology, since they do not correspond te prosedic word boundaries (nor to any other prosodic boundaries, except by accidental correspondence to foot and syllable boundaries).

Finally, impoverishment also plays an important role in external-control models of sensitivity to morphology. Thus, in Stratal OT, constraint evaluation takes place - apart from applying to words - in phonological stems. For example,

[^346]Bermídez-Otero (forthcoming) shows that in Spanish the (partially lexically controlled) process of stressed stem vowrel diphthongization applies to stems, since it is bled by stem-level affixation of (stress-shifting) -(r)al, but not at the word level, since the affixation of the word-level affix -on doesn't affect diphthongization, even though it also leads to stress shift:

| cuterpón | [kwer.'pon] | 'big body ( N ); of large and robust build $\begin{equation*} (A / N)^{\prime} \tag{22} \end{equation*}$ |
| :---: | :---: | :---: |
| cf. cuerpo | ['kwer.po] | 'body ( N )' |
| corporal | [kor.po.'ral] | 'bodily, corporal (a)' |
| huevón | [we.'(3on] | 'big egg ( N ); stupid, plucky, lazy ( $\mathrm{A} / \mathrm{N}$ )' |
| cf. huevo | ['we.ßo] | 'egg ( N ); (colloq.) testicle ( N$)^{\prime}$ |
| oval | [o' . $\mathrm{Bal}^{\text {a }}$ ] | 'oval (A)' |

A second process found in some varieties of Spanish illustrates phonological evaluation at the word level. $n$ becomes a placeless nasal ( $[\mathrm{N}]$ ) in coda position, which is maintained under resyllabification across word boundaries, but is bled by resyllabification triggered by the augmentative word-level affix -azo:

| huevón | [we.' $\mathrm{BoN}^{\text {N }}$ |
| :---: | :---: |
| huevon-azo | [we. $\mathrm{B}_{0}$ 'na. $\mathrm{A}_{0}$ ] |
| nuevón invécil | [we.'ßo.Nim.'be.0il] |

'big egg ( N ); stupid, plucky, lazy

$$
(\mathrm{A} / \mathrm{N})^{\prime}
$$

'big hacvón'
'stupid mucvón'

The crucial argument of Bermidez-Otero is now that, in the morphological structure [[[huev]-on]-nzo], the constituent [[huev]-on] does not trigger evaluation by the phonology, which is evident from the fact that the $n$ does not undergo debuccalization. Crucially, "stem" in Stratal Optimality Theory is a phonological stem (cf. §2.2), not a genuinely morphological constituent (thus stem is not a label in the morphological representation), but a specific sub-word constituent selected by the morphology-phonology interface as visible for phonological evaluation, which effectively makes all other sub-word constituents invisible to the phonological evaluation algorithm.

### 4.2 Restrictions on the locality of sensitivity to morphology

Since most types of sensitivity to morphology can at least partially be reduced to sensitivity to morphemes (cf. §2), the discussion here will be restricted to the locality for phonological sensitivity to specific morpheme types. Sensitivity to morpheme type is usually quite local, which can be best illustrated by positional faithfulness effects. Recall the vowel harmony data from (2), where the special protection to underlying [ATR] values "imported" by root morphemes into the phonological representations of words is radically local in the sense that it only applies to segments which are part of the very sane root. If it were otherwise (if the high-ranked faithfulness attributed to the root extended to the whole word containing a root), the relevant asymmetry between roots and affixes would disappear, since affix segments should be just as faithful to their underlying ATR values as root segments.

In the literature one finds three major proposals for relevant locality domains in phonological sensitivity to inorphology. ${ }^{15}$ First, locality of morpholngical sensitivity 1 night be subject to phonological locality. This type of locality follows directly from the arditecture of the grammar in approaches where all communication between phonology and morphology is carried out by boundary symbols of the interlanguage (SPE) or of the phonological (Direct Interface) type. For example, since boundary symbols are treated as phonological units, they should only be able to have an impact on dissinvilation or assinvilation processes if they intervene between trigger and target, simply because this is the only position where other phorulogical units could influence (dis-)harmony.

A second proposal implicit in much of the OT literature is that the Incality of morpholngical sensitivity is restricted to exponence of morphemes. I will call this type of locality morpheme-based locality. Thus the schema of positional faithfulness constraints is defined in such a way that only segments which are in a prominent position enjoy special protection. For positional root faithfulness this means root consonants, hence sensitivity to morphology in this case is restricted to the phonemes which are exponents of a given morpheme. For markedness constraints which are sensitive to morpheme type we inight assume a similar locality convention as in (24):
${ }^{*} X_{L}$
Assign a violation mark to any instance of $X$ that contains only phonological exponents of morphemes specified as $L$.

Thus, if ${ }^{\text {NC }}$ (Pater 1999), a constraint whicl penalizes sequences of a nasal and a following voiceless obstruent ( NG ), were restricted to root segments it would be violated by a word form where both the nasal and the voiceless stops are part of a root (or of different roots), but not if at least one of these segments would be affiliated to an affix (thus it would be violated by mp in imperial, but not in im-polite).

Pater (2009) argues that the convention in (24) is likely to be ton restrictive. For example, in the case of velar deletion discussed in $\S 3.2,{ }^{*} X_{1}$. corresponds to ${ }^{*} V^{\text {eth }}$. However, this constraint is obv icusly relevant as soon as one of the segments (the final vowel) is part of the dative affix. Pater (2009) himself proposes that morphologically indexed phonological constraints are applied in such a way that they count constraint violations if the locus of the constraint violation just ถverlaps with some exponent of the morpheme:
${ }^{*} X_{L}$
Assign a violation inark to any instance of $X$ that contains a phonological exponent of a morpheme specified as $L$.

[^347]A third proposal for the locality domain of morphological sensitivity is made in sign-based morphology and phonology (lnkelas and Zoll 2005), where all sensitivity to morphological structure is restricted to "constructions," which roughly translates to the notion of morphological stem defined in §2.4. I will call this type of locality stem-based locality. Although morpheme-based and stembased locality are advocated as alternative approaches to the same problem, they are conceptually not mut ually exclusive, and hence an argument for one of these locality domains does not necessarily mean that the other one is wrong.

Evidence for morpheme-based locality contes from cases of sensitivity to exceptional morphemes or to boundaries. Thus Assamese has regressive iterative [ATR] vowel harmony (26a) (Mahanta 2007), where [a] is generally opaque to harmony (26b) (Malhanta 2008: 166):

$$
\begin{align*}
& \text { a. [b }{ }^{h} \text { ckola] 'frog' }+ \text { [i] [b }{ }^{h} \text { ekuli] 'frog (DIM)' }  \tag{26}\\
& \text { [ } \left.\mathbf{k}^{\mathrm{h}} \text { วros }\right] \text { 'spend' }+[i] \quad\left[\mathbf{k}^{\mathrm{h}}\right. \text { orosi] 'prodigal' } \\
& \text { b. [kopalh] 'cotton' [kspalhi] 'made of cotton' } \\
& \text { [zokar] 'shale' [zokari] 'shake (INF)' }
\end{align*}
$$

However, before the affixes [-ijo] and [-uwa], [a] exceptionally undergoes [ATR] harmony ([-ija] derives adjectives; [-uwa] is a causative suffix):

$$
\begin{array}{llll}
{[\mathrm{sal}]} & \text { 'ronf' } & {[\text { solija }]} & \text { 'equipped with aroof' }  \tag{27}\\
{[\mathrm{mar}]} & \text { beat (vb)' } & {[\text { moruwa }]} & \text { beat (caus)' }
\end{array}
$$

The crucial observation is now that exceptionality only affects an [a] if it immediately precedes the [+ATR] vowel of [-iji/-uw'o], but not if it is separated from the suffix by other vowels, as shown in (28). This follows from the formulation of $n$ norphemic locality if exceptional vowel harınony is triggered by the constraint *[-ATR][+ATR] indexed to [-ija/-uwa]:

$$
\begin{array}{llll}
\text { [patol] } & \text { 'light' } & \text { [potolija] } & \text { 'lightly' }  \tag{28}\\
\text { [adhal] } & \text { 'half' } & \text { [odhoruwita] } & \text { 'halved' }
\end{array}
$$

Sensitivity to boundaries is implicitly local in a way which is very similar to sensitivity to exceptional morphemes. Thus in a derived environment effect such as Finnish assibilation (cf. §2.2), a boundary triggers (or allows an otherwise not found) process, but only if the trigger and the target of the process are adjacent to the boundary, not by virtue of being part of the same word as the relevant boundary. Thus underlying /tilat-i/ becomes [tilas-i] in the output, not [si-las-i]. This follows under the assumption that boundary sensitivity is actually a subtype of morpheme sensitiv ity (cf. §2.2). Thus, if Finnish assibilation is interpreted as spreading of a [+continuant] feature from /i/to a preceding /t/, its restriction to derived environments could be captured in the theory of van Oostendorp (2007) by the constraint Alternation, which bans derived association of features to tautomorphentic segments (Wolf 2008: 329), as would be the case for the two initial segments of /tilat-i/ (see also Pater 2006 for a related implementation of locality in derived environment effects).

Evidence for stem-based locality comes from cases like the Hausa data discussed in §2.4, where exceptional deletion of tone affects the conרplement of
dominant affixes (i.e. the base to which the affix attaches), but not of affixes attached outside of dominant affixes. Hausa also provides a problem for morpheıne-based locality, because it affects not only tones phonologically adjacent to the dominant affixes, but all tones in the complement of the affix. This is structurally similar to cases of long-distance derived-environment effects. For example, Catalan does generally not allow the dental fricative [ $\theta$ ]. However, in Spanish loanwords $[\theta$ ] is possible, indicating that loanwords are exceptional phonologically and introduce sensitivity to morpheme type (chaiper 9 : loanword fhonology). If a loanword containing $[\theta]$ undergoes derivation by a Catalan affix, the whole word becomes subject to the ban on [ 0 ], and instances of $[\Theta]$ are turned into [s], which is a licit sound of Catalan. This effect of affixation is phonologically non-local, since it also applies to cases of $[\theta]$ which are not adjacent to the triggering affix (Mascaró 2003):

$$
\begin{array}{lllll}
\text { a. Zamora } & \text { (place name) } & \text { /Omora/ } & \rightarrow & \text { [0a'mora] }  \tag{29}\\
\text { b. Zomorá } & \text { 'pertaining to Zamora' } & \text { / Bamora-'a/ } & \rightarrow & {[\text { samu'ra] }}
\end{array}
$$

Cases like the one in (29) seem to be fatal for norpheme-based locality, since the initial /0/in / Damora-'a/ does not even overlap with the affix -a. For example the application of a constraint ${ }^{*} \theta$ indexed for $-a$ to stem-initial $/ \theta$ / in (29b) satisfies neither the Incality convention in (24) nor the relaxed version in (25). There is a simple solution, which has been proposed in different places in the literature (Kiparsky 1993; Bonet 2004; Wolf 2008). If the phonology is not sensitive to the exceptionality of roots, but of stems (or words), exceptionality of a morpheme must be inherited by the stem/root which contains it by feature percolation (chapter 106: excertionality). In a derived form, where the derivational affix is the head, not the exceptional root, percolation of exceptionality fails, the stert or word is not marked as exceptional, and the entire form is subject to the native phonology. A problent for this escape hatch for morpheme-based locality is that it automatically provides a loophole which allows violations of stem-based locality: if exceptionality features can be percolated upwards, they can spread far beyond the stem which contains a specific affix. A potential problem for stem-based locality is described in detail in Pater (2009) for two homophonous affixes -w in Yine. Suffixes in Yine generally trigger syncope in vowel-final bases (e.g. /heta+ja/ $\rightarrow$ [hetja] 'see there'). Whereas -wa, exceptionally fails both to trigger syncope for material it selects and to undergo it if selected by another affix (e.g. /heta+wa+lu/ $\rightarrow$ [hetawalu] 'going to see hinn yet'), -iwn fails to trigger syncope, but undergoes it (/neeji+wa+lu/ $\rightarrow$ [mejiwlu] 'celebration'). As Pater points out, neither the local. tree headed by -wa $a_{12}$ nor the local tree headed by an affix outside them can provide the adequate locality domain for capturing the difference between $-\pi / n_{1}$ and $-\pi n_{2}$. But, as admitted by Pater, the Yine data could also be captured by an analysis which grounds the different behavior of affixes in different underlying phonological representations, and which is thus in accordance with the Direct Interface approach and phonological locality. Note, however, that the data showing non-local effects of the Hausa and Catalan type are also crucially problematilcfor phonological locality, i.e. the assumption that the only access phonology has to inorphology is by the way of phonological material.

### 4.3 Indirect reference and consistency of sensitivity

Indirect reference is a grammatical meta-principle which requires that phonological rules or constraints are not allowed direct access to morphological or syntactic information (Inkelas 1990: 47; Bermídez-Otero, forthcoming). However, indirect reference does not by itself imply substantial empirical restrictions on the amount of sensitivity to morphology. Thus a great number of morphological categories might be translated into a rich system of prosodic categories (see e.g. Inkelas 1990 and Downing 2006 for well-articulated inventories of morphologically motivated prosodic categories), satisfying indirect reference, but allowing detailed access to morph ological information. On the other hand, we might imagine a system where phonology has direct access to morphological structures, but only to a very restricted subset, since access is restricted by general interpretability conditions or a kind of impoverislument filter which removes specific aspects of morphological structure from the information communicated to phonology. In principle the relevant restrictions are the substantial restrictions on phonologymorphology interaction, not the language which phonology and morphology use to achieve communication.

However, indirect reference - at least in a modular architecture - predicts an interesting generalization, which I will call "Consistency of Sensitivity": different phonological processes are expected to have in principle the same access to morphological structure as other processes. Take again as an illustration Hungarian vowel harmony to which root-suffix boundaries are invisible but prefix-root boundaries are visible. Under Consistency of Sensitivity we might expect that other phonological processes in the language work in the same way, i.e. they respect prefix-root boundaries in some way, but disrespect root-suffix boundaries. Nespor and Vogel argue that this holds true for Hungarian, as illustrated by processes of palatalization (Nespor and Vogel 1986: 123-124) and ellipsis (Trommer 2008a). This follows under a restrictive version of the interlanguage approach. On the assumption that no other prosodic constituent of Hungarian has edges which systematically correspond to root-suffix boundaries, it is predicted that these boundaries are generally invisible throughout the language. ${ }^{\text {J }}$ Consistency of Sensitivity follows directly not only in interlanguage approaches, but also in theories where morphosyntax translates boundaries into phonological structure - since phonology does not have direct access to morphosyntax, but only to the phonological elements generated by morphosyntax, all processes can access morphological structure to the same extent, and more generally in a modular architecture where phonology and morphology communicate through a unique interface. ${ }^{17}$

Hence, if Consistency of Sensitivity is an empirically valid prediction crosslinguistically, it provides an important argument against the direct access of

[^348]phonology to morphological structure. Unfortunately, there are few empirical studies which attempt to test this prediction. Nespor and Vogel (1986) provide a number of nice examples for languages which show Consistency of Sensitivity, but many of their examples are empirically flawed, since crucirll data are not taken into account. ${ }^{78}$ Moreover, citing cases which confirm a given hypothesis is not instructive as long as it is not shown in a systematic way (e.g. by the evaluation of a typologically balanced sample of languages) that there are no counterexamples - or at least significantly fewer languages with counterexamples. In fact, Bickel et al. (2010) discuss a number of languages which have different word-like prosodic domains which differ from each other for different phonorlogical processes, providing explicit counterevidence to Consistency of Sensitivity. ${ }^{19}$ Thus it is fair to say that it is unclear at the moment whether Consistency of Sensitivity is a valid empirical generalization.

## 5 Summary

We have identified three basic types of sensitivity of phonology to morphological structure (sensitivity to the presence and type of norphemes, sensitivity to morpheme boundaries, and sensitivity to stems), and three basic approaches to model it (external control, paradigmatic relations, and intermodular communication), but the central question which formal and substantive restrictions constrain possible cases of such sensitivity of remains a major topic for future research.
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## 104 Root-Affix Asymmetries

## Suzanne Urbanczyk

## 1 Introduction

When taking stock of the phonological patterns found in the languages of the world, some patterns can be allocated to roots, some to affixes, and even more to when roots combine with affixes. As Jakobson (1965: 29) observed, ". . . roots as lexical and affixes as inflectional morphemes . . " show asymmetric patterning, such that affixes ". .. illustrate a selected use of phonemes and their combinations." For exantple, in Semitic languages pharyngeal consonants (CHAPTER 25: PHaryngeals) are found in roots, but not in affixes (McCarthy and Prince 1995), and in many languages ejectives are only fourd in roots (Rose and Walker 2004; Bybee 2005). Examples from Classical Arabic (Semitic; McCarthy 2005) and Lushnotseed (Salish; Bates ef al. 1994) illustrate these patterns in (1) below.
(1) Root-affix segmental muatities


In terms of combinations of sounds, in Sanskrit roots can have complex onsets (chapter ss: onsets), whie affixes cannot (Steriade 1988; no glosses given for affixes).
(2) Sanskrit prosodic structure

| roots |  | nffixes |
| :--- | :--- | :--- |
| krand | 'cry out' | -ur |
| dwis 'hate' | $-t a$ |  |
| djaut 'shine' | - -ita |  |

In terms of assimilatory processes, many languages exhibit what is referred to as "root-controlled" vowel harmony. In Turkish, a suffix vowel agrees in backness and rounding with a preceding root vowel, as can be seen in the plural words in (3a) below (chapter 118: turkish vowel harmony). And in English, when the productive form of the plural $/-z /$ is suffixed to roots, the affix consonant, not the root consonant, becomes voiceless (though there are some exceptions, like lenves, wives, and clothes).

Root-affix alternation asymmetries

| a. Turkish | singzular dev | plural devler | 'giant' |  |
| :---: | :---: | :---: | :---: | :---: |
|  | con | canlar | 'soul' |  |
|  | ip | ipler | 'rope' |  |
|  | son | sonlar | 'end' |  |
| b. English. | kit | kits | 'kit' | *[kıdz] |
|  | top | taps | 'top' | *[tabz] |
|  | dag | dagz | 'dog' | *[deks] |

This cursory view of root-affix asymmetries belies a more complex situation in which general trends interact with other factors. The aim of this chapter is twofold. The first is to tease apart some of these factors by presenting a survey of a range of root-affix asymmetries to determine the scope and kinds of asymmetries found in the phonological patterns of languages. The second is to present various theoretical approaches, with a brief discussion of how the predictions match the patterns found. In doing so, criteria for establishing what are authentic rootoffix asymmetries (RAAs) will be provided, while also identifying what could be alternative explanations for the patterns when relevant. For instance, with the Turkish example, one could reasonably ask whether the pattern of vowel harmony is specifically due to the root maintaining the contrast at tlue expense of the suffix, or whether it is due to directionality, i.e. progressive assimilation. A striking finding in reviewing the literature on RAAs is that authentic cases of RAA reversals (affix dominance) seem to share a common property, that of being dominant-recessive systems. The two areas reported to have affix doninance are morphological accent and vowel harmeny. Finally, the preferences folnd are part of a larger trend where certain prominent positions are known to exhibit more contrasts and resist changes (Trubetzkoy 1939; Steriade 1995; Beckman 1999).

A number of secondary themes have arisen from compiling this research. The first relates to methodological considerations when investigating root-affix asymmetries, discussed in §2. A second theme that has enterged relates to the mapping of form and function, with homophony avoidance or effective contrast (Ussishkin 2006) playing a potential role. This relates to contrasts in the following way. It is common to find far more roots in a language than affixes, due to the larger number of meanings expressed in roots - typically an open class of morphemes. If a language is to have roots that are not homophonous, it is necessary to draw upon a wider set of contrasts, delving into more marked segmentism. This brings the study of root-affix asymmetries full circle with Jakobson's (1965) work, which also examines the relation of form and meaning. Finally, this study touches on the topic of understanding what a root is, as well as morphentes more
generally. In cases where the morphology is not strictly concatenative, it is not a straightforward matter to identify ront and affix.

After a discussion of methodological considerations, the paper outlines seıne of the basic patterns found, which can be grouped into two broad categories: the expression of contrasts, and the preservation of contrasts. The expression of contrasts will be the focus in $\S 3$, along with some discussion of whether or not markedness, complexity, or grammaticization plays a role in the patterns. The trend to preserve contrasts in roots at the expense of alternations in an affix will be addressed next in $\S 4$, under the label root-affix alternation asymnetries. After surveying the types of patterns found, a reviets of several theoretical approaches is presented ( $\$ 5$ ). Finally, because one characteristic of roots $\tau s$. affixes relates to the types of meanings conveyed by each, a section on forın-function mappings will delve into nore morphological domains of investigation (\$6), including non-concatenative morphology, the role that the number of affixes a language has plays in its phonological system, morphologically conditioned alternations, and a brief overview of research on how morphological processing favors ronts.

## 2 Methodological considerations

In terms of methodological consic lerations, issues that arise in identifying asymmetries, and identifying roots and affixes, will be discussed. This is followed by a brief discussion of the scope and limitations of the current study.

### 2.1 Identifying asymmetries

The first point to consider in undertaking a study of RAAs is determining what an asyınmetry is. Two situations can be identified: a complement set relation and a subset relation. In the former, an asymmetrical pattern would have the following distribution, where two domains lave entirely different patterns. The two basic domains are root and affix, and the two parameters of investigation are contrasts (represented below by letters $\{a, b, c, d\}$ ), and alternations (represented below with a function sign and subscripts to indicate different alternations $\left.\left(f_{1}, f_{2}, f_{3}, f_{1} \mid\right\}\right)$.

Root-affix asymmetry: Coniplemerit sets

|  | Contrasts | Alternations |
| :---: | :---: | :---: |
| Ront | $\{\mathrm{a}, \mathrm{b}\}$ | $\left\{f_{1}, f_{1}\right\}$ |
| Affix | $\{\mathrm{c}$, | $\left\{f_{3,}, f_{4}\right\}$ |

As illustrated with shading in one set ws, a nother, the asymmetry shows a complementarity of patterning. What is found in roots is not found in affixes and vice versa; there is no overlap at all in terms of the contrasts or the types of alternations found. No examples of this type of RAA have been found. But this is not surprising, because the general trend in language patterning is one of subset relations. Nonetheless it is important to point this out as a potential, logically plausible asymmetry, as it is relevant in the discussion of the types of predictions nade by different theoretical models.

The more usual type of asymmetry in language, such as found in research on language universals (Greenberg 1966), is that of a subset relation. For any two domains, what is found in one domain is a subset of what is found in the other domain. With two dontains and two parameters, and two possible values for each parameter, the actual number of possibilities is eight $\left(2^{3}\right)$, as illustrated below.
root affix
a. segmental inventory

| $\{a\}$ | $\{a\}$ | same segmental inventory |
| :--- | :--- | :--- |
| $\{a\}$ | $\{a, b\}$ | root is a subset of affix inventory |
| $\{a, b\}$ | $\{a\}$ | affix is a subset of root inventory |
| $\{a, b\}$ | $\{a, b\}$ | same segmental inventory |

b. alternations

| $\left.\mid f_{1}\right\}$ | $\left\{f_{2} \mid\right.$ | same alternations |
| :--- | :--- | :--- |
| $\left.\mid f_{1}\right\}$ | $\left\{f_{1}, f_{2}\right\}$ | root alternations are a subset of affix alternations |
| $\left.\mid f_{1}, f_{2}\right\}$ | $\left\{f_{1} \mid\right.$ | affix alternations are a subset of root alternations |
| $\left.\mid f_{1}, f_{2}\right\}$ | $\left\{f_{1}, f_{2}\right\}$ | same alternations |

If we eliminate the systems that do not show root-affix asymmetries, that leaves us with four possible systems of root-affix subset type asymmetries: affixes have a subset of the contrasts found with roots, ronts have a subset of the contrasts found with affixes, affix alternations are a subset of root alternations, and root alternations are a subset of affix alternations. If the only principle of RAAs is that of a subset relation, then all four systems are expected to occur in the languages of the world.

In terms of the types of asymmetries investigated, as noted above, the basic patterns include contrasts and alternations. Contrasts are somewhat static, while alternations are not. ${ }^{3}$ Alternations are very conmon in phonological systems, and issiles arise as to what sorts of alternations to investigate. For example, in some languages there can be a set of morphemes that induce alternations only to the base, such as with English apophony found in the pair sing ves. sang. Do we include morphophonologically triggered alternations in understanding phonological patterning, or not? I have left discussion of these out of the section on alternations, because of the morphological conditioning.

### 2.2 Identifying roots and affixes

Several issues arise in identifying roots and affixes. When exainining inorphologically related words, one can see that there are core elements of form and function that are shared between them. For eximple, in the Halknmelem examples below, the words in (6a) and (6b) have the meaning of 'to sew', an example of what Jakobson referred to as a lexical morpheme. The second member is inflected for progressive aspect, referring to how the activity is unfolding. The words in (6a) are intransitive, while those in (6b) and (6c) are transitive.

[^350](6) Halkomelem (Central Salish; Suttles 20(14)

|  | perfectione | progressive |  |
| :---: | :---: | :---: | :---: |
|  | 'pet"1 'sew' | 'pepat" | 'sewing' |
| b. | 'pet'list 'sew it' | 'pepst") ${ }^{\text {at }}$ | 'sewing it' |
| c. | 'qamat 'bend it' | 'qaqam'at | 'bending it' |

In terms of identifying the parts of the word, one would say that the form associated with the core lexical meaning 'sew' is the root in (6a) and (6b). In the first column the form associated with the meaning to sew' is ['pet' ${ }^{\prime \prime}$ ], while in the second column it is $\left[p a t^{\prime f}\right]$, with the root changing to schwa because of a regular process of unstressed vowel reduction. In terins of the other meanings expressed above, there is a transitiving suffix [-at]. Looking at the words in (6) above, standard linguistic analysis would identify the roots as /pet ${ }^{(1)}$ / 'to sew' and /qam/ 'to bend', and the transitivizing suffix as /-at/. Issues arise, however, in identifying the progressive "affix" in the second column. One exponent of progressive can be described as a $\mathrm{C}_{\mathrm{j}} \mathrm{V}_{\mathrm{j}^{-}}$reduplicant (see chapter low: redurlication), which is formed with segments from the root. Another exponent is glottalization of the sonorant consonant in the root in (6c). What then is the affix here? As this simple example demonstrates, the issue of identifying roots and affixes in languages depends on the type of morphological operations that are used to create words. It is much more straightforward with concatenative morphology than with non-concatenative morphology (see charter 105: tier segrecation and CHAPTER 108: SEMITIC TEMPLATES on various issues related to tier segregation and non-concatenative morphology). As a result, this study will treat these types of morphological systems differently, presenting the bulk of generalizations regarding root-affix asymmetries in concatenative systems first, followed by a brief examination of non-concatenative systems.

A second set of issues arises when one considers content words is. function words (lexical vis. inflectional, in Jakobson's terms). The issue relates to whether function words pattern with roots or affixes. For example, Willerman's (1994) cross-linguistic study of pronouns found that they have less complex segments (Chal'ter 29: sECONDARY and double articulation) than content words, suggesting that function words pattern with affixes in this regard. Studies by Casali (1997) on vowel hiatus (ciapter 61: Eitatus resol.ution) and Alderete (2003) on Navajo have also found that function words (and functional categories) pattern with affixes in terms of being the locus of an alternation, while content wrords are similar to roots in terms of retaining contrasts and resisting alternations. Both types of RAA are therefore attested with function words. In terms of specific types of roots, different lexical classes of content words have also shown asymmetrical patterns along these same lines (see chapter 102: category-specific effects).

Finally, there are many languages in which affixes can have a lexical type of meaning as well as a granmatical type of meaning. For example, in Salish languages there is a class of lexical suffixes that illustrates semantic, phonological, and syntactic properties of roots, and researchers on this topic have proposed that they are bound roots (Blake 1998; Urbanczyk 2001; Wiltschko 20005). Thus we can see that being bound is not a sufficient condition for being an affix. Many languages have obligatory bound roots, and many have free roots, and so
it seems likely that a language can have both. S:milarly, Alderete (2003) has found that the disjunct domain of prefixes patterns with the stens in Navajo in terms of having more lexical meanings, more marked phonological structure, and resisting alternations. A cursory examination of a language may fail to note these subtle patterns, so care must be taken in understanding how to categorize affixes, as they could be bound roots.

To summarize, the term root will be used as a convenient if not entirely accurate label for those parts of words that have lexical meaning, whether that be obligatorily bound or potentially free. Likewise, affixes will be understood as that portion of the word that has a more grammatical or morphosyntactic meaning associated with it, whether it be boulnd or not.

### 2.3 Summary and limitations

The limitations of this study extend to the body of data that was compiled in order to determine the range and types of ront-affix asymmetries attested in the languages of the world and to issues discussed above in terms of analyzing words into roots and affixes.

Two types of research have been surveyed: research that is focused on root-affix asymmetries, such as Noske (2000), Alderete (2003), and Bybee (2005), and research that is broadly typologically based, such as Casali (1997), Hansson (2001), and Rose and Walker (2004). In surveying the research, I first attempted to find as comprehensive information on contrasts as possible, and Bybee (2005) was taken as a representative study. To find comprehensive information on alternations, I surveyed typological studies that focused on particular phonological processes, like morphological accent (Alderete 2001c) and lenition (Kirchreer 1998). It is hoped that the examination of a range of different types has yielded an adequate sampling. A balance of studies was also hoped for in terms of detailed examination of a single language (Noske 2000; Alderete 2003) and broader surveys (Bybee 2005). It should be pointed out that a survey of the research shows that the broader typological studies have limitations that are not found with the detailed studies.

A further limitation on the examination of affixes is that no systematic comparison of affix type was atteinpted. Thus there was no specific examination of how prefixes, suffixes, and infiixes could differ from each other. It should be pointed out that there may be significant differences between prefixes and suffixes, because the beginnings of words often show different phonological patterning than the ends of words and there are some well-known prefix-suffix asymmetries.

As was discussed above, the types of root-affix asymnnetries that are possible fall into several categories of complement sets, and four different subset possibilities. If root-affix asymmetries are entirely unconstrained, then we expect to find an approximately equal number of each type of asymmetry. However, as will be discussed below, two types of subset root-affix asymmetry have been found much inore frequently than any others: affix segneent inventory is a subset of those found in roots (as pointed out by Jakobson), and affixes illustrate more alternations than roots. The reverse patterns - more contrasts in affixes and more alternations in roots - are not as robust. The following sections outline these findings for root-affix contrasts ( $\$ 3$ ) and for alternation asymmetries ( $\$ 4$ ).

## 3 Root-affix contrasts

As a means of investigating contrast asyınmetries, this section deals with segmental contrasts and norpheme shapes.

### 3.1 Segmental contrasts

As Jakobson's observation reveals, contrasts found in affixes can be a subset of those found in roots. Bybee (2005) investigates this observation, by asking the following questions: how robust are the findings, and what are some hypotheses that account for the findings? In doing so, Bybee provides a comprehensive examination and discussion of segmental asymmetries, as found in a variety of typologically unrelated languages. As pointed out above, all segments found in affixes were a subset of those found in the language as a whole, although fewer than one quarter of the languages in her study illustrated restrictions that could be considered natural classes. The discussion of these restrictions is organized according to features classes, starting with place of articulation. The section ends by outlining some of the hypotheses put forward by Bybee in accounting for the patterss.

There are a number of well-known place markedness hierarchies, whereby sounds like coronals and glottals are onnsidered less marked (chapter 12: COronals; Charter 4: markedness; charter 22: consonantal place of articulation), while complex sounds like pharyngeals and uvulars are considered marked (see de Lacy 2006 on markedness hierarchies; citapter 25: pitaryngeals on pharyngeals). In terms of coronal unmarkedness, while Bybee (2005: 183) reports that "there is no particular evidence for the favoring of coronal consonants in affixes," Alderete (2003) observes that only coronal consonants are found in conjunct prefixes in Navajo. A difference between Bybee's and Alderete's statistical methods should be touched on at this point. Bybee was interested in determining the likelihood of specific segments occurring in affixes vs. roots, so just one instance of a segment in one affix is sufficient to include it as occurring in affixes. However, Alderete's study is based on frequency of occurrence. He found that some affix-class morphemes include non-coronals, but the presence of themt is not statistically significant compared to other affixes in Navajo. Bybee (2005: 183) also observes that systematic exclusions of "place of articulation are rare if both obstruents and nasal consonants are taken into account," noting that labials are the ones most commonly excluded. She reports that, while they occur in roots in Abipon, Kanuri, and Tohono O'odam, alveo-palatal affricates are excluded from affixes; and in Shuswap, uvulars are excluded from affixes, even though they are fonund in roots. And in English, while roots have the entire range of contrasts, inflectional affixes have only coronal consonants, with the notable exception of -ing.

In terms of laryngeal features, the strongest tendency in Bybee's study relates to the absence of glottalization (both ejectives and implosives) in affixes. This finding is also supported in research elsewhere. In Cuzco Quechua, roots can have ejectives and plain and aspirated plosives, while affixes only have plain plosives (Parker and Weber 1996). In Amharic and Salish languages, ejectives appear only in roots, and never in affixes (Urbanczyk 2001; Ussishkin 2006). The restriction is quite striking also when conıbined with Rose and Walker's (2004) finding that
instances of consonant glottal harmony (charter 7 : long-distance assimilation or consonants) are only found within roots, not between roots and affixes. In terms of other laryngeal contrasts, out of the core set of languages Bybee examined, only Dakota and Tojolabal have affixes that ban voiced obstruents in affixes, though the former permits voiceless aspirated stops in affixes. It is interesting to note that the majority of languages in Bybee's corpus do not show any symmetrical patterning with respect to voicing or aspiration. For example, Kanuri has [bikg] in affixes, but not [p d]. Bybee examined seven other languages to confirm that the restriction of glotralization on affixes is robust. Interestingly, of this set of supplementary languages, Kanakura and Tigre also banned voiced obstruents from affixes and Krongo banned implosives.

In addition to the points above regarding alven-palatal affricate and nasal/place restrictions, not much is known about maımer contrast RAAs. An interesting pattern is found in Chaha, in whlich laterals appear only in loanwords and affixes, never in roots (see work by Banksira, cited in Golston 1996). In reviewing Bybee's appendices, one can see thit there are many languages which restrict laterals in affixes (Maidu, Tojolabal, Kanuri, Baluchi, and others).

In terms of asymmetric vowel contrasts, languages were found to exclude long vowels (Kui, Kanakuru, Krongo), nasalized vowels (Nganıbay, Slave), front rounded vowels (Cuaymí), and non-peripheral vowels (Buriat, Krongo) from affixes, even though they are found in roots.

In terms of understanding the patterns of root-affix segmental asymmetries, Bybee outlines several approaches one can take: nuarkedness, complexity, and grammaticization. The first two share the property that the restrictions found with affixes are related to being less marked or less amplex (see citapter t: markedness). Bybee (2005) points out that, without a suitable thenry of markedness, it is difficult to assess whether affixes are truly less marked than roots. Having found only six languages which show classes of restrictions from affixes, Bybee proposes that neither markedness nor complexity offers a satisfactory accolunt of the range of patterns found. Instead, she proposes that grammaticization is the cause of the asymmetry. Under this view, affixes are reduced forms of lexical morphemes, which start off with the full inventory of sounds. As morphemes are grammaticized, they tend to become reduced phonologically, thus eliminating some of the more complex articulations. The randomness of some affix segments is thus a reflection of the randomitess of the earlier form of the morpheme or root, and is not the result of synchronic alternations to eliminate marked structure.

Bybee considers a very early conception of markedness, as presented in SPE (Chomsky and Halle 1968), alongside Willerman's (1994) proposed "complexity" metric, fiinding the latter to offer a more satisfactory explanation of some of the patterns found in her survey than markedness theory. However, there are two aspects of markedness constraints that make them wrell suited for understanding some of the patterns that Bybee found. First, markedness constraints can either be context-free or context-sensitive. Thus it is not the case that segments are simply indicated as narked or unmarked, as in SPF; context is crucial. Secondly, for some researchers markedness constraints can be grounded in the sense that there is often a phonetic explanation for why segments or segmental sequences are less cominon (Archangeli and Pulleyblank 1994; of. de Lacy 2006 for a different view).

Let us take an example from Bybee (2005), presented to illustrate randomness. The consonants not found in affixes are indicated in parentheses, including [ $\mathrm{p} g$ ].
(7) Consonant inventory of Tohono O'odham (Bybee 2005: 178) ${ }^{2}$

| $(\mathrm{p})$ | t |  | $(\mathrm{t})$ | k | $?$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| b | d | d | $(\mathrm{~d})$ | $(\mathrm{g})$ |  |
|  |  |  | $(\mathrm{s})$ | s | h |
| m | n |  | n |  |  |
| $(\mathrm{w})$ | $\mathrm{r}(\mathrm{l})$ |  | j |  |  |

Given a rudimentary view of markedness, where voiced obstruents are more marked than voiceless (chapter 69: final devoicing and final laryngeal neutralization), the pattern above does indeed seem to be arbitrary: voiceless bilabial stops and voiced velar stops do not form a natural class. However, if one takes a phonetically grounded view of markedness, then we can consider the phonetic conditions under which voicing occurs. Whether or not the vocal folds "vibrate" has an aerodynamic underpinning, and the pattern of contrasts in Tohono O'odham appears to be a case of more natural (unmarked) segments emerging in affixes. The explanation is as follows. For voicing ro occur at all, the vocal folds must be closed, and the air pressure above the glotis must be lower than the subglottal air pressure (Kingston and Diehl 1994). By Boyle's Law, the higher air pressure below the glnttis will force the vocal folds open, causing periodic pulses (vocal fold vibration) to occur. With oral stops, air cannot leave the vocal tract during the closure phase. Because the total volumie of air is held constant for stops, there is an interaction between the place of articulation (related to volume of air above the glottis) and the effort needed to maintain voicing. When a stop consonant is made closer to the front of the mouth, as with bilabial place, the volume of air is larger above the glottis and less effort is needed to maintain voicing than when a stop consons?nt is made closer to the glortis, as with velar place. Therefore, the more natural stops are voiced bilabial - more volume of air above the glottis facilitates voicing - and voiceless velar - less volume of air above the glottis inhibits voicing. The marked stops [p g] are missing from affixes. Because this explanation is based on a principle of aerodynamics, and there is only one feature involved in the contrast - [voice] - it is a good case in which we can separate complexity from phonetic markedness. A complexity approach cannot address why [voice] would be present with [labial] but not [dorsal].
Recall that for vowel contrasts, length, nasalization, and other features were excluded from affixes. If one views complexity as correlated with the number of features or structures present ( $\mu$, [nasal]), then this seems to support a complexity approach. However, when we consider languages with front rounded vowels, the issue is not as clear. If a language has [-back, - rnurd] and [+back, +round] vowels, there is no a priori reason to assume that [-back, +round] is more complex than [+back,-round]. ${ }^{3}$

[^351]
### 3.2 Root-affix shapes

In many languages, affix morphemes have simple onsets, though complex and simplex onsets are widely attested in roots (Sanskrit, Tibetan). I have found no examples where only affixes have complex onsets while roots have simplex onsets. Once again this is an instance of affixes having a subset of the patterns found in roots.

A growing body of research indicates that roots have a special status in terms of their shape. In particular, Downing (2006) has argued extensively that roots, being heads of words, demand nore complexity to their shape.
(8) HeadsBranch (Dowring 2006: 122, adapted from Dresher and van der Hulst 1998)
Lexical heads (roots) 1nust prosodically branch.
The representations in (9) all satisfy HeadsBrancir.
a. Head

b. Head



Downing also proposes that roots, being monomorphemic heads, are predicted to be monosyllabic and to optimally satisfy branching by matching (9b) or (9c). Monosyllabicity follows from the Morpheme-SyidabieCorrfi.ation constraint, in which "each morpheme contains exactly one syllable" (Downing 2006: 120, adapted from Russell 1997: 121). The representation in (9a) would be ruled out in many languages if Moripheme-SyllableCorreliation is active. Downing's approach can account for different sizes of morphenes, but it is not clear how to extend this to syllable onset complexity. While one can view complex onsets as having branching structure, there doesn't seem to be evidence for a constraint that requires root syllables to have branching onsets.

A second type of asymmetry in morpheme shapes is related to a type of conspiracy in ensuring well-formed syllable structure over the word as a whole. In Salish and Bantu languages, the canonical root shape is CVC, though othel" root shapes exist, such as CVCC, CVCVC. etc. In these languages suffixes frequently have a -VC shape, so there is an asymmetry whereby roots are consonant-initial and suffixes are vowel-initial. When one considers that affixes by their very nature never occur in isolation, and that syllabification occurs to produce well-formed syllables, the end result is that no further codas are added to a wrord. So the addition of vowel-initial affixes to consonant-final roots seems to conspire to keep the number of codas the same. The following is a schema from a Salish type language to illustrate this (cf. (6a) us. (6b) above).

$$
\begin{equation*}
\text { UR } \quad \text { SR } \tag{10}
\end{equation*}
$$

a. /CVC/ $\rightarrow$ [CVC] (1 coda)
b. /CVC + VC/ $\rightarrow$ [CV.CVC] (1 coda)

Finally, one might wonder about whether or not to include morphological accent in the section on contrasts. I have opted to include them in the section on alternations because the determination of whether a morpheme is accented or unaccented, and of how morphemes interact with each other, is a type of alteration.

In terms of morpheme shape, it is difficult to tease apart markedness from complexity. Clearly, complex onsets branch, which correlates with complex structure. However, it is not clear how that differs from our conceptions of syllable narkedness.

## 4 Root-affix alternation asymmetries

In terms of investigating root-affix alternation asymmetries, the following processes have been examined: vowel harmony, consonant harmony, vowel elision, lenition, nasal place assimilation, voicing assimilation, and norphological accent systems. Vowel harmony seems to have special properties, which are related to how affixes are specified; this is the area where the most root-affix reversals have been pointed out in the theoretical literature (Bakovic 2000; Noske 2000; Pensalfini 2002; Ussishkin 2006). Therefore more space is dedicated to discussing this process than others. One preliminary finding of this survey is that there appear to be some processes that are more likely to be sensitive to the root-affix distinction than others. For example, I luaven't found examples where nasal place assimilation, voicing assitnilation, or lenition occur in affixes, but not in roots. If these types of processes occur at all, then they seem to occur across the board.

### 4.1 Vowel harmony

Vowel harmony is a process whereby the vowels within a particular domain (typically a phonological word) agree in their values of some (rarely all) vocalic features (see citapter $\boldsymbol{\rho}$ : vowet. itarmony: opaque and transparent voweis; Citarter lis: TURKISII vowel harmony; Cilarter i23: hungarian vovvel itarmony). There are two types of vowel harmony systems in the languages of the world: root- (or stem-) controlled and dominant-recessive systems (Baković 2000). An illustrative example of root-controlled harmony can be found in Akan (Niger-Congo), which has both prefixes and suffixes (Clements 1980). Following standard format, the affix vowels which are able to harmonize are indicated in capital letters in the input (indicating that they lack the harmonizing feature); the root is indicated with $\mathrm{I}^{4}$ As can be seen, both prefix and suffix vowels agree in [ATR] with the neighboring root vowel.
(11) Akrn [ATR] harmony (Clements 1980, as cited in Baković 2000)
a. $/ \mathrm{E}+\sqrt{\mathrm{b} u}+\mathrm{O} / \rightarrow$ [ebuo] 'nest' $\quad[+\mathrm{ATR}]$ root Class + nest + sfx
b. $/ E+v \mathrm{~b} u+\mathrm{O} / \rightarrow[\varepsilon b u \mathrm{~J}]$ 'stone' $\quad[-\mathrm{ATR}]$ root CLASS + stone + sfx

[^352]c. $\quad / \mathrm{O}+\mathrm{bE}+\mathrm{v}^{\prime}$ tu $+\mathrm{I} / \rightarrow$ [obetui] 'he came and dug (it) $\quad[+\mathrm{ATR}]$ root $3 \mathrm{sc}+$ come $+\mathrm{dig}+\mathrm{rast}$
 $3 \mathrm{sG}+$ conte + throw + PAST

With dominant-recessive systems, a dominant vocalic feature is realized, regardless of whether it is in the root or affix. Furthermore, if it is present in both root and affix, then the affix feature prevails. ${ }^{5}$

A case of affix dominance is identified by Noske (2000), who proposes that Turkana (Eastern Nilotic) is an example of a language in which some suffixes trigger [ATR] harmony in the root. The relevant data are presented below. Observe in (12) that the root vowel is [-ATR]. However, when some suffixes are added with a [+ATR] vowel, then the root vowel alternates.
(12) Turkana (Noske 2000)

| unsuffixed root |  | Suffixed root |  |
| :---: | :---: | :---: | :---: |
| a-k.dık | 'to climb' | e-dok-e:n-e | 's/he always climbs' |
|  |  | e-dok-e | 'way of climbing' |
| $a-k-$ moj | 'to eat' | a-k-inาuj-e:n | 'to eat regularly' |
|  |  | e-k-imuj-e | 'way of eating' |
| a-dem-ar | 'to take away' | e-dem-e:n-e | 's/he always takes' |
|  |  | e-dent-e | 'way of taking' |

The examples below crucially illustrate that the suffix's harmonizing feature can be $[-A T R]$ as well as [+ATR].
(13) Non-alternating [-ATR] sufixies in Turh-ana: Roots beconse [-ATR]

| unsuffixed | oot | Sutffixed root |  |
| :---: | :---: | :---: | :---: |
| a-ki-lep | 'to milk' | a-lep-ar | 'to milk out' |
| a-ki-gol | 'to close' | a-gol-or | 'to close out' |
| a-ki-bon | 'to return' | a-bon-or | 'to return to a place' |
| a-ki-renı | 'to spear' | $\varepsilon-\mathrm{r} \frac{\mathrm{nl}}{} \mathbf{- \varepsilon}$ - $\mathrm{r} \varepsilon$ | (why) is it speared?' |
| a-ki-nıor | 'to insult' | $\varepsilon$-nıor- $\varepsilon$-r | '(why) is he insulted?' |

In trying to understand this system as a whole, it is important to compare the root vowels that enter into the harmony system with the affix vowels that participate in the [ATR] harnzony. In doing so, we can see that the pattern of suffix-controlled harmony differs in a crucial way from root-controlled harmony. While the suffixes that undergo harmony can be triggered by both high and mid vowels (low vowels do not participate in harmony), only mid vowels on roots will agree with the [ATR] value of the suffix, as the following examples illustrate.

[^353](14) High voruels are not nffected (Noske 2000: 78)
a. a-bu-ct 'swelling (sc)'
a-tub-et 'judgment (sc)'
a-tio-et 'handle (sG)'
b. a-dutj-or 'to cut open'
a-rıp-эr 'to skim off'
a-buk-ar 'to pour out'
This suggests that Turkana is actually a case of root alternations being a subset of affix alternations. Note that the set of vowels that participate in vowel harmony in the root is a subset of those that undergo harmony in the affix.
(15) Semmary of Turkana vorvel hamony
a. Root-controlledt

Mid and high affix vowels alternate.
b. Affix-controblied

Mid root vowels alternate.
Secondly, there are several different types of suffix in Turkana: those in which the vowel freely participates in [ATR] harmony, and those in which it does not, so the set of affixes that trigger harmony is a subset of the affixes as a whole. To be a case of a true reversal, or even a compleinent set asymmetry, the alternation is expected only in the ront, or the affix alternations should be a subset of the root alternations. These observations lead us to determine that the pattern found in Turkana is not an authentic instance in which the affix has more alternations than the ront, but rather a specific type of RAA involving a dominant-recessive distinction with a specific, small set of affixes. ${ }^{6}$

### 4.2 Consonant harmony

While vowel harmony systems illustrate root control and affix dominance, only root control is found with consonant harmony systems (Hansson 2001). There are many instances in which affix consonants assimilate to root consenants in terms of flace, manner, and voicing. Much rarer are cases of consonant harmon.y, whereby affix consonants assimilate entirely to the features of root consonants in the word. See also work on long-distance consonant assimilation by Rose and Walker (2004).

### 4.3 Other assimilations

Finally, we will make a quick examination of other types of assimilation. Vowels can assimilate to consonants in terms of nanner of articulation - becoming nasalized vowels - and changes in vowel height. In nany Salish languages, vowels lower in the context of a u.vular consonant, which has a low tongue body. This

[^354]process is almost universal in those languages that have uvular place of articulation. As far as I am aware, there are no languages in which the ass milation occurs with affix vowels but not roots; nor with root vowels but not affix vowels. In all the cases that I am aware of vowel lowering happens across the board.

In terms of consonants assimilating to vowels, some common processes include lenition (chapter 66: lenition) and palatalization (chapter 71: palatalization). In a typological survey of lenition patterns, based on over 200 languages, Kirchner (1998) does not identify any root-affix asymmetries, though he does observe that lenition can be blocked in two environments: word-initially, arld in the onset of a stressed syllable. These are two prominer.t positions identified by Beckman (1999) in her Positional Faithfulness model of phonological asymmetries (to be discussed further below).

Finally, some processes seem to be quite ubiquitous, applying freely anywhere within a word. Nasal place assimilation is an example. In this instance the nasal is almost universally the target of the assimilation rather than the following stop articulation. However, when nasal-stop sequences result in coalescence, whereby the output is a single nasal consonant that has the same place of articulation as the stop, Pater (1999) has found that coalescence does not always occur with rootinitial segnents. The failure of nasals to assimilate to the place of articulation of a following consonant can also be found in English with the prefix un-, which is external to the prosodic word.

### 4.4 Deletions

Deletions can affect both consonants and vowels (CHAPTER 68: Deletion). Let us start with vowel elision and the typological survey reported on in Casali (1997), based on 68 Niger-Congo languages and 19 other languages. The effects of vowel elision can be seen when morphemes or words combine. Casali observes that while it is widely claimed that $V_{1}$ elides universally in $V_{1}-V_{2}$ sequences, cases in which $V_{2}$ elides form a natural grouping in terns of belonging to a non-prominent position (see also cilarter fi: miatus resolution). The following summarizes the relevant findings presented in Casali (1997). It is important to point out that the sumunary below combines all findings; thus it represents the universal preference for $\mathrm{V}_{1}$ to elide, as well as the preference for affixes and/or function words (FunctWord) to elide over roots and/or content words.

Vowel clision patterns (Casali 1997: 496-497)
a. LexWord LexWord $\quad V_{1} V_{2} \rightarrow V_{2}$ no language in which only $V_{2}$ elides
b. LexWord FunctWord $\mathrm{V}_{1} \mathrm{~V}_{2} \rightarrow \mathrm{~V}_{2}$

$$
V_{1} V_{2} \rightarrow V_{1} \text { for } 12 \text { languages }
$$

c. Prefix-root $\quad V_{1} V_{2} \rightarrow V_{2}$ no language in which only $V_{2}$ elides
d. Root-suffix $\quad \mathrm{V}_{1} \mathrm{~V}_{2} \rightarrow \mathrm{~V}_{2}$ $V_{1} V_{2} \rightarrow V_{1}$ for 14 languages

As can be seen from the summary above, when both categories are the same as in (16a) only the first vowel elides: this illustrates the universal preference for $V_{1}$ to delete. However, when a root (or LexWord) is followed by an affix (or FunctWord), as in (16b) and (16d), then in some languages the second vowel elides:
the preference to elide a vowel in the affix (FunctW'ord) in these languages overrides the sther tendencies. The pattern in (16c) illustrates that root vowels do not elide when they follow affix vowels. To sumnarize, the only condition in which $V_{2}$ does elide is when it is part of an affix (or FunctWord). This is consistent with the RAA subset pattern of alternations, where root vowel alternations are a subset of affix vowel alternations.

In terms of consonant deletion, St'at'incets coronal-coronal sequences are resolved differently, based on the morphological affiliation of the segments. The data in (17a) illustrate that the "indirective" suffix /-xit/ ends with a coronal stop. In (17b) this suffix-final /t/ is deleted when followed by a coronal. In (17c), the roots retain the firkil /t/ when follow'ed by a coronal.
(17) St'at'incets coronal-coronal sequences (Interior Salish; Blake 1998: 2-3) ${ }^{7}$
a. Suffix-suffix
/Vnas-xit-a// [nas.xi.taf] 's/he gave it to hint/her'
/Whal'a-xit-a// [ha.l'a.xi.taf] 's/he showed it to him/her'
b. Suffix-suffix $\quad C_{1} C_{2} \rightarrow C_{2}$

c. Root-suffix $\quad C_{1} C_{2} \rightarrow C_{1} C_{2}$
/n- /invajit=tan/ [nswjet.tan]
$/ \mathrm{n}-\sqrt{\text { jpat }}=\mathrm{ff}$-an'/ [npat.fan'] 'to cover an opening'
The pattern above parallels that found with vowel elision in terms of the first instance of an affiix consonant deleting, while root segments are retained.

### 4.5 Morphological accent

Just as with vowel harmony, there are two types of morphological accent systems: root-controlled and dominant-recessive (Alderete 2001c). In morphological accent systems, morphemes are specified as accented or unaccented and/or as dominant or recessive. Accented morphemes have a stress in the input, while unaccented ones do not. Dominant morphemes are those that exert an influence over recessive morphemes, regardless of whether the affix is accented or unaccented. ${ }^{8}$

In terms of understanding morphological accent RAAs, Alderete (2001c) examines a wide array of morphological accent systems, finding that there is a preference for expressing root accents rather than affix accents. The system found in Cupeli.o (Uto-Aztecan) illustrates this. As can be seen below, when both roots and affixes are accented, the root accent will surface (18b).

[^355](18) Cupeño accented roots with accented affixes (Alderete 2001a: 456)
a. /'pa + 'V'mi`aw + lu/ \(\rightarrow\) [рə-'mi`awv-lu] $356+$ come + MOTION 'he came'
b. /'vi’aju + 'qa / $\rightarrow$ ['?ajuqa] want + PRES SG 'he wants'

The following illustrates that affix a.ccent surfaces if the root is unaccented, pro$v i d i n g$ evidence that affixes have an underlying accent.
(19) Cupeño unaccented root with accented affixes

$$
\left.\begin{array}{lll}
\text { a. } & \text { /'pa }+ \text { - } \int j a x / & \rightarrow \\
& {[\text { ['pa-jax] }} \\
\text { 3sc }+ \text { say }
\end{array}\right)
$$

However, recent work by Hargus and Beavert (2006) on Sahaptin has revealed a case of affix dominance. The following data illustrate that, when an accented root is preceded by an accented prefix, the prefix accent surfaces (20a). If the prefix is unaccented, then the root accent surfaces (20b).
(20) Yakima Sahaptin morphologrical accent (Hargus and Beavert 2006: 179)
a. /'pa-/ (INVERSE) /'pa-'-/wat'a-na/ ['pawat'ana] 'he struck at húm'
b. /pa-/ (3rl NOM) /pa-'vat'a-nal [pa'wat'ana] 'they struck'

This is clearly a case to look at more closely. In examining the system, a key difference was found between Sahaptin and a system like Cupeño, with rontcontrolled accent. While in Cupeño only some ronts are accented, it turns out that in Sahaptin all roots have some form of lexical accent (Jacobs 1931; Hargus and Beavert 2006). Combining this with the fact that only some affixes have a lexical accent (20), it woould seem that once again the affixes that are lexically specified for accent represent a subset of contrasts found on roots. If all roots are accented and root dominance prevailed, one would never see the effect of the affix accent at all.

To sum up the findings with respect to alternations in general, it appears that the types of alternations that roots lundergen are a subset of the types of alternations affiixes undergo. The reverse was not found in which affiix alternations are a subset of root alternations. The only exceptions to this are instances of dominantrecessive vorvel harmony or accent systems. The latter seem to be characterized as permitting only one value to appear within a particular domain, so they seem to have different properties than other types of alternations.

## 5 Approaches to root-affix asymmetries

Having provided an overview of the types of patterns found (or not) with respect to root-affix asymmetries, one may well ask whether they should be accounted for within a generative theory of grammar, i.e, as part of our linguistic
competence (i-language; Chomsky 1986), or whether the randomness found by Bybee (2005) suggests that the patterns are the result of linguistic performance (e-language). By finding that some possible asymmetries are not attested, I hope to have teased apart some of the issues involved in undertaking research on RAAs and I suggest that this provides some evidence that grammatical principles are active in accounting for aspects of RAAs (though more research is needed to clarify what can be attributed to competence vs. performance). ${ }^{.}$The discussions of the approaches taken to accounting for RAAs thus assume that the asymmetry can be accounted for with granmatical principles. The approaches can be grouped into two broad categories: implicit approaclues, which do not refer to root and affix directly, vs. explicit approaches, which do.

### 5.1 Implicit approaches

In implicit approaches to root-affix asymmetries, patterns arise due to mechanisms that do not refer directly to roots and affixes. This section surveys some of the ways in which RAAs can be achieved.

One example of an implicit approach was mentioned briefly at the outset of the chapter: directionality. In autosegmental phonology (Leben 1973; Goldsmith 1976) contrasting features (such as tones) are listed in the lexicon along with the relevant morphemes, but are not attached to segments. The features become properties of segments once they are linked to them via association conventions. The default direction of association is left-to-right. This direction of association is able to derive spreading of some listed feature of a morpheme to its right that lacks that feature. In the case of vowel harmony, this can account for rootcontrolled vowel harmony, when there is a following suffix, as in Turkish, but not for cases where prefixes also participate in the harmony, as in Akan.

A significant amount of research on the phonology-morphology interface has been undertaken in the theory of Lexical Phonology (Kiparsky 1982). In Lexical Phonology, words are built up incrementally by interspersing morphological operations with phonological processes; the various levels are often referred to as strata. There is evidence for (at least) wwo kinds of affixes in many languages: stem-level (non-neutral) are associated with changes to a base, and word-level (neutral) are not asseciated with changes to a base (CHAPTER 94: LEXICAL PHONOLOGr and the iexical. syndrome). Given that phonological rules can apply after affixes are added, this approach can account for processes that affect affixes, but not roots: for the root to not be affected, the rule dnes not apply unti. after an affix is added. A key issue in the application of phonological rules is how to prevent an alternation from applying to the whole word, leaving the root unaffected. The failure of sonee rules to be able to look back into the root is known as non-derived environment blocking (NDEB; see citapter \% derived environment effects). A well-known example that illustrates the phenomenon is found in Finnish, in which assibiation occurs when roots and affixes are concatenated, turning /t-i/ into [si], as can be seen in (21a). This process does not occur root-internally, but only at root-affix junctures (21b).

[^356](21) Finmish NDEB (Kiparsky 1993)

The failure of reot-internal /ti/ sequences to undergo an alternation could also be viewed as a subtype of root-ciffix asymmetry.

Another approach to maintaining the identity of roots falls under the general umbrella of paradigm uniformity effects. Because roots form the basis of many paradigms, and we know that paradigm pressure can inhibit the application of processes (see CHAPTER 83: PARADIGMS), this is also a potential area to investigate RAAs.

Finally, some patterns of root-affix reversals are related to analyses that propose a dominant-recessive system for roots and affixes. As mentioned in frootnotes 6 and 8 , cyclicity is one way to account for dorrinant-recessive morphemes. Another way to view dominant-recessive systems is that only the feature associated with the dominant affix will surface within a phonological word. If this is true, then the types of alternations found with dominant-recessive systems are fundamentally different from other types of alternations. Having a fundamentally different approach to analyzing root-affix reversals, distinct from other types of processes, is therefore not unexpected, given the larger picture of the properties of RAAs.

### 5.2 Explicit approaches

In explicit approaches to accounting for root-affix asymmetries, reference is made directly to roots and affixes, as is the case with morpheme structure conditions/ constraints (Halle 1959; Stanley 1967) and in research within Optimality Theory (OT; Prince and Smolensky 1993).

Morpheme structure conditions (MSCs) involve statements about the phonotactic patterns of morphemes in a language. As such, they encode information about roots and affixes. The formulation of MSCs relates also to what is redundant or predictable. For example, with Turkish vowel harmony, roots would be specified for all their vocalic features, while affixes would not. By directly encoding predictable information in MSCs, differences between roots and affixes emerge, even though NISCs do not directly refer to root-affix asymmetries. (See ciiapter 86: morfileme structure constraints for further discussion of MSCs.)

Perhaps the largest body of research that analyzes RAAs directly has been carried out in OT. McCarthy and Prince $(1995,1999)$ propose that the identity of nor phologically related strings (input-output, base-reduplicant, and word-word) is nediated by a correspondence relation. They refer to this approach as Correspondence Theory (CT). CT is not a necessary component of OT; however, this framework has led to a growing body of theoretical research on RAAs. Monitoring the identity of strings, such as between input and output (underlying representation and surface representation), is done through the use of faithfulness constraints, so any alternation correlates with a violation of some faithfulness constraint. In identifying the types of correspondence relations that can exist, MifCarthy and Prince propose that the correspondence relation is relativized to roots and affixes. Several OT approaches make use of CT in analyzing RAAs; these will be discussed in the remainder of this section.

In order to account for some of the observations noted above - that roots tend to have more inarked contrasts and to resist alternations - McCarthy and Prince propose the following universal ranking.
(22) Root-nffix frithfulness metnconstrnint (RAFM; McCarthy and Prince 1995: 364)

Faith-Root >> Faith-Affix
In OT, constraints are ranked and violable; any deviation from identity between strings results in a violation of Faith. Lowrer-ranked constraints are more likely to be violated, and the location of some markedness constraint with respect to Faith-Root or Fairh-Affix can compel alternations resulting in asymmetrical patterns. For example, the following constraint ranking accounts for the Sanskrit RAA presented : in (2), whereby roots have connplex onsets, but affixes do not (McCarthy and Prince 1995: 365).

## (23) Faith-Root $\gg$ *Complex $\gg$ Faith-Affix

Because markedness constraints (anong others) can intervene between these two Faith constraints, the universal ranking in (23) predicts that affixes will be the target of alternations and will exhibit less marked structure than roots. Thus this general approach has a way to capture exactly the two types of asymmetries found. While a great deal of literature has supported this general approach (Casali 1997; Becknan 1999; Alderete 2001a, 2001b, 2001c, 2003; Urbanczyk 2001; Pensalfini 2002), there has also been a growing body of research which proposes that the ranking in (22) is not universal (Noske 2000; Ussishkin 2005, 2006; Hargus and Beavert 2006).

A modification of how to obtain root-affix asymmetries in OT, known as positional faithfulness (PF), is developed by Beckınan (1999) to accommodate a range of privileged positions. Beckman proposes that roots are just one of several positions within a word, such as root, initial syllable, and stressed syllable, which illustrate more contrasts and are resistant to change. Instead of having faithfulness specific to affixes and adopting the RAFM in (22), Becknan proposes that there is generalized faithfulness along with several specialized faithfulness constraints, which are relevant to different prominent positions. To recast the constraints in (23) into a PF approach, one would have the following ranking.

## (24) Positional fnithfulness appronch to Sanskrit

Faith-Root $\gg$ *Complex $\gg$ Faith
The way that the Faitio constraints are evaluated in PF is that every change in the identity of a string - regardless of whether it is a privieged position or not - will incur a violation of Faith. If there is a change in the identity of the privieged position - in this case roots - that will incur a violation of both Faith-Root and Faitir. This means that violations of privileged positions will incur two violations, inherently worse than violations in a non-privileged position. The ranking of Faith-Root over Faith is not proposed to be universal, and is instead emergent. This key difference between how faithfulness violations are calculated in RAFM
and PF approaches translates into a difference of complement set us. subset asymmetries. Whie in PF the violations of Fair m-Ront are literally a subset of the violations of Falli, in the RAFM approach the violations of Faith-Root cannot be a subset of the violations incurred by Faith-Affix.

It is significant to note that PF is well suited to analyzing instances of RAAs. Let us consider how constraint re-ranking - a core feature of OT - can derive just the subset pattern. In OT, unless there is a fixed universal ranking (as with the RAFM), all possible permutations of constraint rankings are possible. If, for any phonological phenomenon being investigated, there are two types of faithfulness constraints (Faithi and Faitir-Root) and one markedness constraint ( ${ }^{*} \mathrm{M}$ ), this gives us 3 !, i.e. six $(3 \times 2 \times 1)$, possible rankings. It turns out that several of these rankings will result in the same pattern. For example, as long as Faith dominates * M , the language will have the inarked structure M throughout the entire language - roots and affix:xes alike (25a). The following table summarizes how the six different rankings map onto the patterns of a language, where specification of root us. affix is indicated in the first two columns: M indicates theat the marked feature is found, while $\neg \mathrm{M}$ indicates that it is not found. For alternations, $A$ indicates that an alternation occurs, while $ヶ \mathrm{~A}$ indicates no such alternation.

Fnctorial typulogy

| a. | root | affix <br> M, •A | constrnint ranking |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | M, -A |  | Faitir | >> Fairir-Root $\gg$ * M |  |
|  |  |  | Faith | $\gg * \mathrm{M}$ | > Faith-Root |
|  |  |  | Faith-Root | > F ${ }_{\text {aith }}$ | $\gg$ M |
| b. | $\neg \mathrm{M}, \mathrm{A}$ | $\neg \mathrm{M}, \mathrm{A}$ | ${ }^{4} \mathrm{M}$ | >> FAITH | >> Faith-Root |
|  |  |  | *M | $\xrightarrow{>}$ FAITH | $\gg$ FAITII |
| c. | $\mathrm{M}, ~ \neg \mathrm{~A}$ | $\neg \mathrm{M}, \mathrm{A}$ | Faitio-R(o)t | $\gg$ * M | $\rightarrow>\mathrm{FaItII}^{\text {a }}$ |

Only three patterns are generated. In three rankings, (25a), roots and affixes have the marked structure, but not the alternation. Two constraint rankings, (25b), produce a pattern where both roots and affixes do not have the marked structure, but do have the alternation. And one ranking, (25c), results in unmarked structure eanerging in the affix, along with an alternation; this is "the Emergence of the Unmarked" (TETU) effect showing up in non-roots (for more aboult TETU, see citapter je: the emergence of tife unmarked). As one can see, there is no ranking such that affixes wi.l have the marked structure ( M ) not found in roots or such that roots will exhibit an alternation (A) not occurring in affixes. This inatches the types of RAAs found. The complement set type of asymmetry cannot be derived, because either there is a difference between roots and affixes, as with the TETU ranking in ( 25 c ), or roots and affixes are the same, as in (25a) and (25b). There is nothing that will favor narkedness in affix classes by constraint ranking alone (though see Pater 2000, 2009 and Gouskova 2007 for discussion of indexed constraints for specific morphemes).

An alternative OT approach to privileged positions is Positional Markedness (Zoll 1998). Rather than having faithfulness constraints relativized to position, markedness constraints are relativized to positions. So the Sanskrit pattern would have the following constraints.
(26) Positional Markedness approach to Sanskrit
*Complex >> Faith >> *Complex io $_{\text {or }}$
See Alderete (2003) for arguments against the Positional Markedness approach for Navajo RAAs.

A further approach to RAAs in OT includes research on domains and morphemespecific alternations within a co-phonology framework (Inkelas et al. 1997; Inkelas 1999). In co-phonologies, each morpheme can be associated with a different constraint ranking. There can be one ranking for roots and another for affixes. The ability to freely re-rank constraints for a specific morpheme can result in systems where complement set asymmetries can be derived. A language in which voiced stops are present only in affixes can be derived by the following ranking.

$$
\begin{array}{lll}
\text { a. Root co-phonology } & \text { *voiced-stor } \gg \text { Faith }  \tag{27}\\
\text { b. Affix co-phonology } & \text { Faith } & \gg \text { "Volced-stol }
\end{array}
$$

The survey conducted here was not able to verify any instance of a complement set asymmetry. So it would seem that, without sonve internal constraints, the co-phonology model overgenerates possible RAAs.

## 6 Form-function mappings

One of the secondary themes regarding RAAs relates to form-function mappings. Three topics will be examined brief.y: non-concatenative morphology (\$6.1), morphologically conditioned alternations ( $\$ 6.2$ ), and psycholingulistic grounding ( $\$ 6.3$ ).

### 6.1 Non-concatenative morphology

As discussed in $\S 2$, there is a range of ron-concatenative morphological processes that make the identification of roots and affixes a challenging task. Some of these have been touched upon above. However, numerous other processes are relevant as well, including root-and-pattern morphology, reduplication, vorvel and consonant mutations, subsegneental affixes, and tone (see CHAPTER 105: TIER SEGREGATION for a survey of many of these patterns from the perspective of tier segregation).

The discussion begins by examining a purported case of affix dominance in Hebrew (Ussishkin 2005, 2006). As is well known, Hebrew words can be forıned by a systent of intercalcating root consonants and affix vowels, in the form of binyanim (see chapter 108: semitic templates). The following illustrates the basic system for /gadal/ 'to grour'.
(28) Hebrew verbal paradigm (Ussishkin 2006: 114)
underived lexical base form + affix derived form representation /gadal/ [gadal]

| $\left[\begin{array}{ll}i & \text { e }]\end{array}\right.$ | $[$ gidel $]$ | 'he raised' |
| :--- | :--- | :--- |
| $\left[\begin{array}{ll}\mathrm{u} & \text { a }]\end{array}\right.$ | $[$ gudal $]$ | 'he was raised' |
| $[$ hi i $]$ | $[$ higdil $]$ | 'he enlarged' |
| $[$ hu a $]$ | $[$ hugdal $]$ | 'he was enlarged' |

Working within an OT framework, Ussishkin proposes that the affix vowels in the input inust be parsed in the output, arguing that this is a case in which FaithAffix dominates Faith-Root.

However, there are two reasons to believe that this is not an authentic counterexample to RAAs. First, the expression of the affix vowels is compelled by a morphological criterion, not a phonological one. Failure to parse the input vowels would result in homophony throughout the system, as discussed by Ussishkin. Secondly, there is an assumption that the vowels in the input stent are part of the stent and not part of any affix. Howrever, the entire Semitic binyanim system of morplological contrasts is based on the assumption that the pattern of contrasts in consonants is linked with roots, while that of vowels is associated with affixal meanings. Why would the vocalic melody /a-a/ in /gadal/ not be associated with any neaning in just this one word, while in all the other words in the paradigm it is associated with sone type of aspectual meaning? As indicated in Ussishkin (2005: 200), the /a-a/ cell in the system of vowel contrasts is associated with "past tense" meaning. Therefore, this is not an actual counterexample to the trend for affixes to be more likely to be subject to alternations. In actuality, the vowels that are lost are associated with affixal neaning as well.

Reduplication is a morphological process whereby part of a word is copied, in order to inticate a difference in meaning (chapter 100: reduplication; charter 119: reduplication in sanskrit). There is a great deal of evidence that reduplication targets roets rather than affixes (see McCarthy and Prince 1993; Urbanczyk 2001, 2007). For exanıple, in Axininca Campa root segnments are copied over affix segments (McCarthy and Prince 1.993). There is a disyllabic minimum for reduplication. If the root meets the disyllabic target, then only root segments are copied (29a). However, if the root is subminimal, then it is augniented to meet minimality requirentents, or the prefix material is recruited for copying (29b).
(29) Axininca Compa reduplication (McCarthy and Prince 1993: 63-64)

| stern size | without prefix | with prefix |  |
| :---: | :---: | :---: | :---: |
| a. stem $\geq$ disyllable | kawosi-kawosi- <br> kintha-kintha- | norj-kawosi-kawosi nen-kintha-kintha | 'bathe' 'tell' |
| b. stem < disyllable | paa-paa-nata-nata- | no-wa-no-wa- <br> no-naa-no-naa- | 'feed' 'carry |

### 6.2 Morphologically conditioned alternations

Languages which exhibit consonant mutations and other types of sten modifications have been excluded from the discussion of purely phonological alternations (See CHAPTER 82: FEATURAL AFFIXES; CHAPTER 65: CONSONANT MUTATION; CHAPTER 117: ceitic mutations). It is interesting to note that, for the most part, these types of alternations seem to target roots rather than affixes, and also to create marked segments rather than eliminate them. Recall that, in Halkomelem, progressive morphology is accompanied by resonant glottalization ( 6 ), creating an extrentely rare class of sounds cress-linguistically.

### 6.3 Psycholinguistic grounding

There is a range of psycholinguistic evidence to show that roots are accessed differently from affixes as reported in Becknian (1999). In addition, Ussishkin and Wedel (2002) discuss a psycholinguistically grounded explanation for RAAs on the basis of the concept of effective contrast. On the basis of the hypothesis that the ease of lexical retrieval is facilitated by token frequency and neighborhood density (Luce 1986; Luce and Pisoni 1988), Ussishkin and Wedel propose that an effective contrast is one that balances these two factors. High-frequency words with few neighbors are the easiest to access, while low-frequency words with niany similar neighbors are the most diffiicult to access. Because there are many more meanings of roots to be encoded, having sparse neighborhoods and distinct sounds will aid in lexical recovery. This has implications for patterns found in Hebrew and Nuu-chah-nulth.

In Hebrew, the affixal vocalic melodies utilize the bulk of the available affix space. With fiive distinctive vowels and two possible slots, there are 25 possible combinations, of which there are 17 distinct meanings (Ussislk in 2006).

Languages like Nuu-chah-nulth (Southern Wakashan), with over 400 suffixes, illustrate more patterns than languages with relatively few affixes, suggesting that it is also imporiant to consider the proportion of roots to affixes when considering markedness patterns. Lee and Urbanczyk (2006) found a strong correlation between phonetic similarity of the affixes (parallel to neighborhood density) and whether or not an affix triggers stem modifications, such as vowel lengthening or reduplication.

## 7 Summary

This paper has investigated RAAs, with two key goals: to tease apart some of the complications associated with studying RAAs, and to discuss the various theoretical approaches. In doing so, some unexpected patterns emerged. First, apparent cases of RAA reversals are correlated with dominant-recessive morphological accent and vowel harmony systenis. Analyses which aim to fit these into the RAFM approach - a model of root-affix correspondences which is complementary - are forced to give up the universal ranking of Faitid-Root over Faitin-Affix. Secondly, some types of processes were found to be less susceptible to RAAs. And finally, the range of RAAs found seems to suggest that some patterns are due to competence while others are due to perfornance. It is hoped that further research into root-affix asymmetries will undertake significantly detailed case studies, in an attempt to verify the findings reported here.
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## 105 Tier Segregation

Adam Ussishkin

## 1 Introduction: Tier segregation as phonological representation

At or near the top of the job description of the phonologist is the goal of finding, describing, and explaining patterns of behavior among features, sounds, and other phonological elements in languages of the world. For theories stemming from the generative approach that began most conspicuously with Chomsky and Halle (1968, lvenceforth SPE), the most highly valued explanations are ronted in Universal Grammar (UC). SPE-based phonology centered on alternations in phonological patterns, and one of its primary contributions to linguistic theory was to shift the burden of the explanatory basis for such patterns away from the lexicon and onto the grammar (the hypethesized computational system responsible for the relationship and mapping between the hypothesized lexical representations and observed surface forms). Therefore, all evidence for such impoverishment of lexical representations is indirect evidence adduced from patterns and alternations observed on the surface. The cost of reliance on such indirect evidence was nonetheless thought by generative phonologists to be outweighed by the explanatory benefit that resulted from the ability to pare down lexical representations and concomitantly endow the grammar with a rich array of rules (or constraints, depending on one's theoretical commitment) that provided structure necessary for the mapping from underlying to surface form.

With a firm comncitment to the bare bones, abstract lexical representation with no redundant information encoded, SPE-based phonology and its practitioners in the 1960s and 1970s focused on the content and form of grammatical rules, where the majority of the phonological action was to be found. A crucial (and quite obvious) benefit of this approach was the ability to grammatically relate variant forms of the same underlying abstract elements, such as the phoneme and the morpheme (chapter al the phonemif; chapter 1: underlying representations). A simple example at the phoneme level can be found in the following pairs of words from Maltese, a Semitic language spoken on the island nation of Malta, where voiceless and voiced obstruents turn out to be in complementary distribution:
(1) Mnltese voicing nssimilntion (data from Borg 1975)'

| voiceless obstruent | voiced obstruent |  |
| :--- | :--- | :--- |
| hapta 'knock ( N )' | habat | 'he knocked' |
| aatsa 'ducking' | oodos 'he ducked' |  |
| hasat | he startled' | hazda |
| 'fright' |  |  |
| fadal 'it remained' | vdaal | 'remains' |

Such examples of alternation are quite common cross-linguistically, and can be further subdivided into various principled types; such details need not concern us here. The important point about such examples for the generative phonologist is that they establish the need for abstract, underlying elements such as the phoneme and the morpheme, which are the primary ingredients for word formation. Rather than listing the underlying form of the Maltese morpheme for 'knock' as /hapta/ and 'he knocked' as /habat/, the fact that the two words share some core set of semantics is captured by the fact that they are formed from the same lexical element. Whatever this lexical element turns out to be, it should nonetheless contain only the unpredictable information. Therefore, the vojcing specificat ion of the labial obstruent in the lexical representation of these words will either be underspecified or specified in a marked way (see Chapter 7: feature. sPECIPICATION aND UNDERSPECIFICATION for more on underspecification). The surface form of the consonant in question is context-dependent, and determined by the computational system, or graminar, that operates on the concatenation of elements in word formation, and not on the underlying representation, which is consequently simpler. From a morphological perspective, the paired words above can be observed to share their consonants, and so in a similar vein the underlying morphological representation of each form might reflect this by storing a set of non-contiguous consonants as a lexical item; more on this type of representation will be discussed below.

Early generative phonology maintained this focus on representational issues, though for the most part the debates on representation centered on morphophonemic structure and the abstract representations of phonemes and morphemes in the lexicon, as illustrated in the Maltese examples above. However, the groundbreaking work on tone and tonal alternations by Leben (1973) literally introduced a new level of analysis, in which tonal elenents were viewed not as segment-delimited specifications within a feature matrix, but rather as freed from the grasp of the segment and allowed to behave as independent units on a tonal tier. An important result from this work is the genesis of the Obligatory Contour Principle (OCP), taken to be responsible for tonal distribution patterns (e.g. surface tone patterns in Mende, as analyzed by Leben 1973). In its original guise, the OCP was defined by Leben as follows:

## (2) Obligntory Contour Principle ${ }^{2}$

At the melodic level, adjacent identical elements are prohibited.

[^357]The OCP is invoked as an explanation for the existence of tone patterns such as H+, HL+, LHL, L+, and LH+ in Mende, ${ }^{3}$ and the exclusion of patterns such as HHL and LLH in the language. Note the repeating elements in these latter, unattested cases. It is only under a view in which tones are freed from their segmental manifestations that the argument becomes clear: if tones occupy a distinct tier, it is possible to capture the asymmetry in distribution of tone patterns. Thus, Leben's work invoked a more complex, non-linear style of representation. In this representation, sequences of the same tone are represented by a inultiply linked tonal element (3a), rather than multiple tonal elements with single linking (3b).
(3)
a. Muttiple linking (respects OCP)

b. Single linking (violates OCP)


In addition to the OCP, non-linear representation was also capable of capturing the fact that, when some phonological alternation requires a change in tone, all elements in that sequence of tone tend to change. The argument requires additional assumptions regarding representation; namely, that tones and segments are arrayed on separate tiers, and the invocation of the various conditions:
(4) a. Association Conzention

Associate tones to syllables one-to-one and left-t()-right.
b. Well-Formedness Condition

At each stage in the derivation, all syllables are associated with at least one tone, and all tones are associated with at least one syllable.
c. No-Crossing Condition

Association lines may not cross.
This is the original use of tier segregation, though not the one focused on in this chapter. Nonetheless, its genesis was a crucial step in the development of non-linear models of phonology, and led to the subsequent application of tier segregation at the featural level in phonology and to the segregation of vowels and consonants into separate tiers in Semitic and other languages.

In the tier-segregated view, a representation consists not of a string of concatenated, independent feature matrices, but rather is composed of a set of multi-tiered elements linked by association lines. This more complex and nonlinear representation permits principles of association, spreading and the OCP as explanatory devices for patterns difficult to explain in the strictly linear model. The non-linear view found further support in subsequent work, most importantly Goldsmith (1976), McCarthy (1979, 1981, 1989, 2000), and Clements and Keyser (1983). Goldsmith (1976) generalized Leben's (1973) model to all phonological interactions, capturing much more intuitively the notion of featural alternations, especially phonological assimilation. The behavior of certain phonological features appears suspiciously sinilar to tonal behavior, so that in fact the extension to these

[^358]features seems logical once the data are viewed under the autosegmental lens. In fact, this logical extension applied not only to local (or adjacent) environments, but additionally to seemingly non-adjacent sets of elements, thus allowing for a unified explanation of both local and long-distance phonological behavior.

The primary focus of this chapter on tier segregation is the segregation of consonants and vowels into distinct tiers. This idea has its roots in the autosegmental approach of Goldsmith (1976), who, based on work on the behavior of tone in tone languages, proposed extending the notion of tiers beyond tones to the phonological domain in general. The earlier generative approach to phonological behaviors such as Maltese voicing assimilation was the application of linear rules to an underlying or intermediate representation. Phonological rules capturing this sort of behavior have the generic form $A \rightarrow B / C \_D$, where $A$ refers to a structural description, $B$ to a structural change and the portion of the rule following the / to the phonological envirorment. For instance, returning to the case of voicing assimilation in Maltese as presented above, a linear rule could be written as follows (chapter yi: local assimilation):

## (5) Maltese voicing assimilation (SPE-style)

$$
\text { [-sonorant] } \rightarrow \text { [avoice] / _ [-sonorant, avoice] }
$$

Such a rule successfully describes the alternation, and for SPE-style phonologists would be seen as explanatorily adequate, but proponents of autosegniental phonology would argue that it misses a crucial fact. Note the double occurrence of the feature [avoice] in the rule: once in the structural change, and a second time in the phonological environment, or trigger. Use of the Greek letter var table notation forces the phonologist to hypothesize that, in fact, there are not two separate voicing specifications in the representation (as the linear rule would lead us to believe) but rather that the voicing feature of the trigger spreads to the target under this type of assimilation behavior. In other words, despite the double occurrence of the changing feature, there really is only a single token of it at work here. Such an approach involves a more complex representation, which is needed to capture the idea that segments are composed of features that themselves have autonomy; that is, that are not strictly bound to the segment they are underlyingly associated with (hence the nante nutoseghental). An autosegnental rule, then, involves a type of decomposition along with a higher degree of complexity, and for the case of voicing assimilation could appear as follow's:
(6) Maltese voicing assimilation (autosegnental)


Note that unlike the linear rule, which explicitly denotes the input and output of a phonological process by explicitly referring to a structural description (to the left of the arrows) and a structural change (to the right of the arrovs), the autosegmental
rule collapses these into the same representation, where the structural change is denoted by the dashed line indicating the spreading of the voicing feature regressively from the second segnent (segnents are represented here as nonsonorant root nodes) and by the dissociation of the first segment's original voicing specification (which is not explicitly indicated in the linear rule).

In the late 1970s, the representational force of this sort of rule was carried even further by McCarthy (1979, 1981, 1989, 2000), whose prosodic model of nonconcatenative morphology resulted in yet further unification: Semitic languages and their well-known root-and-pattern morphology could also be analyzed as involving autosegments; in other words, the idea of autosegmental representation was lifted to the level of the morpheme. The result of this work is consonantvowel tier segregation, the best-known example of tier segregation, and the one that this chapter will focus on. On McCarthy's view, various patterns specific to Semitic were explained (e.g. OCP effects, morpheme structure constraints, and long-distance consonantal spreading/copying), while invoking a simple yet natural additional extension of the autosegmental view to the morpheme level. The notions of the consonantal root, the vocalic pattern affix, and the prosodic template follow naturally from this extension. At the same time, the tjer-segregated representation opened the door to a more advanced understanding of conıplex phonological behaviors in another w'ell-known set of data outside Semitic: templatic languages that lack root-and-pattern morphology, such as Yawelmani Yokuts (Archangeli 1983, 1984, 1985).

In fact, the inf.uence of autosegmental representation and tjer segregation was so great that many of the most intporiant results in phonology in the 1980s stemmed from this revolutionary representation. During this period, an enormous amount of attention was devoted to the representational details of the tier segregation model, leading to a growth industry in feature geometry, the nature of UG-provided structures, and ultinnately to other inodels, such as Articulatory Phonology (Brownian and Goldstein 1986, 1989; among others), in which the notion of the segment itself was almost so diluted that it seemed epiphenomenal.

While interest in the representation of the internal structure of segments has comparatively waned since the advent of models such as Articulatory Phonology (see chalter i: the atoms or phonolocical retresentation), and especially since Optimality Theory (henceforth OT; Prince and Snoolensky 1993), the issue shaped the field of phonology quite dramatically for a significant period. In this chapter, tier segregation will be explored in detail: $\$ 2$ reviews evictence for tier segregation from Semitic data; $\S 3$ provides further evidence, with data from non-Semitic languages; $\S 4$ presents some of the more current debates regarding tier segregation, along with external evidence that bears on the issue; and finally, $\$ 5$ concludes the chapter.

## 2 The evidence for tier segregation from Semitic

### 2.1 Roots and patterns

In his 1979 dissertation and subsequent 1981 article, McCarthy took non-linear representation an enormous step further. The basis of his contribution comes from Semitic languages (McCarthy focuses inainly on Classical Arabic and Tiberian

Hebrewr), which have long been characterized by their non-concatenative morphological behavior (dubbed "root-and-pattern morpholngy" by McCarthy). In these languages, nuch of the word structure displays a strikingly unusual characteristic: rather than forming words from sequences of contiguous elements, words appear to have a run-concatenative structure in which the consistent phonological material within a given paradigm is non-contigunus. This can be illustrated with a typical paradigm from the verbal systen of Modern Hebrew:
(7) Hebrcio werbal paradig'm

| verb | template |  |
| :--- | :--- | :--- |
| ganav | CVCVC | 'to steal' |
| higniv | CVCCVC | 'to smuggle in' |
| hitganev | CVCCVCVC | 'to sneak in' |
| nignav | CVCCVC | 'to be stolen' |

Basic morphological analysis reveals that the consistent phonological material in the paradigm is the discontiguous string of consonants/gnv/, which in the traditional root-and-pattern approach to Senvitic is called a consonantal root and has the status of a morpheme. Prior to McCarthy, the consonantal root had Iong been recognized as the likely center of gravity in the Semitic lexicon (cf. Chomsky 1951; but see also work from much earlier, including de Alcala 1505; de Volney 1787; de Sacy 1810; Bnpp 1824; Ewald 1827; Gesenius 1910; Gaon 1932, 1942, 1969; Harris 1941). It is clear why this is the case: superficially at least, the consonantal root appears to have an obvious and consistent semantics associated with the examples given above (something to do with stealing or sneaking). What's more, a similar case can be made for the parts of each word that form the complement to the consonantal root. For instance, in the wrord /higniv/, there is clearly a causative meaning, and causatives frequently occur with the sante /hi-i/ pattern combined with a consonantal root (for the sake of comparison, a related (noncausative) form is also provided for each example):
(8) Helrect causatives with /hi-i/
inerb related form

| higniv 'to smuggle in' | gancev | 'to steal' |
| :--- | :--- | :--- |
| hizrik 'to inject' | zarak | 'to throw' |
| hixnis 'to bring in' | nixnas | 'to enter' |
| hirdim 'to put to sleep' | nirdam | 'to fall asleep' |

Not every verb with /hi-i/ is calusative (e.g. /hirgij/ 'to feel'; /himtin/ 'to wait'), and not every causative verb has /hi-i/ (e.g. /limed / 'to teach, cause to study'; /simeax/ 'to make happy'), but nonetheless verbs in a particular class (known as a binyan, the Hebrew word for building or structure) all demonstrate the same phonological behavior and pattern together morphologically. ${ }^{1}$ In order to formalize the rotions of consonantal root morphemes and pattern morphemes,

[^359]McCarthy's $(1979,1981)$ theory of non-concatenative morphology proposes C/V tier segregation based on morphological grounds: each morpheme is said to occupy its own tier in the representation. Lexically, as far as stemformation is concerned, three types of norpheme are found: consonantal root morphemes, pattern morphemes, and prosodic templates. ${ }^{5}$ Word formation involves the concatenation of these units according to autosegmental principles (association of segmental elements to appropriate prosodic positions, going one-toone from left to right). A form like Hebrew / ganav/ therefore has the following representation in the phonology after association of norphemes:
(9) Tier-segregated representation of /ganav/


There are several things worth noting about this type of representation. First of all, note the multiply associated vowel /a/, which is linked to both V positions in the prosodic template. This multiple association is a necessary consequence of the OCP, which would prohibit a representation containing two tokens of the vowel /a/ located on the sane tier (because identical adjacent elements are prohibited by the ОСР). Secondly, this representation does not capture the pronunciation of the voord /ganav/directly, because it is not a linear representation. In later work, McCarthy (1986) cites Younes's (1983) concept of tier conflation, a mechanism responsible for linearizing a tier-segregated representation in order to pronounce it. Tier confation is essentially the bridge between the autosegmental, tier-segregated non-linear representation, and the surface form, which is viewed as linear. ${ }^{6}$

### 2.2 Templates

Another motivation for McCarthy's approach - and the reason tier segregation was so widely adopted followving his theoretical innovations - was that it was able to capture the fact that consonants and vowels occur in different combinations, depending on the particular pattern that a consonantal root is found in. In other words, the precedence relat ions between consonants and vowels change, depending on the template they associate to. If rules of association govern these precedence relations, then it would be redund ant to record this information in the lexicon as well. Tier segregation achieves the goal of redundancy avoidance by remaining silent on the issue of precedence relations among elements belonging to distinct morphesnes. To illustrate the argument, recall the paradigm above for

[^360]/gnv /: somet:mes all three consonants are separated by vowels (e.g. /ganav / 'to steal'), other times the first two consonants of the root are adjacent (e.g. /nignav / 'to be stolen'). The ordering relationships between elentents from different morphemes are determined by the prosodic template, and therefore fall into the category of predictable information (for a review and current assessment, see charter lus: semitic templates). Even in a more current view (one begiming with McCarthy and Prince 1986, 1990, 1993), in which the prosodic template is no longer lexically specified but rather is derived from independent grammatical principles (cf. Ussishkin 2000, 2005), it is nonetheless possible to predict the relative placement of consonarts and vowels. No matter the template to which a consonantal root morpheme or a vowel melody morpheme is associated, the ordering of elements within ench morplane is the only unpredictable and consistent information, and thus the only ordering-related information encoded lexically. Essentially, the benefit of tier segregation is that since the granmar will provide the information regarding ordering of consonants and vowels via association, that information can be removed from the lexicon. As McCarthy (1989:88) points out:

> planar V/C segregation emerges from the redundancy of linear order relations between vowels and consonants in languages with templatic morphology [not just Semitic but also others like Yawelmani] or sufficiently rigid constraints on canonical form.

### 2.3 The OCP, morpheme structure constraints and alternation

Further motivation for tier segregation is offered by some well-known distributional facts regarding Semitic word structure (McCarthy 1979, 1981; and many others): a word never contains the same consonant tautomorphemically in both the first and second $C$ positions of a template, while words frequently contain the same consonant tautomorphemically in the second and third positions.? The well-known examples cited by McCarthy from Arabic are the non-existent form */sasam/ and the commonly encountered type of form such as /samam/ to poison'. Under an approach that recognizes the consonantal root and the segregation of morphemic tiers, forms such as /samam/ are formed from the root /sm/ associated to a CVCVC template in which the / m/ is multiply associated to both the second and the third C positions. This is a natural outcome under autosegmental phonology, in which the default direction of association is left to right. Once the /s/ associates to the first C and the /mt/ associates to the second C, the third $C$ is left without segmental content, so the $/ \mathrm{m} /$ spreads again to the third C position (spreading the /s/ to that position is impossible because doing so would violate the constraint against line-crossing). This mechanism is known as "long-distance consonantal spreading." The following diagrams illustrate each step in the derivation.

[^361](10) Deriving Arabic /samam/
a. Associnte elensents one-to-one, left-to-right

| Consonantal root tier | m |
| :---: | :---: |
|  |  |
| Prosodic template | c. $V$ CVC |
| Vowel pattern tier | a |

1. Fill empty templatic positions vin long-distrance spreading


Vowel pattern tier
a
Under this model, it is impossible to generate unattested */sasam/-type forms, but attested /samant/-type forıns should be the only possible output from biconsonantal roots. To complete the argument, it is necessary to rule out unattested */sasam/-type forms generated from a root like /ssm/ - such a root is easily ruled impossible, since its underlying representation violates the OCP by the presence of two adjacent, identical consonants. The same holds for an underlying representation like /smm/ (for a more general discussion of morpheme structure constraints, see CHAPTER 8 : MORPHEME STRUCTURE CONSTRAINTS). This argument is perhaps the strongest argument in favor of tier segregation, since without tier segregation the OCP violation is not triggered. *The only way to generate the attested type (/sannam/) is with a biconsonantal root and one-to-one, left-toright association, resulting in the nultiple linking of the second consonant to the second and third C positions.

Another well-known piece of evidence for the consonantal root discussed by McCarthy (1981) and subsequently cited by many authors (e.g. Hume 1994; Odden 1994; Suzuki 1998; Rose 2000) is found in Akkadian labial dissimilation. In Akkadian, the prefix /ına-/ is realized as [na-] if the stem it attaches to contains a labial consonant in the root. That is, the place specification of the prefix alternates depending on whether or not the root of the stern it attaches to contains a labial consonant. This type of alternation can be viewed as triggered by the OCP:
(11) Akkadian lakial dissimilation (data from Rose 2000)

Akkndian noun

| ma-zuukt | 'mortar' |
| :--- | :--- |
| ma- |  |
| makanu-m | 'Flace' |
| na-phar | 'totality |
| na-rkabt | 'chariot' |

[^362]The first two examples above contain roots with no labial consonants, and thus the nominalizing prefix is realized with the labial $[\mathrm{m}]$ (note that the suffix/1n/ in the second case does not trigger dissiinilation of the prefjx). In the last two examples, there is a labial root consonant, and the prefixal consonant is realized as [ n ] as a result.

### 2.4 Language games and other external evidence

McCarthy (1981) also discusses evidence from languages games that appears to argue in favor of the consonantal root occupying its own tier at some level of representation. At issue are forms from the Bedouin Hijazi dialect of Arabic brought to light by Al-Mozainy (1981). As an exannple, McCarthy cites the variant forms of the verb /difa‘na/ 'we pushed': [da‘afna, fida‘na, ‘adafina, faradna, safadna]. The argument here is that without tier segregation, there is no way to array just the root consonants separately in a way that allows for their permutation as a target of the language game process. This is because the ganle distinguishes between root consonants (e.g. /dfs/ in these examples), which can permutate, and non-root consonants (e.g. /n/ in these exaniples), which cannot.

A similar type of argument is put forward by Prunet et al. (2000) and Idrissi et al. (2008). These researchers document a series of metathesis errors in a bilingual French-Arabic aphasic patient; of relevance is the observation that these errors only take place in the subject's Arabic utterances and never in his French utterances. Further, the errors involve metathesis of root consonants only; it is never the case that vowels or affixal consonants are metathesized. The authors take this as clear evidence for tier-segregated consonantal roots along the same lines as MicCarthy and others, though Ussishkin (2006) rejects their account and proposes a constraint-based alternative that does not require reference to the consonantal root.

In closing, this section has provided many cases of evidence in favor of tier segregation based on phonological and morphological behavior in Seınitic languages. In the following section, evidence from other languages is considered.

## 3 Non-Semitic evidence for tier segregation

### 3.1 Yawelmani

Evidence from non-Semitic languages has also provided arguments in favor of tier segregation. Archangeli's wrork on a number of dialects of the California Penutian language Yokuts is the best known, and will be the focus of the discussion and data here. In Yawelmani Yokuts, morphology looks strikingly Semitic; there appears to be, as in Semitic, a distinction between consonants, vowels, and the prosodic templates in which the consonants and vowels are realized. The template selected is dependent on morphology: essentially, the suffix selects the template. Archangeli $(1983,1984,1985)$ provides steın alternations from Yawelnani illustrating nultiple teinplates for verbs with three consonants:
(12) Yawelmani CV templates (adapted from Archangeli 1983: 351) and data (stems are underlined)

| template |  |  |
| :--- | :--- | :--- |
| CVCC | ?amts'it | 'be near' |
| CVVCC | deejilhin' | 'guard' |
| CVCVVC | bineetit | 'ask' $k^{\prime}$ |

This pattern, in which the stem templates alternate, is persistent throughout the language, and it is typically the case that the suffix appended to the stem determines which template is chosen for the surface form. A tier-segregated representation, in which consonants and vowels of a norphological root occupy distinct tiers, captures the fact that the order of vowels and consenants is templatedependent and predictable, thus allowing for lexical representations that are rendered simpler by the absence of: prespecified precedence relations between vowels and consonants. If the templates supply those orderings, and the templates are independently necessary, Yawelmani can be viewred much like Semitic, where the templates also supply the orderings between consonants and vowels. A crucial difference, of course, is that Yawelnani lacks the morphological distinction between consonants and vowels; both the vowel(s) and the consonants are viewed as part of the same morpheme in the cases above, yet nonetheless occupy separate tiers. ${ }^{\text {10 }}$

### 3.2 Rotuman

Although he later rejects it (McCarthy 2(000; see discussion below) as an example of tier segregation, McCarthy (1989) strongly suggests that the Oceanic language Rotuman provides evidence from outside the Sernitic languages in favor of tier segregation. In this case, the data come from an alternation involving inorphological metathesis (CHAPTER 59: METATHESIS). ${ }^{11}$ Rotuman has a morphological distinction between what are known as different phases, of which tluere are two: the complete phase and the incomplete phase, ${ }^{12}$ their occurrence being governed by syntactic and semantic principles (see McCarthy 2000: App. B for a review of Churchward's 1940 rules for use of the different phases). The two phases can be distinguished phonologically by a number of different alternations: final vowel deletion, umhut, diphthongization, and, importantly for our purposes, metathesis (there are also cases in which forms in the two phases are homophonous). McCarthy (2000) gives the following examples of phase distinction by netathesis.

[^363](13) Rotuman complete and incomplete phases distinguished by metathesis

| complete | incomplete |  |
| :--- | :--- | :--- |
| i?a | ia? | 'fish' |
| seseva | seseav | 'erroneous' |
| hosa | hoas | 'flower' |
| pure | puer | 'to rule' |
| parofita | parofial | 'prophet' |

McCarthy (1989) considers Rotuman as a possible (but not, in his words, "iron-clad") case favoring ther segregation (referred to in McCarthy 1989 as "planar V/C segregation"). Despite the fact that this language has no templatic morphology, and no morphological distinction between consonants and vowels, allowing tier segregation in this language can explain the metathesis evidence in the phase distinctions above, $1_{1}$ telrms of linear order, with tier segregation in place in Rotuman, the metathesis can be viewed as templatic, since for each of the pairs of forrms above the consonants always occur in the same linear order, as do the vowels; this is true because metathesis always involves a consonant and a vowel in this language. In other words, the precedence relations betveen consonants are preserved, as are the precedence relations betwreen vowels. Tier segregation allows for this, though McCarthy acknowledges that other mechanisms could explain it as well. What differentiates the phases, then, is something template-like. Depending upon which phase is being selected by the grammar, the consonant-vowel ordering will differ.

This concludes the section in which non-Semitic evidence for tiver segregation is discussed. In the followring section, some debates concerning tier segregation are reviewed.

## 4 Debates

The extension of tier segregation beyond Semitic is not uncontroversial. The principal reasons behind this controversy can be divided into two principal types. One type concerns the non-morphological motivations for tier segregation in non-Semitic languages like Yawelmani and Rotunnan. The second type is based on more recent developments in phonological theory.

### 4.1 Non-Semitic languages

### 4.1.1 Yokuts

Steriade (1986) attacks ideas from Archangeli $(1984,1985)$ concerning tiver segregation in Yokuts. In particular, Steriade argues against separate tiers for consonants and vorvels when the language has no morphological distinction between them. The idea advanced in Steriade (1986) is that only morphologically motivated tier segregation is legitimate. Since Yokuts does not disting uish consonants and vowels morphologically, her view is that tier segregation in Yokuts is not licit. An important consequence of this argument is that Steriade must explain the templatic effects so easily captured via tier segregation. She proposes an alternative analysis, in which a mechanism of "melody copy" (analogous to copying processes
in reduplication) explains the templatic patterns found in this type of language. Prince (1987) responds to Steriade's approach with a vigorous argument against Sterjade and in favor of Archangeli's original proposals for tier segregation. Again focusing primarily on Yokuts, with sonve additional Arabic and Hebrew evidence, Prince (1987) defends Archangeli's claims that tier segregation is phonologically motivated. ${ }^{13}$

### 4.1.2 Rotuman

Arguing against claims found in previous work, McCarthy (2000) rejects Rotuman as a possible case of tier segregation. Recall that the metathesis process encountered in the complete and incomplete phases in this language seems like a good candidate for tier segregation, since the two plases could be thought of as templatic. McCarthy's more recent (2000) account is couched within OT, and argues that

OT takes much of the burden of explanation off of representations (e.g. tier segregation) and places it on substantive constraints... [t]hus, consonant-vowel tier segregation is completely superfluous in an Optimality Theoretic analysis of Rotuman, and in fact it is antithetical to fundamental premises of OT.

This is because of OT's assumption of Richness of the Base, which states that restricting the form of input material is disallowed. Under this assunnption, every potential input form must be considered a legitimate input form, and despite this potential variation in inputs the actual attested output nust nonetheless enterge as optimal. But with tier segregation, an OT analysis yields undesirable results, since with tier segregation it becomes impossible to capture the contrast betw'een pairs such as /usi/ 'bush (sp.)' and /sui/ 'bone', which form a contrastive pair despite sharing the same consonant and the same vowel sequence in a tier-segregatect view. That is because, under the tier-segregated view, the vowels would be represented separately from the consonants, yielding the same input ( $/ \mathrm{uj}+\mathrm{s} /$ ) for these two surface-contrastive pairs. MicCarthy goes on to show that various attempts to patch the holes resulting from such an approach turn out to be unsuccessful, and concludes that "[n]o superficial technical fix is appropriate, because the problem derjves directly from the core assumption of tier segregation theory."

Essentially, tier segregation is incompatible with OT, provided the basic assumption in OT that input forms may not be restricted, and that linguistic properties must be viewed as the result of outputoriented constraints. The argument continues, McCarthy suggests, as an even ınore fundantental result of this output-orjented focus: all underspecification, tier segregation included, is highly undermined by OT's principle/ingredient of output-based constraints. Since tjer segregation underspecifies the linear order relations between consonants and vowels (chapter 7: feature specification and underspecification), any tier-segregated input is an underspecified 'uput. In earlier approaches, on the one hand, this was viewed as beneficial, since the linear order relations in question are predictable, and in pre-OT generative phonology no predictable infornation

[^364]is granted the status and luxury of residing in underlying representations. But OT, on the other hand, argues that the content of constraints, rather than the elegance of representations, bears responsibility for phonological behaviors, and thus tier segregation should be dispensed with.

### 4.2 Semitic languages

A number of researchers have proposed rejecting tier segregation even for Semitic languages, which formed the original case for tier segregation in the late 70s and early 80s. These researchers have various reasons for rejecting tier segregation, ranging from concerns regarding the highly abstract nature of lexical repres-entation under tier segregation (e.g. Ussishkin 2000, 2005, 2006) to the need to reformulate principles that tier segregation seemed to stem from originally, like the OCP (Rose 2000). Some of these arguments will be reviewed here.

Tier segregation relates directly to lexical storage of linguistic units and much scholarly activity on Semitic languages over the last decade or so has focused on lexical representations in Semitic. Bat-El (1994) u'as among the earliest researchers to propose that Semitic consonantal roots were explanatorily inadequate, and based her argluments on Hebrew data in which consonant clusters are preserved in the formation of verbs from nouns, such as the following:

Hebrew denominal verb formation with cluster transfer (Bat-El 1994: 577-578; preserved clusters underlined)

| noun |  | denominal verb |
| :--- | :--- | :--- |
| transfer | 'transfer' | $\underline{\text { trinsfer }}$ 'to transfer' |
| sandlar | 'shoemaker' | sindler 'to make shoes' |
| psanter | 'piano' | psinter |
| nostalgia | 'to play the piano' |  |
| nostalgia' | ristely | 'to be nostalgic' |

If denominal verb formation w'ere dependent on солsorantal roots, it would be itnpossible to explain why the sets of adjacent consonants in these pairs are preserved in the related verbs, rather than all conforming to a uniform template. This is because, under an account based on tier segregation, the consonantal roots, on their own tier, are not stored lexically with any information regarding which consorants are surface-adjacent. Further, Ussishkin (1999) noted that another set of denominal verbs in Hebrew consistently preserves information from the vowel in the base - information that is not available from the base consonants alone:
(15) Hebrew denominal verb formation with vowel feature transfer (Ussishkin 1999: 405; corresponding vowel-consonant transfer effects underlined)

| noun |  | denominal verb |
| :---: | :---: | :---: |
| tik | 'file' | tijek 'to file' |
| ? ir | 'city' | 'ijer 'to urbanize' |
| ug | 'kind, type' | siveg 'to classify' |
| hon | 'capital, wealth' | hiven 'to capitalize' |

Again, reliance on the consonantal root is insufficient to explain this phenomenon, because if the consonants are the only material that inatters, then information about the vowel of the base is absent. Nonetheless, for these forıns, there is a clear correlation between the vowel in the base and the nedial consonant in the verb. Bat-El and Ussishkin both conclude that the Hebrew lexicon may not encode consonantal roots, thus invalidating an original motivation for tier segregation. They propose that, for denom inal verbs, the lexicon stores stems or whole words, in which case no level of representation involves segregations of vowrels and consonants into distinct tiers. In subsequent work, both Bat-El (2003) and Ussishkin (2000, 2005, 2006) extend these results and propose such a view not just fror these verbs but for the entire language. That is, the lexicon stores stems or words, not consonantal roots, and these stents or words form the basis for morphological relationships and derivations.

Sintilar conclusions are reached for Semitic by Gafos (1998), who focuses on apparent spread ing in the Malaysian language Temiar. Gafos (1998) concentrates on the theoretical device known as "long-distance consonantal spreading," which was previously thought (cf. McCarthy 1979, 1981, 1989, 2000) to be responsible for patterns such as doubled consonants in Seınitic verbs (e.g. the discussion of Arabic /samam/ above). In Gafos's proposal, however, such Iong-distance spreading is rejected as an explanation for forms like /samam/, which are instead reformulated as examples of segmental copying rather than segmental spreading. Under the alternative copying-based account, no level of representation involves a multiply linked consonant (seen in (10b) above). The penultimate section of Gafos (1998) argues against tier segregation. The argument, like that of McCarthy (2000), is theory-internal from an OT perspective, and centers on the fact that within OT, properties of lexical forms do not result from underspecification, but rather from the interaction of universal constraints on surface forms. ${ }^{14}$ This is essentially the same Richness of the Base argument proposed by McCarthy regarding Rotuman. Since tier segregation was originally inotivated as a way to avoid lexical redundancy by avoiding lexical storage of predictable information, it falls under the rubric of underspecification and is therefore, at the very least, subject to deep scrutiny under OT. And indeed, Gafos concludes that tier segregation should be eliminated altogether. Gafos goes on to argue that not only does this apply at the phonological level (e.g. for languages with no norphological distinction between consonants and vowels, such as Yokuts), but that it should also apply at the morphological level, to Semitic languages in which one might posit a norphological distinction between consonants and vowels. Even this distinction can be captured via universal, output-oriented constraints, Gaf os clainıs, and thus tier segregation receives no support.

In order for such a view to be maintained, alternative explanations for various phenomena are required. Gafos, for instance, proposes that, rather than viewing doubled consonants in Semitic as resulting from a spreading operation, we should see them as the result of a copying operation analogous to the copying seen in reduplication phenomena (CHAPTER 100: REDUPLICATION; CHAPTER 119: reduplication in sanskrit). This argument echoes the proposals of Steriaide

[^365](1986) in her argument against Archangeli's phonological tier segregation, and finds further support in Ussishkin's (1999) treatment of doubled consonants in Hebrew denonninal verbs, where a subset of verbs double the second base consomant to fill a verbal template:

Doubled consonants in Hebrewe denominal verb formation (Ussishkin 1999)

| n |  | denoncinat verb |
| :---: | :---: | :---: |
| dan 1 | 'blood' | diment 'to bleed' |
| sam | 'drug' | simern 'to drug, poison' |
| xad | 'sharp' | xind 'to sharper' |
| nıana | 'portion' | minen 'to apportion' |

Again, rather than viewing the repeated consonant in each denominal verb as resulting from long-distance spreading over a vowel position in a template, the repeated consomant is simply viewed as a copy. The template still plays an important role here, in that it is responsible for inducing the copy, but no spreading is invoked to explain the doubled consonant.

Another OT-based argument arguing against tier segregation can be found in Rose's (2000) reformulation of the OCP, which bears direct relevance to this discussion. In Rose's view, the OCP applies across intervening vorwels to penalize identical consonants such as those seen above in consonant doubling denominal verbs in Hebrew. Rose additionally claims that consonant doubling results from copying, and not spreading, and also relies on a rejection of segregating vowels and consonants into distinct tiers. Focusing on evidence from Ethio-Semitic languages, Rose shows that a reformulation of the OCP into a surface-based constraint provides exactly the explanatory adequacy that is needed while at the same time avoiding the various pitfalls resulting from a combination of tier segregat icn and the input-based version of the OCP that would be incompatible with any output-oriented approach.

### 4.3 Behavioral evidence

Various experiments in Semitic have been reported in the literature that bear on tier segregation, and the results of these experiments are mixed, so it is impossible to adjudicate definitively based on these results. It is also important to note that these experiments have the explicit goal of testing the nature of lexical representations; in particular, whether lexical representations are root-based or word-based. The assumption being made in such work, and in this chapter as well, is that root-based representations are congruent with tier segregation, while word-based representations are not. The best-known studies have been carried out with Hebrew and Arabic (Frost et nl. 1997; Deutsch et nl. 1998; Frost et al. 2000 on Hebrew; Bour telaa and Marslen-Wilson 2000, 2001, 2004 on Arabic) using a variety of techniques, most coinmonly a masked priming lexical decision task using visual stimuli. ${ }^{15}$ These

[^366]studies consistently demonstrate that when a target word shares a consonantal root with a masked prime, there is a significant priming effect manifested in a faster reaction tinue for such target iteıns than when the masked prime does not share the consonantal root. This robust finding supports lexical storage of roots, and therefore supports a form of tier segregation. Conflicting results exist with respect to the decomposition of vocalic patterns: Frost et al. (1997) found no priming effect for vocalic patterns, while Deutsch ot al. (1998) did find such prining. As for results that might argue against tier-segregated representations lexically, one reported study on Hebrew using visual stimuli (Moscoso del Prado-Martín et al. 2005) found a word frequency effect (which supports word-based storage and therefore does not support tier segregation), though the same study also found an effect of morphological family size, which supports representing consonantal roots in the lexicon.

These studies are not without their problenis. First, all stinuli were presented visually. Because the orthographies of Hebrew and Arabic do not contain grapleemes for many of vowels, visually presented primes and targets may bias participants to process consonants preferentially. For example, because there is no letter for the sound [a] in Hebrew, the word for 'to write', pronounced [katav], is written as kto in Hebrew orthography. Visual presentation therefore introduces a very serious confound for any study that aims to see whether consonants play a special role in processing. Secondly, these studies have been carried out on languages with a consonantal orthography in which all educated native speakers receive explicit pedagogical instruction based on the consonantal root. Because of this, it is not entirely clear that studies are probing online processing of lexical units; earlier work has shown that literacy affects lexical organizention (e.g. Morais et al. 1986). Another weakness of these earlier studies is that they do not manipulate root or word frequency, which wrould be the ideal probing mechanism for distinguishing root from whole-word access.

For Arabic, Boudelaa and Marslen-Wilson (2000, 2001, 2004) report consistent effects of priming by consonant-vowel patterns as well e.s by roots and patterns separately in a series of auditory lexical decision tasks with auditory primes (Marslen-Wilson and Zhou 1999). These results come from work on both Standard Arabic and Southern Tunisian colloquial Arabic, and, due to the fully auditory nature of both primes and stimuli, they avoid orthographic confounds inherent in any study that employs visual stimuli. The results suggest a decompositional route for lexical processing, thus supporting a tier-segregated view. One published study on Maltese (Ussishkin and Twist 200) reports mixed results: in a visual masked priming experiment, a significant priming effect for consonantal roots was found, but the same paper also reports an auditory experiment whose results support storage of whole forms.
In recent work on Hebrew, Berent et $n l$. (20N7) provide experimental evidence that whole-ivord representations in the lexicon are needed in order to account for speakers' acceptability ratings of words in different paradigms that share identical consonantal roots. Such results argue against tier segregation, and although they are consistent with lexical storage of words, previous work on acceptability ratings (Berent et al. 2001, 2002, 2004) is consistent with both word-based and root-based storage. Fitally, other wrork on Hebrew that supports word storage is reported in Summer (2003), who ran auditory lexical decision experiments with auditory priming to test lexical access for a class of irregular verbs in Hebrew known as
weak verbs. These are verbs whose final root consonant does not occur in pronounced forms. Sumner's results show that, for one class of wreak verbs, there is evidence for whole-word storage, while, for the second class of weak verbs, age turns out to be a factor: younger speakers exhibit evidence of whole-word storage, while older adult speakers show an inhibitory effect of weak verb primes.

Despite their importance, these psycholinguistic studies leave open the issue of lexical representation. Given the range of evidence in favor and against tier segregation based on these studies, one tenable hypothesis is that the lexicon can store both root-based and word-based representations, thus allowving for the possibility of tier segregation.

More general studies also leave open this possibility. In a series of experiments testing learnability of statistically regular patterns, Newport and Aslin (2004) exposed subjects to invented words in a nonsense language, and inanipulated the parts of the words that were consistent across stimuli. When subjects were exposed to stimuli consisting of non-ad jacent regularities in the consonants (Newport and Aslin 2004: Experiment 2), they readily learned the patterns. These results contrast with those from words where non-adjacent syllables, rather than the consonants, were consistent. In the non-adjacent syllable case, subjects performed poorly. The fact that subjects were able to learn the pattern when it was nuanifested in non-adjacent consonants shows at the very least that humans can attend to such regularities, thus indirectly supporting an ability to segregate consonants from vowels. Similar results obtained by Newport and Aslin (2004: Experiment 3) show that, when non-adjacent vocalic pattems were held constant, subjects readily learned the pattern. Again, this result shows at the very least that subjects are capable of attending to regularities that hold across non-adjacent sets of segments. ${ }^{16}$

## 5 Conclusion

This chapter has focused on introducing and discussing the theoretical and representational concept of tier segregation. As the introductory paragraphs explain, this mechanisin furthered the generative phonologist goal of reducing the burden on the lexicon by removing from lexical specification the ordering relationships between consonants and vowels. This was seen as a positive development by most phonologists, since it allowed for a highly gramnatical explanation of patterns not only in Semitic, where it was first invoked, but also in non-Semitic languages such as Yokuts.

As discussed, the benefits associated with tier segregation were not without their costs. For the non-Semitic cases in which tier segregation has been called upon, some reactions have been negative, proposing that tier segregation should be limited to cases in which it is fully justified solely on morphological grounds. From the standpoint of phonology, tier segregation has also been challenged as imposing too strict a limit on potential underlying representations, thus conf.icting with some principles that underlie Optimality Theory.

[^367]And, finally, the external evidence brought to bear on the issue is unable at this point to provide a final answer regarding the psychological reality of tier segregation. While some studies suggest that ther segregation is cognitively viable, others demonstrate that it can be done without. This is not a surprising situation; after all, only a limited number of such studies have been carried out at this point. It is clear that many more experiments could and should be conducted in order to further our understanding of the patterns that tier segregation was proposed to account for, and to help determine whether tier segregation should be maintained or discarded in phonological theory.
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# 7 Feature Specification and Underspecification 

Diana Archangeli

## 1 Introduction

The concept of minuinal feature specification has been part of the phonological dialogue throughout the modern era, from the introduction of archiphonemes (Jakobson 1929; Martinet 1936; Trubetzkoy 1936) through various types of specification: Markedness (Kean 1975), Radical Underspecification (Archangeli 1984, 1988), Contrastive Underspecification (Steriade 1987; Mackenzie and Dresher 2004; Dresher 2009), and Combinatorial Specification (Archangeli and Pulleyblınk 1994) to Richness of the Base (Prince and Srulensky 1993; ltio et al. 1995; Smolensky 1996). What is common to the various approaches is that features may be absent from at least some segments at any level of representation. Theories differ on when - or whether - the missing features are provided. For exannple, the Markedness rules of Chomisky and Halle (1968) provide values (the urunarked specifications) for all features on every segment before the application of any phonological rules, whereas under more recent perspectives, sorne segments exit the entire phonological-phonetic component without receiving specifications for every feature (Keating 1988; Pierrehumbert and Beckman 1988; Archangeli and Pulleyblank 1994).

A challenge in evaluating underspecification is to separate the essence of the arguments for minimal feature specification from the theoretical context in which the feature specification model is presented. In fact, the very term "underspecificat 10 "" is testament to thes challenge: the model was developed in the early 1980s in opposition to a model of full feature specification, and the term "underspecification" enphasized this changed role. Changing the focus to the motivation for specifications led to the term "Combinatorial Specification" (Archangeli and Pulleyblank 1994), while Optimality Theory's "Richness of the Base" makes no direct reference to feature specification at all (Prince and Smolensky 1993).

In retrospect, developing a theory of "feature specification" rather than of "underspecification" is more important. Which features are necessarily present regardless of the theory one adopts? Those which are not necessarily present can be unspecified, if the theory allows it. In a very basic way, then, the essence of feature specification hinges on the "necessary and sufficient" criterion: is a feature
specification necessary to account for this pattern？Is that same specification sufficient to account for the pattern？Where the ansiver to both questions is＂yes，＂ the feature is critical to an analysis of that part of the language；where the answer to both is＂no，＂whether the feature is specified depends on the theory in which the analysis is couched，not on the requirements of the data．

In this survey，we consider a wide array of phenomena，ranging from the morphological to the phonological to the phonetic，which demonstrate that at all levels，there are features that neet the＂necessary and sufficient＂criterion and there are others which do not．Those that de must be specified，regardless of the theory one adopts．Those that do not are features that may be left unspecif 1 et if one＇s theory allows for unspecified features．

In many of the examples，there is a secondary argument．If segments are fully specified，then the analysis includes a component simply to deal with those specified features－features which are not necessary to account for the basic pattern．The analysis then is more complex，and the necessary elements of the pattern are obscured．This provides a second set of arguments in favor of minimal specfica－ tion：omitting unnecessary feature specifications reveals patterns；including them obscures patterns．

## 2 Morphological evidence

The first cases we consider are those in which a single feature different hates one morphological class from another（see alse CHapter 82：featural affixes）．That single feature is both necessary and sufficient．No other features are necessary， and so have no empirical role；they can be omitted from the representation．No fully specified segment is needed in these cases；in fact，positing such a repre－ sentation obscures the patterns observed．Cases fromı Chaha（McCarthy 1983），Tiv （Pulleyblank 1986），and Yokuts（Archangeli 1991）inake the argunient．

## 2．1 Single－feature morphemes

In Chaha，a Western Gurage（Semitic）Janguage of Ethiopia，the 3rd person sin－ gular object is marked by labialization of the rightnıest labializable consonant（1） （ $\mathrm{Nacharthy} \mathrm{1983).}^{1}$
（1）Chath（McCarthy 1983；chapter 82：featural affixes）

| a．final | no object | with object |  |
| :---: | :---: | :---: | :---: |
|  | dænæg nækæb | nækæb＂ | ＇hit＇ <br> ＇find＇ |
| b．medial | mæ゙れæ゙ | mæk＂ær | ＇burn＇ |
|  | siæfær | siæf wær | cover＇ |
| c．initial | qætær | q＂ætær | ＇kill＇ |
|  | næesær | nı＂æsær | ＇seem＇ |
| d．none | sædæd | sædæd | ＇chase＇ |

[^368]There are two aspects to the analysis. First, the sound component of the lexical representation need only include a labialization feature, [labial]. Should this affix be represented as a filly featured segment, rather than simply as the feature [labial], then it is critical (i) that [labial] be free to dissociate from that segment and associate to another segment and (ii) that all other features of the segment disappear completely regardless of whether [labial] successfully associates or not (1d). In short, all features other than [labial] are unnecessary; [labial] alone is sufficient.

Second, the segments of the roots need no [-labial] specification despite the fact that they are not round unless the object nuarker is added. Any [-labial] specifications complicate the analysis because some mechanism must be introduced to eliminate those specifications when the [labial] object marker is added. ${ }^{2}$

A similar example is found in Tiv, a Niger-Congo language of Nigeria, where the general past is indicated by downstep of a verb-initial high tone (2a); there is no overt marker when the verb is low-toned (2b).
(2) Tiz general past (Pulleyblank 1986)

| 1 syllable | H-stem |  | L-stem |  |
| :---: | :---: | :---: | :---: | :---: |
|  | H | 'vá | L | dzà |
|  |  | 'came' |  | 'went' |
| 2 sylable | HL | úngwà | LL | vèndè |
|  |  | 'heard' |  | 'refused' |
| 3 syllable | 'HLL | jévèsè | LLL | ngòhòrò |
|  |  | 'fled' |  | 'accepted' |

These contrast with stems in other tenses, such as the recent past (3), where there is no downstep. Note the effect of vowel ablaut on the vowels /a/ and /u/, and the addition of a recent past high tone.
(3) Tiv recent past (Pulleyblank 1986)

| 1 sylable | H-stem |  | L-stem |  |
| :---: | :---: | :---: | :---: | :---: |
|  | H | vé <br> 'came (recently)' | H | dzé |
|  |  |  |  | 'went (recently)' |
| 2 sylable | HH | óngó | LH | vèndé |
|  |  | 'heard (recently)' |  | 'refused (recently)' |
| 3 sylable | HHL | jévésè | LHL | ngòhórè |
|  |  | 'fled (recently)' |  | 'accepted (recently)' |

Treating the general past inorpheme as a low tone directly results in these patterns since high tones regularly downstep after low tones in Tiv, while low tones are unaffected. Representing the general past affix as a low tone is necessary in order to account for the sound alternations; it is also sufficient. What is not necessary is to represent the general past marker with a fully specified vowel - crucially including the tone specification, but with no other critical features; all that would surface of such a vowel would be the tone.

[^369]The location of the H -tone recent past marker also supports a level of representation without specifications, as pointed out in Pulleyblank (1986). Were all vowels fully specified for either H-tone or L-tone, then it wrould be surprising for the recent past H -tone to dock on the second vowel of polysyllabic forms. Howsever, if only the initial vowel is specified for a tone - which is the only location for contrastive tone in Tiv verbs - then the second vowel is the leftmost available vowel, and the location of the recent past H-tone is no surprise.

### 2.2 Ghost segments

A different type of case involves a "ghost segment," a segment that surfaces in some environments, but that is not realized in other environments. ${ }^{3}$ For example, in French, many final consonants are realized only when there is a following vowel or there is a feminine suffix, peti[ ] but peti[t] oiseau and la peti[t]e (Tranel 1981; Citarter 1l2: frencil liaison). Archangeli $(1984,1991)$ and Zoll (1996) argue that such segments have feature representations, but crucially lack other structure: for Archangeli, the ghost segment is a floating feature, while for Zoll it is a feature or set of features without a root node. (While this chapter is focused on degrees of feature specification, we briefly visit the issue of prosodic specification in §3.5.) A particularly intriguing case of glost segments is found in Yokuts, a Penutian language of Northern California. In Yokuts, there are several morphemes with ghost segments that may or may not surface. In one class of cases, there is good evidence that the ghost should be viewed as a single feature, rather than as a fullfledged segment. In this class of cases, a glottal stop surfaces in some environments (4a) but does not in other ervironments (4b), the typical ghost behavior. However, there is a third set of environments, where the ghost is realized as glottalization of a sonorant consonant, ( 4 c ): "the foating glottal stop of suffixes ...may infect only the second consonant of a stem, if that consonant is a nasal, semivowel, lateral" (Newman 1944: 15). Thus, in this third class of cases, the Yokuts ghost [?] is similar to the single-feature morphemes. However, in Yokuts, there are other segments in the morpheme (in this example, the sequence -in'nj): it is not simply a single feature morpheme. There are several Yokuts suffixes with the "floating glottal"; there are also suffixes with a floating $/ \mathrm{l} / \mathrm{l} / \mathrm{n} /$, /h/, or $/ \mathrm{m} /$. See Newman (1944), Archangeli (1984, 1991), and Zoll (1996) for examples with other suffixes. ${ }^{1}$
(4) Yokuts contemporaneous gerundial ->in'aj (Archangeli 1984)
root affixed form
a. root with 2 Cs gets glottal stop
dub dub?un'aj *dubun'aj, *dub'un'aj 'while leading by the hand'
doos dos'in'aj *dosin'aj, *dos'in'aj 'while reporting'

[^370]b. root with 3 Cs gets nothing
lilen lilmin'aj *lihm'in'aj, *lih'min'aj 'while running'
c. root with sonorant C 2 gets glottalization, whether root has 2 Cs or 3
panaa pan'in'aj *panin'aj, *par>in'aj 'while arriving'
c'oow c'ow'in'aj *'owin'aj, *c'ow? in'aj 'while grasping'
taan $\tan ^{\prime} \mathrm{in}$ 'aj *tanin'aj, $\tan ^{3} \mathrm{in}^{\prime}$ aj 'while going'
hiwiit hiw'tin'aj *hiwtin'aj, *hiwt?in'aj 'while walking'
The feature that is necessary to account for this pattern is a glottal constriction feature, e.g. [+constricted glottis]. Interestingly, this feature is sufficient to aocount for the sonorant belavior in (4c). This feature is also recessary and sufficient to account for the realization of a glottal stop, all other features being predictable once it is known that the segment has [+constricted glottis].

### 2.3 Summary

These norphological examples demonstrate two points. First, in some cases, a single feature is necessary and sufficient to explain the phonological behavior of some morpheme: [+constricted glottis] is sufficient to explain the three-way Yokuts patterns while [labial] accounts for the distribution of the object marker in Chaha. Second, while additional features might be included in the representat ion of such morphemes, any such additional features serve no necessary phonological purpose; the orly reasor to include such features is to satisfy the demands of the theory, not the demands of the data. The data themselves make no such requirement.
In the next section, we examine phonological cases which make the same point, with the difference being that the motivation for active vs. inert features is phonological, not morphological.

## 3 Phonological evidence

There are a variety of types of phonological patterns that support the absence of at least some feature specifications. The cases are similar in that there are asymmetric behaviors among the segments of a language, and that asymunetry is consistent with the absence or presence of feature specification. Variety arises when the effects of this asymmetry are considered: morphemes with invariable feature specifications $v s$. those with variable specifications, revealed vs. obscured phonological patterns, inert segments vs. involved segments, and segments that behave ambiguously.

### 3.1 Variable and invariable feature specification

The first class of evidence cones from the completely phonological distribution of features. In these cases, a contrast is found in some part of the lexicon that does not occur in some other part of the lexicon. In the Margi example, roots and suffixes differ by whether they bear invariable tone or not (Will'ims 1976; Pulleyblank 1986, 2006). We focus on roots here; the same arguinent can be made based on suffix behavior.

Some Margi roots are always high-toned (5a), some always low-toned (5b), and some have a low-high contour (5c) (data from Pulleyblank 2006).
(5) Margi roots
a. High-toned roots

| tá | 'cook' | tábá | 'cook all' |
| :--- | :--- | :--- | :--- |
| 1.ggúlí | 'roar' | ggálíbá | 'surpass in roariny' |

b. Low-toned roots
ptsà 'roast' ptsàbá 'roast thoroughly'
tsàvè 'pierce' tsàvèbá 'pierce thoroughly'
c. Low-high contoured roots

| fĭ | 'swell' | fibá | 'make swell' |
| :--- | :--- | :--- | :--- |
| văl | 'f.y, jump' | và bá | 'make jump over, across' |

These forms reveal a three-way contrast ainong roots: those which are invariably high-toned, those which are invariably low-toned, and those which surface with a contour in isolation, but simplify that contour when suffixed. However, there is a fourth class of roots, the alternating roots. In this class, the tone of the root varies depending on the tone of the suffix that is attached. The root is high-toned with a high-toned suffix, and otherwise low-toned.
(6) Margi alternating roots (Hoffman 1963; Evans 2008)
a. With high-toned suffixes
đàl 'buy' đálbá 'buy'
1 1àl 'bite' 1jálbá 'bite a hole'
b. With low-toned suffixes

| pty | 'wash' | pylinà |
| :---: | :---: | :---: |
|  | 'cu | tlàn |

Pulleyblank $(1986,2006)$ argues that in the latter case, the roots are toneless in lexical representation and receive their surface tones through the phonological component. Note that requiring all roots to be fully specified, and so to bear lexical tone, would require either a completely arbitrary thind tore (which rever surfaces) or non-phonological diacritics on the variable-tone class to distinguish the roots with low tones in isolation that are always low-toned (5b) from those that are low-toned in isolation, but are high-toned when they have high-toned suffixes (6a).

A similar case is found in Tiv, and has already been illu.strated in (2). The only location in a word where tones vary unpredictably is the first syllable. All other tones are predictable. Consequently, the two patterns in (2) are the extent for verb roots in Tiv. Requiring full specification of tones leads to the expectation of far nore patterns than are attested in the language.

There are numerous cases of completely predictable features, with behavior comparable to that of Margi tone. For example, the distribution of [ATR] in Pulaar (Paradis 1986; Archangeli and Pulleyblank 1994) and Kinande (Archangeli and Pulleyblank 1994, 2002) follows this pattern, as does the distribution of all vowel features in Tiv (Archangeli and Pulleyblank 1994).

### 3.2 Patterns revealed

The second class of cases involves phonological patterns which are seen to be quite simple patterns if only the necessary and sufficient features are present in representations. These same patterns appear to be rather coniplex patterns if all features are present on all segments. Two brief examples from Yokuts are presented. In each case, the essence of the phenomenon is revealed when only the necessary and sufficient features are present. One case involves vowel harmony, a feature phenomenon, and the other involves epenthesis, a prosodic phenomenon.

### 3.2.1 Yokuts vowel harmony

The Yokuts vorvel harmony system is relatively simple. The language has a four-vowel system, /i a o $\mathbf{u} /$, and vowels of like height agree for roundness. See Newnian (1944), Archangeli $(1984,1985)$, and Steriade (1986) for more on Yokuts harmony. In (7a), the vowels in the non-initial syllables arise either from epenthesis or from the suffix hin (aorist). ${ }^{5}$
(7) Yokuts vowel harmony
a. [u] after /u/, else [i] in -hin (norist)

| ?ugunhun | *?uginhin | 'drank' |
| :--- | :--- | :--- |
| lihimhin | *lihumhun | 'ran' |
| bat!'inhin | *bat'unhun | 'fell down' |
| hoginhin | *hogunhun | 'floated' |

b. [0] after / $\mathrm{O} /$, else [a] in -( I ) atin (desiderative)

$$
\begin{array}{lll}
\text { Wut bintatinxok' } & \text { *bintotinxok' } & \text { 'be trying to ask!' } \\
\text { hudhatinxo? } & \text { "hudhotinxo' } & \text { 'wants to know about' } \\
\text { t'awhatinxoohin } & \text { "t'a whotinxoohin } & \text { 'was trying to win from' }
\end{array}
$$

It is possible to represent the vowel system as the result of the logically possible combinations of the features [round] and [non-high]: /o/ is specified as [round, non-lugh] while /i/ las neither feature; /a/ is [non-high] and /u/ is simply [round]. Under this view, the harmony effect is achieved by a manipulation of the feature [round] where [non-high] values are identical.

Were features fully specified, the harmony process would need to change both [round] and [back] features on /i/, for /i/ to surface as [u]. Additionally, it would need to change [round] and [low] for /a/ to surface as [o]. Thus, with full specification, the harmony process must mention not only [round], but also [back] and [low], a far more complex process than one that involves only [round]. The complexity is brought on by the fully specified segments, not by properties inherent to the process itself. The essential properties of the alternation are revealed by minimally specified representations.

[^371]
### 3.2.2 Yokuts epenthesis

A further phenomenon in Yokuts is that of vowel epenthesis; the inserted vowel surfaces as [i], or [ $\mathbf{u}$ ] in harmonic environments. Vowel epenthesis occurs when consonants would otherwise be unsyllabifiable: the notivation is purely prosodic. See Kisseberth (1970) and Archangeli $(1984,1991)$ for nore on Yokuts syllabification. ${ }^{6}$
(8) Yokuts epenthesis (Archangeli 1984, 1991)
(epenthetic vowels are underlined; forıns without epenthesis have "-" showing the absence of a high vowel in that environment)
root -hin (aorist) -t (passive aorist)
a. no epenthesis with either affix
hojoo hojoohin hojot 'name'
b. eventhesis with -t (passive aorist)

| caw | cawhin | cawit | 'shout' |
| :--- | :--- | :--- | :--- |
| bok' | bok'hin | bok'it | 'find' |
| șil' | șil'hin | șil'it | 'shout' |
| dub | dubhun | dubut | 'lead by the hand' |
| biniit | binethin | bineetitt | 'ask' |

c. epenthesis in different places with -hin (norist) and ot (passize norist)
diijl deejill_hin dej_llit 'guard'
bilṣ biliș__hin bil__sit 'finish'
?ame ?antic_hin ?am_cit 'be near'
diijl deejil__hin dej__lit 'guard'
?ogl Pogil_hin ?ob_lit 'emerge'
luk'l luk'ul_hun luk'_lut 'bury'
With a fully unspecified /i/, the formal account of epenthesis is solely prosodic. No features are necessary: the resultant vowel is equivalent to the lexical representation of $/ \mathrm{i} /$, fully unspecified.

These examples are representative of the way in which minimal feature specification reveals phonological patterns. In both cases, requiring full specification obscures the essence of each process, in the harmony case making [round], [low'], and [back] formally equivalent while only [round] is critical and in the epenthesis case making the prosodic phenomenon appear to critically involve specific features.

### 3.3 Inert segments

Inert segments are segments that do not participate in some alternation, despite surface appearances suggesting that they would be involved. These segments function in contrast to their apparent specifications.

[^372]
### 3.5 Prosodic specification

Prosody includes at least syllable and foot structure. ${ }^{8}$ In contrast to features, the standard approach is to assume that input representations do not include syllables or feet, and sometimes moras: these are provided by the phonology. For run-of-the-mill cases, the primary argument is that it isn't possible to tell what the syllabification or footing of a particular sequence is until it is placed in context: whether a morpheme-final consonant is an onset or a coda depends on whether it is followed by a vowel (dual is. duelity, etc.); stress placenent also depends on the root and any affixes ('ntom us. a'tomic, etc.). Similarly, whether a high sonorant is a vowel or a consonant depends on context which may be provided through morphological concatenation, for instance in Berber (Guerssel 1986). In such cases, lexically specified syllable or foot structure is neither necessary nor sufficient.

Morphological patterns sometimes exploit underspecified prosodic structure, particularly reduplication (Marantz 1982; McCarthy and Prince 1986, 1993b, 1995b; CHAPTER 100: REDUPLICATION) and templatic morphology (Archangeli 1984, 1991; McCarthy 1985; chapter 108: semitic templates). The hallmark of prosodic morphology is that (a significant part of) the prosody is determined by one morpheme, distinct from that which provides the segments. Exanuples of templatic morphology appear in (4) and (7b); see alst, footnote 4. (13) includes some key examples from (4). The first column in (13) shows the segments and the prosodic pattern taken by the verb root with about half the suffixes in the language; the second colurrrr shows suffixation with a couple of these "normal" suffixes. (Note that the [ee] in fizuecten is due to the lowering of long high vowels to mid, a well-documented process in the language. See references cited.) Comparison of forms in the column headed "supplied CVC" shows what happens to those roots when the following suffix imposes a prosody on the root, supplanting its default prosodic structure.
(13) Yokuts templatic morphology (Archangeli 1984, 1991)

| a. | root prosody | affixation | supplied CVC | ing |
| :---: | :---: | :---: | :---: | :---: |
|  | panaa | panaahin | pan'in'aj | *pan'aan'aj |
|  | 'arrive' | 'arrived' | 'while arriving' |  |
| b. | hiwiit | hiweeten | hiw'tin'aj | *hiw'eetin'aj |
|  | 'walk' | 'will walk' | 'while walking' |  |

If the suffix (T)in'aj did not provide a prosodic structure for the verb root, the forms in the colunn headed "non-occurring" would be expected. Both roots typically begin with an iambic pattern preceding the suffix; with (?)in'of, the root takes as little prosodic space as possible. See references cited for further exemplification.

There are, in addition, cases of "a-templatic" morphology, where the morphology provides no template (Bat-El 1989, 1994; McCarthy 1993). Putting this together with minimal feature specification suggests instances where there is a morpheme with neither prosodic nor segnental structure. Gafos (1998) argues for just such

[^373]an analysis of reduplication in Temiar, noting that the "invariable" aspects of reduplication can be explained without reference to imposed prosody or features.

While these brief paragraphs can do little justice to the diversity involved with prosodic specification, the intent of including this discussion is more nodest: to demonstrate that the concept of considering whether a representation is both necessary and sufficient is not limited to features, but extends to the prosodic aspects of phonological representations.

### 3.6 Summary

In this section, we have reviewed a number of examples from phonological patterning. In each case, specifying only the necessary and sufficient features provides a inore revealing explanation of the phonological patterns than does full specification of the relevant segments.

Phonological accounts must be able to hardle cases of the type presented in the next section, where phonological features are irrelevant for the phonetic realization of a form - a possibility that is expected given minimally specified representations.

## 4 Phonetic evidence

Phonological representations with minimal feature specifications result in segments that are unspecified for unnecessary features. The mirtimization of feature specifications leaves open the possibility that these specifications are provided phonetically. Of interest are cases where the phonetic feature specification has an impact that is different from the phonological specification of features, for example the striking difference between the phonological (categorical) specification is the phonetic (gradient) realization such as a cline, a feature whose impact gradually increases or decreases phonetically over a span of one or more segments.

The cases of most interest are where the cline correlates to some phonological feature, such as tongue body height, tone, lip rounding, etc. In the relevant cases, some feature is phonologically active for some segnents (either because it is distinctive, because it plays a role in a phonological pattern, or both), while for other segments there is a cline effect, with the greatest articulation of the feature found on the segment(s) for which it is distinctive, otherwise gradually building to and/or decreasing from that point.

### 4.1 The cline effect in vorvel harmony

In Akan (a Niger-Congo language), [ATR] harmony has a phonological effect on all non-low vowels, rendering them categor ically either advanced or retracted. [ATR], then, is necessary on non-low vowels (Clements 1981; Archangeli and Pulleyblank 1994). By contrast, low vowels are typically retracted. Since this is a general state for low vowels, [RTR] (or [-ATR] - the difference is irrelevant to the point being made) is not necessary. Furthermore, specifying low vowels for a tongue root feature would be contradictory, because to the left of an advanced vowel, a series of normally retracted vowels (whether low or not) exhibits a gradual increase
and, in particular, ne phonological or phonetic tone specification specifically associated with moras between the initial mora with its low boundary tone and the pitch-accented noora with its high tone. As in other cases, while it is possible to specify phonological tone on these moras, the choice of tone is arbitrary for it never surfaces: the surface pitch contour derives from the interpolation from the initial low tone to the high pitch accent tone.

### 4.3 Co-articulation vs. allophonic variation

A final example of this type is tlue pattern of tongue body leeight in Russian VCV sequences (Keating 1988). As Keating points out, in Russian most consonants have both a palatalized and a plain counterpart. An exception is the velar fricative $/ \mathrm{x} /$. The backness or frontness of $/ x /$ is dependent on the context. Because there are no lexical requirements on the backness dimension for $/ x /$, it might be considered unspecified for [front/back], in contrast to other consonants.

Keating (1988) compares formant patterns in [x] in three environments: /ixa/, /axi/, and /axa/. The spectrograms clearly demonstrate a continuous transition throughout the articulation of the consonant from a high F2 to a low F2 in /ixa/, and no change in F2 in the fricative in /axa/. However, in /axi/, the fricative shows a sharp rise to a steady high F2, consistent with the consonant being [front]. Keating's conclusion (1988: 285) is that " $[t]$ he / $x /$ before / $i /$ acquires a value for [back] by spreading from /i/, whereas other / $x /$ 's remain unspecified for [back], and therefore show interpolatory effects."

This pattern arises only when the intervening consonani evinces no phonological or allophonic palatalization. When the /i/follows the consonant, the contour of the formant is consistent with Russian palatalization that takes place between [i] and any preceding consonant. Otherwise, the contour of the tongue's trajectory is consistent with an interpolated gesture between the palatal and the non-palatal vowels, consistent with the intervening consonant having no specification for the interpolating tongue body features.

### 4.4 Summary

The three examples presented in this section converge on a set of properties consistent with minimal feature specification. The domain in which the interpolation pattern is found is segments that have no necessary phonological specification for a feature. The boundaries of each pattern are defined by specified features. And finally, the effect seen is consistent with simply interpolating the specified values from one boundary to the next. In each case, more phonological specifications wrould get in the way of the phonetic pattern, and would obscure any characterization of the process.

Evidence of this sort is relevant to the discussion of Optimality Theory in that the phonological constraints need to be constructed in a way that allows for this class of phonetic effects. This might be done by integrating phonetic constraints into the constraint hierarchy along with the phonological constraints; it might be done by developing a constraint hierarchy to force unspecified segments in the (phonological) output which then feeds into a phonetic component. In either case, it is critical that segments are without specifications for certain phonological features.

### 5.3 Future directions

Very recent developments in Evolutionary Phonology (Blevins 2004) and, in particular, Energent Phonology (Mielke 2008; Mohanan et al. 2009) and "substance-free phonology" (Hale and Reiss 2000a, 2000b; Morén 2007; Blaho 2008) have implications for how our understanding of feature specification might develop in the future. Emergent Phonology intends to account for the growing body of evidence that the features and patterns found in language sound systems are strongly inf.uenced by the physical systen, i.e. the human's articulatory and perceptual systems (Archangeli and Pulleyblank 1994; Flemming 1995, 2002, 2005; Boersina 1998; de Boer 2000; Hume and Johnson 2001; Blevins 2004; Hayes et al. 2004). In order for the formal model to capture this concrete influence, Emergent Phonology proposes that there is no universal, innate set of features. Consequently, in an optinality approach, there can also be no innate constraints referring to features. Rather, the necessary entities are generated on an as-needed basis as each language is learned.

As laid out in Mohanan et al. (2009), if there is no specific inventory of innate distinctive features, then the necessary features emerge from the data encountered by the learner. With no inventory of innate features to inap to, in the absence of evidence for a particular feature there will be no feature proposed. Minimal specification results. Lack of specification for irrelevant features is expected. There is no reed to wonder about what happens with features that are not phonologically active in a language, since there is no motivation to learn such features. This same argument extends to subsets of the sounds of a language for which a feature is inactive: without evidence, the feature will not be learned for that subset, producing segments unspecified for a feature that is active elsewhere in the language.

A further implication under Emergence is due to the heavy responsibiity placed on the learning process, a responsibiity also exploited in Evolutionary Phonology (Blevins 2004), where mislearning leads to language sound change. Under Emergence, there is the potential also for overlearning, i.e. learning more than is recessary and sufficient in some cases. When overlearning creates a conflict with the ambient grammar, language change is predicted, leading to item-by-item language change until a critical mass is reached and the pattern is generalized.

## 6 Conclusion

The cases examined here present a variety of arguntents in favor of minimal feature specification. Morphological arguments include accounting for singlefeature morphemes and morphemes with foating features. Among the phonological arguments are accounting for inert segments, for ambiguous segments, and for the contrast between variable and invariable surface forms, as well as the demonstration that the essence of patterns is revealed when fewer feature specifications are present. Finally, the interpolation of phonologically active feature effects across spans of segments for which that feature is not necessary provides phonetic evidence for the absence of feature specification. Throughout, evidence is consistent with all and only the necessary and suff icient features being present in representations.
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## 106 Exceptionality

Matthew Wolf

## 1 Introduction

The work of phonologists is, in part, to discover empirical generalizations about the sound shape of utterances in each of the world's languages, and to formulate theories which predict these generalizations. The "in part" comes from the mentalist stance of generative linguist ics: its ultimate goal is not merely a theory which accounts for generalizations in surface data, but a theory that accounts for these data in the same way that native speakers' internalized gramniars do. In a sense, then, generative analyses are not really theories of (corpus-internal) linguistic data per se; they are theories of native speakers' tacit theories about those data - the grammars which speakers arrive at during language acquisition. In Chomsky's (1965) terms, generative linguistics aims at theories that possess explonatory ndegunaf - the ability to account for how language acquisition occurs (and thus also for the knowledge resulting from acquisition) - and not merely obserrational adequacy - the ability to correctly predict the grammatical or ungrammatical status, for the language in question, of any given form.

This mentalist stance creates two complications for how phonologists deal with generalizations in linguistic data. First, a language's lexicon might contain generalirations which speakers have not incorporated into their neental grammars, perhaps because Universal Grammar does not give them the resources to do so (see Becker et al. 2008 and Becker 2009 for a proposed instance). Second, speakers might have mentally internalized a generalization, but in a way that seems to be sub-coptimal according to the standards of theory comparison, for insrance Occam's Razor, which phonologists are used to calling upon. The Māori passive (Hale 1973; McCarthy 1981; de Lacy 2(14) is a well-known case in which the seemingly most simple account of the data is arguably not the way in which speakers have internalized those data.

An inverse situation obtains in the cases where a language displays an apparent generalization to which there are except ions. Say, for instance, we observe in some language that all stems begin with a consonant, except for two stemes [eda] and [opu]. Strictly speaking, the statement "stems must begin with a consonant" is not a true generalization about this language. Nevertheless, it is conceivable that speakers have mentally internalized this restriction, and have somehow marked [eda] and [opu] as exenipt from the restriction. That is, we can imagine that
speakers have internalized a theory which might be considered sub-optimal for the reason that it contains stipulations. Two questions therefore face the linguist. The first is to establish whether the imperfect generalization has in fact been internalized - we might check, for exanple, whether speakers productively apply a process of consonant epenthesis or vowel deletion to vowel-initial loanwords, or to nonce forms elicited in a wug test (Berko 1958; see also charter 96: experimental approaches in theoretical phonology). The second question, assuming that a restriction against vowel-initial words has been internalized, is how the exceptional status of [eda] and [opu] is d'acritically indicated in speakers' grammar and/or lexicon. One possibility is that they bear an abstract diactritic feature like [-vowel deletion], stating that a certain rule should not apply to these forms. The other possibility is to make diacritic use of phonological features. Say for instance that our hypothetical language lacks the segnent $[x]$ on the surface. Then we might assunve that underlying forms of the exceptional itens are /xeda/ and /xopu/, and that the rule that deletes $/ x /$ is ordered after whatever rule is responsible for ensuring that stems are consonant-initial. Either way, we are adding to an item's lexical representation something that causes it to behave phonologically in a special way. No matter how analyzed, then, exceptionality ultinnately reflects the arbitrary nature of sound/meaning pairings, and the manner in which the underlying form (or some other stored representation) loolds information about those aspects of an item's pronunciation which are not predictable from general principles (an idea traceable to work on exceptionality in structuralist morphophonemics by Swadesh and Voegelin 1939).

Despite this comnonality, the two approaches to exceptionality can be implemented in different ways, which make different predictions about exactly what kinds of exceptional patterns languages can have. $\$ 2$ of this chapter discusses approaches to exceptionality that have been proposed in rule-based generative phonology, and $\S 3$ considers approaches in Optimality Theory (Prince and Smolensky 1993). As we shall see, the abstract-diacritic and phonological-diacritic approaches have both appeared in a number of different forms in both rule-based and constraint-based phonology. $\$ 4$ discusses predictions about exceptionality in Lexical Phonology and Stratal OT. $\S 5$ offers a concluding summary of some of the issues about how exceptionality works which we will encounter in examining the strengths and weaknesses of various proposals.

## 2 Exceptionality in rule-based phonology

### 2.1 The theory of diacritic features in SPE

Lexical exceptionality is treated in two sections of Chomsky and Halle (1968; hereafter SPE): $\xi^{4.2 .2, ~ " T r e a t m e n t ~ o f ~ e x c e p t i m s, " ~ a n d ~} \S 8.7$, "Diacritic features." The latter lays out three kinds of diacritic features with distinct uses. One kind are features which define conjugation classes, native vs. foreign lexical strata, and similar kinds of word classes. A second is what Cuats (1970) dubs "alphabet features"; these are, as Zonneveld (1978: 132) notes, "rather vague[ly]" defined, and are called on in SPE to perform several tasks, which are reviewed in Zonneveld (1978: §3.2.3). As we shall see, and as Zonneveld (1978) argues, these features can be used to handle the various types of exceptionality which were argued in the late 1960s

An important question which can be raised in regard to minor rules is whether major us. uninor status is a strictly binary matter, or is instead a continuuin. Most work on nujnor rules seems to assume binarity (Levy and Fidelholtz 1971 invoke a feature [ $\pm$ major]]. An equally binary approach to mintor-rule effects would be to assume that minor rules are not rules at all, and that the morphemes which "undergo" a minor rule simply have multiple listed allomorphs. This is argued for by Hudson (1974), and more recently, in an optimality-theoretical context, by Mascaró (2007) and Kager (2009). Kager's example is that of open syllable lengthening in Dutch. Normally, both short (3a) and long (3b) vowels stay the same length, even as the syllable they are in alternates between closed and open, as can be seen by comparing singular and pl ural forms of nouns:

$$
\begin{align*}
& \text { a. } k l[a] s \sim k l[a] . \operatorname{sen} \quad \text { 'class(es)' }  \tag{3}\\
& k[r] p \sim k[r] \text {.pen 'chicken(s)' } \\
& \text { b. b[a:]s ~b[as].zen 'boss(es)' } \\
& p[o:] t \sim p[o:] . t e n \quad ' p a w(s)^{\prime}
\end{align*}
$$

However, certain exceptional nouns show an alternation between a short vowel in the bare root and a long vowel in the plural:

$$
\begin{array}{lll}
s l[\mathrm{a}] s & \sim & s l[\mathrm{a}:] \cdot z e n  \tag{4}\\
s l[\mathrm{~s}] t & -\operatorname{glass}(\mathrm{es})^{\prime} \\
s l[\mathrm{o}]] \cdot \mathrm{ten} & \prime \operatorname{lock}(\mathrm{~s})^{\prime}
\end{array}
$$

This appears to indicate a minor rule of open syllable lengthening. Kager's (2009) analysis is that the alternating roots have two listed allomorphs, one with the short vowel and one with the long vowel, with the appropriate form being selected in the appropriate environment.

This assumes that the minority alternation pattern in Dutch actually is unproductive and not really the default. In inflectional morphology, at least, minority patterns arguably can be used as the default (Marcus et al. 1995), so in cases of apparent "minor rules" like this we might need to run a wug test or the like to see whether the minority or the majority pattern were the one which speakers extended to nonce forins. If the minority pattern truly is not the default, then either a nuinor-rules or a listed-allomorphy treatment would reasonably lead us to expect that the minor alternation should be perfectly unproductive - it night seem odd for speakers to set up multiple listed allomorphs for a nonce word if they don't yet have evidence that it alternates. Is this expectation borne out?

Coetzee (2009) investigated this using an artificial language learning paradigm. If trained on novel-language data, in which some stems alternate and some do not, and then tested on novel sterns, subjects tended to assume by default that the novel stems were non-alternating. However, this was not a categorical preference, and, moreover, the degree to which novel stems were assumed to be non-alternating decreased if the ratio of alternating to non-alternating stems in the learning data was increased.

Several responses can be given to such results. One is to pursue a model like that proposed in Zuraw (2000), discussed in $\S 3.4$ below, which combines fixed, listed pronunciations for existing forms with a stochastic grammar that will reproduce, for novel forms, statistical trends about items in the existing lexicon. This would be, effectively, a hybridization of a injnor-rule approach and an
allomorphy one. Alternatively, we could use minor rules (or indexed OT constraints), and assume that nonce words are assigned the diacritic features of a randomly chosen existing word (Becker 2009). Here again, existing forms would have a fixed behavior, and a nonce form's likelihood of taking on a certain mode of behavior would be in part determined by the proportion of existing forms which had that behavior.

Another option would be to assume that the difference between major and minor rules, between default and exception, is not one of kind but only of degree. Within a generative paradigm, this kind of move is exemplified by Jackendoff's (1975) theory of the lexicon. In this theory, the lexicon consists of fully specified entries for all words (even morphologically derived ones). Morphological rules, including those like English umlaut (2) which form irregulars, serve not to actually produce existing forms, but instead function as statements of speakers' knowledge of which properties of certain existing forms are predictable from those of other exist ing forms. These lexical redindancy rules are, however, available for creatively gerverating novel forms.

A more radical move in the same conceptual direction would be to adopt an exemplar-based theory (e.g. Bybee 2001; Pierrehunbert 2001), in which words are mentally represented as clusters of concrete, phonetically detailed tokens which have been heard and recorded in memory. Diachronic change is assi.med to result from updating the exemplar clouds associated with certain words or phonological categories. A central argument for exemplar approaches is the observation (Fidelholtz 1975; Phillips 1984) that leniting changes tend to appear first in more frequent words (see CHAPTER 66: LENITION). In an exemplar model, this follows from the very fact of frequent words being encountered more often, which results in their exemplar clouds being updated more often. With the novel pattern entrenched in part of the lexicon, its diffusion over time to new forms (Wang 1969) is entirely expected. The case of apparent "minor rules" - patterns restricted to a few items - being extended to new words might be seen in such a model as simply a micro-scale manifestation of this process of lexically diffusing diachronic change.

For a comparison of exemplar nodels with classical generative feed-forward models in their predictions about historical change, including lexical diffusion and the role of frequency, and discussion of possible problems for a purely exemplarbased approach, see Bermúdez-Otero (2007a) (see also Chapter 93: sOUND CIIANGE).

### 2.2.2 Rule-environment features

Suppose that rule $n$ is:
(5) $\mathrm{A} \rightarrow \mathrm{B} / \mathrm{X} \_Y$

Under the convention proposed in $\operatorname{SPE}(1968: 173,374)$, the [ $\pm$ rule $n$ ] value of the focus $A$ is relevant to whether the rule applies or not, but the [ $\pm$ rule $n$ ] values of the natrices $X$ and $Y$ making up the context do not natter. Chonssky and Halle note (1968: 375) that this limitation could be relaxed, such that, for rule $n$ to apply, all of the matrices making up the environment ( $X$ and $Y$ ), as well as the focus $A$, would have to be [+rule $n$ ]. While they report having "no clear cases in a real language" requiring this inove, they do point out one prediction of restricting reference to rule features to the focus of the rule: that rules of epenthesis (CHAP'rek 67 :
vowel epenthesis) cannot have lexical exceptions. In an epenthesis rule, the focus is zero, which can have no features (diacritic or otherwise) because it is, literally, nothing. Chomsky and Halle therefore suggest a sınall-scale tweak to their original convention, whereby a rule $n(A \rightarrow B / X \quad Y)$ applies to a string $X^{\prime} A^{\prime} Y^{\prime}$ except when (i) $A^{\prime}$ is [-rule $n$ ] or (ii) the formative containing $A^{\prime}$ is [-rule $n$ ]. (Karen Jesney (personal communication) points out that, if the focus of a rule must be [+rule ri] for the rule to apply, then by exactly the same argument, rules of epenthesis could never apply at all unless the [ $\pm$ rule $n$ ] features of the environment are allowed to count.)

Subsequently, Coats (1970) and Kisseberth (1970) proposed not only that rule features had to be relevant in the environment, but also that there had to be distinct rule features for foci and for environments. This was alse advocated by Coats (1974) and Coats and Lightner (1975). Kisseberth's (1970) proposal is based on data from Yine (then referred to as Piro), an Arawakan language spoken in Peru; the data are from Matteson (1965).

Yine has a rule that deletes a preconsonantal, morpheme-final vowel, unless it is preceded by a consonant cluster (Chapter 68: deietion):
(6)

$$
V \rightarrow \varnothing / V C_{\ldots}+C V
$$

This is exemplified by alternations like the following:
(7) hare root

| [jimaka] 'teach' | [jimaklu] | 'teaching' |
| :--- | :--- | :--- |
| $[$ kakonu $] ~ ' b u i l d ~ a ~ h u n t i n g ~ s h e l t e r ' ~$ | [kakonru] | 'hunting shelter' |
| $[$ [kama] | 'make' | [kamlu] |

Rule (6) has two kinds of exceptions. First, there are affixes of the appropriate phonological shape before which vowel drop does not take place:

| [meji-ta] | please-verbai. themf. | 'to please' |
| :--- | :--- | :--- |
| [meji-wa-ta] | please-intrans-verbal theme | 'to celebrate' |
| [heta-iva] | see-durative | 'still see' |
| [hata-ta] | illuminate-verbal theme | 'to illuminate' |
| [heta-nu] | see-anticipatory | 'going to see' |

As can be seen, a morpheme-final vowel preceding one of these suffixes will not delete. In addition, the intransitive suffix /wa/ not only fails to trigger voweldrop, but also fails to undergo it. In this regard, intransitive /wa/ differs from durative /iva/, verbal theme/ta/, and anticipatory/nu/. These latter t.inee suffixes fail to trigger vowel drop, but they do undergo vowel drop:
(9) [meji-w-lu] please-vURATIve-Nominalizer 'celebration'
*[meji-wa-lu]
[jona-t-naiva] paint-verbal tifeme-refl 'to paint oneself'
*[jona-ta-nawa]
[heta-n-ru] see-anticipatory-nominalizer 'going to see him'
*[heta-nu-ru]
the "detached exception" problem. Zonneveld (1978: 204) notes, however, that one of the rules of Russian discussed by Coats and Lightner (1975) in support of ruleenvironment features instantiates just this phenomenon. The rule in question is:

$$
\begin{equation*}
\mathrm{V} \rightarrow \varnothing / \ldots \mathrm{j} V \text { [after certain bases; MW] } \tag{12}
\end{equation*}
$$

This rule affects suffiixes such as comparative /-eje/ when they are attached to certain bases, but not when they are attached to other bases. The applicability of 12 to the suffix is thus being decided by another morpheme, even though /-eje/ by itself contains the rule's entire structural description (Coats and Lightner 1975: note 3; Zonneveld 1978: 193).

Detached exceptions may also exist in the genitive plurals of nouns in Czech and Serbo-Croatian (Halle and Nevins 2009). Slavic nouns have the structure root + theme vowel + case-number. In Czech, while vowels normally delete in the environment / _ +V , in certain declensions the theme vowel fails to delete before the yer of the genitive plural ending. Simply making the genitive plural ending [-environment vowel deletion] will not do, because it is only following roots of certain declension classes that the genitive plural ending fails to trigger deletion of the theme vowel. In terms of Zonneveld's (1978) proposal for Yine, we might set up for Czech a re-adjustment rule which marks the theme vowel [-vowel deletion] in the environment of the genitive plural ending and of roots of the appropriate declension classes (cf. Halle and Nevins 2009: 367 (26)). The ban on superheavy syllables in the perfect conjugation of Vedic Sanskrit (Cooper, forthcoming) may also represent an example of a detached exception.

### 2.3 Representational approaches to exceptions in rulebased phonology

In addition to abstract diactric features like [-rule $n$ ], $S P E$ also calls upon diacritic use of pho nological features to analyze exceptions to several rules (1968: 233-234). For example, in righteous [1a1.tys], the first vowel is unexpectedly tense, rather than lax. This is attributed to the underlying form of the stem right being /aixt/, and there being a rule of Pre-/x/-tensing which is ordered after Laxing. Such analyses provoked debate over how abstract underlying forms could be. One of the earliest entries in this debate on the side of concreteress came from Kiparsky (1968, 1973), who proposed to ban absolute neutralization via the Alternation Condition (chapter su: mercers and neutralization).
(13) Neutralization rules cannot apply to all occurrences of a morpheme.

Adopting (13) would close off the SPE analyses based on underlying / x / in English, since English lacks $[x]$ on the surface, and so a rule of $/ x /$-deletion would have to apply to every instance of a morpheme with underlying /x/. Kiparsky (1968, 1973) accordingly proposes that all cases of exceptionality be handled via abstract rather thenn phonological diacritics.

In response to (13), a number of counterexamples were proposed, perhaps most notably by Brame (1972) for Maltese, and Selkirk and Vergnaud (1973) for French (see Kiparsky 1973 for references to additional examples). In this section I will focus on Selkirk and Vergnaud's example of French it-aspiré, as it is simıpler than
they don't meet the rule's structural description (they do not have a C immediately after the word boundary). Selkirk and Vergnaud note (1973: note 5) that one might entertain a theory in which diacritic features could endow morphenes with the ability to trigger a rule even without meeting the rule's structural description. They rebut this possibility by relating the following "old Hallean tale":
(15) In Armenia, there is a special kind of nightingale which sings when the anoon shines.

- And when the moon does not shine?
- It sings anywiay.

That is, if morphemes can be listed as triggering a rule without meeting its structural description, then the rule is stripped of content as a phonological generalization. This objection is the exact inverse of Kisseberth's (1970) and Coats' (1970) "detached exception" argument against the alphabet-feature alternative to [-environment rule n]. In both cases, the analysis being argued against is one in which the exceptional triggering or blocking of a process is attributed to a morpheme which has no phonological relevance to the process.

This idea, that exception features can allow a morpheme to trigger sonie rule without meeting its structural description, was advocated in contemporaneous works by Harms (1968; cf. Karttunen 1970: 150; Zonneveld 1978: 166-167) and Kenstowicz (1970). Drawing inspiration from the alphabet-feature analysis outlined by Zonneveld (1978) for Kenstowicz's (1970) Lithuanian example, we could rewrite the French VN coalescence rule as follows:

$$
\begin{equation*}
\left.\mathrm{VN} \rightarrow \mathrm{~V}_{[+\operatorname{ros}[ } / \ldots \# \mid \mathrm{C},[+h \text {-aspirć }]\right\} \tag{16}
\end{equation*}
$$

That is, we can make wrords that fail to meet the phonological structural description of the unaltered rule by virtue of lacking an initial $C$ nevertheless trigger the rule by using curly brackets to make that phonological element of the structural description disjunctive with a diactritic feature. While this does work, formally speaking, the availability of such an analysis does not diminish the force of the Armenian nightingale objection: it allows us to stipulate that phonological rules apply to arbitrary lists of morphemes which might not have anything in common phonologically, putting us on the slippery slope to phonology becoming merely a list of morpheme-specific instructions in which no generalizations are expressed.

A different diacritic analysis of h-aspiré was advocated by Kiparsky (1973). He responded to Selkirk and Vergnaud's (1973) absolute-neutralization analysis by noting the rendercy of $h$-aspiré to be lost under morphological derivation (citapter 88: derived environment effects): Ie Hitler [lo.it.les] 'the Hitler' but l'hitlérisme [lit.le.sizm] 'the hitlerism'. Disappearance of an initial consonant only in suffixed words voould be decidedly odd and certainly does not otherwise exist in French. Morphological idiosyncrasies, however, as Kiparsky (1973) notes, are well known to be able to disappear under derivation. In English, for instance, the root stand in isolation takes the irregular past tense stood, but the compound verb grandstand takes the regular past tense: grandstanded, *grandstood. (However, see Burzio 2000 and Yu 2000 for frameworks in which marked structures can be lost exclusively in affixed words.)
which devoice in coda position, and morphemes containing stops of the first class as being exceptions to devoicing, they propose to mark the distinction betwreen the three kinds of stops in underlying representations alone. Non-alternating voiced stops would be underlyingly [+voice], and non-alternating voiceless stops underlyingly [-voice]. The alter nating stops would be underly ingly [0voice], with [-voice] being filled in on them in coda position and [+voice] in onset position (chapter i: feature specification and understecification).

A problem for this approach is pointed out by Kager (2009), and had previously been noted by Kiparsky (1993a), who argues for an underspecification account of derived environment effects. This is that underspecification cannut work for exceptional alternations, where the alternating phonological property is represented privatively. For example, in the case of the Dutch "minor rule" of open syllable lengthening, an underspecification account would need to assign distinct underlying representations to the three kinds of vorvels: non-alternating long vorvels, non-al ternating short vowels, and alternating vowels. The first would presumably be bimoraic and the latter monomoraic. But what representation are we then to assign to the alternating vowels? Privative representations allow only a two-way contrast, but when contrasts are neutralized only in an exceptional class of morphemes, the underspecification approach needs a three-way underlying contrast. (In the case of the Dutch example, this objection will not go through if the apparent length contrast is really a tense/lax contrast, as van Oostendorp 2000 argues.) One final issue with the prespecification approach, as with all representational approaches to exceptions, is how to account for the loss of exceptionality under derivation

For additional critiques of the input-underspecification approach, see Becker (2009: §2.6), which deals specifically with Turkish, and Albright (2002: ch. 5), which discusses a similar pattern in Lakhota.

### 3.4 Exceptionality via listing

Besides the underspecification model, there are two other approaches in OT which locate exceptionality in underlying forms. The first is the one discussed earlier in which "minor rules" always involve selection of lexically listed allomorphs.

The other is proposed by Zuraw (2000). Her concern is with the following paradox. Often in a language a phonological process wrill either fiixedly apply or not apply to any given existing vord. At the same time, if we examine the lexicon as a whole, there will be identifiable statistical trends regarding where the rule applies and where it does not. These statistical trends often can be shorvn to be psychologically real to native speakers; for instance they affect speakers' willingness to apply the process in nonce words. We thus need a model of grammar which incorporates both statistical trends as well as fixed pronunciat wonsfor existing words.

Zuraw (2000) focuses on the example of Tagalog nasal substitution. Prefix-final nasals in Tagalog sometimes simply assimilate to the place of articulation of a folluwing root-initial consonant (CHAPTER 8i: tocal. ASSImidation); other times, the rasal and following consonant coalesce into a nasal segment homorganic with the underlying root-initial consonant. Nasal substitution is lexically irregular, in that some polymorphemic words undergo it and some don't. Indeed, simply marking morphemes as to whether they trigger or undergo nasal substitution is
were found of rules which were undeniably post-lexical (because they applied between words) but which showed properties of lexical rules. One example (Kaisse 1990): in English the Rhythm Rule (Liberman and Prince 1977) retracts word-level primary stresses to avoid clash wvith a primary stress in a following word:
, Whir'teen - 'thir,teen 'mien (*,thir'teen 'men)

There are several words, for instance discrete, which fail to undergo this retraction, implying that they are exceptions to the Rhythm Rule:
dis'crete - dis'crete 'math (*, discrete 'math)

Another standard view in rule-based Lexical Phonology is that only post-lexical rules can introduce non-contrastive features (Mohanar 1982; Kiparsky 1985). Here too, examples have been proposed of rules thit would qualify as post-lexical on this basis, but which nevertheless have exceptions - see for instance Chomsky (1962), Withgott (1982), and Steriade (2000) on North American English happing (though cf. Davis 2005; Bermúdez-Otero, forthcoming: §2.4.5.2). The niany documented cases of word-specific sub-contrastive phonetics which have helped to motivate exemplar-based theories of phonology (see e.g. Pierrehumbert 2001 and references therein) are also relevant to this question.

Stratal OT (Kiparsky 2000; Bermúdez-Otero, forthcoming, among many others) is a version of Lexical Phonology in which the phonology of each stratumt is an OT grammar rather than a rule-based grammar. In this theory it is predicted that any process which misapplies cyclically must be able to have lexical exceptions; see Bermúdez-Otero (2007b, 2008, as well as references therein), who calls this "Chung's Generalization" in recognition of Chung (1983: 63). The idea is this: for a rule to inisapply cyclically, it must apply in a surface-true manner at stratum $n$, and the result of applying it at stratum $n$ must be protected by faithfulness at stratum $n+1$ (which may be identical to stratum $n$, in the case of cyclicity at the stem level). This entails that stratum $n+1$ will also be faithful to exceptional inputs which are supplied to it directly by the rich base rather than by an earlier stratum. For some possible counterexamples to this prediction, see Benua (1997: ch. 3) and Albright (2008). Benua's example is fiom Sundanese, where nasal harmony operates cyclically, even though vowel nasality is not contrastive anywhere in the language, including in affixes that are added after an earlier cycle's application of nasal harmony.

## 5 Conclusion

The study of exceptions is all about the nature of linguistic generalizations, and how and whether speakers can internalize generalizations that are imperfect. As such, exceptionality is an issue of central imporitince to any theory of language.

There are two ways in which an item can be arbitrarily marked to behove exceptionally. The first is to assign an abstract diacritic which indicates that parts of the grammar (rules, constraints) or whole grammars (co-phonologies) are or are not applicable to that item. The second is to give the item a special underlying
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## 107 Chinese Tone Sandhi

Bao Zhiming

## 1 Introduction

It has long been recognized that tone in Chinese (and other mainland Asian tone languages) is different from tone in African languages. Two differences are noteworthy (see also chapter 45: the representation of tone). First, while African tone languages have small inventories of tones which can be characterized in terms of pitch levels of H (high), M (mid), and L (low), Chinese has a larger number of contrastive tones, a fact recognized in the numbers 1 (low) through 5 (high) widely used in Chinese linguistics to transcribe tones. Second, Chinese tonal invertor ies contain more tones with complex contours than their African counterparts. African tone has played a major role in the development of generative plionology, with Asian tone languages contributing empirical data to support or refine theoretical claims based on African tonal phenomena. Many of the tone sandhi processes that are common in African languages, such as spreading, are also attested in Chinese. Naturally, tone sandhis which involve a contour are either unique to or more common in Chinese and other Asian languages with large tonal inventories. The complexity and range of tone sandhi in Chinese have contributed to our understanding of tonal phenomena in general. The difference in the size of tonal inventory between Chinese and African languages has received scant attention from phonologists, and its theoretical significance is not fully understood.
Chinese tones are typically described in terms of the four Middle Chinese (ca. 900 cE ) categories: ping 'even', shang 'rising', gut 'departing', and ru 'entering'. Each of the four categories is realized in two registers, yin and yang, giving rise to a total of eight tones. These are illustrated in (1) with the tonal inventory of Songjiang, a Wu dialect spoken in what is now metropolitan Shanghai (Bao 1990, 1999a):


| III | $q u$ |  | 35 | $\mathrm{t}^{\prime} \mathrm{i}$ | 'tear' |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | ti | 'emperor' |
|  |  | b. |  | di | 'field' |
| IV | nt | a. | 5 | $\mathrm{P}^{\prime} \mathrm{a}^{\text {? }}$ | 'tap' |
|  |  |  |  | pa? | 'hurdred' |
|  |  | b. | 3 | ba? | 'white' |

Throughout the chapter, Roman numerals refer to the tonal categories, and underlining marks the rutones, which are realized on syllables ending in voiceless or glottal stops. As the Songjiang inventory shows, the yin tones (a) occur with voiceless onsets and are higher in pitch, and the yang tones (b) occur with voiced onsets and are lower in pitch.

## 2 Common tone sandhis in Chinese

When tones occur in a compound or phrase, they may undergo change. I use the term citation tone to refer to tones that are lexically specified for each morpheme, which for our purpose coincides with a single character and a single syllable. I lise sandlii tone to refer to tones derived fron citation tones in specifïc context. In the Chinese ling uistics literature, a tone is commonly described in terms of tivo dimensions: pitch height (or register) and pitch movement (or contour) over the duration of the syllable, which is the presumed tone-bearing unit in Chinese. We can approach tone sandhi from the perspective of an individual tone or from the perspective of an entire tonal inventory. The term tone sanditi is used in these tovo senses. Where the difference in perspective is important, I will use the term tone sandibi systent or simply syster"t to refer to the sandhi processes that affect the entire tonal inventory of a dialect.

Tone sandhi patterns vary enormously across Chinese dialects, and Pike's (1948) contour-based Africanist-Asianist characterization is, as we shall see, simplistic. We can recognize four broad types of tone sand hi in Chinese. The first type includes sandhis which target register, contour, or both (the whole tone) and are sensitive to neighboring tones. I call this type contextual tone sandhi. The second type refers to tone sandhis which target tones in a particular position, typically the left or right edge of a polysyllabic string. In this type, tonal context does not play a role. I call this type positional tone sanditi. The third type is what I call templatic tone sandhi, where the sandhi patterns cannot be derived from the lexically specified citation tones without referring to some prespecified tonal template. The fourth type is tone sprend, which is commonly attested in African tone languages and familiar in the generative phonological literature. To the extent possible, I will cite data from the original sources, with the original tonal and segmental transcriptions. Often tones from the original data are given different featural interpretations in the theoretically oriented secondary literature. This is especially true for contour tones with a slight curvature, such as 21,45 , or 214. By using the tonal transcriptions from the sources, I hope not only to give credit to the fïeld linguists, but also to highlight the interpretive possibilities of numerically transcribed tones.

### 2.1 Contextual tone sandhi

The tonal phonology of Tianjin, 150 km to the east of Beijing, offers us a good case study of sandhi processes targeting the register and contour separately. The Tianjin sandhi system, which involves all citation tones in all disyllabic combinat $\boldsymbol{w}$ ons, has been studied intensely in generative phonology; see M. Chen (1986, 2(x) ()) for a summary. Tianjin has four citation tones, $21,45,213$, and 53 . Compared with the dialect of nearby Beijing, Tianjin's tone sandhi is richer. The relevant data are displayed in (2) (unless otherwise stated, all Tianjin data are cited from Li and Liu 1985).
(2) a. 21-21 $\rightarrow$ 213-21
b. 213-213 $\rightarrow$ 45-213
c. 53-53 $\rightarrow$ 21-53
d. 53-21 $\rightarrow 45-21$

Other combinations do not exhibit sandhi. The analytical details often depend on the interpretation of the numerically transcribed citation tones. If we consider 213 to be low rise, 21 to be low fall, and 45 to be high rise, the four Tianjin tone sandhis can be reduced to two processes, informally stated as follows:
(3) a. low rise $\rightarrow$ high rise cf. (2b)
high fall $\rightarrow$ low fall (2c)
b. fall $\rightarrow$ rise $\quad(2 a, d)$

The rules in (3a) target the register by raising it to derive 45 or lowering it to derive 21. Rule (3b) targets the contour, turning fall to rise. It is worth noting that (3a) does not affect the contour, while (3b) does not affect the register. This is significant, since it suggests a formal separation between register and contour. We will return to this issue in §3.1.

Not all tone sandhi phenomena can be analyzed with rules that manipulate either the register or the contour. There are sandhis which involve the lowering or raising of the pitch, as well as a change in contour. The Beijing Mandarin tone sandhi is one such example. Since Beijing Mandarin is designated as standard Chinese, its phonology is well known, and has been analyzed extensively in the scholarly literature (Chao 1968; Yip 1980, 1995, 2002; Z. Wu 1984; M. Chen 2000; Duanmu 2000). The account here follorvs M. Chen (2000). Like Tianjin, Beijing has four tones, $55(\mathrm{~T} 1), 35(\mathrm{~T} 2), 214(\mathrm{~T} 3)$, and 51 (T4). In disyllabic phrases, the third tone 214 becomes 35 when it is followed by another 214. This is the T3 Sandhi of Beijing Mandarin (M. Chen 2000: 102):
(4) $214 \rightarrow 35 / \ldots 214$

To derive 35, we need to change the contour front concave to rising and raise the pitch height at the same time. The T3 Sandhi is a composite process.

More specimens of tone sandhis are displayed in (5).
(5) a. Sandtii involving register

Luoyang (Mandarin; He 1996)
53-53 $\rightarrow$ 31-53
Pinggu (Mandarin; S. Chen 1998)
13-13 $\rightarrow$ 35-13
Pingyao (Mandarin; Hou 1980)
35-13 $\rightarrow$ 13-13
13-53 $\rightarrow$ 35-423
b. Sandtii involving contour

Mingshui (Mandarin; Cao 2000)
$5555 \rightarrow 53-55$
Pingyao (Mandarin; Hou 1980)
53-53 $\rightarrow$ 35-423
Pucheng (Min; Nor"man 1987)
35-24/12 $\rightarrow$ 53-24/12
$24-24 / \underline{12} \rightarrow 31-24 / \underline{12}$
c. Sandhi involving register and contour

Gaonii (Mandarin; Li 2004)
53-31 $\rightarrow$ 24-31
Pingyao (Mandarin; Hou 1980)
35-35 $\rightarrow$ 31-35
Yongkang (Wu; Yuan 1989)
$35-\mathrm{T} \rightarrow$ 11-T
Raoping (Kejiei; Zhan and Liu 2004)
21-T --7 55-T
In (5), T represents any tone. For each dialect, the major group to which it belongs is indicated, together with the source. Context-sensitive tone sandlhi is attested in all major dialect groups, especially anong Mandarin dialects.

### 2.2 Positional tone sandhi

Besides the context-sensitive tone sandhis that we see in Beijing, Tianjin, and some of the dialects in (5), many dialects exhibit sandhi conditioned by the position of the tone undergoing the sandhi. When we examine the sandhi behavior of the entire inventory of citation tones of a given dialect, we see two types of tonal systems that exhibit positional tone sandhi. In the first type, all citation tones in the inventory undergo sandhi by virtue of position. In the second type, some citation tones undergo positional tone sandhi, but other citation tones in the inventory either do not undergo sandhi or undergo sandhi conditioned by tonal context. We will describe these two subtypes in turn.

The Southern Min dialect of Xiamen has been analyzed extensively in generative phonology, and its torology is well understood (see Yip 1980; M. Chen 1987, 2000; Duanmu 1995; Barrie 2006; among others). Xiamen luas a total of seven citation tones, including two checked tones. The five non-checked tones are listed below (the Xiamen data are cired fron M. Chen 2000):
(6) Ia 44 lb 24

II 53
Illa 21 IIlb 22

All five citation tones undergo sandhiin phrase-initial position, regardless of the tone that follows. The sandhi rules are illustrated below:
a. $44 \rightarrow 22$ p'ang 44 'fragrance'
b. $24 \rightarrow 22$ we 24 'shoes'
c. $22 \rightarrow 21$ pī22 'sick'
d. $21 \rightarrow 53$ ts'u 21 'house'
e. $53 \rightarrow 44$ hai 53 'ocean'

These rules can be arranged in a circular fashion, as follows:

$$
\begin{equation*}
24 \rightarrow 22 \rightarrow 21 \rightarrow 53 \rightarrow 44 \rightarrow 22 \tag{8}
\end{equation*}
$$

This is the so-called Min Circle (cf. M. Chen 1987). The checked tones 32 and $\underline{4}$ also exhibit positional tone sandhi, but do not participate in the Min Circle.
While all Xiamen citation tones change in phrase-initial position, only some of the tones in the Kejia dialect of Raoping exhibit this sort of sandhi behavior. Raoping has six citation tones, as shown below (the Raoping data are cited from Zhan and Liu 2004):
(9) Ta 11 Ib 55

II 53
III 35
IVa 21 IVb $\underline{55}$

In disyllabic phrases, all six tones, except 11 and $5 \mathbf{5}$, undergo sandhi in pluraseinitial position. The sandhis are summarized in (10).
a. $31 / \ldots 11,53, \underline{21}$ $55<$ $33 / \ldots 55,35,5 \underline{5}$
b. $\quad 33 / \ldots 11,35$
53
$11 / \ldots 55,53, \underline{21}, \underline{55}$
c. $\quad 35 \longrightarrow 33 / \ldots \mathrm{T}$
d. $21 \longrightarrow 55 / \ldots \mathrm{T}$

As can be seen, 55 and 53 undergo sandhi conditioned by context (10a, 10b), but 35 and $\underline{2 l}$ undergo positional sandhi ( $10 \mathrm{c}, 10 \mathrm{~d}$ ).

### 2.3 Templatic tone sandhi

In addition to contextual and positional tone sandhis, polysyllabic con pounds or phrases in siome dialects exhibit tonal patterns that cannot be derived in a straightforward manner from the lexically specified tones of the component syllables. Such tone patterns can be most profitably analyzed on the basis of a template with prespecified tones. The tone patterns of reduplicated doublets in two Mandarin dialects, Harbin and Wanrong, are typical exannples of templatic tone sandhi. We will examine the two dialects in turn.

Ivlonosyllabic nouns in Chinese reduplicate to express universal quantification, ren 'person' ws. ren ren 'each/every person'. In Wanrong, such reduplicated doublets surface with two tone patterns, illustrated below:

> bnise reduplicent
a. 51 24-51 tçia tçia 'every home'
b. 24 24-51 P'ei p'ei 'every plate'
c. 55 55-51 k'uei $k$ 'uei 'every bundle'
d. 33 33-51 tcy tay 'every sentence'

As can be observed in (15), the second copy has 51 regardless of the citation tone of the base. Furthermore, 51 reduplicates as 24-51. The patterns in (15) can be derived through a fixed template with prespecified tone 51 , to which rule (14b) applies to derive pattern (15a). The template is shown below:


Unlike the template for disyllabic compounds (14a), the tonal template of nominal reduplication applies to all four citation tones in the inventory of Wanrong.

Templatic tone sandhi is not restricted to reduplicated doublets. Liujia, a Chinese dialect spoken in the linguistically mixed area of northern Guangxi, has a single robust disyllabic sandhi template for all citation tones that undergo sandhi. Liujia has a total of ten citation tones, including four checked tones. According to Zeng and Niu (2006), the dialect affiliation of Liujia is not easy to establish, perhaps due to contact with the Miao and Yao languages spoken in the region. Since the checked tones exhibit similar sandlui behavior to the non-checked tones, we will exclude the checked tores from our consideration. The six non-checked tones are $53,343,33,35,41$, and 22 . The falling tone 41 does not undergo sandhi, nor does 33, except when it is followed by 22. In phrase-initial position, 53 and 343 become 11. The sandhi behavior of 35 and 22 is more complex. In the vast majority of disyllabic phrases involving the tivo tones they surface as 11 in phrase-initial position, butt in a small number of phrases they rennain unchanged or surface as 22 , due to a complex and idiosyncratic interplay between the syllableinitial consonant and the phrase-final tone. By Zeng and Niu's (2006) calculation, out of a total of 100 disyllabic tonal combinat wons (including the four checked tones), 60 combinations exhibit tone sandli, out of which 51 combinations have 11 as the sandhi. tone. Some of the disyllabic tone patterns are exemplified below:

| a. $\quad 53-53 \rightarrow 11-53$ | kou tei $\quad$ 'height' |  |
| :--- | :--- | :--- |
|  | $53-35 \rightarrow 11-35$ | for $y$ |$\quad$ 'ivind and rain'

The data support the template for disyllabic tone sandhi displayed in (18).


According to Zeng and Niu (2006), the sandhi is triggered by iambic rhytlun, where a citation tone is reduced to 11 in the metrically weak position. In view of M. Chen's (2000) accentual analysis of New Chongming (see §3.4 below), Zeng and Niu's (2006) characterization may be given an accentual interpretation: the prominent syllable retains its citation tone, and the other syllable assumes the default tone 11 . What is clear from the data is that the robust sendhi template (18) has a strong neutralizing effect on disyllabic tonal contrasts.

### 2.4 Tone spread

In both contextual and templatic tore sandhis, the citation tone and its sandhi counterpart are confined to the lexically specified tone-bearing syllable. The sandhi tones do not spread to neighboring syllables of a polysyllabic string. While tone spreading is characteristic of African tone languages (cf. Odden 1995), it is also attested among Wu dialects. The Wu tonology has been discussed widely in the literature (see Zee and Maddieson 1979; Ballard 1980; Xu et al. 1981, 1982, 1.983; Selkirk and Tong 1990; Qian 1992; Zhu 1999; MI. Chen 2000; Rose 20100; Cao 2002; among many others). The Shanghai tone sandhi is representative of what I will call limited tone sprend characteristic of the Wu dialects. Since it is well discussed in the generative literature, I will use it as an example. Unless otherwise stated, the data are cited from Xu et al.'s $(1981,1982,1983)$ detailed work on Shanghai tone sandhi.

Shanghai has a total of five citation tones, $53,34,13,55$, and 12 . The tone patterns of disyllabic, trisyllabic, and quadrisyllabic compounds are largely determined by the initial tones. The tone patterns with the initial tones 53,34 , and 13 are displayed in (19).
(19) base disyllabic trisyllabic quadrisyllabic

| 53 | $55-31$ | $55-33-31$ | $55-33-33-31$ |
| :--- | :--- | :--- | :--- |
| 34 | $33-44$ | $33-55-31$ | $33-55-33-31$ |
| 13 | $22-44$ | $22-55-31$ | $22-55-33-31$ |

The checked tones exhibit the same sandhi behavior. Three properties of the Shanghai tonology are worth noting. First, the lexically specified tone spreads from the initial syllable to the neighboring syllable only, but not beyond. In other words, the spreading is local. Second, the morphosyntactic structure of the polysyllabic compound does not play a role in tone sandhi, as shown in the trisyllabic compounds below:
(20) 53- $\sigma-\sigma \rightarrow$ 55-33-31
a. tc'iz 53 [bi 13-tc'i 34] 'bad temper'
bad temper

## b. [ 2 i 53 -tsı 34] ti 34 'tobacco shop' <br> tobacco shop

The two compounds lave different morphosyntactic structure, but exhibit the same tone pattern. Third, for trisyllabic strings, the remaining syllable is prespecified with the default tone 31, and for the quadrisyllabic strings, the default tones are 33-31. The default tones cannot be derived from the initial tone through spreading or some other means; Shanghai tonology retains the templatic tone sandhi that we have seen in other Chinese dialect families. Details aside, the Shanghai tone pattern can be summarized as follows ( $\mathrm{T}=$ citation tone):
(21) Tone sandfii of Shanghai compounds


The Shanghai tone patterns can be easily analyzed in generative phonology (see also charter 14: autosegments). The precise analysis depends on what we assume to be the internal structure of the tones, especially contour tones (see §3.1). Here, we sketch the analysis of Selkirk and Shen (1990), which takes contour tones to be composed of level tones. Selkirk and Shen (1990) propose a three-step analysis: delete all non-initial citation tones, spread the initial tone, and insert the default tones. The derivation of (22) illustrates this analyis:
(22) Underlying t, 'is bi t6'i 'bad temper'


Shanghai-style limited tone spread is widely attested among Wu dialects; see Quan (1992) and Cao (2002).

Tone spreading is freed from the Shanghai-type restriction in Danyang, a Wu dialect spoken in a region that borders on the Mandarin-speaking area. Danyang tone sandhi has attracted a lot of attention from gererative phonologists; see Chan (1991), Yip (1989), Duanmu (1994), M. Chen (2000), and Bao (2004). All these works are based on the detailed analysis by Lï (1980). Danyang has a total of six of what Lü (1980: 88) calls Type A word nelodies, listed in (23).

## 3 Theoretical issues in Chinese tonology

The tonal phenomena of Chinese have attracted a great deal of attention from linguists working in formal linguistics, especially in generative phonology. M. Chen (2000) summarizes the theoretical work on Chinese tone in terms of four 'leitmotifs': the internal structure of tone, the mechanism of tone sandhi, the relationship between tone and accent/stress, and the tone sandhi domain. Here, we will briefly summarize the results in these four areas of research on Chinese tone. The last section summarizes recent OT analyses of sonte of the same tonsl phenomena.

### 3.1 Internal structure of tone

Among the world's tone languages, it has long been recognized that Chinese has contour systems, and African or native American languages have, by contrast, level (or even) systems; see Pike (1948). Both systems have tones that are phonetically level in pitch, such as H or L , and tones that are falling or rising in pitch movement. The crucial difference between the two systems is the treatment of contour tone. For Pike (1948) and early generative phonologists, contour tone is a basic unit, so a falling or rising tone is not phonemically equivalent to a combination of H and L , even though phonetically a presumptive unitary falling tone is indistinguishable from a sequence of H-L. Chinese dialectologists typ ically treat contour tones as basic units.

The far richer representational architecture of non-linear phonology (charter 4s: the representation of tone; chapter 14: autosegments; Chapter 27 : the organization of features) allows different approaches to the structure of tone, especially contour tone. Using the high falling tone 53 as an example, we will examine four models that have been proposed by scholars working in generative phonology. They are shown in (26).

b. [+upper]


c.


d.


In (26), $\sigma$ is the tone-bearing unit, and the tonal elements $\mathrm{H}, \mathrm{L}, \mathrm{h}$, and l are defined in terms of the features [upper] and [raised], as follows (Yip 1980).
(27) $\mathrm{H}: \quad$ [+upper]

L: [-upper]
h: [+raised]
l: [-raised]
Returning to the models shown in (26), (26a) is the Africanist model, in which $H$ and $L$ are associated with a single tone-bearing unit. This model is consistent with Woo's (1969) analysis, which attempts to reduce Chinese contour tones to combinations of level tones, in the same way that contour tones in African languages are typically analyzed. Here, $\sigma$ is a tone-bearing unit which is sufficiently long to accommodate two tones with different pitch levels. In Woo's formulation, the two tones ( H and L ) are arranged sequentially within the feature matrix of the tone-bearing unit. The Africanist inodel is further argued for in Duannuu (1994).

The structures in (26b, 26c) are non-linear representations. In (26b), proposed by Yip (1980), the register feature [upper] and the pitch level feature [raised] are independent autosegments associated with a common tone-bearing unit. In (26c), proposed by Yip (1989), the register is analyzed as the tone root, to which h [+raised] and I [-raised] attach to specify the falling contour. The register feature is then associated with the tone-bearing unit. In (26d), proposed by Bao (1990, 1999a), tone consists of register and contour as sister nodes. The model in (26a) does not recognize the registral difference - the yin-yang opposition - in Chinese tones. The yin-yang opposition is expressed in (26b)-(26d), with register being expressed by the feature [upper] (yin [tupper], yang [-upper]). The formal difference among (26b)-(26d) is twof, 1 . First, contour tone is treated as a unit in (26c, 26d), but not in (26b). Second, contour is dependent on register in ( $26 c$ ), not in ( $26 \mathrm{~b}, 26 \mathrm{~d}$ ), where register and contour are independent structural elements. (26d) is the closest to the traditional analysis of tone in Chinese linguistics.

There is ample empirical evidence in support of the separation of register and contour. We have seer individual sandhis in (5); here we will pay attention to tone sandhi that involves an entire tone inventory of a given dialect. We will discuss two types of evidence. First, tones with the same contour may undergo the same tone sandhi process; in other words, contour can be used to define natural classes. Second, tones may harmonize their register without affecting the contour. We will look at contour-related sandhi phenomena first.

Yiyang, a Xieng dialect, has an interesting tone sandhi pattern in disyllabic compounds. Yiyang has two rising tones, 34 and 13, and two falling tones, 41 and 21. (It also has the checked tone 45 which does not concern us here.) In disyllabic compounds, the tones undergo sandhi, as shown below (Xu 2001: 11-13):
a. $34 \rightarrow 33$
i 34 s̄̄ 34 (33) 'doctor'
tçiau 34 (33) fa 34 'to water f.owers'
b. $13 \rightarrow 33$
fa 34 pu 13 (33) 'flowery cloth'
tçi 13 (33) ma 41 'to ride horses'
c. $41 \rightarrow 11$
sã 34 tin 41 (11) 'hilltop'
ta 41 (11) Ii 13 'to thunder'
d. $21 \rightarrow 11$
ts'a 34 tsã 21 (11) 'bus stop'
lo 21 (11) ts'a 34 'to ride buses'
The sandhi tones are given in paren theses.
Yiyang exhibits a peculiar fornt of positional sandhi. In disyllabic compounds of the form verb-object, the first tone undergoes sandhi; in compounds with other morphosyntactic structures, the second tone undergoes sandhi. The sandhi process, regardless of position, is the same: the rising tones become 33 (28a, 28b), and the falling tones become 11 (28c, 28d). Tonal contour is used to define natural classes.

The same type of contour-driven tone sand hi is reported in disyllabic compounds in Yongfu, a Min dialect. Yongfu has a total of seven citation tones, shown below (Z. Zhang 1992: 23-25):
(29) Falling: $31,53, \underline{53}$

Rising: 24
Level: 11,55, 21
In addition to the seven tones, Yongfu has the midd-level tone 33 in sandhi context only. The treatment of 21 is crucial for our analysis of the Yongfu tone sandhi. Since Yongfu already has a low falling tone 31 , we will treat 21 as a lower-mid-level tone, despite the slight declination in pitch. In any given dialect, 21, 22, or 11 could very well be allotones; see Rose's (1990) detailed acoustic analysis of the Zhenhai to nology. The featural interpretation of the numerically transcribed tones needs to pay attention not only to the phonetic pitch that the numbers represent, but also to the tonal oppositions within the tonal inventory of a given dialect. For this reason we treat 21 as a lower-nuid-level tone, identical to 22. We will, however, continue to follow Z. Zhang's (1992) transcription.

In Yongfu disyllabic compounds, the tones 24, 11, 21, and 55 become 33, and 31 , 53 , and 53 become 21 . Some relevant compounds follow:
(30) a. kim 24 (33) tsamı 24 'golden needle'
siot 11 (33) lon 53 'pine nut'
p'ĩ 21 (33) au 53 'behind back'
siok 55 (33) go 11 'big goose'
b. gia 31 (21) gei 53 'skill'
ts'it 53 (21) tsin 24 '(purified) water'
tsuat 53 (21) ts'iar) 21 'extreme'
(30a) is the dominant pattern. According to Zhang (1992), these four tones beconte 55 when followed by 31 or 21 ; we will ignore this detail. here. It is clear from the data in (30) that Yongfu exhibits positional sandhi. Since we interpret 21 as the lower-mid tone 22 , in opposition with the low tone 11 and the mid tone 33, we can state the Yongfu tone sandhi informally as follows:
(31) a. falling tones $\rightarrow 33$
b. non-falling tones $\rightarrow 21(=22)$

The rules apply to tones in initial position.

Zhangzhou, another Min dialect, has the same type of tone sandhi, which affects the stem tone when the stem is affixed with the diminutive suffix /a/ 53 . Some examples are shown below.

$$
\begin{array}{ll}
\text { ts'ia } 34(33) \text { a } 53 & \text { 'car' }  \tag{32}\\
\text { hi } 13(33) \text { a } 53 & \text { 'fish' } \\
\text { harj } 22(33) \text { a } 53 & \text { lane' } \\
\text { kau } 53(55) \text { a } 53 & \text { 'dog' } \\
\text { ts'i } 21(55) \text { a } 53^{\text {ch }} \text { 'house' }
\end{array}
$$

The data are cited from Yang (2006), where they are given in Chinese characters. Here, IPA transcriptions are used. The analysis crucially depends on the treatment of 21 in the Zhangzhou inventory. Assurning that 21 is the low falling tone in opposition to the high falling tone 53 in the Zhangzhou inventory, the tone sendhi can be formulated infornally as follows:

```
a. falling tones }->5
b. non-falling tones }->3
```

Like their counterparts in Yongfu, the two rules apply to tones in initial position. The Yongfu and Zhangzhou tone sandhi demonstrates the independent role that contour plays in defining natural classes, supporting the structure of tone shown in (26e), whid encodes contour as sister to register.

Contour is not only used to define natural classes, it also participates in tone sandhi independently of register. This is the tone sandhi found in the dialect of Pucheng, which is located in northern Fujian. Pucheng has a total of seven citation tones: $35,24,55, \underline{4}, \underline{12}, 11$, and 43. According to Norınan (1987: 331), 12 has a "very tense glottal quality throughout." We can analyze $\underline{12}$ and 24 as allotones of the low' rising tone. In Pucheng, as we saw in (5b), the rising tones 35 and 24 become 53 and 31, respectively, before the low rising tones 24 and 12; all other disyllabic combinations maintain their citation tones. The Pucheng sandhi system can be described with a simple rule, informally given in (34):

$$
\begin{equation*}
\text { rising } \rightarrow \text { falling / _ low rising } \tag{34}
\end{equation*}
$$

Changes in contour do not affect the register: high rising 35 becomes high falling 53, and low rising 24 becones low falling 31 . Contour and register are independent.

Register also plays a crucial role independently of contour. Here, we will examine the register harmony in the Min dialect of Chaozhou, based on the dialect of Jieyang (Cai 1991; Bao 1999b). The citation and sandhi tones are displayed in (35).

|  | citation | sandhi | environment |
| :--- | :--- | :--- | :--- |
| a. | 53 | 35 | $53,55, \underline{5}$ |
|  |  | 24 | $33,213,11, \underline{2}, 35$ |
| b. | 213 | 53 | $53,55, \underline{5}$ |
|  |  | 42 | $33,213,11, \underline{2}, 35$ |
| c. | 33 | 33 | all tones |
| d. | 55 | 11 | all tones |
| e. | 35 | 21 | all tones |
| f. | 11 | 11 | all tones |

Chaozhou also has two checked tones, $\underline{2}$ and 5 which exhibit the same sandhi behavior as 213 and 55 , respectively ( $35 \mathrm{~b}, 35 \mathrm{~d}$ ). The sandhi affects tones in the initial position of disyllabic cornpounds. Like other Min dialects we have seen, Chaozhou exhibits a strong tendency toward positioncll sandhi. Of interest to us are the sandhis in (35a, 35b). Here, the citation tone 53 becomes rising, but the register is determined by the following tone. Similarly, the citation tore 213 becomes falling, with the register determined by the following tone. Using a tone model that allows the formal separation between register and contour, we can express the sandhis in (35a, 35b) as in (36):
a.

b.


While the register harmony is strong in Chaozhou's tone sandhi, the behavior of 35 presents a serious challenge to the analysis. In Yip's (1980, 1989) models, and in Bao's (1990, 1999a) model assumed in the analysis presented in (36), 35 must be a high-register tone, in opposition to the lowr-register 24 . We would expect 35 to belhave like other high-register tones, namely 53, 55, $\underline{5}$, but it behaves like a low-register tone. The behavior of 35 can be understood if it is not treated as a simple tone, but as a sequence of two level tones, 3 (L) and $5(\mathrm{H})$, consistent with the Africanist model (26a). Although the Chaozhou data show robust register harmony, they leave a "wrinkle" that opens up the possibility of an Africanist analysis of contour tone.

### 3.2 Tone sandhi domain

By tone sandfid domain we mean the string of syllables in which tone sardhi rules apply. Most descriptive field reports and theoretical wrorks on tone sandhiin Chinese linguistics focus on polysyllabic compounds, which serve as the default tone sandhi donain. Our survey of the typology of Chinese tone sandhi reveals significant variation among Chinese dialects in the wray sandhirules apply within such tone sardhi domains. This is, however, not the only way in which tone sandhi domains are formed. There are tone sandhi domains which are not morphosyntactic constituents. M. Chen (2000) calls them phonological words, which are bounded by edges of major phrases (chapter 51: THE PHONOLOGICAL word). The tone sandhi processes are the same.

Xiamen and Shanghai offer interesting case studies of how phonological words are formed. We look first at Xiamen. We have seen the tonal inventory of Xiamen in (6) and the positional tone sandhi encapsulated in the Min Circle (8). The formation of the phonological word in Xiamen is illustrated in (37) (M. Chen 2000: 439):
(37) a. [ji [sia k'a kin $\left.]_{\text {ra }}\right]_{9}$ 'he writes faster'
he write more fast
(4453 53 53) $\rightarrow(224444$ 53)
b. [ji $\left.\left[s^{\prime} 1 a\right]_{\mathbb{P}} \#\right]_{\mathbb{V}} \mathbf{k}^{\prime}$ a kin 'it would be faster for him to write' $(4453) \quad(5353) \rightarrow(2253)(4453)$

The brackets indicate syntactic structure, and the parentheses tone sandhi domains. The string is ambiguous: in (37a), $k$ 'a kin 'more fast' functions as an adjunct, nodifying the verb sia 'write'. In (37b), $k^{\prime}$ a kin functions as the predicate, and the sentence $j i$ sin 'he write' is the subject. The presence of a major phrasal boundary (VP) in (37b) is crucial; it separates the string into two tone sandhi domains. In (37a), by contrast, there is no string-internal major phrasal boundary, and the whole string is a single tone sandhi domain. M. Chen (2000: 441) formulates the rule as follows:
(38) $\left\{\right.$ Right, $\left.X^{\text {rulix }}\right\}, X^{\text {max }}$ not an adjunct

This rule places the boundary \# to the right of VP in (37b), creating two tone sandhi donains. The rules in the Min Circle apply to derive the two surface tone patterns.

Shanghai offers a near mirror image of Xiamen. We have seen the Shanghai sandhi in §2.4, which is based on polysyllabic compounds. In phrases, the same local spreading rule applies. The key to understanding the tonology of sentences is phrasing - the formation of tone sandhi domains, which is illustrated in (39) (Selkirk and Shen 1990: 322).

| a. 2) $\left[1 \mathrm{a}^{\text {P }}[\mathrm{zã} \mathrm{~h} \varepsilon]\right]$ |  |
| :---: | :---: |
|  | $(13$ 12) (13 34) $\rightarrow$ (22 44) (22 44) |
| live at Shanghai |  |
| 'live in Shanghai' |  |
| b. | ma [[liã bon] [st]] |
|  | $\left(\begin{array}{llll}13 & 13 & 34\end{array}\right)(53) \rightarrow(225531)(53)$ |
|  | buy some ci book |
|  | 'buy some books' |

For consistency, I use the segmental and tonal transcriptions of Xu et al. (1981, 1982, 1983), with $[\varepsilon]$ for their [ E ]. As in the Xiamen data (37), the square brackets mark syntactic structure, and the parentheses tone sandhi domains. As can be seen, there is a mismatch between syntactic and phonological structures. According to Selkirk and Shen (1990), the crucial information is the left edge of the maximal projection of a lexical item, here the nonincl phrases /z he/ 'Shanghai' and /s / 'book'. The tone sandhi domains are determined by the following parameter (Selkirk and Shen 1990: 332):

## (40) \{Left, Lex $\left.{ }^{1 u n \mid}\right\}$

With the tone sandhi domains set by (40), the sandhi rule informally shown in (21) applies to yield the observed tone patterns.

### 3.3 Cyclicity and directionality

In §2 we established the typology of tone sandhi among Chinese dialects. In positional and spreading sandhis, the tone sandhi domain plays a crucial role. Once the tome sandhi domain is formed, tone sandhi proceeds in a straightforward manner. As we have seen in $\$ 3.2$, in dialects such as Xiamen and Shanghai, the domaininternal morphosyntactic structure, if it exists, does not influence the way tone sandhi rules apply. In many Mandarin dialects, tone sandhi is cyclic, where tone sandhi rules are regulated by morphosyntactic structure. Beijing T3 Sandhi (4) offers a classic example of cyclic application (M. Chen 2000: 102):


T3 Sandhi applies cyclically, first to Ino-hw, destroying the context in (41b) in the second cycle. Such cyclic application of tone sandhi rules appears to be found in context-sensitive and non-spreading tone sandhi systems. In the spreading ( Wu ) and positional (Min) types, tone sandhi is not cyclic.

The matter is more complex. Even among Mandarin dialects, cyclicity cannot be taken for granted. In Tianjin, which we first saw in §2.1, the sandhi patterns of trisyllabic compounds do not exhibit the effect of cyclicity. The disyllabic sand hi rules shown in (2) are repeated below:
a. 21-21 $\rightarrow$ 213-21
b. 213-213 $\rightarrow$ 45-213
c. 53-53 $\rightarrow$ 21-53
d. 53-21 $\rightarrow$ 45-21

Most trisyllabic patterns can be derived through the left-to-right application of these basic sandhi rules. This is illustrated in (43) ( Li and Liu 1985: 79).

$$
\begin{equation*}
\text { 213-213-213 } \rightarrow \text { 45-45-213 } \tag{43}
\end{equation*}
$$

a. tê'ar) [torn uei]
factory party committee
'factory party committee'
b. [ci lion] suei
wash face water
'water for washing faces'
The two compounds have different morphosyntactic structure, but the same tone pattern. The syntactic bracketing plays no role in the sandhi process. Treating the whole compound as a single tone sandhi domain, we can derive the pattern by applying rule (42b) left to right iteratively:

$$
\begin{equation*}
(213-213)-213 \rightarrow 45-(213-213) \rightarrow 45-45-213 \tag{44}
\end{equation*}
$$

But the left-to-right application of the sandhi rules does not work for all cases. Li and Liu (1985: 80) point out the "exceptional" sandhi behavior of compounds composed of three 53 tones, shown below:

$$
\begin{equation*}
53-53-53 \rightarrow 53-21-53 \tag{45}
\end{equation*}
$$

The left-to-right iterative application of (42c) yields the wrong pattern 21-21-53, or 213-21-53 with the additional application of (42a); see (46a). Here the pattern can be derived through the right-to-left application of (42c), bleeding the environment for the second iteration of the rule; see (46b).
(46) a. Left-to-right application
(53-53)-53 $\rightarrow$ 21-(53-53) $\rightarrow$ (21-21)-53 $\rightarrow$ 213-21-53
b. Right-to-left application

53-(53-53) $\rightarrow$ 53-2:I-53
Given the understanding of rule application in generative phonology, one would expect cyclicity or directionality to be consistent in regulating tone sandhi in any given system. The Tianjin tone sandhi facts are unexpected. What is clear is that the trisyllabic tone patterns avoid tonal sequences that would violate any of the four rules in (42). The directionality-related phenomena resist straightforward analysis.

### 3.4 Tone, accent, and stress

Tone, accent, and stress are notoriously slippery notions in the Chinese tonological literature. Whereas tone is part of the lexical specification of morphemes, it is not clear how it relates to accent and stress in a given tone sandhi systent, if indeed the latter two notions can be made precise (see CHAPTER 42: PITCH aCCENT sustems). Here I will follow McCawley (1968) in characterizing the distinctions as in (47):
a. Tone: $\quad(\sigma)(\sigma)(\sigma)(\sigma)$
b. Stress: $(\sigma \sigma)(\sigma \sigma)$
c. Accent: (everors)

The three notions are differentiated in terms of the size of units in which tonal contrasts are maintained. In the tonal system, tonal contrast is maintained in the syllable - in a polysyllabic string each syllable is associated with a tone. In the metrical (stress) systen, it is maintained in the foot, and in the accentual system, in a unitary domain. We will see that not all Chinese dialects are tonal; some have developed into an accentual system, as argued by M. Chen (2000).

We can approach the relationship of tone with accent and/or stress from two perspectives: tonal reduction and the prominence relations that underpin tone sandhi. Generally speaking, the former is the focus of research in the Chinese linguistic circle, and the latter tlue focus within the general framework of generative phonology. We will discuss tonal reduction first.

Across Chinese dialects, there is a widespread phenomenon known as the "light tone." The light tone can be found on system words or affixes, which may be
proceeds not by position but by tone, in accordance with the Middle Chinese (ca. 900 cE ) classification. Chongming has all the Middle Chinese tones, shown below:
(50) Citation tones of old and nea zenrieties of Chongming

|  | Old | New |  | Old | New |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Ia | 55 | H | lb | 24 | L |
| IIa | 424 | HM | IIb | 242 | ML |
| IIIa | 33 | MH | IIIb | 313 | LM |
| IVa | $\underline{55}$ | $\underline{H}$ | IVb | $\underline{22}$ | $\underline{L}$ |

The Old Chongming tones are cited from H. Zhang (1979, 1980), and the New Chongming tones from M. Chen $(1997,2000)$. The checked tones $\underline{55}$ and $\underline{22}$ exhibit the same sandhi behavior as 55 and 24 , respectively. The citation tones of New Chongming have undergone slight change from their Old Chongming counterparts, especially IIIa. M. Chen (1997: 199) treats LM and L as allotonic variants of Ia; the former variant is equivalent to 24 in Old Chongming. Other than the slight difference in the phonetic realization of IIIa, there is little difference between the old and new varieties of Chongrning.

According to Chen (1997), the disyllabic tone sandhi in New Chongming divides the eight tones into two natural classes: the even tones I and IV (H/ $\underline{H}$ and $\mathrm{L} / \underline{\mathrm{L}}$ ) and the oblique tones II and III, all of which exhibit contour in New Chongning. The robusi sandhi patterns involve I/IV, which surface invariably as $H$ in phrase-final position, and retain their citation pitch values in phraseinitial position. We summarize the patterns below ( $\mathrm{O}=$ oblique tone; $\mathrm{E}=$ even tone; $\sigma=$ syllable with default tone; adapted from M. Chen 1997: 194):
(51) a. O-E $\rightarrow \sigma-\mathrm{H}$
b. $\mathrm{E}-\mathrm{O} \rightarrow \mathrm{E}-\sigma$
c. $\mathrm{E}-\mathrm{E} \rightarrow \mathrm{E}-\mathrm{H}$

When the final tone is $E(H / \underline{H}, L / \underline{L})$, it surfaces as $H$. When the first tone is $E$, it renains unchanged, yielding two broad patterns: $\mathrm{H}-\sigma(<\mathrm{la} / \mathrm{IVa}-\sigma)$ and $\mathrm{L}-\sigma$ (< $\mathrm{Ib} / \mathrm{IVb}-\sigma$ ). E-E doublets surface as either $\mathrm{H}-\mathrm{H}(<\mathrm{Ib} / \mathrm{IVb}-\sigma$ ) or L-H ( $<\mathrm{Ib} / \mathrm{IVb} \cdot \sigma$ ). The syllable or with an oblique tone loses its lexical ly specified citation tone, and acquires the default tone. The sandhi behavior of $\mathrm{O}-\mathrm{O}$ is similar to the sandhis shown in (51), but involves more complex pitch realizations. To avoid complications, we will not include the O.O sandhis in our discussion; for a complete OT-inspired analysis, see M. Chen (1997, 2000).

The sandhi patterns summarized in (51) are also attested in Old Chongming, with negligible differences in the pitch values of the default tone, which is 31 in initial position, and 33 or 3 in final position (H. Zhang 1979). Incidentally, by Zhang's (1979) description and analysis, we cannot use contour to classify the Chongming tones as a natural class, since Ia is 55 and lb is 24 ; see (50). The tonal categories I and IV play a crucial role in determining the observed surface tone patterns of doublets.

The patterns in (51) lend thennselves to a two-step analysis: (1) mark accentual prominence on the even tones (I, IV), which surface as H in final position, and remain unchanged in initial position; (2) the unaccented syllable loses its lexical
and output 13 s to match their slope, and prevent 23 s from matching theirs. Furthermore, the local left-to-right spread of Shanghai (see (21)) is due to Match-Slope, instead of the usual OT treatment of spreading in terms of alignnent.

## 4 Conclusion

In the preceding sections we have surveyed the whole range of tone sandhi across Chinese dialects, and some of the central issues in Chinese tone that have attracted the attention of theoretical phonologists. Through the collective effort of field linguists and theoretical phonologists, we now have a good understanding of the sandhi phenomena in Chinese dialects. While Pike's (1948) As ranistAfricanist dichotonyy has ample empirical support from Chinese dialects, it presents Chinese tonology as a monolithic block that obscures a varied landscape of the tone sandhi typology. This typology is summarized below:
a. Contextual sandhi, e.g. Tianjin
b. Positional sandhi, e.g. Xiamen
c. Tennplatic sandhi, e.g. Liujia
d. Tone spread, e.g. Shanghai

Our survey shows a strong clustering tendency that coincides with major dialect boundaries. Contextual sandhi is most commonly found in Mandarin, positional sandhi in Min, and tone spread in Wu. All three types nay contain tonal templates.

The complex landscape of tone sandhi presents inter esting empirical data for phonological theory. The tone sandhi data have contributed to our understanding of the theoretical issues such as the structure of tone, tone sandhi domain, cyclicity, and the interaction of tone with accentual and/or metrical prominence. For the past half century, Chinese tone sandhi has attracted the attention of phonologists working mainly in the evolving theories of generative phonology, from the rulebased approach of classical generative phonology to the rule- and constraint-based approach of non-linear phonology, and now to the constraint-based approach of Optimality Theory. Due to the complexity of the sandhi phenomena, many of the theoretical issues remain lumresolved.
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## 108 Semitic Templates

## Outi Bat-El

## 1 Introduction

Semitic morphology is characterized by phonological restrictions on the shape of the words, allowing only a limited set of prosodic templates and vocalic patterns. The prosodic templates, which set the size restrictions on words and display the permissible syllable structure, host a limited set of vocalic patterns, and in some cases also affixes. The stem consonants fit into the consonantal positions provided by the prosodic tennplates, as do the vorvels of the vocalic pattern.

To clarify these notions, consider the derivational paradigm in Table 108.1. The words in Table 108.1 are structurally related on both the vertical and horizontal axes of the paradigm. On the horizontal axis, they share the stem consonants. On the vertical axis, they share a prosodic template, a vocalic pattern, and, in the two rightmost colunns, an affix. The properties on the vertical axis provide words with their phonological structure. When these properties are armbined, i.e. $\mathrm{CaCaC}, ~ h i C C i C, ~ C C i C a, ~ t h e y ~ f o r m ~ w h a t ~ i s ~ k n o w n ~ a s ~ " S e m i t i c ~ t e m p l a t e s " ~$ (McCarthy 1981). Througlwut the chapter, I use the term "configuration" for this

Table 108.1 Derivational paradigm in Modern Hebresw

| Prosodic template: | CVCVC |  | CVCCVC |  | ccver |  | Stem <br> consorant |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Vocalic patterm: | \{a al |  | [ii] |  | Ji] |  |  |
| Affre: |  |  | h- |  | -a |  |  |
|  | ga'dal | 'to grow' | hig'dil | 'to enJarge' | gdi'la | 'growing' | [g dif |
|  | sa'gar | 'to close' | his'gir | 'r) extradite' | sgi'ra | 'clexing' | Is g r\| |
|  | Sa'tak | 'to keep quier' | hij'tik | 'to quieten' | fti'ka | 'silence' | $1 \mathrm{I}_{\mathrm{t}} \mathrm{k} \\|$ |
|  | ka'lat | 'to absorb' | hik'lit | 'to record' | kli'ta | 'absorption' | 1 k I ${ }^{\text {d }}$ |
|  | za'rak | 'to throw' | hiz'rik | 'to in ject' | zri'ka | 'throwing, injection' | [ zrk ] |

combination of properties, while the term "template" is used exclusively for prosodic templates.

The systent of configuration is found in all Semitic languages in various paradigmatic relations, although to various degrees. This is demonstrated in $\$ 2$ with examples from several languages. As the configurations consist of both segmental and prosodic elements, their structure is non-linear (see chapter 10s: tier segrecation). The structure of the configurations, and of Semitic words in general, is introduced in $\S 3$, with emphasis on theoretical developinents in the representation of the prosodic template. The two ensuing sections illustrate the mapping of the configurations, where $\$ 4$ is devoted to a procedural approach and $\$ 5$ to a constraint-based approach. Within each of these two sections, two types of input are considered: the consonantal root and the word/stem. The concluding remarks in $\S 6$ draw attention to the status of the configurations within a crosslinguistic perspective.

## 2 The nature of Semitic morphology

In Semitic morphology, words are organized into classes, identified by their configuration. The dass system in verbs ( $\$ 2.1$ ) is more prominent and restricted than in nouns ( $\$ 2.2$ ); nevertheless, the same structural generalizations hold, regardless of the lexical category.

### 2.1 Verb classes (binyanim)

Verbs belonging to the same class have an itentical configuration, as exemplified in (1). The designator of a verb class is the 3rd masculine singular perfect, which is free of inflectional affixes. ${ }^{1}$
(1) Verb classes in Palestinian Arabic (Elihay 2004)

| CiCeC |  | $t \mathrm{CaCCaC}$ |  | staCCaC |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 'misek | 'to grasp' | 't¢allam | 'to study' | 'starmal | 'to use' |
| 'filhem | 'to understand' | 'tdarras | 'to burp' | 'stagbal | 'to welcome' |
| 'nizel | 'to go down' | 'tbaddal | 'to be replaced' | 'staw「ab | 'to take in' |
| 'himeq | 'to lose temper' | 'tbaxxar | 'to evaporate' | 'staslam | 'to submit' |
| 'lifieq | 'to catch' | 'tdawwas | 'to shower' | 'stajhad | 'to quote' |

The restricted structure of the configurations is evident in (1), where all the configurations are disyllabic, with a fincll CVC syllable. They differ in the first syllable, CV in $\mathrm{Ci} . \mathrm{CeC}$ and CCVC in staC.CaC and $\mathrm{tCaC} . \mathrm{CaC}$. The latter two configurations are distingu ished by their prefixes, where consonant positions (C-slots) not occupied by an affix are left for the stem consonants. In staC.CaC the prefix

[^374]occupies the two positions of the initial complex onset, thus leaving three slots for the stem consonants, while in tCaC.CaC the prefix occupies only one position in the complex onset, thus leaving four slots for the consonants. When a configuration provides four slots for stem consonants but the stem has only three different consonants, one consonant occupies two slots (e.g. ['t「allam] 'to study' vs. ['tharkaf] to provoke').

Semitic languages vary with regard to prosodic "plasticity." Hebrew verbs accommodate as many stem consonants as possible (i.e. respecting the OCP and the Sonority Sequencing Generalization; CHAPTER 19: sONORITY), as long as the verb does not exceed the disyllabic maximal size (Bat-El 1994a, 2003a). In contrast, Amharic adjusts the number of syllables in the template aceording to the number of consonants (McCarthy 1985; Rose 2003). That is, Hebrew expands its syllabic inventory beyond CV and CVC, keeping the disyllabic template, while Amharic expands its syllabic template, keeping a restricted syllabic inventory (see Bender and Fulass 1978 for a study of Amharic verbs).
(2) Templatic plasticity (Amharic) vs. syllable plasticity (Hebreto)

|  | Amharic |  | Hebrew |  |
| :---: | :---: | :---: | :---: | :---: |
| 3 Cs | sabba | 'to break' | siper | 'to tell' |
| 4 Cs | masokkar-o | 'to testify' | tirgem | 'to translate |
| 5 Cs | ta-ngadaggad-a | 'to walk in a zigzag' | flirtet | 'to flirt' |
| 6 Cs | aqanatt'ar-a | 'through violently' | trinsfer | 'to transfer' |

The vocalic pattern of the configuration is an arbitrary subset of possible combinations of vowels. The vocalic patterns in Tigrinya verbs, for example, employ only four ([iisa]) out of the seven vowels ([iiuesoa]) in the language (Buckley 2003).
(3) Vocalic patterns in Tigrinya (Buckley 2003)

|  |  | 'offend' |  |
| :--- | :--- | :--- | :--- |
| 'bless' |  |  |  |
| simple perfective | à | baddal-a | à barak-a |
| simple gerundive | ai | baddil-u | ai barik-u |
| causative jussive | əi | ja-baddil | ai ja-barik |

In Standard Arabic, however, which has only three vowels in its inventory, the vocalic patterns in the verb infectional paradigm are part ally predicted, given a base with a specified vowel (Guerssel and Lowenstamm 1996).
(4) Predictable vocalic patterns in Standard Arabic (binyan I)
perfective imper fective
$\varnothing$ 'd`arØb $\rightarrow$ i 'jad'rib 'to hit'
i 'labis $\rightarrow$ a 'jalbas 'to dress'
a 'katab $\rightarrow$ u 'jaktub 'to write'
$u$ 'kabur $\rightarrow$ u 'jakbur 'to be great'
Verb configurations are often associated with thematic-syntactic properties, such that verbs in different configurations are derivationally related if they share the same stem consonants.

Deriuntional relations in Modern Hebrezu werbs

CaCaC
ga'dal 'to grow'
xa'fav 'to think'
ka'dam 'to precede'
pa'rak 'to unload'
ka'far 'to bind'

CiCeC
gi'del 'toraise'
xi'sev 'to calculate'
ki'dem 'to promote'
pe'rek 'to dismantle'
ki'Jer 'to connect'
hitCaCeC
hitga'del 'to aggrandize'
hitxa'fev 'to consider'
hitka'dem 'to progress'
hitpa'rek 'to disintegrate'
hitka'fer 'to get in touch'

The thematic-syntactic properties of the configurations are relational rather than absolute, such that the property assigned by a configuration is largely contingent upon the base of the derived verb (Berman 1978; Horvath 1981; Doron 2003; Laks 2007). For example, the Hebrew configuration hitCaCeC assigns deaccusative in [hir'giz] 'to make someone angry' $\rightarrow$ [hitra'gez] 'to become angry', but reciprocal in [xi'bek] 'to hug' $\rightarrow$ [hitxa'bek] 'to hug each other'. Moreover, [hit?a'lel] 'to torture' is neither deaccusative nor reflexive, as it is not derived from another verb. Similarly in Arabic, ’aCCaC assigns causative in ['tzalas] 'to sit down' $\rightarrow$ ['?actslas] 'to bid one to sit down', but ['?arsal] 'to send' is not causative, since it does not have a base verb (Wright 1962). Verbs sharing a configuration may also share a semantic property, as is the case with Arabic ( t ) CajCaC verbs. Watson (2006: 192) reports that in most dialects these verbs refer to "physical state with pejorative overtones of pretence," but in San'ani Arabic they denote "harmless childish naughtiness."

The grammatical function of the configuration is apparent in various Semitic languages, but not in all. In Modern Aramaic, which has only two verb classes (as opposed to five in Hebrert, 11 in Maltese, and 14 in Standard Arabic), the configurations have only structural properties, to the extent that there are hardly any related verbs from the two classes (Hoberman 1992).

A verb class defines the inflectional paradignר of the verb, such that verbs belonging to the same class have the same configuration in every form in the paradigm (Aronoff 1994; see also chapter r3: paradigms).
(6) Inflectional parndigns in Palestinian Arabic verbs (Elilay 2004)²

| perfect | imperfect | perfect | imperfect |  |
| :--- | :--- | :--- | :--- | :--- |
| CiCeC | -iCCaC |  | CaCCaC | -iCaCCeC |

Since the infectional paradigm of a verb is contingent upon its configuration, every new verb must belong to one of the verb classes. This is manifested by the native configuration found in loan verbs, such as [til'fen] 'to phone', [si'mes] 'to send

[^375]However, a rich configuration system in the nominal category is found in the singular/plural paradign of several Semitic languages (see Ratcliffe 1998b for a comparative study), such as Arabic (Hammond 1988; McCarthy and Prince 1990; Ratcliffe 1997, 1998a; McCarthy 2000; Watson 2002, 2006), Tigre (Palmer 1962; Raz 1983), and Tigrinya (Palmer 1955; Buckley 1990). In Arabic, for example, most underived nouns and lexicalized derived nouns (Abd-Rabo 1990; Boudelaa and Gaskell 2002) are pluralized in a configuration system called "broken plural," which contrasts with the suffixation mode of pluralization called "sound plural."
(8) Broken phurals
a. Standard Arabic (Wright 1962)

| ? ${ }^{\text {aCCa:C }}$ | plural | singular |  |
| :---: | :---: | :---: | :---: |
|  | ? ${ }^{\text {\% }}$ 'ka:m | hukm | 'judgment' |
|  | 'aq'da:m | 'gadam | 'footstep' |
| ’aCCuC | 'aj'ma:n | ja'mi:n | 'oath' |
|  | '2abhur | bahr | 'sea' |
|  | '7azmun | 'zanıan | 'time' |
| CuCuC | '7alsun | li'sa:n | 'tongue' |
|  | 'suquf | saty | 'roof' |
|  | '3usud | '7asad | 'Iion' |
| CiCa:C | 'surur | sa'vri:r | 'throne' |
|  | ri'ma:h | rumb't | 'spear' |
|  | xi'ba:l | 'xabal | 'hill' |
|  | li`a:m | la'>i:m | 'base |

b. Tigre (Palmer 1962)

| ${ }^{3} \mathrm{CCH}$ | plural | singular |  |
| :---: | :---: | :---: | :---: |
|  | ? akbid | kabid | 'belly' |
|  | ${ }^{3} \mathrm{\partial b}$ ? is | $\mathrm{bi}^{\text {7 }}$ is | 'husband' |
|  | ? ${ }_{\text {b }}^{\text {bitr }}$ | bifor | 'sea' |
| ${ }^{3} \mathrm{CCuC}$ | ? aglub | çolib | 'root' |
|  | ? amtud | mitid | 'stake' |
|  | ? adhub | dihab | 'gold' |
| CaCaCCi | hanaddi | hindi | 'hoof' |
|  | kətarri | katra | 'pigeon' |
|  | kadabbi | kodbet | 'floor' |
| CəCaCit | masanit | masni | 'friend' |
|  | worazit | wareza | 'bachelor' |
|  | 'arawit | ? ${ }^{\text {arwe }}$ | 'serpent' |

While in the verb system, every class has a fixed confiiguration for each tense/ aspect form, allowing a predictable system of one-to-one correspondence, in the noun system there is one-to-many correspondence (Bateson 2003). As shown in (8) above, a singular configuration may correspond to several plural configurations (e.g. Arabic CVCC in [hukm] - [²h'ka:nl] ws. [runh] - [ri'ına:h]). In addition, a singular noun may have two or three alternative corresponding plural forms, more so in the spoken dialects (e.g. Arabic ['「anzi] - [「i'na:z] ~ ['su'nu:z] ~ ['? a'nuz] 'goat(s)', ['qafil] - [’aq'fa:l] ~ ['Paqful] 'lock(s)'). However, as discussed in §4.2 below, there are some tendencies for nouns with certain configurations to select particular plural configurations.

The system of configurations is not limited to nouns and verbs．As shown below， Amharic argot（Leslau 1964）and Arabic hypocoristics（Davis and Zawaydeh 2001） take specific configurations（Caj（C）CiaCi and $\mathrm{CaCCu}: \mathrm{C}$ ，respectively）regardless of the shape of the base．Similarly，Arabic adjectives and superlatives（Wright 1962） each take a consistent configuration．
（9）Other configurations
a．Arabic adjectives
$\mathrm{CaCiaC} \quad 7 \mathrm{aCCaC}$
ka＇biar＇big＇＇7akbar＇bigger＇
s＇a＇yis＇small＇＇＂as＇yar＇smaller＇
t＇a＇wi：l＇long＇＇Tat＇wal＇longer＇
ba＇ri：d＇far＇＇＂ab「ad＇farther＇
b．Arabic hypocoristics CaCCu：C
bas＇su：m＇basma
sal＇lu：m sa＇li：m
jas＇su：r＇ja：sir
saın＇muir sa＇ıni：ra

| Aminaric argot |  |  |  |
| :---: | :---: | :---: | :---: |
| Caj（C） $\mathrm{Ci}_{\mathrm{i}} \mathrm{a}_{\text {c }}$ |  |  |  |
|  | bajtat | bet | ＇house＇ |
|  | gajbab | gabba | ＇enter＇ |
|  | zajfnən | zaffanə | ＇sing＇ |
|  | wajrk＇ək＇ | wərk＇ | ＇gold＇ |

The preference for disyllabic forms，also exhibited in（9），is overwhelming， although，as noted above，some languages display a limited flexibility．This preference is found also in Hebrew acronym words（Bat－El 1994b；Zadok 2002）， which are mostly disyllabic，regardless of the number of words in the input． For example，both the two－word base［nat＇bea xuc］＇foreign currency＇and the three－word base［mer＇kaz texno＇logiá xinu＇xit］＇educational technology center＇sur－ face as the acronym word［ma＇tax］．Moreover，four－word bases also give rise to disyllabic acronym words，as in［mam＇ram］，whose base is［mer＇kaz max Je＇vim （ve－）ri＇funl meınu＇kan］＇automated computer center＇．

## 3 The structure of Semitic configurations

The term configuration correlates with the traditional Semitic template／pattern， represented as fully specified words，such as［qait ${ }^{〔}$ al，qit $t^{\top} e l$ ］，hiqt il$]$ ，etc．（also［pa：「al］ or［parqad］in Hebrew and［faral］in Arabic）．${ }^{4}$ As the stem consorants（ $\left\{\mathrm{qt}^{\dagger} 1 \mathrm{l},\left\{\mathrm{p}^{〔} 1\right\}\right.$ ， （pqd\}, $\left\{f^{f} 1\right\}$ ）are not part of the configuration，replacing them with C －slots gives us the type of structure used in the previous sections，i．e．Ca：CaC，CiCCeC，hiCCiC， etc．

Configurations play a central role in the older gramnarian studies（see §4．2） of Semitic morphology，mostly with reference to class membership and relations among words．In the absence of a theoretical model of non－linear phonological structure，these studies do not consider the internal structure of the configuration， and refer to relations among words in terms of phonological alternations，such as vowel change／ablaut and gemination．

[^376]McCarthy (1981) points out the restrictive nature of the templates in (11). Every template in (11a) has a counterpart with an initial complex onset in (11b), and another with an additional CV syllable in (11c). The absence of CVCVCVC in the first row in (11c) is due to a constraint prohibiting a sequence of two light syllables. These templates can be expressed with an archi-template, which generalizes all and only the possible templates in (11), with the addition of a vowel deletion rule that resolves the prohibited sequence of two light syllables.
(12) Archi-template of the prosodic teniplates in Standard Arabic verbs (McCarthy 1981)

$$
\left.\left.\left(\begin{array}{c}
C \\
C V
\end{array}\right\}\right) \quad C V \quad\left(\begin{array}{c}
C \\
V
\end{array}\right\}\right) \quad C V C \quad\left(V \rightarrow \varnothing / C V C \quad \_C V C\right)
$$

As shown in Table 108.2, there are more configurations than CV templates, where the difference among configurations sharing a template is in the affixes and their position, as well as in the distribution of the stem consonants.

Although the templates consist of CV-slots, reference to the syllable is inevitable, as seen in McCarthy's (1981) generalizations, such as "no binyan which begins with a consonant cluster is three or nore syllables long overall" (1981: 386). This statement refers directly to the restriction on the number of syllables in the template, which is not explicitly expressed in the CV template. There is definitely a disyllabic core template, which can be minimally expanded with either CV or C (see Kiparsky 2003 for C as a demi-syllable). Moreover, as shown in Table 108.2 (c), the CV expansion is always a derivational prefix. In addition, Lowenstamm and Kaye (1986), in their study of compensatory lengthening in Tiberian Hebrew, demonstrate the essential role of the syllable in the configurations. ${ }^{5}$

### 3.2.2 Syllabic templates

The templates in (a) and (b) of Table 108.2 are disyllabic. The two trisyllabic templates in (c) are disyllabic on the stem level, since the initial CV, as noted above, is occupied by a derivational prefix (e.g. [ta-'baddal] 'to be replaced', [ta-'d'a:jaq] 'to be disturbed'). That is, verbs in Arabic are disyllabic either on the stem level, the word level, or both. The same is true for Hebrew verbs, which can be disyllabic with or without a derivational prefix (e.g. [hik'dim] 'to come first', [ki'dem] 'to promote'), or trisyllabic, but only with a prefix (e.g. [hitka'dent] 'to progress').

As argued in McCarthy and Prince (1986, 1993a, 1995), the disyllabicity restriction found in Semitic morphology reflects a universal preference for a binary foot (see also chaipter 40 : the foot; chapter 4: the iambic-trochaic law). Thus, the most general template of Arabic verb is a binary syllabic foot. The advantage of the syllabic template has been supported with data from Modern Hebrew (McCarthy 1984), where verbs from the same class have different CV templates but an identical syllabic template, consisting of two syllables, i.e. a foot (see, horvever, Amharic templatic plasticity in (2)).

[^377]Table 108.2 CV templates and verb consigurations in Standard Arabic

|  | CV temptate |  |  | Corfigametion |  | Verb |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. | 1. | CV | CVC ${ }^{\text {b }}$ | la | CaCaC | 'fatati | 'to open' |
|  |  |  |  | lb | CaCiC | 'tiasib | 'to think' |
|  |  |  |  | Ic | CaCuC | 'qabulı | 'to be ugly' |
|  | 2. | CVC | CVC | II | $\mathrm{CaC}_{i} \mathrm{C}_{1} \mathrm{aC}$ | 'kassar | 'to break' |
|  |  |  |  |  | CaCCaC | vfam¢al | 'to scatter' |
|  |  |  |  | IV | ? aCCaC | ${ }^{1}$ akram | 'to honor' |
|  | 3. | CVV | CVC | III | Ca:CaC | 'sa:baq | 'tu) run a race' |
| b. | 1. C | CV | CVC | VII | ${ }^{\mathrm{nCaCaC}}$ | 'nbasat ${ }^{\text {c }}$ | 'to be pleased' |
|  |  |  |  | VIII | CtaCaC | 'quabal | 'to receive' |
|  |  |  |  | IX | $\mathrm{CCaC}_{\mathbf{i}} \mathrm{aC}_{1}$ | 'tiwalal | 'to squint' |
|  | 2. C | CVC | CVC | $X$ | staCCaC | 'ståmal | 'to use' |
|  |  |  |  | XII | CCawnCaC | 'hdarvetab | 'to be curved' |
|  |  |  |  | XIII | CCawwaC | 'Clawnad | 'to be heavy' |
|  |  |  |  | XIV | CCanc,aCi | 'Sanctzacts | 'to go quickly' |
|  |  |  |  |  | CCanCaC | 'branfaq | 'to bloom' |
|  |  |  |  | VI | CCanCay | ${ }^{\text {chandaj }}$ | 'to be strong' |
|  | 3. C | CVV | CVC | XI | CCaiCiaC ${ }_{i}$ | 'swardad | 'to be black' |
| c. | 2. CV | CVC | CVC | V | $\begin{aligned} & \operatorname{taCaC}_{j} \mathrm{C}_{\mathrm{a}} \mathrm{aC} \\ & \text { taCaCCaC } \end{aligned}$ | ta'farraq <br> ta'Safrat | 'to be dispersed' 'to act like a devil' |
|  | 3. CV | CVV | CVC | VI | taCa:CaC | ta'kaslam | 'to converse' |

[^378]Modern Hebreav verb configurations

| Syllabic configuration | CV configur |  |  |
| :---: | :---: | :---: | :---: |
| I $\sigma_{i,} \sigma_{i}$ | CaCaC | pa'tax | 'to open' |
| II ${ }^{n} \sigma_{j} \sigma_{0}$ | niCCaC | nix'nas | 'to enter' |
| III ${ }^{h} \sigma_{i} \sigma_{i}$ | $\begin{aligned} & \text { hiCCiC } \\ & \text { hiCCCiC } \end{aligned}$ | hig'dil hif'prits | 'to enlarge' 'to squirt' |
| IV $\sigma_{j} \sigma_{e}$ | CiCeC CiCCeC CCiCCCeC | gi'del tir'gen trins'fer | 'to raise' 'to translate' 'to transfer' |
| V ${ }^{\text {L.iil }} \sigma_{a} \sigma_{e}$ | $\begin{aligned} & \text { hitCaCeC } \\ & \text { hitCaCCeC } \end{aligned}$ | hitla'bef <br> hitbar'gen | 'to get dressed' 'to become a bourgecois' |

In Arabic, unlike in Hebrew, syllable structure plays a major role in distinguishing among configurations, as is evident from the distinction among CaCaC (I), CaCCaC (II), and Ca:CVC (III). The first configuration is distinguished from

Empirical support for this view is provided by the transfer phenomena in broken plurals ( $\$ 2.1 .2$ ), where properties of the singular form that cannot be encoded in the consonants are transferred to the plural form. Arabic broken plurals (17a) exhibit vowel-quantity transfer in trisyllabic plurals: a short vorvel in the plural corresponds to a short vowel in the singular and a long vowel in the plural corresponds to a long vowel in the singular (McCarthy and Prince 1990; McCarthy 2000). Broken plurals in Tigre (17b), as well as in Tigrinya (Palmer 1955), exhibit vowel-quality transfer in trisyllabic plurals: a high front vowel in the plural corresponds to a front vowel in the singular, a high back vowel in the plural corresponds to a back vowel in the singular, and a central vowel in the plural corresponds to a central vowel in the singular (Palmer 1962).

Vowel grantity transfer
a. Yemeni Arabic (Qafisheh 1992)

| short vorvel | singular | plural |  |
| :---: | :---: | :---: | :---: |
|  | 'darzan | da'ra:zin | 'dozen' |
|  | 'maktab | ma'ka:tib | 'office' |
| Iong vowel | fin'tya:n | fa'na:dzi:n | 'cup' |
|  | mak'tu: ${ }^{\text {b }}$ | ma'ka:ti:b | 'letter' |
| Standard Arabic (Ratcliffe 1998a) |  |  |  |
|  | singular | plural |  |
| short vowel | 'xastam | xa'wa:tim | 'signet ring' |
|  | 'sagrab | ¢a'qa:rib | 'scorpion' |
| long vowel | dsar'mu:s | ḑawa:'nu: s | 'buffalo' |
|  | mif'ta: ${ }^{\text {d }}$ | mafas'tir | 'key' |

b. Tigre (Palmer 1962)

| central vorvel | singular | plural |  |
| :---: | :---: | :---: | :---: |
|  | misgid | masagid | 'mosque' |
|  | dganctjar | ḑonadjuir | 'chain' |
| front vowel | barmil | baramil | 'barrel' |
|  | bist'an | basat ${ }^{\text {cin }}$ | 'garden' |
| back vowel | kitkut | katakut | 'young bird' |
|  | maskot | masakut | 'window' |

Similarly, Ratcliffe (1998a) mentions cases of vowel polarity in Arabic CVCC nouns: when the vorvel in the singular is low the vowel in the plural tends to be high ([galb] - [qu'lu:b] 'heart(s)'), and when the vowel in the singular is high the vowel in plural tends to be low ([qufl] - ['aq'fa:l] 'lock(s)').

Other cases of transfer, which cannot be attributed to the consonantal root or the configuration, are drawn from the formation of Hebrew denominative verbs (Bolozky 1978; Bat-El 1989, 1994a, 2003a, 2003b; Gafos 1998; Ussishkin 1999, 2000). A verb derived from a noun with an affix nlay include the affix consonant as part of its stem (e.g. [mer'kaz.] 'center' $\rightarrow$ [mir'kez] 'to center'; cf. [ri'kez] 'to concentrate (IntRans)'; [par'fan] $\rightarrow$ [pir'fan] 'to commentate'; of. [pe'ref] 'to interpret'). Also, when the base consists of consonant clusters, these clusters are preserved in the derived verb (e.g. [guf'panka] 'approval' $\rightarrow$ [gif'penk] 'to approve'; "[g $\mathrm{Si}^{\prime}$ penk], "[gi $\int$ 'pnek]).
in the formation of [ћu'ru:b] 'wars' from [ћarb], the circumscribed material < $\hbar$ ar> is mapped into the template $\left[\sigma_{\mu} \sigma_{\mu \mu}\right]_{F}$, y ielding [haraa] $]_{F}$. Melodic overwriting assigns the appropriate vocalic pattern of the plural form and the residual base seginents ([b] in this case) are adjoined. In longer singular forms, however, the residue is an entire syllable, in which case the basic iambic template is expanded. This is the case in ['madxal] - [ma'da:xil] 'entrance(s)', where the material within the iambic template is [mada:] ${ }_{F}$, while [xil] forms an additional syllable. As the final syllable is outside the template, it preserves its original structure from the singular form, reflecting faithfulness to the base (McCarthy 2000). This explains the transfer phenomena in (18) above, which appecir, as predicted, only in the final syllable.

## 5 Mapping a configuration: A constraint-based approach

As noted in $\S 3.2 .3$, the prosodic structure of the configuration is assigned by the independently motivated constraints in (14): FiBin, which sets the lower bound at two syllables, and Align( $\sigma, \operatorname{Pr} W d$ ), which sets the upper bound at two syllables. The segmental elements of the confiiguration, i.e. the vocalic pattern and affix (if any) are considered an affix, and thus provided in the input. The position of the affix within the word is determined by independent universal constraints. ${ }^{6}$ The type of constraints involved depends on the assumption regarding the input, i.e. whether it is a consonantal root (\$5.1) or a fully specified word/stem (§5.2). Throughout this section, I assume the effect of the templatic constraints in (14), and thus do not consider candidates that exceed the disyllabic template.

### 5.1 Root + configuration

Under the root-based approach, the input consists of a consonantal root and the segmental elements of the configuration, which are considered an affix. When the affix consists of vowels only, markedness constraints are responsible for syllable structure, and thus for the linear order of the vowels and the consonants.
*Compeex, Finmái Onsey > *Cona (Hebreão \{xiber\} to connect')

| $\{$ xbr $\}+\{$ ie $\}$ | *COMPLEX | FINALC | ONSET | ${ }^{*}$ CODA |
| :---: | :---: | :---: | :---: | :---: |
| a. xbier | $*!$ |  |  | $*$ |
| b. xibre |  | $*!$ |  | $*$ |
| c. ixber |  |  | $*!$ | $* *$ |
| ar d. xiber |  |  |  | $*$ |

[^379]In general, whether the root consists of three consonants or four (e.g. [tir'gem] 'to translate'), or whether the affix consists of vowels only or vowels plus a prefix (e.g. [hig'dil] 'to enlarge'), the templatic constraints in (14) determine the prosodic template and the narkedness constraints in (19) are responsible for the sequential order of the segments.

Note that the root consonants (with the exception of glides) must be surface-true, which can be attributed to an undominated constraint $\operatorname{Max}(R o o t)$. Amharic and Hebrew both respect this constraint, but they differ vith regard to the violability of other constraints. As exemplified in (2), Amharic verbs car be trisyllabic in order to accommodate all root consonants without violating *Complex (e.g. [masakkar-o] 'to testify'). Therefore, the templatic constraints are violated. Hebrew verbs always respect the templatic constraints, but *Complex can be violated (e.g. [trins'fer] 'to transfer') in order to accommodate all consonants.

### 5.2 Word + configuration

Under the word-based approach, the input consists of a base word or stem and the segmental elements of the configuration (i.e. vocalic pattern and affix). The constraint ranking Faitil Affix > FaituStem (Ussishkin 2000) is responsible for melodic overwriting (18b), ensuring that all affix segments are surface-true. As in the root-based approach ( $\$ 5.1$ ), markedness constraints provide the syllable structure.

However, the markedness constraints derive the correct output only when the input consists of CV and CVC syllables (e.g. Hebrew [ga'dal] 'to grow' $\rightarrow$ [gi'del] 'to raise', ['telefon] 'phone' $\rightarrow$ [til'fen] 'to phone'). Hebrew denominative verbs derived from bases w'ith more than four consonants violate the markedness constraints. For example, [prig'res] 'to progress' has an initial complex onset and [kim'pleks] 'to make complex' a medial complex onset, while [ib'strekt] 'to make abstract' has no initial onset at all, although a glottal stop is inserted in phraseinitial position. The crucial observation is that consonants adjacent in the base are also adjacent in the derived verb. For such cases, it is necessary to adhere to the faithfulness constraint Conticuity, which preserves adjacency between consonants in the input. Of course, the phenomenon justifying Conticuiry cannot be accounted for within the root-based approach.
[ab'strakti] 'abstract' $\rightarrow$ [ib'strekt] 'to make abstract'

| abstrakti+li el | CONTIGUITY | ONSET |
| :---: | :---: | :---: |
| a. bistrekt | $*!(\mathrm{b} \mathrm{s})$ |  |
| Gis b. ibstrekt |  | $*$ |

In Arabic verbs, Conticuity is low-ranked, as seen in denominative verbs such as in [baql] 'herbage' $\rightarrow$ ['?abqal] 'to produce herbage', [s'ajf] 'summer' $\rightarrow$ ['ts'ajjaf| 'to go on a summer vacation' (cf. Hebrew [faks] 'fax' $\rightarrow$ [fik'ses] 'to send a fax'), [frans] 'France' $\rightarrow$ ['tfarnas] 'become French, act li e a Frenchman' (cf. Hebrew [flirt] 'flirt' $\rightarrow$ [flir'tet] 'to flirt'). ${ }^{\text {r }}$

As for configurations with affixes, Arabic is challenging, as it employs both prefixes and infixes. Arabic configurations display two types of contrast: contrast

[^380]in the prosodic template - medial ws. initial CC ( ${ }^{\text {aCCCaC (IV) is. nCaCaC (VII) }) ~}$ - and contrast in affixation: prefix os. infix ( nCaCaC (VII) us. CtaCaC (VIII)). All these configurations respect the templatic constraints in (14), which set the minimal and maximal bound of two syllables. According to Wright (1962), verbs in these confilgurations are all derived from the basic configuration CaCaC (1).

Regardless of their position in the word, the affixes are attached via an alignment constraint Align-L(Aff, PrWd), which requires the affix to be aligned with the left edge of the prosodic word (McCarthy and Prince 1993b). Each affix has its alignment constraint, competing with Align-L(Stem, PrWd), which requires the left edge of the stem to align with the left edge of the prosodic word. The ranking Alicn-L(Aff, PrWd) $\gg$ Align-L(Stem, PrWd) yields a prefix, and the opposite ranking yields an infix.

Arabic prefix $[3, \mathrm{n}]$ vs. infix [ t$]$
Align-L(? PrWd), Align-L(n, PrWd) $\gg$ Align-L(Stem, PrWd) $\gg$ Alicn-L-(f, PrWd)

Assuming gradient alignment, where the further the relevant element is from the edge the more violation marks it gets, the constraints above account for nCaCaC and CtaCaC only; ’aCCaC is worse than "? CaCaC with respect to Alıgn-L(Stem, $\operatorname{PrWd}$ ), and thus predicted not to be selected as the optimal candidate. However, with the constraint ${ }^{* ?} \mathrm{C}$, which prohibits a glottal followed by a consonant, all the three configurations are derived. ${ }^{\text {. }}$
a. $\quad \mathrm{CaCaC}$

| \{n\}, $\{\mathrm{CaCaC} \mid$ | *C | Align-L <br> $(2, \operatorname{PrW} \mathrm{~W})$ | Align-L <br> $(n, \operatorname{PrWd})$ | Align-L <br> (Sten2, PrWd $)$ | Align-L <br> $(t, \operatorname{PrWd})$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| a. naCCaC |  |  |  | $* *!$ |  |
| b. nCaCaC |  |  | $*$ |  |  |
| c. CanCaC |  |  | $*!*$ |  |  |
| d. CnaCaC |  |  | $*!$ |  |  |

b. CtaCaC

| $\{\mathrm{t} \mid,\{\mathrm{CaCaC}\}$ | * ${ }^{\text {C }}$ | $\begin{aligned} & \text { Alicn-L } \\ & (2, \operatorname{PrW} d) \end{aligned}$ | $\begin{gathered} \text { Align-L } \\ (n, \text { PrWd }) \end{gathered}$ | Alicin-L (Sten), PrWd) | Alicn-L ( $t, \mathrm{PrWd}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. taCCaC |  |  |  | * ${ }^{*}$ |  |
| b. 1 CaCaC |  |  |  | * |  |
| c. CatCaC |  |  |  |  | **! |
| $\cdots$ d. CtaCaC |  |  |  |  | * |

[^381]c. $\quad 3 \mathrm{aCCaC}$

| $\{?,\{\mathrm{CaCaC}\}$ | *) C | $\begin{aligned} & \text { Align-L } \\ & (?, \operatorname{PrWd}) \end{aligned}$ | $\begin{gathered} \text { Align-L } \\ (n, \operatorname{Pr} W d) \end{gathered}$ | Align-L (Stern, PrWd) | $\begin{aligned} & \text { Align-L } \\ & (t, \operatorname{Pr} W d) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| va a. 'aCCaC |  |  |  | ** |  |
| b. 'CaCaC | *! |  |  | * |  |
| c. $\mathrm{Ca}{ }^{\text {CaC }}$ |  | *! |  |  |  |
| d. C'aCaC |  | *! |  |  |  |

## 6 Concluding remarks

At the very beginning of her 1982 monograph The syntax of words, Selkirk notes the delimitations of her model: "The W-syntax of the Semitic languages, then, includes two components, only one of which is of the sort I am attempting to characterize here" (1982: 2-3). The two components are affixation and configuration, where the latter one is excluded from Selkirk's model.

The system of configurations is characteristic of Semitic morphology and is often consictered unique, and therefore excluded from various theoretic models. Howrever, a universal perspective of the system of configurations proves the contrary (Bat-El 2003a). A configuration consists of a prosodic template and vocalic pattern, and thus relation annong words exdibit alternations in these structural properties. With reference to the vocalic pattern, the structural relation between [pi'ter] 'to dismiss' and [pu'tar] 'to be dismissed' in Hebrew is like that between sing and sang in English. With reference to the prosodic structure, the structural relation between [ni-m'fax] to last (past)' and [ji-ma'fex] 'to last (rur)' in Hebrew is like that between [hiwt-inaj] 'to walk-GERUNv' and [hiwrit-al] 'to walk-vus' in Yawelmani (Kisseberth 1969; Archangeli 1984). Moreover, broken plurals are found also in Hausa, a non-Semitic language (Rosenthall 1999).

That Semitic languages seem to be unique is due to combination and pervasiveness (Bat-El 2003a). While English exhibits only ablaut and Yawelmani exhibits only prosodic alternation, Seinitic languages combine both within the same paradigms (combination). While English exhibits ablaut in a subclass of paradigms and Yawelmani exhibits prosodic alternation in stems associated with specific suffixes (template suffixes), Semitic languages exhibit ablaut and prosodic alternation in most paradigms (pervasiveness). See, however, Maltese in §2.1.1.

Viewing the configuration as a combination of independent structures allows the analysis of Semitic norphology within the same theoretical models proposed for other natural languages.
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## 109 Polish Syllable Structure

Christina Y. Bethin

The syllable as a phonological prosodic constituent serves to organize segment sequences in terms of sonority, associating sonority peaks/syllabic segments with syllable nuclei and non-syllabic segnen's with syllable margins as onsets and codas (Blevins 1995; Zec 2007). The sequencing of segments within onsets and codas is also said to be governed by sonority, in that sonority rises toward the syllable peak and falls after it (Sievers 1881; Jespersen 1904); this has been fornulized in the generative phonological literature as a sonority sequencing principle/generalization (Selkirk 1982, 1984; Clements 1990; CHAPTER 49: SONORITY). Because syllable structure is not contrastive, it is most likely created by syllabification processes as part of a phonological derivation or selected by a set of syllable structure constraints in an output-oriented framework. In either case, certain organizational principles hold on seginent sequencing within a syllable, and the question is how these properties of syllables are implentented. Polish has contributed to discussions on syllable structure primarily by virtue of its extraordinarily complex consonant clusters, which appear to violate the sonority sequencing generalization. It also has a set of nasal vowels that bear on the structure of the syllable nucleus, and vowel-zero alternations that interact with syllabification.

In derivational approaches where syllables are constructed on the basis of the segmental string in some principled ivay, surface sumority sequencing violations have raised questions about the structure of syllables, the existence of unsyllabified (extrametrical) segments and their incorporation into prosodic levels, and about syllabification and resyllabification at various derivational levels. In constraintbased grammars such as Optimality Theory (Prince and Snolensky 2004), the conoplexity of the Polish syllable puts it in the category of languages in which faithfulness constraints on segment deletion and insertion appear to be ranked above markedness constraints on syllable margins, so one question is whether and when syllable structure constraints have visible effects on output forms. In non-derivational Government Phonology or CV Phonology, the syllable level is independent of the melodic or segmental tier, and consists of a series of onsets and rhymes/nuclei, some of which may be empty or have unassociated melodies, so consonant clusters that violate sonority sequencing in pronunciation do not violate it in the phonology when they are treated as onsets followed by einpty nuclei. The fact that syllable structure seems to be implicated in certain aspects
of Polish morphology presents a challenge to all of the above, and to any model of phonology-morphology interaction.

The chapter is organized as follows: $\S 1$ deals with the syllable margins: sonority sequencing, syllabification, and extrasyllabicity (\$1.1), resyllabification (\$1.2), and the phonological us the phonetic syllable ( $\$ 1.3$ ). $\S 2$ concerns the syllable nucleus, primarily the description of nasal vowels as potential complex nuclei ( $\$ 2.1$ ) and the treatment of glides and high vowels ( $\$ 2.2$ ). Because it is unusual to find that a language which tolerates extraordinarily complex sequences of consonants sometinues does not, as seents to be the case in somie aspects of Polish allomorphy, there is a discussion of syllable structure and morplwlogy in $\S 3$. Concluding remarks are in $\S 4$.

## 1 The syllable margins

Polish has complex clusters of various types both in onset and coda position within the syllable, exemplified by words such as refec [rt] 'mercury', tentr [tr] 'theater', pank [pt] 'bird', szept [pt] 'whisper', bzdurn [bzd] 'nonsense', wabronic [vzbr] 'to forbid', siostr [str] ‘sister (GEN PL)', z $\mu$ stragiem [spstr] 'with a trout', priestepstio [mpstf] 'transgression (GEN PL).' ${ }^{1}$ Complex consonant clusters in Polish are in large part the result of historical clange: (i) the loss of short high vowels (yers) in weak position (word-final or in the syllable before one with a non-yer or strong yer vowel) as in Common Slavic "inı̆gla > mgła 'mist' (see also chai'ter 122: slavic yers); (ii) the obstruentization of palatalized $/ \mathrm{r}^{\mathrm{j}} /$ and $/ \mathrm{w} /$ to $/ \overline{3} /$ and $/ \mathrm{v} /$, respectively; and (iii) the decomposition of nasal vowels into sequences of vowel plus nasal consonant, as in *pr 'estopistvū > [p Jestempstf] 'transgression (CEN pt.)'. Prefixation by $/ \mathrm{z} /(/ \mathrm{s} / \mathrm{)}, \mathrm{v} /(/ \mathrm{f} /)$, and $/ \mathrm{vz} /(/ \mathrm{fs} /)$ contributes to the large number of complex clusters across morphemes (e.g. skrioaioić [s+krf-] 'to inf.ict bloody wounds'), and word-medial clusters are enhanced by prepositions and prefixes such as ob-, odd-, przed-, pod-, etc. Loanwords further extend the possibilities in codas, e.g. tekst 'text', filtr 'filter', asitmpt 'inducement'.

### 1.1 Sonority sequencing and syllabification

A fundamental question is whether Polish consonant clusters are organized in any particular way in the syllable, and specifically, whether syllable onsets and codas obey the principle of rising sonority toward the syllable peak and decreasing sonority after the syllable peak. If allowance is made for $s / z+C$ and $f / v+C$ sequences, then most Polish clusters in onsets and codas do exhibit sonority sequencing: strach 'fear', dno 'botton', kert 'cards (GFN)', sens 'sense', kor-ty 'card s', sios-tre 'sister'. But sonority violations in both onsets (1) and codas (2) and in wordmedial clusters (3), both morphente-internally as well as across morphemes, have

[^382](3) Sonority sequencing violations in medial clusters/onsets/codas

| /zdaty/ | majcżdźcze | 'invasive' |
| :--- | :--- | :--- |
| /buvk/ | jablk | 'apple' |
| /brn/ | srebrny | 'silver' |
| /snk/ | czosnku | 'garlic (GEN SG)' |
| /trk/ | wiairkn | 'wind (GEN SG)' |
| /ndrk/ | mędrkować | 'to act like a smart alec' |

It was Kurylowicz (1952) who first related the typology of consonant clusters to syllable structure by proposing a type of syllable template with branching onsets and codas and a classification of sounds as belonging either to groups or elements. In addition to onset groups with $s / z$ followed by an obstruent and sonorant (e.g. str, skr,zdr), he identified sets of two-member groups consisting of obstruent + sonorant, $s / z+$ obstruent, and $s / z+$ sonorant. (For historical reasons and in their alternations $/ \mathrm{v} /(/ \mathrm{f} /$ ) and $/ \mathrm{z} /(/ / /)$ sometimes pattern with sonorants if they derive from *w and "ri, and they are often treated as sonorants in synchronic phonology [Rubach 1984; Gladney 2004; Gussmann 2007: 208-210, 307-312].) Syllable onsets are said to be maxinally binary branching, with terminal nodes which can be filled by a combination of groups and/or elements, e.g. /v-str/ consists of an elentent followed by a group, /skr-f/ is a group + an element. Coda clusters are taken to be the mirror image (sonorant + obstruent (RC)) of onset (obstruent + sonorant (CR)) types, with the additional important proviso that onset groups (CR) may also occur in codas. Thus, codas may contain two elements ( $k-t$ ), a coda group $(r b)$, a coda group + element ( $r t-f$ ), an element followed by an onset group ( $m$-st), a coda group followed by an onset group ( $m p-s k$ ), or simply an onset group ( $d r$ ), as in kadr 'frame (in film)'. This approach does not distinguish among consonant types beyond obstruent and sonorant and thus implies that there are no systematic gaps in onset and coda sequences. Furthernore, inorphology and phonology do not recessarily coincide: zmrozić 'to freeze' $\left\{\begin{array}{r}\text { atmrozitepl }) \text { is said to have an onset }\end{array}\right.$ of $/ \mathbf{z m}-\mathrm{r} /$.

The basic insights of Kuryłowicz (1952) have been developed in versions of Government Phonology or CV phonology, where phonetic consonant clusters are said to contain empty nuclei in the phonological representation and thus are not really complex clusters (Cussmann 1991, 1992, 2007: 180-247; Cyran and Cussmanл 1999; Rowicka 1999a; Cyran 2003: 161-321; Scheer 2004; and elsewhere). For example, the onset in krngbrmy 'unruly, restive' is said to have a branching onset $(O=k r)$ before an ennpty nucleus $(N=\varnothing)$, followed by a simplex onset $(O=n)$ (Gussmalun 2007: 215), and there are no sonority violations to speak of within onsets as such. Phonetic word-final codas are said to be onsets before ar empty nucleus: tkwic 'to pierce, stick' [tkfitç] is /t-N-kiv-i-ts-N/. Covernment Phonology does predict certain gaps in cluster types due to governing relations, but as there is no issue of syllabification, this approach will not be discussed in detail here.

In derivational generative phonology syllable structure is built up by a series of ordered syllabification rules, first constructing the syllable nucleus and then building the syllable onset (Steriade 1982; Clements and Keyser 1983; Levin 1985; and others). The ordering of the onset rule before coda formation is a way of accounting for the well-known asyınmetry that no language prohibits onsets or requires codas (in Optimality Theory this is implicit in the formulation of the constraints

As these differences are fairly robust, a distinction has to be made between initial and final/medial sonority reversals. The R in \#RC sequences is prosodified by initial adjunction, either to the phonological word (Rubach and Booij 1990b), or to the initial syllable as a complex onset (Bethin 1992: 41, 171-174; Gussmann 1992). The prosodification of \#RC sequences takes place early in the derivation, at the word or lexical level, while that of sonorants in CR\# or CRC contexts is done by adjunction to the phonological wrord at the phrase or post-lexical level. The differences with respect to transparency in voice assimilation are said to be due to the interaction of prosody and voicing rules, with voicing processes applying to syllabified or prosodified segments in w'ord-initial position but before adjunction takes place elsewhere, as exemplified in (5).

Prosodification of sonorants in \#RC, \#CR, and CRC sequences
obwok\#mgwi litr\#vudki mendrfi


| Phrase level. |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Voicing assimilation | - | $\sigma$ | $\sigma \quad \sigma$ | $\sigma \quad \sigma$ |
|  |  |  | , 1 | $\mathbb{M}$ |
|  |  | lid r | vut ki | ment r fi |
| Adjunction to PrWd | - | PrWd | PrWd | Privd |
|  |  | , | $\wedge$ | , |
|  |  | $\sigma$ | $\sigma$ | $\sigma$ |
|  |  | 1 |  |  |
|  |  | 水 | \ | N |
|  |  | lid r | vut ki | ment $\mathrm{r} \int \mathrm{j}$ |

In non-derivational frameworks such as Optimality Theory, this is translated to differences in representation. Sonorants in \#RC sequences are said to be associated to the syllable or foot (Rubach 1997; Rochon 2000: 135-144), where they are specified for voice and not transparent to voicing assimilation. Final and medial sonorants are associated to the prosodic word and are thus transparent to voicing processes. Evidence supporting proposals for different prosodification of sonorants in Polish comes from variation in word inedial position in how speakers syllabify the sonorant, e.g. piosn-ke or pios-nka 'song', and from the fact that sonorants in CRC and CR\# clusters may sometimes be lost, e.g. joblko 'apple' [japko], mógt 'he could' [mukiv], [muk], but initial sonorants are not deleted.

Other problematic cases are sonorants trapped within onsets (\#CRC-), because these sonorants lose voice in the environnment of voiceless obstruents, e.g. ptci'sex (GEN SG)' [pwicci], and they are transparent with respect to progressive devoicing of fricatives, e.g. krwi /krvi/ 'blood (PREP/DAT sG)' [kŗfi]; truać /trvatç/ 'to last' [trfatç] (Booij and Rubach 1987; Bethin 1992: 175-178; Cussmann 1992, 2007:311-312; Rubach 1997; Rochon 2000: 143; on the relation between sonorants and voice, see also charter 8: sonorants). If the initial obstruent is syllabified as an onset and if sonorants which are transparent to voicing processes are not syllabified but adjoined at a higher prosodic level, then the adjunction of trapped sonorants to the Prosodic Word reit only violates the Strict Layer Hypotheses (prosodic structure is said to be strictly hierarchical in organization, cf. Selkirk 1978 and chapter 51 : the rhonolocical word), as do all cases of adjunction above, but here adjunction to the PrWd also forces the crossing of association lines, as shown in /krvi/ (6).
(6)


This case has been a challenge and it served as an argument in support of Derivational Optimality Theory (DOT) in Rubach (1997), where the SSG dominates ParseSegment (segments must be associated to prosodic structure) at one level, leaving the /r/ not incorporated into the syllable onset, and Progressive Voicing selects the [ $k<r>f i]$ candidate over $[k<r>v i]$. This output then becomes the input to level two, where constraint ranking may be different; here the ranking of ParseSegment over SSG chooses [krfi] over $[k<r>f i]$, with the sonorant incorporated into the syllable and pronounced. In Cussmann (1992) this case served as an argument for postulating delinking from voice specification and resyllabification rules in order to meet well-formedness conditions on syllable structure. A different view of so-called trapped sonorants and syllabic consonants is given in Rowicka (1999a: 258-265), and there is an extensive discussion of these and related problems in Scheer (2004: 165-193).
The connection of voicing processes in Polish to prosodic structure (Bethin 1984) was further explored with respect to the licensing of voice only in syllable onset position and the assignment of sonorant voice by default only to prosodified sonorants (Rubach and Booij 1990b; Bethin 1992; Cussmarn 1992; Lombardi 1995a, 1995b). Rubach (1996) argues against a syllabic analysis of voice assimilation and for binary specification of voice with no reference to syllable structure, though he retains the notion that sonorant voicing is subject to prosodification, which in Rubach (1997: 562) is formulated as Sonorant Default: all and only syllabified sonorants are [+voice]. Given that there is variation in syllabification in actual implementation where voiced segments are parsed into codas (Szpyra-Kozlowska 1998), voicing in Polish is probably segmentally conditioned and not a syllablebased process (Steriade 1997; Blevins 2003).

### 1.2 Resyllabi fication

When syllable structure is built up by a series of syllable-building rules in a derivational framework, it is in principle possible for these rules to interact with other phonological rules of the gramniar, so there has been siome discussion about whether syllable structure rules are ordered with respect to other rules; whether they reapply if the application of an earlier rule disturbs syllable structure, when they are triggered to reapply; and what happens to segments that lose their association to syllable structure in the course of a derivation. In non-derivational frameworks it is a question of what determines whether a potential syllable nucleus becomes activated and how this relates to prosodic well-formedness.

Polish exhibits a well-known set of vowel-zero alternations that bear on syllable structure in various ways. If the vowel is said to be present in the lexical representation and deleted under certain conditions, then one has to assess its viability as a syllable peak and potentially the loss of a syllable nucleus in vowel deletion. If the vorvel is for some reason exempt from syllabification, what are its properties and what happens to adjacent consonants in the absence of a potential syllable nucleus? If the vowel gains prosodic status during a derivation, what are the consequences for syllable structure? If, on the other hand, the alternation is taken to be the result of epenthesis under certain conditions, what properties of syllable structure trigger epenthesis?

The vowel-zero alternations are found in inflection and derivation in roots, stems, prefixes, and prepositions, and primarily involve the vowel /e/ (which sometimes alternates with /o/), and also [i] or [i] in derived inpperfectives or adjectives, as shown in (7).

|  | krui (GEN SC) | 'blood' |
| :---: | :---: | :---: |
| t[e]h ( NOM SG ) | fba (GEN SG) | 'forehead' |
| ruind[ ]r (GEN PL) | windro (NOM SG) | 'pail' |
| suwint[e]p (Gen pas) | swintio (NOM SG) | 'light ${ }^{\text {c }}$ |
| des[e]k (gen rl) | deskn (nom SG) | 'board' |
| cuki[e]r (nom sc) | cukru (GEN SC) | 'sugar' |
| cukier[e]k (nom sc) | cukierkn (CEN SG) | 'candy' |
| cukierecz[e]k (nom sG) | cukiereczka (GEN SC) | 'candy (mim)' |
| wimile]n (masc sc) | winna (fem SG) | 'guilty' |
| umbzeć (PERF) | umi[e]rać (imperf) | 'to die' |
| $\operatorname{pod}[\mathrm{e}] \mathrm{brac}$ ( PERF ) | podbi[e]rac (imperf) | 'to select' |
| od[e]pocmage (rera) |  | 'to push away' |
| lekcjo ( N ) |  | 'lecture' |

The alternating vowels are known as yers (to distinguish them from the historical "jers") since nany derive from the historical change lowering (or vocalizing) or deleting the Common Slavic high lax vowels ("jers") in strong and weak position, respectively (Lightner 1963, 1972; for an overview, see Roclwón 2000: 46-86). The alternation has been generalized to forms in which it is not etymological and to loanwords, e.g. siveter 'sweater', srvetra (GEN SG). (For more detail about yers in Slavic, see chal'ter 122: slavic yers.)

Earlier proposals that the vowel-zero alternation is the result of vowel epenthesis (chapter 67: vowel efenthesis), primarily motivated by the need to syllabify non-syllabic roots or complex consonant clusters (Czaykowska-Higgins 1988; Gorecka 1988; Piotrowski 1992), faced problems. The presence of vowel epenthesis, as in knlkn 'carbon paper' ~kalek (GEN PL) and serck 'cheese ( $\mathrm{N} \square \mathrm{m}$ sG, orm)' ~ serkn (CEN sc), in an otherwise fine coda sequence ( $k k$ or $r k$ ), the lack of epenthesis in many clusters violating sonority sequencing, e.g. jnblko 'apple', krualbrny 'restive, unruly', and the existence of nany minimal or near-minimal pairs, e.g. miotta 'broom', miotet (GEN PL), but zamiott 'he swept', barkn 'barge', barck (GEN PL), and bark 'shoulder', barkn (Gen sc), oset 'thistle', osty (nOM PL), and most 'bridge', mosty ( NOM PL ), made the prediction of epenthesis questionable. The vowel in some form is present in the lexical representation.

Most analyses postulate some type of underlying yer vowels which are distinguished from non-alternating vowels, either by a diacritic/feature or by the (partial) absence of feature specification, by no association to the skeletal tier (floating matrices) or the mora (mora-less vowels), by being an empty position on the skeletal tier, or by being a special type of empty nucleus in the lexicon (Lightner 1963, 1972; Laskowski 1975; Gussnlann 1980a, 2007; Rubach 1984, 1986; Spencer 1986; Szpyra 1989, 1992a, 1995: 90-135; Rubach and Booij 1990a, 1990b; Bethin 1992; Zoll 1993; Yearley 1995; Scheer 1997, 2004; Rowicka 1999a; Cyran 2003: 161-202). In this view, the presence and location of the alternation are given and it appears as a full vowel under certain set conditions.

Analyses that postulate underlying yers with no representation on a level at which they could be prosodified (no skeletal slot, no mora) incorporate procedures for the full vocalization of yers at sone point in the derivation when they become potential syllable nuclei. The vocalization and deletion of yers is usually controlled by the following vowel: if it is a yer, the preceding yer will vocalize; if it is a non-yer vowel, the preceding yer will delete. Typically, this alternation is found in the last syllable of a stem. In generative analyses it is implemented by a rule of Lower (Lightner 1972; Gussmann 1980a: 39-40) vocalizing a yer before a yer in the following syllable and deleting yers elsewhere; this requires the postulation of yers (represented here as V ) at the end of words that never vocalize in that position: /desVkV/ 'board (GEN pl)' becomes [desek].

It has long been known that yer behavior in derivational morphology is different from that in inflectional morphology (Isačenko 1970), in that consecutive yers all tend to vocalize except for the last one in derivation: cukier 'sugar' ~cukru (GEN SC), cukierek 'candy' ~ cukierkn (CEN SC), cukiereczek 'candy (DIM)' ~ cukiereczkn (GEN SG). ${ }^{3}$ Here recourse to the phonological cycle was proposed as one solution; this raises questions about when the syllable-building rules apply and how much of the original syllable structure, if any, is preserved on subsequent cycles when resyllabification takes place. Rubach and Booij (1990a) argue that syllabification is cyclic and continuous (Hayes 1980; It $\hat{0}$ 1986), but because onset and nucleus

[^383]structure from an earlier stage is preserved at later stages, resyllabification essentially involves the reassignment of codas as onsets when a nucleus becomes available. An abbreviated derivational example is given in (8), where consonant palatalization is ignored. An underlying yer cannot be syllabified until it vocalizes; unvocalized yers are simply deleted. Codas are said to resyllabify as onsets on subsequent cycles when yer vocalization provides a potential syllable nucleus, but otherwise CV structure is preserved.
(8) Yer lowering, resyllabification, and yer deletion in cukierek 'candy'
$$
[[[t s u k V r]+V k]+V]
$$


In non-derivational analyses where syllabification processes do not apply and reapply, the interaction of yers and syllable structure is implemented as constraint interaction with respect to giving yers full vowel status in some form and constraints on complex margins or prosodic alignment. These approaches rely nore on syllable structure constraints, in addition to other prosodic a.nd morphological requirements. Analyses that operate with a yer in the input representation have an advantage over purely epenthetic accounts in designating the position of the alternation. Yearley (1995) proposes that yers (in Russian) are nora-less vowels that vocalize by acquiring a mora as a result of syllable structure requirements (a prohibition on complex codas and various prosodic alignment constraints disfavoring extrasyllabic segments). Sequential yers are vocalized by recursive evaluation. Rochon (2000: 101-108) takes syllabification to be driven by the interaction of sonority sequencing, permitting clusters of equal sonority and a set of syllable structure constraints (OnsEr, *Coda, *o[CC, *o[CCC, * ${ }^{*}[C C C C, ~ C C] \sigma ; 2000$ :

123-130). Tarosz (2006) suggests that yer vocalization is controlled by constraints on syllable structure specific to codas. The idea is that principles of syllable wellformedness come into play in creating a potential syllable nucleus.

In terms of syllabification within phonological words, the prefix/preposition boundary is somewhat of an issue. Unlike inflectional and derivational boundaries, the prefix boundary is maintained with respect to syllable structure, even if this produces surface violations of the core CV syllable: the prefixes /od-/, /nad-/ in odosobnić 'to jsolate', nadużyč 'to abuse', and prepositions such as /nad-/ in nad oknem 'above the window' are syllabified [od-o-], [nad-u], [nad-o] (Kuryłowicz 1952; Booij and Rubach 1984, 1987). This leads Booij and Rubach (1984) to conclude that prosodic words may be different from morphological words, and that syllable structure is built up within a prosodic word doınain. Non-syllabic prefixes/ prepositions cannot constitute syllables on their own, and are necessarily syllabified with the stem across the boundary, e.g. znies' (z+necta) 'take, carry down'. The problematic cases are prefixes before glide-initial stems/roots, as in $\{r o<V+j \vee m+o v+i\}$ 'truce (ADJ)', syllabified across the prefix boundary as [ro-zej-riw-ví , and sonority reversals which permit variation: $\{0+$ mdletç 'to faint' is [ 0 -mdletç] or [om-dletç],
 preference for the second variant, which resyllabifies across the prefix boundary (lRubach and Booij 1990b). Here adjunction plays a role. These syllabification restrictions as well as exceptional vowel-zero behavior support the strength of the prefix boundary as a special case in Polish (see also Szpyra 1989, 1992b; Rowicka 1999a: 267-298, 1999b; Gussmann 2007: 234-245; and references therein).

### 1.3 Phonological vs. phonetic syllables

MInst phonologists agree that sonority sequencing in some form is operative in the phonological syllable of Polish, while sonority sequencing violations abound in the phonetic syllable; the latter led some linguists to reject any role for principles of sonority sequencing in Polish (Sawvicka 1974, 1995; Dukiewicz. 1995; and others). Phonetic syllables are not always functioning phonological ones in terms of sonority peaks: the two sonority peaks in trien 'it lasts' make it phonetically disyllabic [tr-va] (Dukiewicz 1995: 76), though for purposes of penultimate stress assignment in Polish and when pronounced at nornial speech rate as [trfa], the word is monosyllabic. In careful speech, word-final Cw sequences may be fully voiced/syllabic, e.g. mog' 'he could' is [mugw], [mugu], but commonly [mukw], [muk] (Sawicka 1995: 76, 139; Rochoń 2000: 250-255; Gladney 2004).

The phonetic syllable may have sonority sequencing violations not admitted into the phonological syllable, yet frequency data show that Polish syllable structure tends to favor the less marked type postuhted in the phonology. Complex clusters are more common in onset than in coda position both in inventory and in textual frequency. Bargiełówna (1950) lists 231 two-member onsets but only 100 two-member codas. Initial clusters have a text frequency of $86.7 \%$ and coda clusters that of $13.3 \%$ (Sawicka 1974: 117-121). Simple clusters are nore conunon than more complex ones: Sawicka (1974:119) notes that CC clusters constitute $88.9 \%$ of occurring clusters in texts and CCC only $9.3 \%$ in spite of a more equal distribution in the inventory where CC clusters comprise $53.6 \%$ and CCC $42.7 \%$ of all clusters. Twro-member codas are much more frequent than three-member codas, constituting $98.7 \%$ vs. $1.3 \%$ of tokens in written texts compared to inventory,
where the ratio is $74.4 \%$ to $19.6 \%$. There are some systematic gaps in clusters, such that / $\mathrm{j} /$ occurs only adjacent to a vowel, no /rl/, /lr/ occur in onsets, and no /lr/ in coda position (Sawicka 1995: 169), and there are no secquences of three or four sonorants in general.

There are also significant differences in terms of occurring cluster types in Polish: Dukiewicz (1985) documents that consonant (C) + sonorant ( $R$ ) clusters are more frequent than are $R C$ types in word-initial position: $C R=10,423, C C R=2025$, $R R=1435, C R R=135, C C C R=120, C R C=80, R C=10, R C R=6, C R C R=4$, $C C R R=3, C C R C=0$ per 100,000 tokens in journalistic texts. Sawicka (1974: 122-123) reports on onset cluster types in written texts: somorant + sonorant $=7 \%$, sonorant + fricative $=0 \%$, sonurant + stop $=0 \%$, fricative + sonorant $=17.6 \%$, stop + sonorant $=22.0 \%$, fricative + stop $=21 \%$, stop + fricative $=16.5 \%$, fricative + fricative $=14.2 \%$, stop + stop $=8.0 \%$, where the high incidence of fricative + stop and fricative + fricative onsets is in large part due to prefixes and prepositions, as is also the case for spoken data (Dunaj 1985).

The most frequent coda types are fricative + stop $=53.3 \%$, and sonorant + stop $=26.0 \%$. The high frequency of fricative + stop (Sawicka 1974) is due to the high textual frequency of the verb jest 'is'; in spoken texts $35.5 \%$ of Dunaj's (1985) fricative + stop tokens were due to jest. Anıong the sonorant + stop clusters, nasals were most common, and this is most likely the contribution of nasal vowels which are pronounced as nasal consonants before stops.

Native speaker intuitions sometimes differ from structures proposed for the phonological syllable and speakers accept some variation in syllabification at the phonetic level, especially in longer medial sequences of four or more obstruents as in [skompstfo] 'avarice' or in RCR clusters as in pośmiertny [rtn] 'posthumous': subject data in Rubach and Booij (1990a: 126-127) shows [liis-tfa] ( 40 tokens), [ 1 ist-fa] ( 11 tokens), but [lij-stfa] ( 8 tokens) for 'board', [skomp-stfo] ( 28 tokens), [skom-pstfo] (19 tokens), [skomps-tfo] (2 tokens), but no tokens of [skompst-fo] or [sko-nupstfo] for 'stinginess'. ' Variation is found within norphemes as well as across morpheme boundaries. Sz.pyra-Kozlowska (1998: 70) reports that subjects accept variation between complex onsets and coda-onset syllabification even for CC and CR sequences, but sonority/syllable contact principles were respected in RC, which was overwhelmingly R-C, e.g. ma-tkn 'mother' (9 tokens), and mat-kin ( 36 tokens), mo-dry 'blue' ( 22 tokens) and mod-ry ( 23 tokens), but ko-tlet 'cutlet' ( 6 tokens) and kot-let ( 39 tokens), also ta-dny 'pretty' ( 7 tokens) and tat-ny ( 38 tokens). ${ }^{5}$ How variation is to be represented in phonological grammars is still under investigation.

[^384]selection takes place and that the /-ij-/ surfaces as a syllable nucleus in order to syllabify the stem-final consonant (Bethin 1987, 1992: 189-221; Szpyra 1989: 131-158; Rubach and Booij 1990, 2001). Thus 'kick!' /kop<n>+!i/ is fully syllabified as [kop-nij] and 'defend' /bror + ii/ is fully syllabified as [bron]. However, there are examples with RR or CR structures (karm 'feed!', módl [dl] 'pray!', rozśrvictlij and rozśtvietl 'illuminate!'), or syllabifiable sequences which still take -ij (urvielbij or uivielb 'adore!'). Variation in the imperative forms is exemplified by some verb stems in (11) (see also Gussmann 2007: 167-178). Final devoicing is indicated in the forms below.

Variation in the imperative

| madrzyj | [mondzij] |  | madrz | [monty] | 'mouth off' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| naşulietlij |  | ~ | nustuiell | [nacfijetl] | 'illuminate' |
| zaczernij | [7atferjiij] | $\sim$ | znczern | [7.atferj] | 'blacken' |
| karmij | [karm ${ }^{\text {jij }}$ ] | $\sim$ | karm | [karm] | 'feed' |
| ceatpij | [vontplij] | $\sim$ | zugtp | [vontp] | 'doubt' |

Not all variant forms show sonority reversals in stem-final clusters and sonie verbs with sonority reversals occl.ir without the syllabic suffix. One possibility is that adjunction may take place before allomorphy selection for some speakers, another is that the availability of a syllabic allomorph may make it possible to choose less inarked structures with simple onsets and no complex codas, or the status of any cluster-final segneent may be ambiguous and thus produce variation. To some extent, the explanation depends on the analytical framework, but the consensus in the literature is that imperative allomorphy for the most part is sensitive to syllable structure in some form, either to unsyllabifiable consonants (Rubach 1986; Rubach and Booij 1990a, 1990b, 2001; Bethin 1992: 204-218) or to the presence of underlying yers or empty nuclei (Gussmann 1980b, 2007: 178).

### 3.2 Comparative allomorphy

The comparative suffix is -sz- [f] or -ejsz- [ejf], and it also appears to be sensitive to syllabification: the syllabic suffix is favored when there is an unsyllab:fied stemfinal consonant, usually a sonorant in a CR sequence (Bethin 1987, 1992: 189-218; Rubach and Booij 1990a, 1990b), as shown in (12), where voicing assimilation and progressive devoicing are given in the phonetic representation.

Comparative allontorphy

| noruy | [novi] | nowszy | [noffi] | 'newer' |
| :---: | :---: | :---: | :---: | :---: |
| stary | [stari] | starszy | [star [i] | 'older' |
| trudny | [trudni] | trudniejszy | [trudniejfi] | 'more difficult' |
| Intioy | [watfi] | tatzoiejszy | [watfijej/i] | 'easier' |

The extrasyllabicity of the stem-final segment is resolved when it can syllabify as an onset with the syllabic allomorph: wierny 'loyal' is / $\mathbf{v}^{j} \mathrm{jer}<\boldsymbol{n}>/$ and becomes /vijer-niej-fi/ in the comparative in preference to the /vijer-<n>-fi/ option. Rubach and Booij (1990a) use comparative allomorphy as an argument that syllabification nust take place in the cyclic component and when the cluster-final seginent, usually
yers, the prosodic independence of prefixes and prepositions, the representation of nasal vowels as distinct from vowel + nasal sequences, and syllable effects in norphology have stimulated work fundannental to phonological theory and they will continue to be a challenge for the field.
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## 110 Metaphony in Romance

Andrea Calabrese

The term metaphony, which was first used in French (metaphonie) as a translation of the German word Uminut, is traditionally used in Romance linguistics to refer to a process in which a vorvel assimilates partially or totally to the height of a following vowel. Metaphony is one of the most characteristic plunological processes characterizing the Romance languages, and in particular Italian varieties (although not Tuscan and, therefore, standard Italian, which is based on Tuscan). For example, in many Italian dialects, high mid vowels are raised to high before a high vorvel. In the same context, low mid vowels can be raised to high mid, or diphthongized. This has resulted in numerous alternations, as in the examples /'verde ~ 'virdi/ 'green (sG~PL)', /'pede ~ 'pedi/ or /'pede ~ 'pjedi/ 'foot (sc-pl)', where the plural form shows metaphonic effects. Less commonly, a stressed low vowel may also be affected by metaphonic raising, and other changes may take place as well (cf. Maiden 1991; Calabrese 1985, 1998). The conditioning factor in the metaphonic alternations has been obscured in many dialects by the neutralization or deletion of final vowels. This has produced vowel alternations in nominal and verbal paradigms for which there is no overt trigger.

As observed by Anderson (1980: 43), the formal mechanism characterizing netaphony is not distinct from that underlying other sorts of vowel harmony (Chapter 9t: vowei. harmonr: opalue and transparent vowej. s; ct-tapter 118: tURKISII VOWEL IIARMONY; CIIAPTER 123: IUUNGARIAN VOWEL IIARMONY): it involves the spreading of a vowel feature from a given vowel to other vowels. As this term is used in Romance linguistics, horvever, the fundamental difference lies firstly in the feature that is spread - a height feature ([high], [low], or [ATR]; CHAPTER 22: vowel fifigit ) in the case of metaphony - and secondly in the restriction on the target of the process - a stressed vowel. In "normal" vowel harmony, all vowels in a word can be targets of the harmonic process. In $\$ 2.1 .3$, I will consider Walker's (2005) analysis of inetaphony, which accounts for the local properties of this phenomenon - i.e. for the fact that the target is a stressed vowel and the trigger a post-tunic high vowel - in a functional perceptual perspective. I will later (§4.1) briefly discuss an analysis of metaphony in terms of domain of application.

Other processes with the same restriction on a stressed target, but spreading non-height features, are found in other languages, starting from Gernanic U'mlaut. In this chapter I will restrict my attention to the phenomena that are
traditionally referred to by the term metaphony in the Romance languages. This is an arbitrary choice from a theoretical point of view, but this delimitation will allow a tighter and more adequate exposition of facts and analysis.

## 1 Description of Italian metaphony

### 1.1 Types of vozel systems

In order to describe Italian metaphony adequately, a brief description of the vowel systems found in Italian dialects is needed. In stressed syllables, the typical system of Standard Italian (Tuscan) and many Italian dialects is the seven-vowel system in (1), which is given in (2) in terms of distinctive features (CHAPTER 17: distinctive features; chal"ter 19: vowel place; chapter 21: vowel heighi').

| $i$ |  | $u$ |
| :--- | :--- | :--- |
| $e$ |  | $o$ |
| $\varepsilon$ |  | $j$ |


|  | i | $e$ | $\varepsilon$ | a | $\jmath$ | 0 | $u$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| high | + | - | - | - | - | - | + |
| low | - | - | - | + | - | - | - |
| back | - | - | - | + | + | + | + |
| round | - | - | - | - | + | + | + |
| ATR | + | + | - | - | - | + | + |

An important issue concerning (2) involves which feature accounts for the contrast between high mid and Jow nid vowels. Chomsky and Halle (1968), following Bloch and Trager (1942) and Jakobson et al. (1952), use the feature [tense] to account for this contrast. Problems with the feature [tense] were pointed out by Catford (1977) (see also Ladefoged and Maddieson 1996). In recent years, Romance phonologists have started to employ the feature [Advanced Tongue Root] ([ATR]), which was first used to account for vocalic contrast in West African languages (Ladefoged 1964; Lindau 1975; see also Halle and Stevens 1969), and I adopt this feature in (2). Ladefoged and Maddieson (1996) argue against this trend and propose that height contrasts in mid - and high - vowels in Germanic and Romance languages are simply due to different dislocations of the tongue body. Calabrese (2008) instead argles that these contrasts should indeed be accounted for in terms of advancement/non-advancement of the tongue root and that the apparent dislocation of the tongue body is due to the fact that the tongue is an elastic mass: thus, an advancement of the tongue root results in a slight raising and fronting of the tongue body. Evidence for this may be found in a recent ultrasound study of vowel articulations in the southern Salentino dialect of Tricase by Grimaldi et al. (2010), where it is shown that the difference found in this dialect between high mid $/ e /$ and Jow mid $/ \varepsilon /$, where the former is the result of metaphonic tensing before / $/$ /, is the result of tongue root advancement as shown in Figure 110.1:

### 1.2 Italian metaphony

In seven-vowel systems, the typical targets of metaphony are the mid [+ATR] vowels /e o/, which raise to /i u/ when followed by a high vowel. ${ }^{2}$ There is dialectal variation in the case of the mid [-ATR] vowels, where we essentially find three groups of diallects. In one group of dialects, these vowels diphthongize. In another group of dialects, they are raised to mid [+ATR] vowels. And finally, in still another group of dialects, they do not change in a metaphon*ic context. Typical metaphonic systeıns are exemplified by the dialects in (4), (5), and (6).
(4) The dialect of Calvello (Gioscio 1985) ${ }^{3}$

Metaphonic alternations: /e o/ $\rightarrow$ [iu]; /z $\mathrm{o} / \rightarrow$ [je wo]
a. [+ATR]/ec/
i. Class I/II adjectives

|  | singular | plural |  |
| :--- | :--- | :--- | :--- |
| masc | 'sulu | 'suli | 'alone' |
| fem | 'sola | 'sole |  |
| masc | 'n!ru | 'niri | 'black' |
| fenı | 'nera | 'nere |  |

ii. Class III adjectives and nouns
singular plaral
ka'vrone ka'vruni 'charcoal'
'mese 'misi 'month'
'verde 'virdi 'green'
iii. Metaphonic alternations in the present singular of verbs
'mitti 'kurri (2nd person)
'mette 'korre (3rd person)
'put' 'riun'
b. $[-\mathrm{ATR}] / \varepsilon_{J} /$
i. Class I/II adjectives

|  | singular | plaral |  |
| :--- | :--- | :--- | :--- |
| masc | 'yrwossu | 'yrwossi | 'big' |
| fenı | 'yrossa | 'yrosse |  |
| masc | 'vjekkju | 'vjekkji | 'old' |
| fem | 'vekkja | 'vckkje |  |

ii. Class III adjectives and nouns
singular plural
'pere 'pjeri 'foot'
'dente 'djenti 'tooth'
'forte 'fworti 'strong'

[^385]vowel system in (3). The neutralization in [ATR] values rendered the old metaphony system opaque, as in (9), where the same set of phonetically mid [-ATR] vowels has two different phonological behaviors according to the inetaphonic context. The additional raising of mid vowvels in unstressed syllables (['s $\varepsilon n t u$ ~ sin'timu] 'feel-pres (1sg~1pl)', [ka'nosku ~kanu f'fimu] 'know complicates the situation further (see Calabrese 1985 for an analysis).

## (9) Northern Salentino

| singular | phural |  |
| :--- | :--- | :--- |
| 'mesi | 'misi | 'month' |
| 'nدt'i | 'nuti | 'nut' |
| 'peti | 'pjeti | 'foot' |
| 'karj | 'kweri | 'heart' |

## 2 Analyses of metaphony

The major theoretical problem in characterizing Italian metaphony lies in the different plonological behavior of the mid [+ATR] and mid [-ATR] vowels. Recall that whereas mid [+ATR] vowels are consistently raised to high vowels across dialects in a metaphonic context (i.e. before high vowels), mid [-ATR] vowels may be diphthongized (4), raised to mid [+ATR] (5) or high [+ATR] (7), or even fail to undergo any change (6) in the same context. As we will see below, there is substantial agreement in the literature with respect to the basic nature of the process affecting mict [+ATR] vowels: it essentially involves height assimilation between a high vowel and the preceding stressed vowel. In contrast, there is no such agreement with regard to the nature of the process(es) affecting the mid [-ATR] vowels in a metaphonic context. On the one side, there are those who aim to achieve a unifjed account for metaphony and therefore propose that the same process applies to mid $[+A T R]$ and mid $[-A T R]$ vowels. For these scholars, the different outcomes observed in the case of the mid [-ATR] vowels are due to further phonological operations that apply to the outputs of height assimilation. On the other side, there are those who propose that an adequate account of the different outcomes observed in the case of the mid [-ATR] vowels requires the postulation of two independent processes: one of height assimilation applying to mid [+ATR] vowels, and a different one applying to mid [-ATR] vowvels. In this section I will discuss the different proposals addressing the problem of the different phonological behaviors of the mid [+ATR] and nuid [-ATR] vowels in a netaphonic context. A brief critical assessment of the different analyses of meta phony discussed in $\$ 2.1$ and $\$ 2.2$ is given in $\$ 2.3$.

### 2.1 Metaphony as a unitary process

### 2.1.1 The analysis of metaphony in Calabrese $(1985,1998)$

Calabrese (1985) was the first to analyze Italian metaphony in a generative and, more specifically, non-linear phonological framework. The dialect he studied was that of Francavila Fontana (Ribezzo 1912) in northern Salento, where, despite solne obscuring surface changes, one can easi.y reconstruct a metaphony system
rules to the same disallowed configuration [+high, -ATR], created by metaphony in the case of mid [-ATR] vowels. In historical terms, he hypothesizes that the same rule of height assimilation spread across the southern Italian dialects. Each dialect reacted to the problem posed by the output of the application of this rule to the mid [-ATR] vowels in a different way.

The relevant repairs he proposes are delinking and excision. Delinking involves an operation that removes one of the feature specifications disallowed by an active marking statement. The opposite feature specification is inserted by convention. This operation accounts for metaphonic raising to high vowels. In this case the feature specification [-ATR] of the disallowed configuration [+high,-ATR] created by the metaphony rule is delinked and the opposite feature specification [+ATR] is inserted, as shown in (12).


Excision involves rennoving both the feature specifications of the disallowed configguration and replacing them with their opposite specifications (see Calabrese 1995, and especially 2005, for further discussion of excision). If we assume that the rule of metaphony is the same across dialects and that the variation is due to the application of a different repair, we can hypothesize that excision is the relevant repair in southern Umbro. Thus, we have a repair like the one in (13).


That is, the [-ATR] high vowels produced by metaphony are changed into [+ATR] mid vowels. ${ }^{10}$

Calabrese $(1985,1995)$ accounts for ntetaphony systems where only mid [+ATR] vowels, but not mid [-ATR] ones, undergo metaphony (see the dialect of Grado in (6)) by postulating that there is a parametrized option that governs the interaction between rules and active constraints. If applying a rule would generate a violation of a constraint, the application of the rule could either be (i) blocked (structure preservation) or (ii) allowed to apply. Under option (ii), a repair then fixes the illicit configuration that is so produced. The dialects discussed above select this option. The dialects where metaphony does not apply to mid [-ATR] vowels select option (i): so the rule in (10) is prevented from applying to these vowels because of the active constraint *[+high, -ATR] (see Calabrese 1998 for further discussion of thls case).

I will now discuss two different accounts of Italian nuetaphony that essentially preserve Calabrese's hypothesis that there is a single metaphonic process raising all mid vowels to high ones and that the different treatments found in the case of the mid [-ATR] vowels are due to different processes. These are the analyses of Maiden (1991) and Walker (2005). Observe that only Walker accounts for the dialectal variation we find in the case of metaphony of the mid [-ATR] vowels. Maiden (1991.) accounts only for the diphthongization observed in dialects such as that of Calvello. In this section I will also consicter Nibert's (1998) analysis of metaphony in Servigliano.

### 2.1.2 The analysis of metaphony in Maiden (1991)

Maiden (1991) provides a detailed study of metaphony in its diachronic development and in its synchronic phonological and morphonological aspects. In his analysis of the phonology of this sound change, Maiden treats metaphony as an assimilation in height, as proposed by Calabrese; however, he disagrees with Calabrese's account of the diphthongization process found in lower mid vowels. In his account of metaphony, Maiden assumes the framework of dependency phonology. Following dependency phonology, he proposes that vowel height in a seven-vowel system like that of the Italian dialects should be represented as in (14), where vowel space is characterized by four components: |i| (palatality or acuteness); |al (lowness or sonority); lu| (roundness or gravity); la| (centrality (not used here)).
$\{i \mid]=/ i / \quad\|u\|=/ u /$
$\{i ; a\}=/ e / \quad \mid u ; a]=/ o /$

\|a\| = /a/
(Curly brackets indicate that the segment is characterized phonologically by just that component or combination of components, and ";" symbolizes asymmetrical right-to-left "goverument" relationships betiveen components.)

[^386]lvetaphony, in other words, accomplishes improved perceptibility by extending the height features to the stressed syllable. She uses the positional licensing constraint in (18) to represent the need for high vowels to be associated with a prosodically strong position.

License([+high]post-tonic, ' $\sigma$ )
[+high] in a posi-tonic syllable inust be associated with a stressed syllable.
The constraint in (18) is satisfied in (19a), but not in (19b). The alternative solution in (19c), where the mid character of the stressed vowel overrides the post-toric vowel, would result in unstressed vowel lowering. Walker elinuinates this solution by assuming a preference for minimized sonority (citapter 49 : sonority) in unstressed syllables (chapter 3y: stress: phonotactic and phonetic Evidence).

## a. Licensing: satisfied




## b. Licensing: violated


c. Licensing: satisfied (sonority minimization in unstressed syllables violated)

In the OT schenie Walker proposes, all height features of post-tonic high vowels ([+high], [土ATR], [-low]) in metaploonic systems require licensing. This is implemented by License(height), which subsumes (18). In all of these systems, License (height) is ranked over Ident[high], thus forcing spreading of the feature [high]. At the same tine, "[thigh, -ATR] is strictly enforced across patterns to block [+high, -ATR], as in Calabrese's analysis discussed in §2.1.1.

The dialectal variation we observe across the dialects is obtained as follow's in Walker's OT analysis.

In Veneto, where metaphony applies only to [+ATR] mid vowrels, the higher ranking Ident[ATR] and ldent[low] prevent [-ATR] vowels from being affected in inetaphony. License(height) is ranked above Idensthigh]. Therefore the only allowed pattern is that in (6).

In the Pugliuse ditalect of Foggia (see (7)), where / $₹$ J/ raise to [iu], licensing for all height features is also capable of overriding Ident[ATR]. Hence, in contrast to Veneto, License(height) dominates ldent[ATR] in the dialect of Foggia.

Like Pugliese, metaphony in southern Umbio (see (5)) has the capacity to violate ldent[ATR], but it shows gradual raising. Walker follows Kirchner (1996) in accomplishing this by local conjunction of faithfulness constraints for height features, which moderates satisfaction of height licensing (chaprer 62: CONS'TRAIN'I CONJUNGIION).
(22) Recursize expansion of [open]


Servigliano has the seven-vowel inventory /ie $\varepsilon$ a $\boldsymbol{\jmath}$ o u/. Metaphony induces a one-step raising of both the high mid vowels /e o/ and the low inid vowels /E $3 /$. Nibert specifies the vowel height features for Servigliano in (23). Note that this is a center-embedding structure, as opposed to the right-branching structure in (22). The choice between the center-embedding and right-branching analysis of a four-height system depends on the behavior of the mid vowels in an individual language. (22) best represents a system in which the low mid vowels pattern with the low vowel with respect to vowel height, while (23) is an appropriate specification for languages like Servigliano, in which the low mid and high mid vowels pattern together.

|  | i | e | $\varepsilon$ | a | $\jmath$ | $o$ | u |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| open 1 | - | - | - | + | - | - | - |
| open 2 | - | + | + | + | + | + | - |
| open 3 | - | - | + | + | + | - | - |

Nibert shows that under this analysis of vowel height, the raising of /e o/requires assimilation of [-open 2] from the triggering vowels. But spreading [-open 2] onto /e د/yields the feature bundle [-open 1, -open 2, +open 3], which doesn't correspond to any of the available vowel qualities. In order to raise /z $\mathrm{y} / \mathrm{in}$ one step to /e o/, it is the feature [-open 3] that must be assimilated. Nitert argues that metaphony can spread either feature, [-open 2] or [-open 3], subject to structure preservation, which bans the spread of [-open 2] onto $/ \varepsilon \%$. In order to guarantee that [-open 2] and not [-open 3] spreads onto /e o/, since spread of [-open 3] would be vacuous, and would not accomplish raising, Nibert's rule must be modified to apply disjunctively, spreading [-open 2] unless spreading is blocked, in which case [-open 3] will spread.

### 2.2 Italian metaphony as two different processes

The analyses that I consider in this section reject the idea that there is a unitary metaphonic process, and propose to break metaphony into two distinct processes - one targeting the mict [+ATR] vowels and raising them to high ones and the other targeting the mid [-ATR] vowels, leading to diphthongization or tensitgg. These are the analyses of Sluyters (1988) and Cole (1998).

### 2.2.1 The analysis of metaphony in Sluyters (1988)

Sluyters (1988) proposes a reanalysis of Calabrese's (1985) account of metaphony in the northern Salentino dialect of Francavilla Fontana (see (9)). Assuming an underlying system as in (2) for this dialect, he adopts Calabrese's rule (10) (see §2.1.1 above) to account for height assimilation before high vowels. However, he proposes a different account of diphthongization in metaphony. Sluyters suggests that the metaphonic diphthongs /iv us/ are characterized by a second $x$-slot which is contextually determinet by stress and introduced by a rule like that in (24).


In Sluyters' analysis, Calabrese's rule (10) directly accounts for the raising observed in the case of mid [+ATR] vowels. According to Sluyters, however, (10) does not apply in the case of the mid [-ATR] vowels until after rule (24) has applied. However, the facts cannot be accounted for by simply applying (10) before and after (24). The first application of (10) would also affect mid [-ATR] voswels. It is therefore necessary to split rule (10) into two different rules: one applying to mid [+ATR] vowels and the other to mid [-ATR] vowels as in (25).

where $x_{1}$ is the head of the main stress foot
(25a) applies first. Then (24) applies. After the application of (24), rule (25b) fills in the empty $x$-slot with the feature [+high] as shown in (26) (tree structures are simplified).
(26)


The other features of the inserted empty vowel are filled in by spreading from the preceding vowel, according to Sluyters.
(27)


Such an analysis produces the falling diphthongs $/ \varepsilon j \sim w /$. In order to get the correct outputs, Sluyters assumes the rule of metathesis in (28).


Application of (28) to the outputs of (27) generates the metaphonic outcones /je wo/.

### 2.2.2 The analysis of metaphony in Cole (1998)

Cole (1998) argues that the vowel raisings that define metaphony systems in Italian dialects do not result from a unified operation of height assimilation. Instead, netaphony is claimed to be the product of the assimilation of the mid [+ATR] vowels /e o/ to the high vowels [i u] within the stress foot (CIIAPTER 40: тне Роот), and a subsequent vowel shift by which the non-high /a) $\varepsilon$ د/ are raised one step.

Like Walker (2005), Cole views the height assimilation of the mid [+ATR] /e o/ to /iu/in functional terms. Following Cole and Kisseberth (1994), she assumes thett assimilation promotes perceptual salience by reducing or eliminating marginal contrasts between two phonetically similar segments. Small phonetic differences between the trigger and target of assimilation are resolved, and in many vowel harmony systerns the target ennerges as fully identical to the trigger. Thus the assimilated target provides additional or extended acoustic cues for the identification of the triggering segment.

Cole then proposes that the assimilation in height of the mid [+ATR] leaves a vacancy in the vertical dimension of the vowel space, and a vowel shift takes place to raise the lower mid [-ATR] vowels, and thereby fill the gap. ${ }^{11}$ This accounts for the tensing of the nuid [-ATR] vowel observed in southern Unbro.

[^387]is filled by the spreading li| component. In this way, according to the reviewer, it is possible to explain why lower mid is changed to a rising diphthong. (See Calabrese 1998 for further discussion of Maiden 1991.)

### 2.3.3 Discussion of Walker's analysis

Walker's (2005) article (see §2.1.3) not only provides an excellent description of metaphony in Veneto and other Italian dialects, but also an exhaustive overview of metaphony-like phenomena from a wide range of languages. Her analysis is the first to deal successfully and convincingly with all aspects of metaphony in an OT framework. Her constraint in (18) could provide a functional basis for the metaphony rule in (10). However, this can be true only diachronically, as an account of the phonological innovation that lead to metaphonic alternations. In contrast, it is difficult to hypothesize that the constraint in (18) is operative synchronically, at least for most Italian dialects where metaphony is morphologized or obscured by subsequent phonological processes (see §1). Functional explanations by their nature must be surface-true. This is not the case in Italian metaphony.

### 2.3.4 Discussion of Nibert's analysis

Nibert's analysis of the Servigliano dialects (see §2.1.4) holds only for this dialect and cannot account for the diphthongizat ionor the dialectal variation we observe in the case of this phenomenon (see Zetterstrand 1998 for a criticism of Clements' 1989 approach to vowel height). Furthermore, as observed by Cole (1998), Nibert's analysis carınot deal with metaphony systems in which the low vowel alse participates, undergoing a one-step raising to [e]. In such a system, a different [open] feature would have to assimilate for each of the low, low mid, and high nid vowels. Under an assignment of height features as in (24), raising [a] one step would require the assimilation of [-open 1], in addition to the assimilation of the features [-open 2] and [-open 3] required for the raising of [ E )] and $[\mathrm{e} o$ ], respectively. See Cole (1998) for further discussion of Nibert (1998).

### 2.3.5 Discussion of Sluyters' analysis

Sluyters' analysis (see §2.2.1) has several problematic aspects. Rule (24) is a rule of lengthening and applies independently of metaphony. It then predicts long vowel.s in all stressed syllables in non-metaphonic contexts. This is false. Lengthening in Italian dialects is restricted to open stressed syllables in penultimate position (Rohlfs 1966). ${ }^{\text {³ }}$ Furthermore, (24) must apply only to [-ATR] mid vowels, and not to the [+ATR] ones; otherwise it wrongly creates diphthongs in the case of the latter vowels. Rule (24) is thus simply wrong. The metathesis rule in (28) fares no better, and cannot be motivaited either for Salentino or for any other dialects having metaphonic diphthongization. Furthermore, Sluyters' analysis does not account for either the tensing or the raising of mid [-ATR] vowels found in other Italian dialects.

[^388]
### 2.3.6 Discussion of Cole's analysis

Cole's (1998) functional analysis of metaphony (see $\$ 2.2 .2$ ) faces the same problems as Walker's (2005): it may hold diachronically for the stage of Italian in which metaphony was :ntroduced as a phonological innovation, but it cannot hold synchronically for most, if not all, Italian dialects where metaphony is either morphologized or obscured by subsequent phonological processes. Another problematic aspect of her account involves diphthongization as a way to maintain contrasts. According to Cole:
by diphthongizing a raised low mid voivel, the surface form unarnbiguously identifies the contrastive category of the vowel, countering the neuiralization that would otherwise result from compressing four contrastive height categories into three. (1998: 93)

The problen is that metaphonic diphthongization of mid [-ATR] vowels also occurs in Sicilian or central Salentino dialects that have an underlying five-vowel system. Given that in these dialects there are no mid [+ATR] vowels, diphthongization cannot be explained as a way to counter the neutralization between the two sets of mid vowels.

## 3 Typological variation in metaphony as a height assimilation process

The term metaphony is also used to refer to processes of height assimilation in which features other than [+high] are spread. In this section I will survey the variation we find with respect to the features spread by metaphony across Romnance.

### 3.1 Metaphonic processes spreading [+ATR]: Sardinian metaphony

There are Roniance varieties in which we flind metaphonic alternations that are better analyzed as involving the spreading of feature [+ATR], instead of [+high], of the high vowvels. This is for example the case of Sardinian metaphony. ${ }^{14}$ Frigeni (2003) discusses the following examples from Campidanese and Nuorese, the main varieties of Sardinian. Sardinian has the vowel system in (3).
(30) Campidnnese
a. masc sg [-u] fem sg [-a]

| 'lentu | 'lenta | 'slow' |
| :--- | :--- | :--- |
| 'veru | 'vera | 'true' |
| 'nou | 'nsa | 'new' |

'mot:u 'mot:a 'dead'
b. 58
$p l$
'tempus 'tempos 'time'
'krop:us 'krop:os 'body'
'bey':u 'be:fos 'old (mAsc)/parent'
'ot:u 'ot:os 'vegetable garden'

[^389]the representation of word stress). In fact, in dialects such as Neapolitan, metaphony in words with antepenultimate stress appears to apply regularly across the non-high post-tonic vowel, although this occurs only when the final vowel is /i/: ['monako ~ 'muonatyi] 'monk (sG~PL)', ['t\&faro ~ 'tfiefari] 'mullet (SG~PL)', [ka'rofano ~ ka'ruofani] 'carnation (SG~PL)', ['fekato ~ 'fiekati] liver ( $\mathrm{SG} \sim \mathrm{PL}$ )' (Rohlfs (1966: 22). Note that these are intermediate representations; final $[-0,-i]$ become [a], due to a surface process of vowel reduction. However, there are also cases in which it applies before /u/: Centrache ['muonaku] 'monk' (Lausberg 1939: 10; Rohlfs 1966: 427). ${ }^{19}$ What natters in these cases is the target of the process - the stressed vowel - and the element that appears in post-tonic position can be disregarded. This type of situation is even more clear in the Asturian dialects that are characterized by [+high] metaphony (cf. ['nenos 'ninu] 'child (masc l?L~SC)', ['tsobos ~'tsubu] 'wolf (masc llL~SG)' (Hualde 1998). In these dialects, metaphony also targets /a/, which is raised to a mid vowel. In words with antepenultimate stress, metaphony can target a stressed /a/ leaving unaffected a post-tonic /a/, as illustrated in the following examples.
(36) Lena
\[

$$
\begin{array}{lll}
\text { 'pefaru } & \text { 'pafarin } & \text { 'pafara 'bird ~ little bird ~ fernale bird' } \\
\text { 'pempanu } & \text { 'pampanos } & \text { 'old and decrepit person (masc SG~PL)' } \\
\text { 'kendanu } & \text { 'kandanos } & \text { 'dry branch }(\text { SG } \sim \operatorname{PL}) \text { ' }
\end{array}
$$
\]

If inetaphony is characterized as applying to the last foot, it cannot be explained why the internediate vowel can be skipped over by this process. The best characterization of metaphony is not in terms of domain of application, but in terms of target of application: metaphony applies to stressed vowrels. ${ }^{\text {?1) }}$

### 4.2 Metaphony and morphology

A debate that has existed for some time in connection with metaphony is the role of morphology (e.g. Maiden 1991; Hualde 1992). A central question is whether metaphony processes are conditioned by morphology, phonology, or some combination of the two. The fact is that in nany Italian dialects, historical changes such as reduction to schwa, or deletion, of unstressed or final vowels can no longer be motivated synchronically through alternations. Since these historical processes removed the phonological conditions for metaphony, in these dialects the metaphonic changes affecting the stressed vowels have become the only surface markers of inflectional categories such as the masculine singular and

[^390]plural of nominal class II, the plural of nominal class III, the 2nd singular of the present indicative, etc. (Chapter 82: featural affixes; chapter 10: : phonological sensitivity to morphological structure). Therefore they are niost adequately analyzed in terms of a morphophonological rule. An example is provided below from Arpinate (see also (8) for examples in other morphological categories in this dialect) where the marking of the 2nd person singular is obtained solely through the application of inetaphony to the stressed vowel of the verbal stem.
(37) Metaphonic alternations in the present singular of verbs

| 'veda | 'korra | 'sentz | 'mettz | 'kJイKz |
| :---: | :---: | :---: | :---: | :---: |
| 'vido | 'kurr | 'sjentio | 'mitti' | 'kwokkis |
| 'veda | 'korra | 'senta | 'metta | 'ko^^a |
| 'see' | 'run' | 'feel' | 'put' | 'pick' |

For the dialects in which metaphony is morphologized, Calabrese (1998) proposes the rule in (38), which nust be specified as applying in morphological contexts such as the masculine singular and plural of nominal class II, in the plural of nominal class III, in the 2nd singular of the present indicative, etc.

where $x_{1}$ is the head of the main stress foot

In the account developed above, metaphony was originally a phonologically motivated innovation thent later becane morphologized. However, an alternative view of how "morphological" metaphony developed is proposed by Devoto (1974). He assumies that, when in a language the exponence of inflectional categories is obscured or lost because of phonological processes, speakers of the language may react to the loss of norphological information by introducing alternative morphological realizations for these categories. Italian metaphony, according to him, then originated in order to realize morphologically the inflectional features whose exponence was threatened by the phonetic erosion of infectional endings. This was done by marking the height features of the endings onto the stressed vowels. Under such an approach, metaphony is a morphologically motivated innovation. The presence of dialects that display metaphonic alternations and fully preserved inflectional endings - see for example the dialect of Servigliano in (5), which did not undergo changes neutralizing final vowels - shows that this idea is too strong (see Mlaiden 1991: 212 for more discussion). A recent contribution that argues for the relevance of norphology in the origin of metaphony is Finley (2009) on Lena, who labels metaphony as a type of "norphemic harinony" (see also Kurisu 2001, who analyzes umlaut as a kind of "morpheme realization").

A more nuanced position on the role of morphology in metaphony is taken by Maiden (1991), who argues that inorphological conditioning does play a role in the developınent of at least some netaphonic processes. This is the case of the
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## 111 Laryngeal Contrast in Korean

## Young-mee Yu Сho

## 1 Introduction

Starting from the structuralist tradition (Martin 1951, 1954), and continuing into the generative framework, attempts to identify the laryngeal contrast in the obstruent system of Korean have led to intense discussion. Even today, it is one of the areas that still actively engage researchers of Korean grammar.

There is general consensus that on the surface there are three types of phonation in Korean; to be more precise, there is a three-way contrast for stops and a two-way contrast for fricatives, as shown in the consonantal inventory in (1). ${ }^{1}$
(1) Korean consonantal phoneme inventory

|  | labial | alveolar | prepalatal ${ }^{2}$ | velar | glottal |
| :--- | :---: | :---: | :---: | :---: | :---: |
| plain stops | p | t | ts | k |  |
| aspirated stops | $\mathrm{p}^{\mathrm{h}}$ | $\mathrm{t}^{\mathrm{h}}$ | $\mathrm{ts}^{\mathrm{h}}$ | $\mathrm{k}^{\mathrm{h}}$ |  |
| tense stops | $\mathrm{p}^{\prime}$ | $\mathrm{t}^{\prime}$ | $\mathrm{ts}^{\prime}$ | $\mathrm{k}^{\prime}$ |  |
| plain fricatives |  | s |  |  | h |
| tense fricatives |  | $\mathrm{s}^{\prime}$ |  |  |  |
| nasals | m | n |  | n |  |
| liquid |  | l |  |  |  |

(2) lists minimal pairs exemplifying the consonantal inventory of (1).

3 The tivo fricatives $/ \mathrm{s} /$ and $/ \mathrm{s}^{\prime} /$ exhibit an interesting array of paradoxical behavior. They clearly pattern as plain and tense consuriauts respectively in phonlology, as demunstrated in such phenimuena as post-obstruent tensing and the consonantal correspondences in sound symbolism, but their phonetic beharior is less clear. Building on Kagaya's charactexization of layyngeal contrasts in terms of glottal width, at the mornent of articulatory release, Iverson (1983) concludes that the / s / belongs to the lax category in phonelegy, and he claims that it even undergnes the intervoiced slackening process, if not voicing itself, as do the other lax obstruents. In contrast to its phonological behavior, /s/ could be better chorracterized phonetically as an aspirate. On the other hand, T. Cho of ar. (2002) arrive at the conclusion that it is better characterized as "lenis" than as "aspiratecle" mainly on the strength of the observation that it is unaspirated medially and sometimes undergoes gradient voiciug in a parallel fashion to stops.
?. Regarding the place of articulation for the affricate series, there is some debate whether they are dental (H. Kim 1949) or alveopalatal, as most phonelogists assume, but in this chapter 1 eschew the controversy and represent the affricates as /ts ts $^{h}$ ts'/. Nothing crucial hinges on this particular characterization.
(2) Korean laryngeal contrasts exemplified

| pul | 'fire' | $p^{\text {h }}$ ul | 'grass' | p'ul | 'horn' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ta | 'inoon' | $t^{\text {bal }}$ | 'mask' | al | 'daughter' |
| -ta | 'to sleep' | ts ${ }^{\text {a }}$-ta | 'to kick' | ts'a-ta | 'to be salty' |
| kor) | 'ball' | $\mathrm{k}^{\text {h }}$ O | 'bean' | k'or | 'frozen' |
| sal | 'flesh' |  |  | s'al | 'rice' |

Plain consonants (also called "lenis" or "lax" consonants) are produced with slight aspiration in word-initial position, while aspirated consonants are heavily aspirated. In addition, it should be noted that plain obstruents undergo systematic changes in medial positions. They become voiced between voiced segments within a phonological phrase, except for /s/, and are realized as tense consonants after any obstruent. As mentioned in footnote l, phonetically intervoiced slackening of fricatives might be considered the same process as intersonorant voicing (T. Cho et al. 2002). The same slackening process in the voicing environment may be also responsible for the relatively newly emerged obligatory disappearance of intersonorant $/ \mathrm{h} /$, as in $/ \mathrm{tsoh}-\mathrm{a} / \rightarrow$ [tsoa] 'to be good-cont'. In final position, all obstruents are unreleased and, as a result, there is no aspiration or realization of tenseness.

The tense series (sometimes termed "fortis" consonants) is characterized by some sort of "laryngeal tension." Whereas voicing and aspiration are crosslinguistically comınon laryngeal features for obstruent systems, having a tripartite system involving aspiration and tenseness within one language is rather unusual. This rare pattern has motivated a number of researchers to argue against the existence of a tense contrast in Korean; in more radical cases, both features of the laryngeal contrast are re-analyzed as non-laryngeal features, which will be the topic of $\S 3$. Not only tense, but also aspirated, consonants are treated as geminates, and their phonetic properties are derived from the structural configuration rather than from phonetic features.

The unsettled state of laryngeal contrasts in Korean in some ways reflects the diachronic emergence of laryngeal obstruents; according to Poppe (1965) and Starostin et al. (2003), the Proto-Korean consomant system lacked phonemic aspiration and tenseness. By early Middle Korean, the aspirated series had emerged - first labials and dentals, followed by velar aspirates - as evidenced by the way Chinese aspirated consonants were adopted into Middle Korean (Park 1996). By early Modern Korean, tense consonants (or geminates for those who do not assume tense consonants as a single phoneme) emerged from consonant clusters resulting front vowel deletion and the ubiquitous addition of the linking /s/ between morpliemes (K. M. Lee 1985). ${ }^{3}$

Treating tense consomants as phonologically geminate versions of the corresponding plain consonants might have the advantage of doing away with a rather unusual phonation contrast, i.e. the coexistence of aspiration and tenseness within one and the same system, but it carries the burden of explaining why it is better to interpret surface tension as a phonetic property of length contrast derived from the geminate property. ${ }^{4}$ The geminate account of tense oonsonants

[^391](1971). More recently, S.-C. Ahn and Iverson (2004: 13) have drawn attention in two aspects of difference between typical ejectives and Korean tense consnnants:
(i) Korean in-phase constriction ws, persisting glottal closure of ejectives, and
(ii) a raising effect on the pitch of the following vowel by Korean tense consonants, as opposed to a lowering effect by ejectives (Kingston 1985).
S.-C. Ahn and Iverson (2004) employ Avery and Idsardi's (2001) Dimensional Theory. In this theory, the Laryngeal articulator is defined by three dimensions, Glottal Width, Glottal Tension and Laryngeal Height, as shown in (3) (see also chapter 69: final devoicing and final laryngeal neutralization).
(3) Geometry of laryngeal representation in Dimensional Theory (Avery and Idsardi 2001)


Glottal dimensions implicate antagonistic "gestures," and in particular, Glottal Width implicates two antagonistic gestures of [spread] and [constricted]. For theory-internal reasons and in an attempt to account for cross-linguistically robust laryngeal patterns, only one menber of a gestural pair is stipulated to function contrastively in a given system (see also cirarter 2 : contrast). This set of assumptions predicts that no language wi.l have tense and aspirated consonants contrasting with lax consonants at the same time. According to this theory, tense consonants in Korean are phonetically augnented with Glottal Width, resulting in surface tension, but they are characterized neither by Glottal Width nor by Glottal Tension phonologically. On the phonemic level they are laryngeally lax, with their phonetic property being derived from geminate structure, implemented by "Korean Enhancement," a language-specific redundancy. (4) illustrates the contrast with the dimension of Glottal Width only, because the other dimensions, Glottal Tension and Larynx Height, are not relevant in Korean.
(4) Korean obstruent contrasts in Dimensional Theory (S.-C. Ahn and Iverson 2004)

| Lax | Aspirated | Tense |
| :---: | :---: | :---: |
| C | C | C C |
| [nbst] | [obst] | $\vdots$ |
|  | GW | [obst] |
|  | $\vdots$ | GW |
|  | [spread] | [constricted] |
|  | $/ t^{\prime \prime} /$ | $/ t^{\prime} /$ |

Also contributing to the complications are recently observed acoustic facts that contemporary Seoul Korean may be developing a tonal system in lieu of laryngeal contrasts (see also charrer 97: tUnUGEnEsis). According to S.-C. Alin and Iverson (2004), Silva (2006), and Wright (2007), over the past 40 years Seoul speakers have shown a dramatic change in their use of VOT to mark the language's distinction among tense, lax, and aspirated stops. Data indicate that while VOT for tense stops has not changed since the 1960s, VOT differences between lax and aspirated stops have decreased, in some cases to the point of conרplete overlap. Concurrently, the mean F0 for words beginning with tense or aspirated stops has become significantly higher than the mean FO for comparable words beginning with plain stops.

Silva's proposal of tonogenesis is quite interesting, in that it mirrors a cross-linguistically common pattern reported for Tibetan (Duanmu 1992) and Kamuiu (Svantesson and House 2006), but perhaps it is too early to assume that the laryngeal contrast in Korean is being completely replaced by tones, as the new development is observed in only some speakers of Korean, and only Seoul speakers at that. Silva's position can be summarized as follow's: (i) the underlying contrast between lax and aspirated stops that is naintained by younger speakers is phonetically manifested in terms of differentiated tonal melodies, rather than by laryngeal features, and (ii) laryngeally unmarked (lax) stops trigger the introduction of a default L tone, while laryngeally marked stops (aspirated and tense) introduce H , triggered by a feature specification for [stiff]. To distinguish the tense series from the aspirates, however, VOT or some sort of laryngeal features is needed, since both phrase-initial aspirates and tense stops should be marked by a High tone. In addition, the less flamboyant behavior of phrase-medial stops needs to be accounted for. ${ }^{7}$ In order to explain this new phenomenon, Silva proposes a replacement of the feature of glottal aperture [spread glottis] and [constricted glottis] with a more abstract laryngeal "tensity feature," [stiff], in the spirit of C.-H. Kim (1965). According to Silva (2006), this single feature has the advantage of unifying the VOT distinction on the one hand and expanding to characterize the newly emerging tonogenesis.
M.-R. Kim and Duanmu's (2004) categorization of "lax" stops as voiced stops and "tense" stops as regular voiceless unaspirated stops is another attempt to do away with an additional feature of tensity as well as to explain the abovementioned consonant-tone correlation. Their rather unorthodox classification is based on Kingston and Diehl (1994: 435), who attribute the paradoxical behavior of a voiceless unaspirated stop which may both elevate and depress F0 to the phonological specfication of these phones:

> when it represents the [-voice] category, as in Hindi, Thai, Spanish, French, Portuguese, Italian, and Japanese, then F is elevated; but when it represents the [+voice] rategory, as in English, German, Swedish, Danish and Korean, then $F$ is depressed.

[^392]dimension of contrast, namely gemination. Alternatively, a few more extreme unary analyses emerged where no underlying laryngeal contrast is assumed, and the so-called "tense" and "aspirated" consonants acquire their surface specifications by other neeans (S.-H. Kim 1989; J. Jun 1994).

The singleton analysis of tense and aspirated consonants acquires its primary support from the restrictions on Korean syllables, in particular from the fact that no clusters are allowed in onset position in Modern Korean. If tense and aspirated consonants that freely occur in syllable-initial position are singletons with a unique laryngeal specification, nothing nore needs to be said with regard to tense consonants or aspirates. On the other hand, if these laryngeal consonants are geminates, a further stipulation is required about this unexpected distribution. If laryngeal consonants were geminates in Korean, these would be the only type of clusters allowed in onset position, a highly unlikely phenomenon crosslinguistically." Therefore, even people who espouse the geminate nature of tense consonants treat these as singletons on the surface, with phonetic tenseness being derived from the underlying geminate structure.
J.-I. Han $(1992,1996)$ is worth mentioning, because her work is the most concrete and detailed in the debate. She observes that there is a significant difference in length between intervocalic tense consonants on the one hand and wordinitial tense and intervocalic plain consonants on the other. Word-initial tense consonants are singletons, due to Stray Erasure, thereby avoicting the problem associated with the syllable structure condition against onset clusters. The manifestation of tenseness comes from its geminate structure; i.e. tense consonants are plain geminates underlyingly. Furthernore the relationship between length and tension is explained by stipulating that the surface tension is derived from the underlying geminate structure by a rule of Geminate Reinforcement (5), which inserts the tense feature on all geminate obstruents.

Geminate Reinforcement (J.-I. Han 1996)


However, a problem with this account's reliance on closure duration is that, as noted by Y. Y. Cho and Inkelas (1994), not only tense consonants but also

[^393]aspirated consonants have been observed to be longer than plain consonants in intervocalic position (Pyo-Ih 1973; Zhi 1982, cited by S.-H. Kim 1989), although the length contrast is not as pronounced in the aspirated case (Silva 1992). According to some measurements, if duration were the prinary phonetic indicator of phonological geminates, aspirated consonants would have to be considered geminates as well. These moves would lead to a drastic reduction in the number of phonemic contrasts in Korean: instead of three series of obstruents, there would be only one type of laryngeal consonant, and, moreover, all of its laryngeal members would be geminate. Furthermore, the distinction between the tense and aspirated consonants would be derived from yet another contrast, probably an unnecessary complication in the grammar. Finally, getting rid of all laryngeal contrast seems implausible in view of the cross-linguistic generalization (noted by Scobbie 1991) that in any language the inventory of geminate consonants is a subset of singleton consonants. ${ }^{10}$

One issue with the data in J.-I. Han (1996), as well as in subsequent publications, is what kind of speech was used in measuring the duration of intervocalic tense consonants. In particular, it has often been observed that certain intervocalic tense and aspirated consonants are phonologically geminated in emphatic speech. In particular, as illustrated in (6b), it has words whose intervocalic tense or aspirated consonant cannot be geminated.
(6) Gemination in emphatic speech (optional)
a. Emphatic speech gemination

| ap'a | app'a | 'Dad' |
| :--- | :--- | :--- |
| ak'a | akk'a | 'a while ago' |
| tok'i | tokk'i | 'ax' |

b. Emplatic speech gemination is not allowed in non-initial syllables

| atsəs' i | *atsass' i | 'uncle' |
| :--- | :--- | :--- |
| tsan)ats'i | "tsarjatsts' i | 'pickle' |

It so happens that all of Han's examples of intervocalic tense consonants belong to the class in (6a), and can be readily geminated in slow emphatic speech. Thus it is not clear that extra duration must be attributed to the putative underlying geminate status of tense consonants, or whether it might not in fact be due to emphatic rendering of these forms by the subjects in the experiment, especially in the citation forms.

Han's other argument comes from the phenomenon of degeminat ion, in which, as shown in (7), a sequence of homorganic plain obstruents is often simplified in all.egro speech (Kim-Renaud 1987; see also Chapter 79: reduction).
(7) Allegro speech degemsination
ak+ki akk'i ak'i 'musical instrument'
tat-ta tatt'a tat'a 'to close'

[^394]contrast in emphatic speech is in itself sufficient to undermine any account in which all tense consonants are underlyingly plain geminates which tensify and degeminate by later processes. ${ }^{13}$
J.-I. Han (1996) uses as a piece of supporting evidence an allegedly robust typological tendency for sonorant geminates to occur with obstruent geminates in many languages, rather than having only sonorant geminates in one given system (charter 8: sonorants). Such would be the case in Korean, if a singleton analysis were to be adopted. However, invoking this general tendency as one of the arguments is not fully warranted at this point. While sonorant geminates are clearly distinct from a single sonorant, as exemplified in (9), the supposed minimal pairs (e.g. /tal/vs. /t'al/ and /aka/vs. /ak'a/) have a different status from sonorant geminates, thus undermining an attempt to establish the geminate contrast in obstruents. The short and the long forns of obstruent geminates are mere variants in the ESG environment, which the geminate account would be hard-pressed to account for.
(9) Tautomorphemic sonorant geminates

| nanna- | 'to meet' | an- | 'to hug' |
| :--- | :--- | :--- | :--- |
| kanna- | to cross' | kanר- | 'to wind' |
| nolla- | 'to be surprised' | al- | 'to know' |
| amma | 'mom' | ama | 'perhaps' |
| palle | 'worm' | ale | 'below' |

In sum, none of the arguments for the geminate account of tense consonants seems to be compelling enough to rule out the view of these consonants as single phonemes, at least morpheme-internally.

It has been claimed, however, that a certain explanatory economy is gained by the geminate account in morphology. What is relevant is the fact that partial reduplication (CHAPTER 100: REDUPLICATION) of bases with tense and aspirated onsets results in the loss of tenseness and aspiration on the second syllable, as illustrated in (10).
(10) Loss of laryngeal fentures in partial reduplication (J. Jun 1994)

| tsulu | tsulu-lu-k | 'falling rain' |
| :--- | :--- | :--- |
| asak | asa-sa-k | 'crunchy' |
| t'ary | t'a-ta-r $^{\text {h }}$ | 'bang' |
| p'ary | p'a-pa-r) | 'exploding' |
| ts'ik | ts'i-tsik | '(the sound of) tearing' |

In a pioneering theoretical approach, J. Iun (1994) proposes a generalized account of Korean reduplication, based on the assumptions listed in (11).

[^395](11) Phonological assumptions
a. In both input and output, a closed syllable constitutes a single foot.
b. The final base syllable is suffixed, with its coda deleted.
c. Laryngeal consonants are genninates.
d. Coda consonants are moraic.

His analysis of reduplication crucially relies on the principle of Metrical Weight Consistency, which requires that the nunber of netrical feet in the input be conserved in the output. This principle is based on the following assumptions about foot structure, moras, and syllable weight. The base for reduplication consists of one foot with a final heavy syllable, and the output also observes the same weight constraint. He assumes the Korean foot to be quantity-sensitive, right-headed, unbounded, and constructed from the left edge, without any motivation fron the rest of the Korean grammar. Moreover, treating tense and aspirated consonants as geminates is essential in calculating metrical weight. In this account, the loss of the laryngeal feature in partial suffixal reduplication (e.g. / p'ans/ $\rightarrow$ [p'a-par)], $/ t^{\text {h }}$ an/ $\rightarrow\left[t^{\text {tha }}\right.$ a-ta $\left.-\mathrm{r}_{\mathrm{r}}\right]$ ) is accounted for by demorification (the loss of a mora), so that the output can remain as a single foot, with any nunber of light syllables occurring before the last mora-bearing consonant. ${ }^{74}$ Laryngeal feature loss in the reduplicant is an automatic consequence of applying metrical weight consistency. All the inputs to partial reduplication contain a single foot (either a single heavy syllable or a disyllabic stem consisting of a light syllable and a heavy syllable). As a consequence, the output words should contain only one foot. If the output were to preserve the laryngeal features on the second syllable, as in * $\left[p^{\prime} a^{-} \mathrm{F}^{\prime}\right.$ arr) $]$, then the tense consonant would be moraic, making the output consist, incorrectly, of two feet.

Based on (11), some derivations are shown in (12).
(12)


[^396]It is, however, extremely plausible to have an optimality account of partial reduplication whereby the loss of laryngeal features is merely a case of emerging unmarked constraints by relevant constraint ranking. In fact, the Emergence of the Unnarked (TETU; chapter 58: the emergence of the unmarked), the name given to the striking tendency of reduplicants to be "less marked" in some dimension than in the language generally, is an effect that helps elucidate phonological constraints of Universal Grammar in Optimality Theory (McCarthy and Prince 1993, 1994; Prince and Smolensky 1993). There are numerous examples of TETU in the literature that are motivated by the very architecture of Optimality Theory. For Korean partial reduplication, there is consequently no need to represent tense and aspirated consonants as geminates, nor any need to invoke J. Jun's foot type (quantity-sensitive, unbounded, and right-headed), which seens to play no role in other parts of Korean phonology. Like other TETU cases, a particular ranking produces a TETU effect of selecting a reduplicant without a coda consonant. This loss of laryngeal features is accomplished by sandwiching the markedness constraint, NoLaryngeal, between IO-faithfuiness and BR-faithfulness; Ident-IO protects underlying laryngeal features, whereas the ranking NuLaryngeal $\gg$ Ivent-BR[Lar] chooses the output without laryngeal specification, as in [t'a-ta-k]. The TETU effect, which militates against laryngeal features, is accounted for by the relative ranking of markedness and faithfulness constraints, in exact parallel to other TETU cases. When re-analyzed from this theoretical angle, there still seem to be no compelling arguments from Korean morphophonology for the geminate analysis of laryngeal consonants.

As laid out in the preceding discussion, researchers differ in their analyses of the two types of laryngeal consonants, some arguing that (i) tense consonants should be treated as singletons on a par with plain consonants, differing only in the specification of laryngeal features, and others that (ii) tense consonants pattern with aspirated consonants. Even though there are many parallels between tense and aspirated consonants, inost studies readily accept the existence of an aspiration contrast, but not that of a tense contrast. This is due mainly to the phonetic characteristics of tense consonants and the typological rarity of a system with a simultaneous aspiration/tense contrast, but not vo icing, as detailed in $\$ 2$ (Kingston and Diehl 1994; S.-C. Ahn and Iverson 2004; M.-R. Kinn and Duanmu 2004). Given that a substantial number of arguments for the geminate analysis apply to both of the laryngeal consonants, the burden falls on the proponents of the geminate analysis to clarify how the two types of laryngeal consonants pattern together or differently, and to choose in a principled manner which patterns are relevant for establishing the laryngeal contrast in Korean.

In the discussion of laryngeal contrasts, Korean Post-Obstruent Tensing (POT) ${ }^{15}$ is quite relevant. Plain obstruents in Korean undergo tensifiication immediately after another obstruent (Kim-Renaud 1974), as illustrated in (13a). ${ }^{76}$ The obstruents in (13b) are not subject to POT, since they are not preceded by an obstruent.

[^397]Following Cook (1987), Y. Y. Cho and Inkelas (1994) assume that the so-called "Bindungs-/s/," which applies in the sub-compounding construction in (15b), involves morphological gemination. This is supported by the fact that the effects of the Bindungs element appear only when the second member of the compound begins with a consonant. ${ }^{\text {t8 }}$ Alote that even those morphologically derived geminates are, due to a preceding consonant, simplified to singletons and surface as tense. From this it can be concluded that POT is fed by gemination, as in [mukk'uk] and [pamt'otuk], regardless of whether or not the geminates which undergo POT ultimately survive to the surface.

A closely related problem has to do with the domain of Post-Obstruent Tensing. As observed in Y. Y. Cho and Sells (1995), the domain of POT is the phonological word. ${ }^{19}$ As illustrated in (16), tensing applies within underived words, as in [kaks'i] 'bride', within lexical compounds, as in [talk k'ogi]'chicken meat', between a clitic and its host (as in [hal s'u] 'ability to do' and [kal p'a] 'way to go'), and between a stem and a case marker or a verbal suffix. It is, however, blocked betwreen two phonological words, as shown in (16d).
(16) Post-Obstruent Tensing as word-level process (Y. Y. Cho and Sells 1995)
a. Monomorphemic forms

| kaksi | $\rightarrow$ kaks'i | 'bride' |
| :--- | :--- | :--- |
| makt | $\rightarrow$ makt' | 'stick' |
| Compounds  <br> talk+koki $\rightarrow$ talkk'ogi |  |  |
| pat'+kolan | $\rightarrow$ patk'oran | 'chicken meat' |

c. Host + clitic
halC su $\quad \rightarrow$ hal s'u
kalC pa $\quad \rightarrow$ kal p'a
'ability to do'
'way to go'
d. Phrasal combinations ${ }^{20}$
$k^{\prime}$ amp'ak kolat'olotsita $\rightarrow$ ka'amp'ak korat'orodzida 'doze off'
pap tewa $\rightarrow$ pap tewa 'warm the rice'
Again, if Han is to be able to relate the two tensification environments and capture Post-Obstruent Tensing and "Ceminate Reinforcement" as the same process, the facts in (15) wrould require that Geminate Reinforcement (GR) precede POT, and therefore that it apply at the word level or earlier. This is in conflict with Han's claim that GR is a late phonetic rule. J.-I. Han (1996) collapses GR and POT as a single process in response to this particular opposition. Two separate rule formations in (17) are unified as the generalized form in (5). GR and POT each target geminates and singletons separately and are completely unrelated, although the effect in both cases is to insert the tense feature ([iconstricted glottis]) on an obstruent in the post-obstruent position.

[^398]a. Geminate Reinforcement

b. Post-Obstruent Tensing


As a process of phonetic implementation, GR interacts with stray erasure for the purpose of syllabification, and simplifies abstract geminates to their surface singleton counterparts in word-initial position, as shown in (18):
(18) Geminate Reinforcement precedes stray erasure (J.-I. Han 1992)

> | UR | GR |
| :--- | :--- | stray eras ure



As a consequence, stray erasure must also be treated as a late phonetic rule. However, this is at odds with the fact that Korean syllabification is a cyclic process (Charter 94: lexical rhonolocy and the lexical syndrome). Inasmuch as stray erasure is connected to syllabic well-formedness, it ought also to apply cyclically. There is some positive evidence for this as well. As argued in Kang (1992) and E. Han (1993), the domain of lexical syllabification is a sub-lexical constituent consisting of a stem and a suffix. Prefixes and the individual members of a compound form separate syllabification domains, as illustrated by the example /nəks+əps-i/ $\rightarrow$ [nəkaps'i] 'listlessly'. In this fornt, the unsyllabifiable cluster [ks] is simplified, because it precedes a compound juncture and is thus domain-finnal; [ps], by contrast, is not simplified, as it precedes a suffix with which it can syllabify. The fact that stray erasure, which is responsible for the simplification of obstruent clusters, is sensitive to morphological boundary distinctions confirms its lexical status and may be used to argue against any analysis that treats stray erasure as a late phonetic process. ${ }^{21}$

[^399]
## 4 Conclusion

The previous sections described two opposing positions regarding laryngeal contrast in Korean. One camp advocates treating tense consonants (and in some cases aspirated consonants as well) as geminates, thus elinimating the distinctive feature(s) referring to tenseness (and aspiration in some cases) in phonology and obtaining the phonetic realization of tenseness as a by-product. The other camp assumes that Korean obstruents manifest a three-way distinction, which cannot be further reduced, thus refuting the evidence from historical evolution and phonetic idiosyncrasy. When a three-way lar'yngeal distinction is maintained, the simple onset structure of Korean syllables can be maintained without further stipulation, while the economy gained in the account of laryngeal contrast needs to be compensated by complications in the treatment of syllabification and the different belavior of plain vs. laryngeal consonants. Some arguments for both positions are more theory-internal than others, but we can safely conclude this chapter with the following observations.

## (23) Generalizations about Korean laryngeal contrast

a. Having tense and aspiration in one system is quite unusual crosslinguistically, thus motivating some researchers to do away with tense consonants in phonology, although there is no systemat icstudy that argues for removing both tense and aspiration features from phonology. ${ }^{21}$
b. Phonetic details on Korean laryngeal contrast are quite complicated; such considerations as glottal width, laryngeal tension, VOT, and even High-tone association have been used to argue for a certain phonological position.
c. Tense and aspirated consonants are not always treated in the same namner in the gemincte account; some treat only the former as genninates, but others treat both as geminates. In the latter case, no explanations have been offered to account for the total absence of laryngeal features in Korean.
d. Treating tense (and sometimes aspirated) consonants as geminates purely on the basis of phonetic length is ambiguous, and comparing length in initial $v s$ s. medial positions is not yet well established.
e. Arguments based on moraic distinction between singletons and geminates in Korean seem untenable, and thus cannot be used to support the position that laryngeal consonants are structurally geminates.
f. Laryngeal consonants in a particular medial position can be lengthened to close the previous syllable, but because of the restricted environnent and the optional nature of gemination, this fact cannot be used to argue for tense consonants as geminates across the board.

[^400]g. Post-Obstruent Tensing, a robust phenomenon in Korean, is treated as the same process of Geminate Reinforcement (or Korean Enlancement) by the proponents of the gemination analysis. While it is true that all obstruents in post-obstruent position are tensed, it still remains to be demonstrated that all instances of tense consonants can be derived from POT.
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## 112 French Liaison

Marie-Hélène Côté

## 1 Introduction

Liaison is a type of external sandhi, one of several occurring at word boundaries in French. It corresponds to the pronunciation of a consonant (liaison consonant $=$ LC) betwreen two words, the second being vowel-initial, in certain liaisontriggering contexts. Liaison may apply categorically or var tably, depending on the context. The data in (1) illustrate this process. The words preceding and following the LC are referred to respectively as Word1 and Word2; their canonical pronunciation in non-liaison contexts, induding in isolation, is indicated in the relevant columns. In (1b), for example, the words vous and allez are pronounced in isolation [vu] and [ale]; when the two words are concatenated, an intervening [z] surfaces. LCs are underlined in all examples for ease of identification. ${ }^{1}$
a. un homma 'a/one-masc man' [x n om] det + noun
b. vous allez 'you-pl go' [vu
c. grand ami 'big-masc friend'
[gธã
Z ale] pronoun + verb
d. très utile 'very useful' [tıse z ytil] adv + adj

Most LCs originate from fixed final consonants that progressively ceased to be pronnunced between the twelfth and the sixteenth century, first before a consonant, later at the pause. These consonants remained only in prevocalic position between words displaying a high degree of cohesion. Some LCs also evolved through analogy as part of restructuring processes affecting liaison (see Morin 1986 for a discussion of final consonants in the history of French). The system of liaison has been in evolution for almost a millennium and is still subject to change and reinterpretation.

[^401]Liaison is a complex and multifaceted phenomenon, involving various components of linguistic analysis. As a segmental process that finds its historical source in unexceptional cases of coda reduction, it is considered essentially phonological. But its synchronic conditioning goes much beyond phonology as traditionally defined. Liaison in contemporary French raises a number of challenging descriptive and analytical issues, pertaining to the status of LCs and the segmental, prosodic, and morphosyntactic contexts in which they surface. It has figured proninently in a number of important theoretical debates in the last half-century, including abstractness in phonology, autosegmental representations, the syntaxphonology interface, and, noore recently, the roles of frequency and usage.

The analysis of liaison is complicated by the variability and controversial nature of some of the data on which it is based (see Morin 1987). Even within what may be referred to as Standard French (see Francard et al. 2000-01), the use of liaison is subject to substantial sociolectal and stylistic variation (CHAPTER 92: VARIABILITY). Dialectal differences are also observed. Formal accounts of liaision tend to rely on a relatively limited set of conventionalized generalizations. Standard adult data and theory-internal arguments have been increasingly complemented, however, with results from a variety of perspectives: corpus studies of spontaneous and formal French, acquisition, psycholinguistics, phonetics, and liaison errors in adults. This empirical renewal has led to a more nuanced understanding of the functioning of liaison, its conception as a umified phonological process having partly given way to a multidisciplinary and fragmented approach.

The chapter is organized as follows. §2 provides basic data and concepts, organized around two dimensions of liaison: the LCs, and the contexts in which they occur. This presentation sets the stage for the discussion of two central analytical issues in the study of [atison: the nature and status of LCs ( $\S 3$ ), and the characterization of liaison contexts ( $\S 4$ ). On each topic the main theoretical proposals are introduced, and their merits and shortconnings are discussed with regard to the range of empirical results available.

## 2 Basic facts and concepts

### 2.1 Liaison consonants

LCs are special in at least two ways. First, they are only allowed in certain segmental and grammatical environments, while other French consonants are stable across contexts (e.g. net 'clear' is invariably pronounced [net] with an initial [ n ] and a final [ t$])^{2}$ Second, all consonants are possible as stable segments, whereas I.Cs are restricted to a small set of consonants, essentiz.lly [ $7 . n \mathrm{t}$ ] (with [ $\mathbf{n}$ ] appearing only after nasalized vowels). Residual LCs include [ $\mathbf{k} \mathrm{pl}$, which together account for less than 0.2 percent of all cases of liaison in a corpus of

[^402]spontaneous speech (Mallet 200): 212). Liaison in [w] occurs after infinitive forms and a handful of prenominal adjectives ending in -er (e.g. premier 'first'); [p] only appears after the two adverbs trop 'too much' and beaucoup 'a lot'. ${ }^{3}$

LCs that follow the prescriptive norm are always represented in the orthography, usually as permanent final letters of Wordl: liaison [ [८] corresponds to written $\langle s\rangle,\langle x\rangle$, or $\langle z\rangle$, liaison [ $n$ ] to $\langle\boldsymbol{n}\rangle$, and liaison [ $t$ ] to $\langle t\rangle$ or $\langle d\rangle$. Liaison between verbs of the eer conjugation and enclitic pronouns is special in being marked orthographically by consonants that only appear in liaison (e.g. vas-y 'go there' [vazi], va-t-il 'goes he' [vatil] vs. va 'go' [va]). Non-standard cases of liaison, many of which are mentioned in the following sections, depart from the standard ivritten form (e.g. cent amis 'a hundred friends' pronounced [sôzami], donne-m'en 'give me of-it' surfacing as donne-moi-en [donmwazã]).

The relative frequency (chapter e0: frequency effectis) of the three LCs [ n tz ] has been debated (see Ranson 2008). Mallet (2008: 213) provides nieasures based on a corpus of a enversational speech containing more than 28,500 potential contexts for liaison, with a global rate of realization of 45 percent. Potential contexts involve, in that order, $[z],[t]$, and [ $n]$ (2a); however, [ $n$ ] is realized more often than [t] (2b). This reversal results from the fact that [ $\mathbf{n}$ ] is implicated essentially in contexts of categorical liaison, and [t] in cases of variable liaison (2c).
a. \% of all potential instances of liaison
b. \% of all realized instances of liaison
c. Rate of realization

| [z] | [t] | [n] |
| :--- | :--- | :--- |
| $49 \%$ | $28 \%$ | $19 \%$ |
| $46 \%$ | $15 \%$ | $39 \%$ |
| $43 \%$ | $23 \%$ | $90 \%$ (Mallet 2008) |

Both LCs and stable final consonants are subject to a regular process of enchnineneent or (re)syllabification before a following vowel, favoring open syllables and CV sequences at word boundaries. The example in (1b) normally syllab:fies as in (3a), and a sinilar example with a stable final consonant appears in (3b).
(3) a. LC wous allez 'you-pl go' [vuza.le] cf. wous [vu]
b. stable final $C$ douze allées 'tivelve alleys' [du.za.le] cf. douze [duz]

Liaison may also apply without enchânement, the LC syllabifying with the preceding segment, as in [vu.(?)a.le] (Encrevé 1988; Laks 2009). As noted by Durand and Lyche (2008), however, liaison without enchninement is found almost exclusively in read speech or elevated discursive styles (e.g. formal presidential speeches), and essentially in cases of variable liaison. It is highly exceptional in spontaneous speech. The status and theoretical significance of liaison without enchainement have been debated; it has been considered on a par with liaison with enchaînement (Encrevé 1988), simply irrelevant (Scullen 1993), or marginal and directly related to spelling and to a specific type of public discourse (Laks 2005, 2009; Côté 2008).

[^403]The length of the following sequence may also influence the frequency of liaison, although this effect remains to be fully tested. Morin and Kaye (1982) offer the contrast in (9) and suggest that liaison between mangent and apres is inore natural in (9a) than in (9b). Post (2000) observed in her reading task nore liaison when the following context was non-branching than when it was branching.
(9) a. Its travaillent d'abord et mangent après.
'They work first and eat after.'
b. Its mangent apres quills aient fini leur travail.
'They eat after that they have-subj finished their work.'
It has been suggested that liaison is more frequent if Wordl ends in a vowel than a consonant, and more frequent after one consonant than after two (Delattre 1955); liaison is then predicted to apply with decreasing likelihood from (10a) to ( 10 c ). This generalization would follow from a constraint against hiatus or empty onsets (e.g. Steriade 1999; Davis 2000; Tranel 2000; chapter 61: hiatus resulution; chapter 5s: onsets), which favors liaison intervocalically and when enchainement is less likely to occur. Morin (2005), however, argues against these factors being a driving force in the evolution and application of liaison, and Agren's (1973) corpus study does not confirm the hierarchy of frequency in (10).
(10) a. ponts étroits 'bridges narrow' [pJ̃zetrwa]
b. nurrs étroits 'walls narrow' [myszetswa]
c. portes étroites 'doors narrow' [postzetswat]

### 2.2.3 Lexical factors

Keeping the number of syllables, word class, and syntactic configuration constant, there remains substantial lexical variation in the frequency of liaison. For exanmple, the proportion of realized liaison after four monosyllabic adverbs in two corpora is given in (11) (de Jong 1994; Mallet 2008; see also Encrevé 1988 and Laks 2009). The variation is extreme and obviously involves factors independent from the phonological structure of Wordl. Perhaps even more telling is the comparison between different monosyllabic forms of the verb être 'be', which trigger liaison at proportions varying between 0 percent and 71 percent (de Jong 1994; see also Ágren 1973).

|  | très 'very' | plus 'more' | bien 'well' | pas 'not' |
| :--- | :---: | :---: | :---: | :---: |
| Mallet (2008) | $97 \%$ | $64 \%$ | $43 \%$ | $1 \%$ |
| de Iong (1994) | $99 \%$ | $96 \%$ | $82 \%$ | $7 \%$ |

These statistics illustrate the extent to which liaison is lexicalized and cannot be reduced to independent structural factors. Lexical distinctions in the realization of liaison have been significantly correlated with Wordl frequency, more frequent words triggering liaison nore often than less frequent ones (de Jong 1994; Fougeron et nl. 2001a; Fougeron et nl. 2001b; see also Citapter 9n: frequency effects).

### 2.2.4 Stylistic and dialectal variation

The use of liaison is highly dependent on speech style and register, more elevated styles being typically associated with an increased rate of liaison realization
(e.g. Lucci 1983; Moisset 2000); Fougeron et al. 2001a). If, for example, liaison with plural prenominal adjectives (6a) is almost categorical across styles, liajson after plural nouns ( 6 F ) is exceptional in colloquial speech and frequent only in formal production. In some contexts not listed in (5)-(6), liaison may be allowed exclusively in hyperformal registers. According to Fouché (1959: 443) and Delattre (1947), a LC may intervene between a plural subject and its inflected verb (12), but Durand and Lyche (2008) mention that liaison was never realized in this context in a reading task (a context that strongly favors the realization of liaison) perforned by 100 speakers.
(12) les gens obétrent 'the-pl people obeyed' [lezāzobeir]

Laks (2009) compares the rates of liaison realization following 28 invar table words belonging to categories ( 6 c ) and ( 6 d ) in two stylistically contrasting corpora: formal political speeches and informal conversation. The global rate of realized liaison is 78 percent in the former against 47 percent in the latter, but the distinction may be more dramatic for individual words, e.g. 78 percent against 1.5 percent after the adverb pas 'not'.

Dialectal variation has not inspired as much research as the sociolinguistics of liaison, and the extent of this variation remains to be more fully documented. Variation essentially concerns liais(נ) contexts: their classification, the nature of the LC that appears in each of them, and the frequency of liaison in specific var'iable contexts (see notes 3 and 7 for other aspects of dialectal variation). In Quebec French, for instance, one of the better-described non-standard varieties (see Côté 2010 for references), liaison after the proclitics on 'we/one' and ils/elles 'they-MASC/FE.M' (5b) is variable rather then categorical (de Iong 1993) and liaison in [ $t$ ] occurs after all forms of the present tense of être 'be', including those that trigger liaison in [z] in the standard variety (e.g. tu 's assis 'you are seated' [tetasi] rather than [tyezasi]; van Ameringen and Cedergren 1981).

## 3 The phonological and lexical status of LCs

LCs, by definition, appear between two words and their relationship to each of these words has remained a matter of debate. Five nain options for the lexical affiliation of LCs have been considered. They are summarized in (13), with a schematic lexical representation of the elements contained in the sequence deux amis 'two friends' [dozami].
a. LCs are final consimants of Word1
i. Truncation analysis /dez/ /ami/
ii. Suppletion analysis /dө, døz/ /ami/
iii. Autoseymental analysis
b. LCs are epenthetic
c. LCs are initial consonants of Word2
/do(r)/ /ami/
/de/ /ami/
d. LCs are morphenic
i. Prefix of Word2 $/ \mathrm{de} / / z+$ ami/
ii. Suffix of Wordl $/ \mathrm{d} \theta+z /$ /ami/
e. LCs are part of a (partially) lexicalized contruction /de $z$ anii/

Non-standard or marginal instances of liaison and experimental evidence have played an important role in supporting or arguing against specific proposals. Observed gaps between normative descriptions and actual usage correspond either to processes established in the grammar of non-standard (spoken) varieties or to less systematic "mistakes" often characterizable as hypercorrective. The latter type tends to occur when speakers perform under some normative pressure (e.g. non-professional speakers in media contexts), which favors liaison, and in cases of variable liaison that are not used productively in colloquial registers (see Desrochers 1994 for a typology and analysis of a corpus of liaison errors). §3.1 reviervs the approaches in (13), while $\S 3.2$ specifically addresses experimental evidence drawn from aquisition, phonetics, and psycholinguistics. The relationship between liaison and morphological relatedness, relevant to the nature of adjectival LCs, is discussed in §3.3.

### 3.1 Competing approaches

### 3.1.1 LCs as final consonants of Word1

The vast majority of studies on liaison adopt the classic position in (13a), according to which I,Cs belong to Word1, mirroring the historical origin (and the modern spelling) of most LCs. This approach has been implemented in a number of ways, which have in common that the lexical form of deux contains a funal $/ z /$, but differ with respect to the representation of that consonant and the status of the non-liaison form [dø] (see Klausenburger 1984 and Encrevé 1988: ch. 3 for reviews). Three main groups of analyses may be identified: truncation, suppletion, and autosegmental, presented roughly in chronological order. All must establish a distinction between final stable consonants and those pronounced only in liaison (e.g. the liaison [ z ] in deux 'two' vs. the stable [ z ] in douze 'twelve').

The truncation analysis coincides with the early phase of generative phonology (Milner 1967; Schane 1968; Selkirk and Vergnaud 1973; Selkirk 1974). It reljes on a general rule that deletes word-final consonants in non-liaison contexts. Liaison, then, results from the non-application of deletion (chapter 68: deletion). Stable final consonants escape the truncation rule either because they are lexically specified as exceptions to it or because they are followed by a final ("protective") schwa. This schwa makes the rule inapplicable and is itself subject to a later deletion rule. One intriguing feature of this analysis is that liaison forms, which may be considered marked, result from the simplest derivation, while non-liaison forms and stable fual consonants, which are in no way exceptional, involve deletion rules or special devices.

Suppletive analyses (Gaatone 1978; Klausenburger 1984; Green and Hintze 1988; de Jong 1994; Perlmutter 1998; Plénat 2008) consider that the liaison and nonliaison forms of a word are listed separately in the lexicon (e.g. /do, doz/ for (felta). Words ending in a stable consonant have a single allomorph (e.g. /duz/ for donze) (CHAI'TER 99: PHONOLOGICALLY CONDITIONEU ALLOMIORI'H SELECTION)."

[^404]The development of non-linear phonology has renewed the interest in final LCs, represented as floating segments with respect to the skeleton (chaptel 54: the skeleton), the syllable, or both (Booij 1983; Clements and Keyser 1983; Hynaan 1985; Encrevé 1988; de Tong 1990, 1994; Tranel 1990, 1996, 2000; Prunet 1992; Scullen 1993; Paradis and El Fenne 1995; Davis 2000; Wauquier-Gravelines 2005, 2009; Nguyen et al. 2007; cf. Tranel 1995a, 1995b for an elaborate discussion and comparison of the different autosegmental accounts). Consonants left floating remain unpronounced, as is the case for deux produced in isolation (14a). Floating segments make it to the surface only when properly inserted into the prosodic structure, typically by filling a follow'ing empty onset position, as in (14b). As in truncation approaches, liaison and non-liaison allomorphs are derived from a unique underlying form. Fixed and liaison consonants, however, are representationally distinct, fixed ones being prosodically anchored in the lexicon, as shown in (14c) for donze 'twelve'. This representational approach simultaneously avoids specific deletion rules and the exoeption devices needed for stable consonants, but it involves more complex lexical representations (see Côte 2008 for arguments against the floating approach to LCs). ${ }^{10}$
a.

b.

c.


$$
\rightarrow \text { [duz] }
$$

Final consonant accounts are challenged by instances of LCs that appear to be separated from the preceding word by an intonational boundary or some lexical material. Ledison has regularly been shown to occur across pauses and intonational boundaries ( Agren 1973; Morin and Kaye 1982; Lucci 1983; Green and Hintze 1988; Tranel 1990; Post 2000; Morin 2003; Miller and Fagyal 2005). This phenomenon can be observed in standard parenthetical structures ((15a), from Morin 2003) and in colloquial right dislocation constructions (15b) (Tranel 1990; Côtè 2005; Plénat 2008). Crucially, stable final consonants do not cross the intonational boundary in the same constructions.
a. un robuste, mais petit, enfant 'a robust, but small-masc, child'
b. j'en ni un, ami
'I of-it have one-masc, friend' $\qquad$
[œ̃๒วbyst nepœti tāfā]
[3ãnece nami]

[^405]A verbal marker [ $t$ ] has also been identified, although its morphemic status is not as firmly established as that of plural [z]; Morin and Kaye (1982) describe verbal [ $t$ ] as involving a sort of "nnorphologized epenthesis." This [ $t$ ] seenns to be an extension across verbal forms of the liaison [t] that is standardly triggered by a subset of persons, verb classes, and tenses (19).
(19) a. le corps sera exposé [... sceratakspoze]
'the body will be exhibited'
b. image qui m'est venue dl'esprit [... vienytalespsi]
'image that me is come to the mind' = 'image that came to my mind'
Finally, the morphernic account has been applied to prenominal singular adjectives: the liaison [t] in grand arlore 'big tree' [grảtasbr] has been treated as a suffix to grand, comparable to a case marker (Morin 1992), and as a prefjx to Word2 (Klausenburger 2001; Morin 2003).

### 3.1.4 LCs as initial consonants of Word2

The affiliation of LCs to Word2 is taken a step further by Ternes (1977), who conceives liaison as a case of initial consonant nutation: LCs belong to the following word and vorvel-initial words subject to liaison have several variants, for example [ami], [tami], [nami], and [zami] for ami 'frient'. The correct variant is selected by the preceding context. The initial approach to LCs has been applied nore restrictively to LCs before enclitics (5c): $y$, en in imperative constructions and ill(s), elle(s), on in subject inversion are lexicalized as [zi zả til tel tỉ] (Morin 1979, 1986; Côté 2005, 2008). This analysis is supported, among other evidence, by non-standard imperative forms as in (20), with an obligatory [z] after another enclitic.
dome-moi-[z]-en 'give ne of-it' [dərımwazā]

### 3.1.5 LCs as part of larger constructions

Finally, LCs have been viewed as part of constructions larger than the word that are (partially) lexicalized (Bybee 200la, 2001b, 2005; Dugua 2006; Chevrot et al. 2007,2009 ). Constructions may be inore or less specific: general constructions like [DET NOUN] coexist with more specific ones like [m'a/one' NOUN] maxs or [ $\mathrm{m} / \mathrm{m}$ [-n-] (vowel) noun] masc: This last construction establishes a liaison [ $n$ ] between $m$ and a masculine vowel-initial noun. The assumption is that more specific constructions apply first but are subject to a generalizing pressure from the less specific (and more frequent) constructions. Liaison is involved in highly specific constructions, whose strength and maintenance are argued to depend on their frequency of usage.

LCs uccur at the boundary of Wordl and Word2, which prevents an a priori determination of their lexical affiliation with either word. We should not be surprised, then, by the available range of conceptions of LCs, which covers the full distance between Wordl and Word2. A schernatic representation of the distance between I.Cs and their adjacent words appears in (21). LCs analyzed as final and initial consonants are most closely associated with Word1 and Word2, respectively. Suffixes and prefixes are partially independent from their host. LCs in epenthetic or constructionist approaches are equally (in)dependent from both words and lie at an equal distance from then.
and perceptual weakness of LCs also challenges morphemic accounts, in that consonants with a morphentic status have been shown to be longer than corresponding non-morphemic consonants, for exanuple the inflectional [s] in English iwrecks ws. the non-morphemnic [s] in Rex (Walsh and Parker 1983; Losiewicz 1992). If LCs were morphemic (prefixes or suffixes), their shorter duration would be unexpected. One issue in interpreting these acoustic/perceptual results, however, is that they combine different liaison contexts, without dist inguishing LCs that are associated with specific morphological categories (in particular the plural [z]) fromt those that appear to be strictly lexical (following invariable words or singular adjectives). It is in fact the latter type, in particular prenominal singular adjectives, that has been used predominantly, sometimes exclusively, in most studies. A morphemic analysis of other types of LCs therefore remains to be investigated.

A number of experiments have also tested the productivity of liaison with words that do not normally appear in liaison contexts (Morin 1992; El Fenne 1994; Sampson 2001). Adjectives that are either novel or usually appear postnominally (as most adjectives do in French) are tested in adjective + noun sequences. Liaison applies variably in this situation, a result that has been used to argue both for and against a final-consonant analysis of LCs (Paradis and El Fenne 1995; Côté 2005). But since the variability of liaison in nom + adjective sequences is now acknowvedged, it is difficult to draw firm conclusions.

The acquisition of liaison by children is a growing area of investigation. Categor ical liaison is mastered by the age of five; variable liaison develops until nuch later, adults varying considerably in their control and use of it. The acquisition process is characterized by numerous forms that depart from the target ones. Five main categories of mistakes involving liaistom ar'e identified (see Dugua 2006: 114-137): the substitution of the expected LC by an erroneous one (23a), the omission of a LC in categorical liaison contexts (23b), the insertion of a LC in non-liaison contexts (23c), the substitution of a stable initial consonant by a LC (when the initial consonant corresponds to a possible LC) (23d), and the omission of a stable initial consomant (23e).

| child | adult |
| :---: | :---: |
| [otan] | [ônan] |
| [deetwal] | [dezetwal] |
| [papanegl] | [papagg] |
| [епп¢и) | [0е\%\&br] |
| [oscus] | [ezzbs] |

These mistakes are sensitive to different contextual factors, and their relative frequency evolves over time. On the basisis of both experimental results and the analysis of spontaneous productions, different developmental scenarios have been elaborated. It is generally agreed that in the early stages of the acquisition of liaison, around the age of two to three, LCs appear to be encoded as initial consonants of Word2, in conformity with a preference for CV syllabifications (e.g. nami, tami, zami for ami 'friend') (see Chevrot et al. 2005, 2009; Chevrot et al. 2007 for arguments and references). The acquisition of liaison then consists, for the child, in identifying the contexts in which each of these variants should be used.

Subsequent stages are more controversial. Morel (1994), Wauquier-Gravelines ( 2005,2009 ) and Wauquier-Gravelines and Braud $(2005)$ consider that LCs belong
syntactic relationship holding between vous and écouter in the second example. ( 26 c ) displays a noun-adjective structure that excludes liaison with singular nouns, while ( 26 d ) corresponds to an adjective-noun sequence typically involving liaison. The pair (26e, 26f), from Prunet (1992: 42), differ in whether the PP introduced by ì is a complement of dire or partait; only in the laiter case is liaison between partait and à possible.

$$
\begin{align*}
& \text { a. allez-vous écouter [alevuekute] (no liaison) }  \tag{26}\\
& \text { 'go you-ple listen' = 'are you going to listen' } \\
& \text { b. allez vous écouter [alevuzekute] (categorical liaison) } \\
& \text { 'go you-PL listen' = 'go listen to yourselves' } \\
& \text { c. Snunt anglais [savããgle] (roliaison) } \\
& \text { 'savant English-masc' } \\
& \text { d. snvant Anglais [saväi(t)ãglz] (variable lıaison) } \\
& \text { 'knowledgeable-masc Englishman' } \\
& \text { e. Il fallait dire quion partait a Marie [...diskjpanteămaki] } \\
& \text { 'it needed saty that one/we left to Marie' (no liaison) } \\
& =\text { 'somebody had to tell Marie that we were leaving' } \\
& \text { f. it fallait dire qu'on partait ì Paris [...diskōpaste(t)apasi] } \\
& \text { 'it needed say that one/we left to Paris' (marginal liaison) } \\
& =\text { 'somebody had to say that w'e were going to Paris' }
\end{align*}
$$

Traditional descriptions of liaison essentially present liaison contexts as sequences of standard parts of speech such as noun and preposition. Such lists are viewed as carrying little explanatory power, and more theoretically oriented analyses have tried to subsume these contexts under unified configurations, prosodic or syntactic. At a more conceptual level, syntactic approaches also raise the question of whether a phonological process (insofar as liaison is such a process) may refer directly to syntactic structure. Alternatively, frequency of co-occurrence has been proposed as an explanatory factor of the degree of cohesion between Word1 and Word2. Structural and frequency-based approaches are briefly reviewed below.

### 4.1 Structural approaches

Syntactic accounts of liaison contexts follow in part the evolution of syntactic theory and approaches to the syntax-phonology interface. They establish a syntactic configuration or domain in which liaison applies. Proposals rely, directly or indirectly, on a small set of morploosyntactic distinctions: (i) a distinction between lexical and functional categories; (ii) a distinction between specifierhead and head-complement relations; (iii) a distinction between inflected heads, marked for person or number, and non-infected heads. A representative schema is given in (27) and exemplified with the NP mes amis américains 'my friends American'. Jiaison is categorical between a specifier (the determiner mes) and a head (the noun ainis), and variable between an inflected head (the plural amis) and a following complement (the adjective américains). Note that a singular noun would not trigger liaison, hence the inflectional restriction on liaison in the head-complement configuration.

According to de Jong (1990), the categorical-variable distinction in liaison contexts corresponds to different prosodic levels. Alternatively, one may exploit the variability in prosodic parsing: liaison is systemtatic within PhPs but its optionality in certain contexts results from the possible restructuring of adjacent Ph P . If Wordl and Word2 belong to different PhPs, these may merge if Word1 is infilected, Word2 is in the complement of Word1, and the second PhP is non-branching; see Post (2000) for a discussion and assessment of this type of approach.

More recently, Davis (2000) has proposed to associate the domain of liaison with the concept of Extended Projection (EP), a syntactic unit defined as a combination of a functional and a lexical category. This approach differs from the preceding ones in that all word categories project a phrasal level, rendering irrelevant the distinction between heads and specifiers. Liaison applies obligatorily within EPs, and its variability in several contexts is attributed to independent factors: variable underlying representations, with and without a fïnal latent consonant, and interference from prosodic structure and the number of syllables. Unlike all previous approaches, the EP domain predicts liaison to be impossible after lexical categories (except prenominal adjectives). Occurrences of liaison after nouns and verbs, which remain marginal in informal speech, follow from the possibility of using the left edge of a PhP (a prosodic category) rather than that of an EP as a liaison boundary. ${ }^{13}$

Although they invoke similar concepts, these analyses make different predictions. The sentence in (28), which contains nine potential contexts of liaison, is used to compare four specific proposals: $\mathrm{X}^{\prime \prime}$ (Selkirk 1974), PlP (de long 1990), c-command (Prunet 1992), and EP (Davis 2000). For each context, Table 112.1 indicates the prediction of each analysis and, for comparison, its relative frequency in real speech, based on the generalizations in (5), (6), and (7) above, complemented with Morin and Kaye's (1982) observations. The contexts are listed in order of frequency. We may consider that all contexts involve a relationship between a head and a syntactically dependent element, except 2 and 8 .
(28) le petit enfant a vait appris aux hommes attentifs $\frac{\text { à }}{2} \frac{1}{6}$ ses prouesses à $\frac{\text { à }}{8}$
voler sans ailes
9
'the small-masc child had taught to-the men attentive to his feats to fiy without wings'

In only the first and last contexts do all the analyses make exactly the right prediction. Otherwise all underpredict and overpredict liaison in at least some contexts. The adjective + noun context (petit enfont) is wrongly predicted to be obligatory, but this is consistent with the earlier classification of this context as categorical. A past participle followed by its prepositional complement (npzris nux hommes) is predicted not to trigger liaison, since Wordl (appris) is not inflected. Liaison is indeed rare, but not unattested, as shown by Morin and Kaye (1982). On the other hand, a plural adjective followed by its complement (attentifs id ses

[^406]Table 112.1 Status of liaison in the nine contexts in (28), as observed in real speech and predicted by four analyses

|  | conters | obserced | Selkirk 1974 | de Jong 1990 | Prunet 1992 | Davis 2000 ${ }^{14}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | Det+N (40) | sategorical | obligatory | obligatory | obligatory | obligatory |
| 1 | Adj+N (5a) | frequent | obligatory | obligatory | obligatory | obligatory |
| 9 | Prep+NP (5b) | variable | obligatory | frequent | formal style | variable |
| 3 | Aux+Past part (5d) | variable | obligatory | frequent | obligatory | obligatory |
| 6 | $\mathrm{N}_{\mathrm{pl}}+$ Adj (5e) | infrequent | s'ar'mble | rare | formal style | no |
| 4 | Past part+PP (5d) | marginal | no | no | no | no |
| 7 | $\mathrm{Adj}_{\mathrm{Ff}}+\mathrm{PP}$ | no | variable | rare | formial style | no |
| 2 | Subj+V (6a) | no | no | no | no | no |
| 8 | $\mathrm{N}+$ non-comp | no | no | no | no | no |

prom:sses, context 7) should trigger variable liaison, as nouns and verbs do in similar configurations, but the absence of liaison after postnominal adjectives has often been noted (e.g. Morin and Kaye 1982; de Tong 1994; Davis 2000).

Syntactic approaches, direct or indirect, contrast with strictly prosodic ones, where prosodic domains are defined by intonational and durational patterns rather than syntactic structure. It is traditionally claimed that liaison is only realized inside a rhythmic or accentual group, therefore never between a stressed vowel and a following word (e.g. Béchade 1992; Léon and Léon 1997: 40; cf. Morrison 1968). A more recent and theoretically driven attennpt to establish the Accentual Phrase (AP) as the domain of liaison is presented in Scarborough and Jun (2003).

Structural accounts of the relationship between Wordl and Word2 raise a number of general objections, and have failed to receive solid support from corpusbased or experimental testing. Fougeron et al. (2001a) found a strong positive correlation between liaison and syntactic distance (neeasured as the number of nudes separating Wordl and the common ancestor of Wordl and Word2); this confirms the basic intuition that Wordl and Word2 tend to be syntactically close in order for liaison to apply. But studies of read speech corpora indicate that c-conunand, the PhP, and the AP are not good predictors of liaison, either because liaison is often realized outside of the proposed domains (i.e. without c-command and across PhP boundaries, but only rarely across APs) or because liaison is not realized in a large proportion of potential liaison contexts within these domains (liaison is not produced in 50 percent of liaison contexts with c-command, against 49 percent within APs and 24 percent within Phl’s) (Fougeron et al. 2001a; Fougeron and Delais 2004; see also Post 2000).

Cenerally, syntactic approaches predict a homogeneous behavior of liaison across categories, admitting a distinction between functional and lexical ones. This is not the case. On the one hand, non-prenominal adjectives almost never trigger liaison, unlike other lexical categories, nouns and verbs. Adverbs, which tend to

[^407](Culetto 2008). Fougeron et al. (2001a) and Fougeron et al. (2001b) observe that the frequency of the Word1-Word2 sequence is a better predictor than transitional probability, but a general statistical nodel is not yet in sight.

## 5 Conclusions

French liaison offers a microcosm of the challenges of linguistic analysis. Although typically classified as a phonological process, it lies at multiple interfaces, involving internal and external dimensions: morphology, syntax, and the lexicon, dialectal and sociolectal variation, registers, and spelling. This complexity has motivated the inclusion of liaison in a number of important conceptual debates, such as those surrounding abstractness, representations, and usage.

The last 50 years of study of liaison have seen a shifting balance between formal elegance and empirical adequacy, data idealization, and analytical scattering. One central goal of this chapter has been to convey a sense of the empirical and conceptual richness involved. With respect to the lexical status of LCs, the traditional relationship between the LC and the preceding word has been loosened, by establishing a morphological or sentantic notivation to liaison that is independent of Wordl, introducing prosodic or lexical material between Wordll and the LC, or dissoc iating liaison from Wordl's morphological paradigm. Studies of liaison contexts have revealed the deficiencies of global structural accounts, syntactic or prosodic. It is hoped that the recent surge of experitnental and corpus-based research will lead to new analytical developments on both issues.
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## 8 Sonorants

Bert Botma

## 1 Introduction

The class of sonorants includes vowels, semi-vowels, liquids, and nasals, with the sonorant consonants sometimes being referred to as "resonants" (e.g. Laver 1994). There is abundant cross-linguistic eviclence for natural class behavior of these segments. For example, in languages where consonants can be syllabic, the class of syllabic segments is almost always restricted to sonorants (Imdlawn Tashlhiyt Berber is an exception; see Dell and Elmedlaoui 2002). Further, there are quantity-sensitive languages in which the set of weight-bearing segnents is restricted to sonorants, or to a subset thereof (see Zec 2007 and chapter 57: Quantity-sensitivity for examples). Similarly, in languages where consonants can support tone contrasts, the consonants involved are alınost always sonorant (e.g. Yip 2002). In addition, in languages which permit complex onsets, the second element is typically restricted to a sonorant consonant (disregarding sC dusters). Taken together, these observations suggest a distinctive feature, e.g. [sonorant], which distinguishes sonorants from obstruents (i.e. plosives and fricatives). These examples further suggest that the most straightforward evidence for the class behavior of sonorants comes from their patterning with respect to suprasegmental aspects such as syllable structure, moraic structure, and tone - an observation to which we return in $\S 3$.
While the class of sonorants is well established, there are a number of issues relating to sonorants which are a matter of debate. This chapter focuses on three such issues:
(i) How should sonorancy be represented in a theory of segmental structure? (§2)
(ii) How should less straightforward cases of sonorant class behavior be accounted for, in particular those cases in which voiced stops and voiced fricatives display sonorant-like behavior? (§3)
(iii) How should sonorancy be defined phonetically? (54)

On closer inspection, each of these issues pertains to the relation between sonorancy and voicing. Any approach to sonorancy inust do justice to the observation that voicing in sonorants is never contrastive (see §2.3), but nlay nevertheless be
phonologically active. $\S 2$ considers a range of proposals that have been advanced to account for this observation, and also provides a more general discussion of laryngeal nodifications in sonorants. The relation between sonorancy and voicing is also relevant in the class behavior of sonorants and voiced stops and fricatives, which is considered in $\S 3 . \S 4$ reviews a number of possible phonetic correlates of sonorancy. It will be suggested that sonorants are best characterized acoust ically, in terms of a clearly marked formant structure - a position that is perhaps most closely identified with the work of Ladefoged (e.g. 1971, 1982, 1997). It will also be suggested, somewhat more tentatively, that the class behavior of sonorants and voiced obstruents is phonetically natural to the extent that both are voiced, with the latter involving "active voice facilitation," although there is some reason to believe that aerodynamic correlates may also be relevant.

In what follows, my concern will be with the class of sonorants as a whole. Thus I will have little to say about the specific properties of sub-types of sonorants, some of which are discussed in other contributions (e.g. Cilapter 15: GLIDES; CHAPTER 30: THE REPRESENTATION OF RH@TICS; CHAPTER 31: LatERAL consonants), or about the relation between sonorancy and syllable structure (for this, see e.g. chapter 33: syllable-internal structure; chapter 49: sonokity; CHAPTER 53: syllable contact).

## 2 How should sonorancy be represented in a theory of segmental structure?

### 2.1 Representations of sonorancy

Different proposals have been made regarding the formalization of sonorancy in phonological theory. The mainstrean view, as espoused in Chonsky and Halle (1968; SPE) and subsequent work in Feature Geometry (e.g. Clements 1985; Sagey 1986; McCarthy 1988; Clements and Hume 1995; Halle et al. 2000), recognizes a major class feature [sonorant]. An alternative proposal within Feature Ceometry is the "SV hypothesis," in which [sonorant] is replaced by a "Spontaneous Voicing" or "Sonorant Voice" node (e.g. Rice and Avery 1989, 1991; Piggott 1992, 1993; Rice 1993; Avery 1996). A quite different approach is taken in Dependency Phonology and related frameworks such as Radical CV Phonology, where sonorancy is viewed as a particular manifestation of a vocalic "component" or "element," e.g. |VI (Anderson and Eiven 1987; van der Hulst 1995) or |Ll (Botma 2004; Botma and Smith 2006, 2007). However, while these frameworks assume different "atoms" of representation, they share innportant insights with both SPE and Feature Geometry, as we will see below. Finally, some approaches, e.g. most versions of Flement Theory (see Harris and Lindsey 1995; Harris 1996), do not recognize a feature or "element" representing sonorancy. This section considers each of these approaches in some detail.

In SPE, [sonorant] is assumed to be a "major class feature," together with [consonantal] and [continuant]. What sets major class features apart from other features is that the former are not bound to any particular articulator. Thus, as Kenstowicz (1994:36) puts it, [sonorant] specifies "phonologically relevant degrees of constriction :mposed by essentially any art iculator." However, since segments in SPE consist of unordered feature bundles, najor class features do not have any independent theoretical status.
of the sutput already inheres in the lenition target. This option is not considered in Harris (1996), though it is perhaps compatible with Harris's more recent approach to sonority (see Harris 2006).

Harris goes on to nake a compelling case for rejecting [consonantal], noting in passing that there are few processes in which major class features function as the target or trigger of phonological processes. However, it is questionable whether this last point can be maintained for the feature [sonorant], not just in light of the exantples of sonorant class behavior mentioned in §1, but also in view of the kind of arguments advanced by proponents of the SV hypothesis.

The SV hypothesis can be regarded as an attempt to accord [sonorant] the same status as other, non-mijor class features. The key insight of this approach is that there are two types of phonological voicing: one realized through a laryngeal feature ([voice], dominated by the Laryngeal node) and a property of obstruents (2a), and one through SV ("Spontaneous Voice" or "Sonorant Voice") and a property of sonorants (2b).
(2) a. Obstruent voicing

b. Sonorant voicing


The SV node organizes sonorant features such as [nasal] and [lateral], and acts as both a trigger and a target for autosegmental processes such as spreading and delinking. For example, Piggott (1992) accounts for the nasal harmony pattern of Southern Barasano (discussed in more detail in §3) on the assumption that all targets are specified for SV, which provides a landing site for a harmonic feature [nasal]. Thus a form like [w̄âtī] 'devil' involves association of [nasal] to all SV-specified segments in the word:


Spreading of the SV node itself is assumed to take place in sonorant-induced voicing phenomena, such as post-nasal voicing assimilation (see §2.2).

The function of the SV node is similar to class nodes such as Laryngeal and Place, in that it designates functional feature groupings (see especially Piggott 1993 for an elaboration of this idea). In addition, some phonologists have argued that the unmarked dependent of the SV node is the feature [nasal], which captures the observation that nasals are the unmarked type of sonorant consonants. According
to this view, nasals are underlyingly specified for SV only, with their nasal aspect supplied by a default rule which fills in [nasal] (e.g. Rice and Avery 1991; Rice 1993). However, this assumption seems difficult to combine with an account of post-nasal voicing assimilation in terms of SV spreading (see §2.2).

A difference between class nodes and the SV node is that the latter is construed as having phonet iccontent. This assumption is not unproblematic. Whi.e a distinction between sonorant voicing and obstruent voicing seems well motivated on phonological grounds, the question whether there is phonetic support for this distinction is rather more contentious (see $\S 4.1$ for further discussion). To this extent at least, a more promising approach is taken in Dependency Phonology and related framewrorks, where sonorancy and voicing are viewed as manifestations of a single component, whose interpretation depends on its position in the phonological structure. For exaınple, van der Hulst (1995) represents sonorancy in terms of a |V| in the "head" component of a segment (4a) and voicing in terms of a |V| in the "dependent" component (4b). (The possibility of expressing the relative prominence of voicing can also be used to represent the difference between sonorants and sonorant-like obstruents, as we will see in §3.)
a. Sonorancy
b. Voicing


Van der Hulst further assumes that in (4b) the head may be either an obstruent, i.e. $|\mathrm{C}|$, or a sonorant, i.e. $|\mathrm{V}|$. The latter assumption attempts to do justice to the observation that there are languages in which sonorants trigger voicing. Such processes cannot involve the head |V|, given van der Hulst's (1995: 96) assumption that "dependent properties can spread independently, while heads can only spread together with their dependents." This makes head components similar to major class features, while the possibility of "active" voicing in sonorants is reminiscent of the SV hypothesis.

### 2.2 The relationship betzeen sonorancy and voicing

Phonetically, the natural state of sonorants is to be voiced. Phonologically, this is reflected by the observation that voicing in sonorants is unmarked. Inspection of the UPSID database (Maddieson 1984) reveals that most languages have voiced sonorants only ( 96.6 percent) and that the presence of non-voiced sonorants in a language implies the presence of voiced ones. Furthermore, voicing in sonorants is often redurdant. This has been interpreted to mean that [voice] is underspecified for segments specified as [sonorant] and supplied by default in the post-lexical phonology (e.g. Kiparsky 1985; Archangeli 1988; Lombardi 1994; Steriade 1995).

One phenomenon which suggests that sonorants are underlyingly unmarked for voice is Japanese Rendaku (e.g. Itô and lvlester 1986; Itô et al. 1995; Nasukawa 2005). This concerns a voicing process which targets an initial voiceless consonant of the second member of a compound, converting it into its voiced counterpart, as in /onna + kokoro/ $\rightarrow$ [onna gokoro] 'woman's heart'. Rendaku interacts with a constraint known as Lyman's Law', which bans multiple occurrences of voiced

## 3 Fuzzy class behavior: Sonorant obstruents

While the class of sonorant consonants traditionally includes liquids and nasals, it has been observed that voiced fricatives and voiced stops sometimes also pattern as sonorants, at least with respect to certain pleenorinena. Following Rice (1993), such sounds will be referred to as "sonorant obstruents." This section considers some examples of sonorant obstruents that have been reported in the literature and discusses the kinds of arguinents that have been advanced for treating these sounds as sonorants. The recognition of a class of sonorant obstruents also has repercussions for the phonetic underpinnings of shonorancy (see $\S 4$ ).

Consider first the following data from Turkish. In this language, syllable-final voiced plosives undergo devoicing (7a) while voiced fricatives retain their voicing in this position (7b), like sonorants (7c) (cf. Rice 1993: 332-333):
(7)

| $\begin{array}{ll}\text { a. } & \mathrm{sara}[\mathrm{p}] \\ \text { b. } & \Omega \mathrm{z}]\end{array}$ | 'wine-nom sG' | us. sara[b]i 'wine-acc sc' |
| :---: | :---: | :---: |
|  | 'few' |  |
| $e[\mathrm{v}]$ | 'house' |  |
| c. $\mathrm{gri} i[\mathrm{n}]$ | 'day' |  |
| grize[l] | 'pretty' |  |

Two possible analyses of the Turkish pattern suggest themselves. The first limits the structural description of devoicing to stops, e.g. by specifying the targets of devoicing as [-sonorant, -continuant]. As Rice notes, the problent with this analysis is that it does little more than stipulate that devoicing is limited to stops. The alternative is to specify the voiced fricatives for the same feature as sonorants, e.g. [sonorant] or, in Rice's analysis, SV. This account is more parsimonious, since devoicing can now be restricted to whatever feature it is that obstruents have in common. In Rice's account this is the Laryngeal node, which dominates the feature [voice]. In this analysis, [voice] is therefore a property of voiced obstruents, while the voicing of sonorants, including "sonorant fricatives," is supplied by SV. Rice offers a similar account of the voiced fricatives of Athapaskan languages such as Navajo and Chipewyan.

There is reason to suspect that "sonorant fricatives" may in fact be rather widespread. For exanple, voiced uvular /s/ and pharyngeal / $\mathcal{/} /$ often pattern as sonorants (e.g. chapter 2z: pharvngeal.s). Further, /v/ has been shown to display sonorant-like behavior in languages such as Norwegian (Kristoffersen 2000), Russian (Padgett 2002), Hungarian (Bárkányi and Kiss 2006), and Icelandic (Botma 2008). Hamann (2006) proposes the same for German /v/, providing acoustic measurements (duration, intensity, and harmonics-to-noise ratio) which sluggest that the sound is phonetically a narrow approximant. More generally, Maddieson (1984: 48) observes that in U1PSID, "bilabial, dental and palatal nonsibilant fricatives are found to occur without a voiceless counterpart more often than with one." To the extent that this is due to a difference in markedness between voiced and voiceless fricatives (and not to diachronic lenition, say), specifying these voiced fricatives for [voice] seems ill advised. Their relative frequency could instead support an analysis in which voiceless fricatives are specified for [spread glottis] (e.g. chapter 28: the representation of fricatives). However, it might also be the case that at least some of these voiced fricatives are in fact sonorants. While such a hypothesis is phonetically feasible (vocal fold vibration leads to lower
airstream velocity, making it relatively difficult to produce turbulence), it must of course be demonstrated for each of the sounds in question that they pattern as sonorants phonologically.

One type of evidence that is often adduced for the sonorant status of voiced stops is the presence of oral-nasal alternations such as [b~m] (e.g. Piggott 1992; Rice 1993; Clements and Osu 2002; Botma 20(4). Implicit in this approach is the claim that only sonorants can be nasalized. Phonetically, this claim is not unreasonable. The presence of nasal airflow is antagonistic to the buildup of oral air pressure required for obstruents. This rules out nasalized plosives (provided a different interpretation is given to nasal contours) and makes nasalized fricatives distinctly rare. Voiced nasalized fricatives have been reported in languages such as Inor, Itsekiri, and Umbundu (see Walker 2000 and references there), though it remains to be verified instrumentally whether these sounds are truly fricatives phonetically. Ohala and Ohala (1993) observe that the high rate of airfl.ow required for friction is difficult to combine with a lowered velum, suggesting that many of the sounds described as voiced nasalized fricatives may in fact be approximants. Some phonetic studies have also reported nasal airflow in voiceless fricatives, e.g. in Coatzospan Mixtec (Gerfen 1999). Such nasalization seems to be possible only if there is an adjacent nasalized vowel, and so is presuniably the result of co-articulation.

Oral-nasal alternations involving voiced stops occur in many languages with nasal harmony (see also CHAPTER 78: NASAL HARMONY). In a sub-type of nasal harmony displayed by a number of Amazonian languages, all voiced segments in the harmonic donain are nasalized, including what appear to be voiced obstruent stops phonetically. This gives rise to complementary distribution between voiced stops and nasclls, as illustrated in (8) for Southern Barasano, a Tucanoan language of Colombia (cf. Piggott 1992: 46; see also Smith and Smith 1971). In this language, nasalization spreads rightwards from the leftmost nasalized vowel, skipping any intervening obstruents, as well as leftwards to an immediately preceding nasalizable consonant:
(8) a. "Oral words"


## b. "Harmonic words"

| [kãmõkã] | tle' |
| :---: | :---: |
| [mãnő] | 'none' |
| [ēōnő] | 'mirror' |
| [māsā] | 'people' |
|  | 'going' |

Smith and Smith (1971: 82) note that voiced stops are optionally prenasalized. Their transcriptions suggest that this prenasalization is obligatory in word-initial position.

The complementary distribution of voiced stops and nasals in Southern Barasano suggests that they share a single underlying representation. This is corroborated by patterns of allomorphy of the kind in (9) (cf. Piggott 1992: 47; see also Piggott and van der Hulst 1997):
(9) a. "Oral zuords"
[ji-re] 'to say'
["gahe-ja] 'another stream' [wa-"'bi] 'I went'
b. "Harmonic uords"

| ] | to |
| :---: | :---: |
| [mĩnô-лã] | 'leaf stream' |
| à-mi] | S |

Different accounts have been offered as to the underlying representation of alternating voiced stops. According to one analysis, nasal harmony in languages like Southern Barasano targets all segments specified for [voice], nasalizing sonorants and turning voiced stops into nasals (e.g. Pulleyblank 1989; Noske 1995). The problem with this analysis is that it is stipulative, since it is unclear why voicing and nasalization should have this affinity. Alternatively, it has been suggested that this type of harmony is limited to sonorants (e.g. Piggott 1992; Rice 1993; Botma 2004; Botma and Smith 2007). This analysis implies that the voiced stops in Southern Barasano are "sonorant stops," and as such permits a uniform account of the nasalization process (see e.g. Piggott and van der Hulst 1997, who offer an analysis of Southern Barasano in terms of the spreading of nasality at the level of the syllable).

Botına (2009) ınaintains that soıne Aınazonian languages with a similar harmony pattern, e.g. Yuhup, are best analyzed as having underlying nasals, which denasalize in certain contexts. It is reasonable to assume that this scenario mirrors the historical situation, given the cross-linguistic frequency of nasals. (Perhaps Southern Barasano represents an innovation of this pattern.) Denasalization is also the diachronic source of alternating sonorant stops in other language families. For example, Krauss and Leer (1981) observe that in many Athapaskan languages ${ }^{*} m$ ( < $\left.{ }^{*} \tau u\right)$ and ${ }^{*} n$ have developed into /mb/. /nd / (e.g. in Han, Tanacross, and Southern Slave) or into /b/, /d/(e.g. in Tahltan, Sekani, and Bearlake Slave). In all of these languages these stops still alternate with nasals before nasalized vorvels. In some of them, e.g. in Bearlake Slave, the nasal realization is also still found in certain morphological contexts (Rice 1993).

Further illustration of the sonorant-like behavior of voiced stops comes from West African languages such as Cama (Ebrié), Cbe, and Ikwere. For example, Botma and Smith (2006) observe that Cama, a Kiva language of the Ivory Coast, contrasts two types of voiced stops, which Stewart (1973) describes as "fortis" and "lenis", respectively. The voiced lenis stops pattern with sonorants in that (unlike the voiced fortis stops) they altermate with nasals before nasalized vorwels and do not trigger tone lowering. The voiced labial stop of Cbe, a Kwa dialect cluster of Togo and Benin, also displays oral-nasal alternations, in contrast to voiced alveolar and velar stops (Capo 1981). This /b/ derives from an earlier implosive ${ }^{*} 6$, which in miany African languages patterns as sonorant (e.g. Kaye 1981; Clements 2000): like sonorants, implosives have unnlarked voicing, are disfavored in NC clusters, often display alternations with both liquids and nasals, and fail to trigger tone lowering.

These properties are also characteristic of the voiced "non-explosive" labial stops of Ikwere, an Igboid language of Nigeria. However, Clentents and Osu (2002: 337) observe that these solunds do not pattern with sonorants with respect to their "sonority-related distributional properties," nor do they behave as sonorants with regard to suprasegmental aspects such as tone and wreight. This ambivalence appears to be representative of sonorant obstruents in general, and suggests that the internal structure of these sounds contains both obstruent and sonorant properties. To this end, Clements and Osu propose two distinct binary features, [obstruent] and [sonorant]. The former is an articulatory feature defined in terms of "air pressure build-up in the oral cavity," the latter an acoustic feature defined in terms of "a periodic, well-defined formant structure" (cf. Clements and Osu 2002: 338). Sonorants in this account are [-obstruent, +sonorant], while non-explosives
have been criticized on the grounds that they are unable to account for phenomena that are acoustically motivated, such as the frequent interaction between labials and velars (e.g. Hyman 1973). The appropriateness of an articulatory characterization of [sonorant] has also been questioned, perhaps nost notably in the work of Ladefoged (e.g. 1971, 1982, 1997), who maintains that sonorancy is best defined in acoustic terms, in line with the previously dominant approach to features of Jakobson et al. (1952).

Central to the SPE approach to sonorancy is the notion of "spontaneous voicing," which Chomsky and Halle clain is different from obstruent voicing, both phonologically and phonetically. The former claim is also the main tenet of the SV hypothesis, as we have seen in §2.1. However, it is not clear whether proponents of this hypothesis also take sonorant voicing to be phonetically distinct from obstruent voicing (cf. e.g. Rice 1993: 341), nor is it clear whether in the SV approach distinct features are required to have distinct phonetic correlates.

There are two gereral problems with spontaneous voicing as used in SPE. The first is that while in SPE spontaneous voicing is a key ingredient of sonorancy, Chomsky and Halle's definition does not in fact require sonorants to be voiced. This has a number of unfortunate consequences. One of these concerns the interpretation of "voiceless" sonorants, which are usually voiceless (at least for part of their duration; see §2.3) despite the fact that their vocal tract shape is conducive to voicing. Another is that in SPE the set of [+sonorant] segments includes the laryngeals, [ $h$ ?]. While these are like stonorants with respect to their vocal tract shape, their laryngeal setting is antagonistic to voicing, and for [?] is in fact incompatible with it. This leads Ladefoged (1971: 109) to qualify this proposal as "counter-intuitive to say the least." An analysis of [h ?] as somorants is also dubious on phonological grounds. Consider the interpretation of the lenition processes in (12), both of which are common sound changes in languages of the world (see e.g. Campbell 2004 for examples).

$$
\begin{align*}
& \text { a. } f s x>h  \tag{12}\\
& \text { b. } p t k>?
\end{align*}
$$

McCarthy (1988) argues that these processes are best treated as involving the loss of oral place features, which leaves behind segments specified for laryngeal structure only. According to this interpretation, [h ?] are therefore "defective" obstruents, like the "complete" obstruents from which they are derived. Notice further that [ $h$ ?] also do not display class behavior with sonorants with respect to the properties mentioned in §1. Laryngeals are never syllabic or tonal, nor do there seen to be any languages in which they are weight-bearing to the exclusion of non-sonorants.

The second problent with spontaneous voicing is that the phonetic evidence which Chomsky and Halle adduce for it is questionable, as pointed out by Ladefoged (1971), among others. Twenty-five years later, in joint work with Maddieson, Ladefoged sees no reason to change this view:

[^408]vorvels and in voiced continuant consonants such as nasals is normally maintained in stops that are phonologically voiced. (Ladefoged and Maddieson 1996: 50)

If sunorants and voiced obstruents do not differ in the laryngeal physiology of their voicing, then the difference between them must lie in the effect that the supralaryngeal configuration has on vocal fold vibration. Sonorants involve an unconstricted vocal tract, so that in these sounds sustained voicing is possible. Obstruents, on the other hand, involve a constricted vocal tract, which for aerodynamic reasoms inhibits vocal fold vibration (e.g. Ohala 1983). The effect of this is that voiced obstruents lack a well-defined formant structure. This is presumably the reason why in many languages sonorants behave as a class to the exclusion of both voiceless and voiced obstruents. A case in point is a language like Dutch, where final devoicing targets voiced obstruents (13a) but leaves sonorants unaffected (13b).

| a. bed | $/ \mathrm{bed} /$ | $[\mathrm{b} \varepsilon \mathrm{t}]$ | 'bed' |
| :--- | :--- | :--- | :--- | :--- |
| reis | $/ \mathrm{r} \varepsilon \mathrm{is} /$ | $[\mathrm{r} \mathrm{\varepsilon is}]$ | journey' |

cf. | $[$ bed-ə] | 'beds' |
| :--- | :--- |
|  | $[$ reiz-z] | 'journeys'

For a detailed discussion of final devoicing in Dutch and other languages, see e.g. Warner et al. (2004), chapter 69: final devoicine and final larynceal neutralization, and references there.

A possible challenge to the claim that sonorants and obstruents do not differ in the physiology of their voicing comes from tone. Research on tone languages has shown that obstruent voicing often conditions a lower tone on a following vowel, and is in many cases the diachronic origin of low tone (e.g. Matisoff 1973; Bradshaw 1999; Yip 2002; see also Charter 97: tONOGEnEsis). Sonorants generally do not have such an effect, although there are exceptions, such as in Ewe (Snuith 1968, cited in Yip 2002). It could therefore be suggested that the characteristics of obstruent voicing differ from those of sonorant voicing after all. This is the position taken by e.g. Yip, who, following Halle and Stevens (1971), maintains that voiced obstruents involve slacker vocal folds than sonorants. The reasoning behind this is aerodynamic: the oral constriction characteristic of obstruents raises the supraglottal air pressure, which slows down the rate of vocal fold vibration; to counteract this, the vocal frolds are slackened, which lowers the pitch of a following vowel. The degree of oral constriction in sonorants, on the other hand, does not raise the air pressure to such an extent that this inhibits vocal fold vibration.
While this is not the place to focus on consonant-tone interaction in any detail, a couple of brief comments are in order. The experimental findings reported in Hombert et al. (1979) show that both voiced obstruents and somorants trigger pitch lowering in a following vowel, both in tonal languages like Yoruba and in non-tonal ones like English. This is unexpected if obstruent-induced lowvering is caused by aerodynamic factors. Hombert $\varepsilon t \mathrm{nl}$. reject this kind of explanation, arguing instead that in voiced obstruent stops the larynx is actively lowered during the latter part of the stop's closure phase, and that this is responsible for pitch lowering. However, as Hombert et al. themselves note, this account, too, fails to explain why sonorants, whose realization does not normally involve downward novernent of the larynx, also lower the pitch of a following vowel.
best that can be said is that sonorant stops are consistently realized with active voice facilitation, and that the degree of voice facilitation is such that these sounds are voiced throughout their duration.

Thus, while the presence of voice facilitation cannot be used as a diagnostic for the sonorant status of a sound, two reasonable hypotheses can be made. The first is that active voice facilitation is a prerequisite for sonorant but not for obstruent stops. The second is that in languages where sonorant stops contrast with obstruent stops, the former involve a greater degree of voice facilitation than the latter. Support for the latter hypothesis comes from Bearlake Slave, a Northern Athapaskan language, which ountrasts plain, aspirated, and ejective stops, and an additional series of voiced alternating stops. The description in Rice $(1994,2006)$ suggests that the realization of the plain stops is similar to the lenis stops of English. The voiced alternating series, on the other hand, is fully voiced and optionally prenasalized, suggesting a greater degree of voice facilitation. This phonetic difference correlates with a phonological difference. The two types of stops behave differently under perfective formation, where alternating stops are nasalized (14a) while non-alternating ones remain unaffected (14b) (cf. Rice 1993: 322-333; the vowel changes are due to an independent ablaut process):

## (14) a. Alternating stops

-de 'win-imperf'
-nō 'win-PERF'
b. Non-alternating stops
-da 'rlove-fmperf'
-dõ 'move-perf'

Rice analyzes the alternating stops as sonorants, specified for an SV node, and the plain stops as obstruents, unspecified for any laryngeal structure.

Some cases of class behavior of sonorant obstruents and sonorants appear to support the relevance of aerodynamic aspects of sonorancy. The most compelling evidence for this connes from Ikwere (Clements and Osu 2002). This language has a contrast between voiceless and voiced. "explosive" stops, and an additional contrast betwreen voiced and glottalized labial "non-explosive" stops. We saw in $\S 3$ that the latter display sonorant-like behavior (they altertate with nasals, do not occur in NC-cIusters, and fail to trigger tone lowering). Clements and Osu transcribe the non-explosive stops as /b/ and /'b/, noting that they derive from historical labial-velars. Phonetically, /b 'b/ are non-implosive, and they are characterized by the absence of heightened air pressure. /'b/ is pre-glottalized, and as a result voiceless throughout the initial part of the closure phase; the latter part of /'b/ has nudal voicing. /b/ has modal voicing throughout. Importantly, the same is true of the voiced explosive /b/, which also has roughly the same duration as /b/. The contrast between /b/ and /b/ thus resides first and foremost in their air pressure characteristics. This difference certainly also leads to an acoustic difference (otherwise children acquiring Ikwere would not be able to discriminate between the two sounds), but Clements and Osu's data show that this difference does not seem to lie in the sounds' voicing characteristics. If the class behavior of non-explosives with sonorants is taken to be phonetically natural, then this can be achieved either by extending the correlates of sonorancy to include air pressure characteristics or, as Clements and Osu argue, by differentiating between an acoustic feature [sonorant] and an articulatory/aerodynamic feature [obstruent].

Alternatively, it might be argued that the phonetic motivation for class behavior of non-explosives with sonorants lies in the history of Ikwere. Such an account would have to show that the historical labial-velars can be reasonably treated as acoustically closer to sonorants. It is worth noting in this respect that labialvelars are sometimes produced with an ingressive airstream mechanism (e.g. Ladefoged 1968; Cahill 2008). This makes them similar to implosives, which frequently pattern as sumorants (see \$3). It is also worth noting that Ikwere /b 'b/ are velarized, wwhich, as Clements and Osu suggest, ınay be a reflex of their earlier velar articulation (cf. also Ladefoged and Maddieson 1996: 89, 343). Clements and Osu conjecture that velarization expands the oral cavity to such an extent that the non-explosive release of / b ' P / is characterized by ingressive airflow, though, as noted, this does not appear to lead to more prominent voicing.

## 5 Discussion and conclusion

This chapter has considered three issues in the phonology of sonorants: (i) the representation of sonorancy in segmental structure (and its relation to laryngeal contrasts); (ii) the interpretation of fuzzy class behavior of sonorants and sonorant obstruents; and (iii) the phonetic correlates of sonorancy. As the preceding discussion makes clear, the thread that runs through these issues is the relation between sonorancy and voicing.

The main challenge facing a theoretical interpretation of sonorancy is to provide an adequate account of the observation that voicing is never contrastive in sonorants, but may nevertheless be required in their phonological specification. A further challenge concerns the observation that if voicing is not contrastive in sonorants, then sonorants evidently entertain a different relationship with laryngeal contrasts than do other segment types, such as stops and fricatives. It would seem that none of the segmental theories currently on offer can account for this difference in any straightforward way. A further challenge is posed by the class of "voiceless" aspirated sonorants, whose sonorant status is not entirely clear.

The relation betwreen sonorancy and voicing is also relevant in the interpretation of fuzzy class behavior of sonorants and voiced stops and fricatives. In some languages where this is observed, such as Southern Barasano, the relevant class consists of all voiced sounds of the language, viz. sonorants and voiced stops, suggesting that the latter function phonologically as sonorants. In other languages, such as Cama and Bearlake Slave, some voiced sounds pattern with sonorants whereas others do not. In such languages, it appears to be the case that the sonorant obstruents involve active voice facilitation, inanifested phonetically by such gestures as prenasalization and implosion, making their voicing more prominent than that of their voiced obstruent congeners.

Finally, the relation between sonorancy and voicing is also important with regard to the phonetic underpinnings of sonorant class behavior. There is good reason to believe that class behavior of true sonorants is phonetically natural in that these sounds are characterized by a clearly defined formant structure, an acoustic property which sonorants share to the exclusion of other sounds. Such a characterization is not only simpler than an articulatory one but also avoids the dubious notion of spontaneous voicing, for which little phonetic support has been found. The class behavior of sonorants and sonorant obstruents seeıns natural to the extent
that both involve sustained vocal fold vibration. However, in some languages, such as Ikwere, sonorant stops do not appear to differ from their obstruent counterparts in terms of their voicing characteristics, suggesting that in this language sonorancy correlates with a combination of periodicity and lack of supraglottal air pressure buildup. While this is perhaps a "far-fetched notion," as Ladefoged asserts, there is recent evidence that listeners do indeed make use of the multisensory integration of perceptual events. Gick and Derrick (2009) show that $p_{\pi} / b_{a}$ syllables are more likely to be heard as aspirated by English listeners (i.e. causing themt to mishear $b$ as $p$ ) when these are accompanied by cutaneous air puffs at the right hand or the neck, suggesting that information from the auditory and the tactile domain may combine to form a sillient psychological percept. We should not be surprised, then, to find that similar multisensory integration is found within the auditory domain itself.
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## 113 Flapping in American English

Kenneth J. de Jong

## 1 Original insights

In the nid-1930s, several scholars of American English from around the USA noted a peculiarity that, apparently, was becoming a per vasive and characterizing feature of the production of coronal stops in certain intervocalic positions. A highprofile notation of the phenomenon was by John Kenyon in the sixth edition of American Prommcintion, where he notes the presence of $/ t / s$ that are voiced in American, as opposed to British, productions. What gathered more original scholarly attention to this phenonenon is the question of how to characterize these productions. Haugen (1938) noted in particular that the productions of $/ \mathrm{t} / \mathrm{in}$ words like pity had become so different from that in words like typical that classifying them as the same segment was becoming untenable, and so he posited the presence of an allophone of / t / in American English.

Haugen noted a variety of aspects of the allophonic variant. Along with Kenyon, he noted the dialectally specific occurrence of voicing and lack of aspiration, but noted in addition a shortening and weakening of the closure. The closure weakening, then, contributes to a classificatory issue as to whether the allophone of /t/ is, in fact, not just a voiced version of the same consenant, but actually crosses into the same phonetic region inhabited by liquid sonorants. In order to evaluate this possibility, he compared the allophone with other liquid sonorants, with British rhotics, e.g. between British porridge and American pottage, with crosslanguage mapping comparisons, and with non-native substitution of rhotics for the allophone, e.g. Italian Annerican siri for city. In addition, there had been many earlier observations of British dialectal variants involving substitution of $/ \mathrm{r} /$ for /t/, noted by Jespersen (1928), which probably indicate the seeds of the characterizing American feature in British dialects. These observations led various scholars, such as Bloomfield (1933), to describe the allophone as a ballistic f.ap (or "flip"). In these early discussions of segmental classification, a prominent issue is how to deal with the apparent level of variability in the voiced allophone, with Haugen (1938) suggesting that the variability in production is general to the nature of these sorts of ballistic rhotics. Oswald (1943), on the other hand, suggests three dist $u$ guishable outcomes - a voiced stop, a tap, or a "flip" (presumably, a
coronal approximant) - but also states his belief that the three representations are probably just artificial divisions of a single continuuna.

Complicating the analysis of the phenomenon was the realization by Kenyon (1936) that the process is sometimes a neutralizing process, collapsing productions of /t/ with those of $/ d /$. Again, earlier works had noted dialectal (Wright 1905) or lexically specific (Krapp 1919) substitution of /d/for / t / in the flapping environment. While the general discussions in the 1930s usually did not treat the process as neutralizing (Bloomfield 1933; Twaddell 1935; Trager 1942), both Haugen and Kenyon noted that actual neutralization of the $/ \mathrm{t} /-/ \mathrm{d} /$ contrast can occur in the speech of some speakers. Еven more striking, Oswald (1943) a little later documented the pervasive nature of the neutralization, in an experiment in which high school students were asked to produce and identify 14 pairs of potential homophones in sentential contexts; there was no difference in identification of items produced with orthographic $t$ and $d$. However, Haugen (1938) in particular noted that the duration of the preceding vowel might not be neutralized, and suggests this as an important area of research. Also of interest in these discussions is the question of whether the outcome of the process is directional, creating [d] from /t/, or whether, as claimed by Haugen (1938), the process collapses both /t/ and $/ \mathrm{d} /$ into a third category, as is typical of later analyses.

A second major subject of the early discussions concerned how to characterize the context in which the allophonic shift happens. Haugen (1938), for instance, corrected Uldall's (1934) claim that voicing shift happens in final position. He then went on to summarize Kenyon's claims with a fairly simple formula for the allophone's occurrence:
$[I] t$ cannot occur unless it is preceded by a vowvel or a sonorant $(n, l, r)$, and is followed
by an unstressed syllable-forming element (vowel, $l, r$, but not the homorganic $n$ ).
$(1938: 631)$

His basic analysis has withstood the test of time; it is rennarkably similar to those found in most of the subsequent discussions of the phenomenon (e.g. Kahn 1976; Hayes 1995).

One complicating aspect of the early observations is a failure to distinguish cases which later would be treated as a slightly different phenonienon, the glottalization of /t/ in word-final position. Thus, Kenyon's (1936) treatment considered the lack of aspiration in a sequence like get here as another eximple of the same fapping phenomenon, complicating his analysis of the overall pattern of occurrence.

Haugen (1938) noted various segmental restrictions on the rule as well. Specifically, he noted that a preceding consonant does not block the weakening, nor do following syllabic consonants, except $/ \pi /$. He also noted that the flapping of /t/ is gradiently sensitive to consonant context, with greater weakening after $/ n /$ than $/ r /$; Oswald similarly suggests that the outcome of the process after /r/ is actually a voiced stop. Further, in the post-nasal context, Haugen noted that both the stop and the homorganic nasal are subject to weakening. He also noted greater weakening before /r/ than before /l/.

Whie the early works on fllapping thus covered much of what is currently known about the phenomenon, although only in seminal form, one aspect of the phenomenon that is wholly absent is the question of how and whether this segmental effect might generalize beyond the coronal consonants. In all of the treatments in
process might be profitably understood in terms of a gradient set of production constraints whose application is determined by the exigencies of speech rate and segmental context. This gradient variation, then, becomes quantized in the acoustic domain, yielding quasi-categorical output variation. Fujimura (1986) similarly suggested that fapping might be the output of tongue-jaw interactions, such that lower jaw positions tend to weaken and retract coronal closures, yielding the typical acoustic effects of flapping.

If this is the case, it raises the question of whether the flapping phenomenon requires any categorical shift at all, i.e. it could be, then, that flapping results from the dynamics of the speech motor system, rather than from a specification of a categorically different speech goal. To make this sort of explanation tenable, it is necessary to link the conditions on the occurrence of flaps to processes that would yield the appearance of flapping as a by-product without the need to stipulate an overt rule. The advantage to this approach is potentially on two fronts. First, if a general characterization of the prosodic and segmental conditions of the flapping rule will get the outcome of fapping automatically, the statement of an additional phonological process becomes superflunus. Developing models of prosodic and segmental dynamics is a pressing research goal in its own right, and if it obviates a phonological rule, so nuch the better. Second, this approach would likely be annenable to explaining the troublesome variability in the outcome of the rule that has been noted since the earliest detailed descriptions of the phenomenon.

De Jong (1998) reported a series of analyses that attempt to explain flapping in this way, as it occurs in a small corpus of singleton consonants in coda position before a vowel-initial word. This study corroborated Oswald's (1943) impressions that the stops vary in transcription along a continuum from a flap to a fully articulated $[t]$, with many instances of orthngraphic $t$ being transcribed as a fully articulated [d]. While this continuum of weakening would appear to be anmenable to explanation as an articulatory-to-acoustic by-product, the acoustic and articulatory analyses in de Jong (1998) failed to find any straightforward way of characterizing the articulatory processes that would yield the right impressionistic outcomes. The candidates examined there included jaw dynamics and timing models, both of which failed to make the right predictions concerning causal factors. For example, while jaw mechanics would suggest that f.aps result from lower jaw positions, the data indicate no systematic difference in actual jaw position during the occlusion for flaps and stops. Similar problems were found for treating flapping as a sort of durational undershoot induced by the proximity of neighboring vowels. Here, while there are different tongue body positions for flaps and stops, such that the tongue body is closer to the positioning for the vowel with flaps, this difference in overall lingual posture is more apparent during the closure itself then it is during the vowel that is supposed to be driving the occurrence of flapping.

Fukaya and Byrd (2005) examine the dynamics of overlap between the consonant and vowel in the / $t /$-flapping cases in greater detail, adding an additional condition in which a phrase boundary follows the target stop. They find that the transcribed flaps in different conditions with different talkers exhibit different kinematic patterns. One general observation from their data is that, despite the traditional description of faps as being "ballistic" in nature, there is no apparent increase in the acceleration peaks for flaps over non-flaps. In general, what is consistent across events transcribed as flaps is the occurrence of a short acoustic
with glottal trans-illumination (de Jong et al. 2002) find three very distinct glottal movement patterns for $/ \mathrm{t} / \mathrm{s}$ in different conditions. Onset and typical slow-rate coda $/ \mathrm{t} / \mathrm{s}$ exhibit large glottal openings corresponding to aspiration; in coda $/ \mathrm{t} / \mathrm{s}$ the glottal opening may fluctuate with a glottal closing gesture corresponding to glottalization; at fast rates, productions of coda /t/ typically exhibit no large glottal movements, yielding what would be perceived as instances of flapping. Thus, even in extreme production circumstances, glottalization is a distinct outcome front flapping.

However, this does not solve the larger problem of understanding how the environments for flapping and glottalization get resolved. Selkirk (1982) noted the inherent competition for targets between these two processes, and differentiated them by reference to a release feature on the target; consonants in the flapping environment have a release characteristic in the relevant prosodic donain, while glottalized targets are final and unreleased. Thus the apparent difference between the two would be one of prosodic domain, whether a boundary corresponds to the consonant release. However, there are obvious cases in which coronal stops in the glottalization position are flapped, even though the constraints on the flapping rule are not met. An example of this is in function word clusters such as at all. Here, the ntedial stop is typically flapped, even though the following vowel is stressed (cf. atoll, which has an aspirated stop). These forms suggest a possible role of word sequence frequency in triggering the rule, although it is not clear how such a trigger would work in descriptions of the process.

Other research in prosodic conditioning of flapping locates the level of affiliation at a lower level, the level of the syllable. All logically possible affiliations of the affected stops have beer espoused. Selkirk (1982), due to the geлeral observation that the onset allophone is really the odd man out, suggested that the consonant weakening is due to the stop being resyllabified for in the case of cross-word-boundary application, syllabified) as a coda. Davis and Summers (1989) concur with this analysis. Kahn (1976) and Gussenhoven (1986) - to creare a structure that would disti rguish the flapping environment from the coda environment which wrould trigger glottalization - posit ambisyllabicity as the conditioning factor, doubly associating the medial consonant. De Jong (1998) - to complete the typology of possible analyses - suggested that the weakened consonants are onsets to the following syllable, based on the analogy of flapping with vowel reduction; both effects would be weakening processes that target unstressed syllables. Elicited syllabifications of f.aps in Eddington and Elzinga (2008) show that, while aspiration is strongly associated with onset syllabification, flapped stops tend to be syllabified in various ways, depending on a number of contextual factors.

This disagreement in syllabic representation indicates a more fundamental difference of opinion as to the ludderlying meechanisms that should account for the occurrence of flapping, and that is whether fapping is refllex of syllable-level or higher-level (foot-or phonological phrase-level) position, or whether it is more properly viewed as a segmental effect.

The prosodic position is taken up by Davis (2005), who along with Steriade (2000) points out that the needial in words like Mediterranean should be flapped, in the classic specification of the fllapping environment. However, stops in this position, in parallel with non-coronals (VanDam 2003), are systematically non-neutralized and even lightly aspirated. This, according to Davis (2005) (Steriade espouses a different position, and notes these forms as exceptions), is due to the stop
occurring at the beginning of a metrical foot (see charter 39: stress: phonotactic and phonetic evidence and chapter to: the foot for further instances of foot-internal segmental processes). The flapping rule, then, is an indicator of a foot-medial and post-stress position. Pre-stress positions are regularly marked with aspiration with voiceless stops, and so fit with the "normally articulated" stops that Kenyon and Haugen posited for onset positions. A complicating factor in these analyses, and one that is the focus of other recent analyses, is a typical difference noted by Withgott (1982), and confirmed by Steriade (2000), that words like capitalistic with a base form containing a/t/ in flapping position tend to be flapped, while words like militrristic with a base forn with /t/ in a nonf.apping pre-stress position tend not to be. One problem with the militaristic/ capitalistic pair is that the unflapped $t$ is before a rhotic, which can syllabify with the previous $t$, creating a cluster, while the flapped $t$ is before a lateral, which carnot form a cluster. However, this sort of paradigm uniformity effect (see Cifapter 83: Paradigms) can also be seen in the data in Turk (1992), where the /t/ in diameter is clearly flapped, while the /d/ in pyramidal appears not to be (since closure durations are exceptionally long). Here, the /d/ in the base form is in final position. Also, Withgott (1982) notes a sinvilar contrast between unflapped militarize and flapped parametcrize, both of which have coronal stops followed by a rhotic.

One final point about prosodic analyses is that the flapping phenomenon is similar to consonant lenition processes in other languages, such as "spirantizat" 10 " (actually "approximantization," usually) of voiced stops in most varieties of Spanish (see CHAPTER 66: LENITION). Lewis (2001) shows conclusively that this weakening process is an indicator of a medial position in a prosodic phrase. Flapping would be similar, although the doma in indicated would be smaller, sometimes smaller even than a lexical item.

### 2.5 The scope of flapping

The previous discussion of prosodic conditions on Alapping points out that the fapping rule, although often not noted as such, should be situated within an array of parallel lenition processes that affect other consonants. The parallelism is more obvious if we examine the voiceless stops in onset position. In onset (and foot-initial) positions, all three voiceless stops in English exhibit aspiration. This aspiration is systematically modulated by various prosodicfactors, such as the occurrence of a preceding sibilant, which removes aspiration from all three stops. In addition, the presence of heavy stress increases aspiration duration for all three stops, and the aspiration that is foot-initial is weaker than the aspiration that is immediately preceding a stressed vowel (VanDam 2003). All of these facts about aspiration are systematically found for all three stops.

When we switch to non-initial positions, we also find some parallelism, in that all three stops can be subject to glottalization, although glottalization is much more comunon in the coronals than in the others. A very similar situation holds with the flapping environment; there is a greater proportion of voicing in closure and a much shorter closure not only for the coronal targets of the flapping rule, but also for dorsal and labial consonants as well. This observation is one of the driving factors in such works as de Jong (1998), which seek to explain flapping as part of a larger prosodic organizational process. While positing a flapping rule
of some sort will explain the coronal process, such a rule would not account for the parallel, although less obvious, wreakening processes in the other points of articulation.

On the reverse side, a persistent challenge to explaining flapping as a general prosodic process is the fact that the coronals are markedly different from the labials and dorsals in degree of weakening. While coronals are commonly noted as being neutralized, labial and dorsal consonants in the same environment, while perhaps exhibiting some voicing confusion, cannot be said to be neutralized in speakers of American English. For example, Davis and Summers (1989) compare coronals with labial and dorsal stops, fïnding much shorter closure durations for coronals, as well as very little difference between /t/ and /d/ closure which differs from stops at other points of articulation that lave shorter closures with voiced stops. Turk (1992) finds even more striking differences by point of articulation.

The approach taken in de Jong (1998) was to point to the linkage of the coronal articulation to the jaw. Previous work on interarticulator variability, e.g. de Jong (1995), notes that coronal consonants tend to impinge on jaw movement patterns more than do dorsal and labial consonants. This linkage to the jaw, then, if we reverse it, would suggest that coronal articulations are particularly vulnerable to jaw perturbation by other speech goals, such as those for the neighboring vowels. Thus, coronals may be particularly susceptible to reighboring segment effects. It should be noted that such a model was not particularly successful at explaining the articulatory patterns in de Jong (1998).

A problem, then, with this generalized approach is that lenition processes, e.g. "spirantization" in Spanish, do not exhibit this radical difference between coronal and non-coronal segments. If anything, studies of spirantization such as Lewis (2001) indicate that the dorsal closures are most weakened by vocalic environment as would be expected on the basis of overlap of tongue body articulation between the stop and the neighboring vowels. Considering the weakening of voicelessness, Lewis (2001) finds labial stops exhibit the greatest amount of decrease in voicelessiness and noise generation. While there may be some additional consideration, such as the fact that Spanish coronals tend to exhibit more anterior articulations than those in American English, the difference between the lenition processes in the two languages is striking.

There are further differences that emerge as one tries to generalize the filapping rule as an example of general medial lenition. For example, a persistent issue for functional explanations of lenition processes is the different outcomes for different languages. Hock's (1991: 83) treatment of historical lenition processes shows clearly that lenition processes of this kind can run in two different directions; either they can tend toward closure weakening and hence spirantization, or they can tend toward aerodynamic weakening and hence voicing and sonorantization. The traditional treatment of Spanisl lenition suggests a lenition process of the former variety, while f.apping appears to be of the latter variety.
It is possible that part of the explanation of the difference in outcome between, for example, Spanish and English medial lenition lies in the historical paths of the two phenomena. An intriguing oddity in Haugen's (1938) description of the weakened coronal stops is that they should be analyzed as spirants, in parallel to the weakened sounds at other points of articulation. This description is parallel to traditional descriptions of Spanish. While it might indicate an analytic bias
on Haugen's part (perhaps even from his contemporaries' analyses of languages such as Spanish), it could also indicate that the "f.aps" of the time period were noore like fricatives.

A different line of reasoning with respect to the difference between Spanish and English would lie in the phoremic inventory of the languages and the potential for a neutralization of the stop categories with short rhotics in Spanish (Gurevich 2004). Gurevich proposes a limiting constraint on lenition processes of a functional pressure to maintain contrasts. Silnce English has an approximant rhotic, the weakened coronal stops can safely become flaps without incurring neutralization with the rhotics; the same outcome in Spanish would create (near-)neutralization with the Spanish rhotic. (This observation was inherent in the discussion of stop weakening as a flapping rule in the 1930s.) On the other hand, spirantization of the stops in English would incur (near-)neutralization of the stops with the dental fricatives. (See also chapter 30: the representation of rhotics.)

One aspect of this analysis that is incomplete, however, is the fact that it does not explain why it is that the American English coronal is exceptional, while the Spanish coronal is not. While Gurevich examines cases of lenition irregularity across point of articulation, there is no apparent source for the coronal exceptionality, based on contrastive pattern. While the dorsal non-sibilant fricative does not exist in English, the parallelism between non-sibilant labials and coronals is fairly striking, and yet the coronal is subject to extensive sonorantization lenition, while the labial is not. (For further discussion of cross-linguistic coronal exceptionality, see (HAPTER 12: CORONALS.)

### 2.6 The larger context of flapping

If we consider general models, it becomes readily apparent that, whatever model of explaining flapping might be attempted, the model must account for a critical fact about the rule, that it specifically indicates American English. The fact that Spanish does not flap might be attributed to the fact that Spanish tas different phonemic contrasts. However, it is not only Spanish that does not fap; other varieties of English do not either. Whatever information can be gleaned from generalizing models, this historically rooted fact needs to be accounted for.

In'rerestingly, Haugen's (1938) analysis posited the outcome of the rule as being a spirant. This is curious, given the fairly accurate level of observational detail in the analysis in other respects. It is possible that he was simply in error in this observation. However, it is also possible that the outcome of the lenition process in the 1930s was a spirant of some sort. If this is the case, the process has actually changed within the 70 years of observation, since spirantization is not found in any later instrumental analysis. Current varieties of Southern British English, however, are replete with spirantized production s of coronal stops in the fapping environment.

What these observations suggest is that fapping historically might be better seen as at least a two-stage process, including an initial weakening and neutralization stage with a more obvious connection between the segmental and prosodic triggers of the process and the weakened outcome of the process. Currently, however, it is clear that the process goes much further than what would be expected from a general weakening process. If this is true, the peculiar feature of American English lenition as creating flaps could be a later development from a
more typical development of spirants as seen in other languages. Hence, what we see currently is a highly gramınaticized version of a lenition process.

This is what would be expected from a process of grammaticalization that takes variability rooted in the exigencies of natural production and categorizes this gradient variability into a separate segment. The new category generally fits what we would expect if it were merely an outcome of general segmental co-articulation, or if it were just another example of prosodic modulation. However, upon closer inspection, we find that the co-articulatory effects and prosodic effects in this case are not the same as in parallel cases, since there appears to be a different categrory of segment. This segment has the prosodic contextual effects "packed in it"; the formerly transparent contextual triggers' effects get encoded in the consonant itself.
Two further considerations should be included at this juncture, however. The first concerns the conditions that would grammaticize the lenition process. While it is quite difficult to ascertain at this juncture, the documentation examined above would suggest that, while sporadic cases of coronal lenition appear in most varieties of English, and lexically specific cases are documented in the early twentieth century, it was in the 1930s that the literature on the phenomenon expanded rapidly and instrumental studies begin finding robust support for it. While this is quite speculative, it does appear as if the specific lenition of coronal stops to flaps rapidly became a marker of American English. This general historical sketch would suggest that an important consideration in the development of categorical flapping is specifically social in nature, connected with the continued development of a specifically American English in the mid-twentieth century, following the First World War.

The second consideration that must be brought in at this juncture concerns the pervasive issue of variability in production (see chapter 9z: variability). One strike in favor of the segmental or prosodic by-product approach to flapping is that of understanding the gradient nature of the outcome of the process. This rennains an important consideration for anyone wishing to understand the process; while the various linguistic factors in the process - segmental and prosodic - do much for characterizing the process, the actual occurrence of the phenomenon in running speech is very messy. One consideration in explaining this degree of variability is the fact that the process is largely (despite descriptions by structuralist phonologists up to the present day) a neutralizing process. While much is made of the non-homophonous nature of flapped $t$ and flapped $d$, the fact is that $/ t /-/ d /$ minimal pairs are distinguished very poorly relative to other segmental contrasts.

This neutralizing property is something that speakers of American English, inost of whona are literate, nust come to grips with during the process of learning to read (even if they never notice any mor phological relationship between words with flapped and non-flapped stops). This focus on orthography ensures that nearly all speakers under the right conditions will produce a flapped stop as its unflapped variant. This pool of unflapped versions is continuously being contributed to the pool of experiences that speakers encounter. In addition, the presence of unflapped variants is even more likely in speech directed at children in the learning process. This, in turn, ensures that there will be some proportion of speakers that, during the process of acquisition will do such things as produce words such as Floridn with a voiceless [ t ], creating cases in which the distribution
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## 114 Bantu Tone

Laura J. Downing

## 1 Introduction

### 1.1 Some background

There are roughly 500 Bantu languages, spoken in Africa south of a line going from Cameroon, in the west, to southern Somalia, in the east. It is a large language family both in terms of number of languages and in terms of number of speakers: roughly 240 million Africans speak Bantu languages, and several of the more well-known Bantu languages - like Swahili, Kikuyu, Zulu, or Kongo - have a few million speakers each (Nurse and Philippson 2003a).

Protn-Bantu is reconstructed with two contrasting tone levels.' While many Bantu languages remain poorly described, especially with regard to their prosodic systenns, the available descriptions show that most modern Bantu languages have maintained this two-tone system. Only a few either are non-tonal, like Swahili, or have more than two phonological tone levels, like Kamba. Tonal minimal pairs are not common, but one finds them, as slown by the Jita data in (1a). The data in (1b) show that tone can be morphemic in Jita, as in other Bantu languages. Note that only tone pattern distinguishes between the perfective and distant past II tenses; segmentally, they are identical. ${ }^{2}$

[^409](1) Jita tonal minimal pairs (Downing 1996: 48, 63, 183)

| a. oku-íga | 'to look for' | oku-iiga | 'to pass (a test)' |
| :--- | :--- | :--- | :--- |
| b. aa-lamuuye | 's/he has already |  |  |
|  |  | decided (PERFECTIVE)' |  |

As Kisseberth and Odden (2(N)3) note, it is an analytical problem for each Bantu language to determine whether the mora or the syllable is the "tone-bearing unit" (TBU). In the Bantu languages which have lost the Proto-Bantu contrast in vowel length, the choice is moot, in moost cases. If one assumes, as most authors do, that only open syllables are licensed in Bantu languages, then the syllable and mora define identical TBUs in a language with only short vowels. ${ }^{3}$ However, predictably lengthened penult vowels and moraic (or syllabic) nasals in NC sequences potentially provide evidence for a choice. When relevant, the TBU is mentioned in presenting the data in the examples below.

It has been argued since work like Stevick (1969) that High tone is the active tone in many Bantu languages, while Low tone is often best analyzed as a default (or underspecified) tone, predictable from context (see also chapter 43: the representation of tone). For exaınple, in (1b), above, the Low component of the final falling tone is an intomational fincll L,ow tone, which, as Downing (1996) shows, predictably occurs at the end of statements in Jita. The asymmetry in the phonological activity of High and Low tones is reflected in the tone marking convention adopted by Bantuists (and used in this chapter) of only narking High tone with an acute accent, while leaving Low tone generally unnarked. As we will see in this chapter, the analysis of Bantu tone patterns is mainly preoccupied with accounting for the surface distribution of High tones.
Another asymmetry found in many Bantu tone systems, noted since at least McCawley $(1970,1978)$, is that in verbs only the initial syllable of the verb root contrasts for tone, while in nouns, every syllable can bear contrastive tone. Again, data from Jita illustrate:
(2) Jita lexical tone contrasts in verbs vs. nouns (Downing 1996)

High-toned stems Lou-toned stems
a. Verbs
(infinitive form is sluown; oku- is the infinitive prefix)

| oku-lyâ | 'to eat' | oku-sya <br> oku-ßóna <br> oku-ßuma | 'to see' |
| :--- | :--- | :--- | :--- |
| oku-ííga | 'to hit' |  |  |

b. Nouns
(stem follows hyphen; initial morpheme is the class agreement prefix)
omu-gási 'woman' omu-saani 'friend'
onnu-tuungâ 'rich person' omu-lamusi 'judge'
li-nanáji 'pineapple'
li-d.arinä 'tangerine'
These two asymmetries will be discussed in more detail in $\$ 2$.

[^410]As Clements and Goldsmith (1984a) and Philippson (1998) argue, Meeussen's Rule is one of the important synchronic and diachronic processes lending an accentual character to Bantu tone systems, because it results in culninative prominence of High tone within some large morphological domain.

Another common process resulting in culminativity is tone shift. The Jita data in (4) provide examples of this process. As we can see, an input High tone is systematically realized one syllable to the right of its input sponsor unless the sponsor is in the penult or final syllable. The example in (4e) shows that tone shift crosses word boundaries. (We return to such phrasal tone processes in $\$ 4$.)
(4) Jitn tone shift
a. oku-[㒸na 'to see'
b. oku-[ßenána 'to see each other'
c. oku-[ $\beta$ uma 'to hit'
d. oku-mu-[ßúma 'to hit him/her (class 1)'
e. oku-[fwa kúmugera 'to die by the river'
(oku-[fwạ́ 'to die'; kumugera 'by the river')
As Kenstowicz, (1993), Cassimjee and Kisseberth (1998), and Kisseberth and Odden (2003) show, tone shift is clearly related to the assimilatory process of tone spread. What is puzzling is why the High tone should delink from its sponsor syllable, since other types of feature assimilation do not typically involve such delinking. Kenstowicz (1993) argues that delinking is best understood as an accentual process, leading to High tone culminativity. By eliminating the sequence of High tones on adjacent syllables derived by tone spread, it makes one syllable in the word more prominent than the others.

Most Bantu languages appear to be like गita. The tone system is not entirely stress-like, since it preserves a contrast between stems which have a High tone and those which are toneless. High tone assignment is not obligatory like stress would be. However, some Bantu languages have taken a step further toward having a stress-like accentual system in that all words have a single High tone, consistently assigned to a limited number of positions in the word. For example, Odden (1988) shows that in Bena, every noun must have a High tone, realized on either the penult or the pre-stem voivel, and most verb forms require a High tone on the penult:
(5) Bena (Odden 1988: 236)

| a. Nouns |  |
| :--- | :--- |
| mlí-goosi | 'man' |
| hi-fuva | 'chest' |
| munguinda | 'field' |
| lu-fiviáli | 'hrair' |
| li-fulúha | 'cloud' |

b. Verbs

| kwaamíle | 'put to pasture (SUBJ)' |
| :--- | :--- |
| ndi-líma | 'I will cultivate (NEAR FUT)' |
| ndaa-limága | 'I used to cultivate' |
| ndaa-limuiíge | 'I was cultivating' |
| ndilaa-linúle | 'I cultivated (INTERM PAST)' |
| ndaa-limíle | 'I cultivated (FAR PAST)' |
| hu-limíla | 'to cultivate for' |

Other languages like Bena are discussed in Odden's $(1988,1999)$ critical overviews of twhat he calls "predictable" tone systems in Bantu languages.
edges. These properties have all been argued to motivate the interaction of tone with prosudic structure in work beginning with Goldsnith (1976). Let us briefly review, in roughly chronological order, some of the leading proposals.

In Goldsmith's (1976, 1984a, 1984b) accent theory, Bantu words do not have an underlying High tone zs. toneless contrast. Instead, the contrast is formalized as the presence $v$ s. absence of accent (*). For example, the Jita High-toned words in (2) would have an accent on the underlyingly High-toned syllable, while Lowtoned words would be unaccented, as shown in (8a). Processes like Meeussen's Rule (MR) would be notivated by stress clash, formalized to eliminate sequences of accents (rather than High tones), as shown in (8b; cf. (3b), above). Tone melodies are associated with accents at a later stage of the derivation:
(8) Accentunl anolysis (à la Goldsmith 1976, 1984a, 1984b) of the Jitn datn in (2)-(4)
a. Underlying contrast:

> /oku- $\beta^{*}$ na/ 'to see' 2's. /oku- $\beta$ unna/ 'to hit' accented unaccented
b. MR as clash resolution:


The use of accent to formalize High tone culminativity was mostly abandoned by the mid-1980s, after influential work like Hyman and Byarushengo (1984) and Pulleyblank (1986) argued that the lexical High tone vs. toneless (or inactive default tone) contrast motivated by the output tone patterns can be straightforwardly represented by associating High tones witl particular input syllables and underspecifying Low tone. The OCP-motivated process, Meeussen's Rule, eliminates sequences of identical adjacent High tones without appealing to stress clash. It is an unnecessary complication to have linked accents at one stage of the derivation and linked High tones at another, when an analysis that appeals only to High tones can account for this "accentual" property. (See Hyman 1989, Odden 1999, and Yip 2002 for detailed discussion.)

Accent continued to be appealed to in work like Goldsmith (1987), Kisseberth (1992), and Downing (1996), though, to account for the demarcative output position of High tone in many Bantu languages, illustrated by the Digo data in (6) and (7) above. This alternative accentual approach acconnts for the fact that High tones tend to surface near word or morpheme edges - that is, syllables that are often assigned stress in stress languages - by assigning metrical prominence accent - to these edges. In the unmarked case, High tones are "attracted" to these accented syllables (Goldsnith 1987; de Lacy 2002). In other words, in this theory, accent is redefined as metrical prominence, and accentual languages are defined as those in which (High) tone and metrical prominence interact. These points can be illustrated by an accentual analysis of the Digo data in (7a). Recall that in Digo the rightmost (or only) High tone surfaces on the penultimate mora (i.e. in the stressed syllable), while a second High tone, if any, surfaces on the verbstern initial mora. This attraction of High tones to particular positions can be accounted for, as shown in (9), by assigning them an accent. (To formalize the generalization that if there is only one High tone, it surfaces on the penultimate mora, one could assign it a higher degree of metrical prominence than the steminitial mora):

We can find other arguments supporting Cassimjee and Kisseberth's (1998) proposal that High tone realization in Bantu languages is inediated by prosedic tone domains, if we brief.y return to Odden's (1999) non-accentual analysis of positional High tone realization in languages like Digo, sketched in (10). The nonaccentual analysis was argued to be superior to an accentual one, as it requires no special prosodic representations, appealing to processes like extratonality, tone spread, and delinking of multiple associations which are commonly found in Bantu languages. Under closer examination, though, one notices that only tone spread - i.e. a form of assimilation - is considered an unmarked featural process, common outside of Bantu tone. It would be very surprising, though, to find a vowel harmony process, for example, which excluded the final syllable of a word through "extra-harmonality." It would also be unusual to find a vowel harmony system where only the rightmost vowel of a harınony span surfaced with the harmonizing feature, while it delinked from the other vowels in the span. In contrast, non-finality (extrametricality) is a typical property of prosodic constituents and accentual processes like stress assignment. And, as noted above, Kenstowicz (1993) argues that delinking of High tones from all syllables except the rightınost in a span falls out if the rightmost syllable is a prosodic head. Delinking results in a prosodic proninence asymmetry that is a defining property of prosodic heads.

In short, one must conclude that the jury is still out on whether the prosodic properties, including accentual properties, of Bantu tone systems are best accounted for by appealing to prosodic representations. One can account for many accentual properties of Bantu tone systems without appealing to accent or prosody. However, in doing that one often loses explanatory force, by ignoring the fact that many common restrictions on Bantu tone realization are also common restrictions on headed prosodic constituents but rare for other types of feature assinvilation processes.

## 3 Depressor consonants

Bantu languages are well known for their so-called "depressor consonants": that is, sets of consonants, often voiced, which block High tone spread and interfere with productive processes of High tone realization by lowering the pitch of a following vowel in some way. (An example of depressor interference with High tone shift was noted in presenting the data from Digo in (6) above.) Bantu depressor effects, at first blush, appear to illustrate the typologically conmon pattern of phonologizing the phonetic lowering effect voiced obstruents have on the pitch of a following vowel (Hyman and Schuh 1974; Hombert 1978; Kingston and Diehl 1994; see also citapter 75: consonant-vowel flace feature interactions). One basic approach to formalizing this lowering effect is to propose that depressor consonants introduce a Low tone into the representation as an automatic result of bearing a [voice] feature: Halle and Stevens (1971); Kisseberth (1984); Harris (1994); Halle (1995); Hyman and Mathangwane (1998); and Bradshaw (1999). The other basic approach is to propose that phonetically grounded implicational constraints (è la Archangeli and Pulleyblank 1994) penalize realizing a High tone (and/or optimize realizing a Low tone) on a syllable with a depressor onset: Peng (1992); Cassiinjee (1998); and Hansson (2004). In this section, I first present
on the depressor syllables violates the no-line-crossing constraint, as it interrupts the multiply associated High tone sequence derived by autosegmental High tone spread.

To resolve this problenu, Hym\&าn and Mathangwane (1998) propose that a process of tone "fission" (somew hat simplified here) applies to derive a well-formed autosegmental nutput:


However, the tone fission analysis raises the question of why the Low tone associates writh the depressor syllable in the first place, when this violates the no-line-crossing constraint invoked to account for why depressors block High tone spread in other contexts. Further, one wonders why fission is commonly triggered by depressor Low tones but has not been motivated for Low tones from other sources or when spreading non-tonal features.

Probleıns like these have led to the development of an alternative approach to depressor transparency (and depressor blocking), inspired by the use of phonetic grounding constraints to account for transparency in vowel harmony systems. For example, in many West African ATR harmony systems, [i] does not participate in the harmony; it is either transparent or opaque. Archangeli and Pulleyblank (1994) argue that this can be accounted for through constraints which formalize that [+high]/[RTR] is a phonetically antagonistic feature combination. The high, front position of the tongue required for [i] is in conflict with the low, retracted position that defines [RTR]. Transparency of [i], like its harmonic opacity, follours from a grammar which penalizes vowels for realizing this antagonistic combination.
The transparency of depressor syllables for sonte High tone displacement processes in Bantu languages can be given a similar account. As work like Peng (1992), Cassimjee (1998), and Hansson (2004) argues, tone-segment interactions can be formalized in terms of grounding constraints which define both enhancing and inhibiting interactions between tone and particular laryngeal features. For example, Cassimjee (1998: 53) proposes that the grounding constraint in (22) defines the basic interaction between depressor syllables and High tone in Ngunj languages like Xhosa or Ndebele:

## *(Depress, H)

If depressor syllable, then not High tone.
The sutput of the High tone spread processes relevant to the form in (21) in this analysis is given below, adopting an autnsegmental representation for ease of comparison rather than Cassimjee's (1998) tone domain account. The representation in (23b) is ill formed, as it violates the grounding constraint. The output in (23a) satisfies the constraint and is well formed if one adopts Archangeli and Pulleyblank's (1994) proposal that No Gap (or its OT equivalent) - a constraint penalizing representations where potential targets of High tone association are skipped over - is vinlated in systems with harmonic transparency:

Grounded depressor transparency


Notice that the grounding constraint in (22) captures the generalization that High tones are not optimally realized on a syllable with a depressor onset without directly associating a Low tone with the depressed syllable. This means thent the association of a Low tone at some stage of the derivation plays no role in this approach in accounting for why depressors are opaque for some tonit processes. For this reaston, no representational problem arises if depressors are transparent for other processes in the same language. Instead, in an OT analysis of Bantu High tone realization like Cassimjee (1998), it is the relative ranking of the grounding constraint with other constraints which accounts for this variability.

The grounding constraint approach also has the advantage of linking depressor consonant transparency to the wider phonological problem of how best to account for transparency in harmony assimilation systems. While the representation in (23a), like the one in (21), violates an autosegmental well-formedness constraint, No Gap is routinely violated by grounded accounts of transparency in other assimilatory systems (Archangeli and Pulleyblank 1994). In contrast, the featural fission represented in (21), required by analyses which account for depressor blocking with a linked Low tone, has not been motivated for other phonological processes involving other features.

The analysis of the opacity and transparency of depressor consonants to High tone displacement in Bantu languages, then, raises questions that are of general interest to phonological theories which aim to account for harmonic opacity and transparency. Another important theoretical question raised by the analysis of depressor consonants is which phonetic or phonological consonantal feature grounds the tone lowering effect that accompanies these consonants. Singlesource thenries of consonant-tone interaction make the strong clainn that: "Depressor effects [...] always indicate a special relationship between voicing and L[ow] tone" (Bradshaw 1999: 43). As work like Halle and Stevens (1971), Hall.e (1995), and Harris (1994) argues, the same laryngeal configur ation that favors vocal fold vibration (slack vocal cords) also lowers fundamental frequency. And, conversely, work like Bradshaw (1999: 163) claims that Low tone implies vocal fold vibration. These theories implement the strong correlation between depressor effects and phonetic voicing of a preceding consonant by proposing that [voice] and Low tone are reflexes of a single laryngeal feature, with different realizations depending on whether the feature is linked to a consonant or a vowel.

The proposal that [voice] and Lowr tone are expressions of a single feature faces two problems in accounting for Bantu depressor effects. First, as we lave seen in the preceding discussion, unifornly associtating a Low tone with a depressor accounts well for depressor opacity (i.e. blocking effects); however, accounting for depressor transparency requires some special theoretical assumptions or devices, like tone fission or No Gap violations. A more serious problem for a singlesource approach is that depressor consonants are not all voiced in all Bantu languages. For example, voiceless depressers are found in Nambya and Kalanga, two
languages of the Shona group, and also in the Nguni languages. As Downing (20)(49) shows, these sounds are not only synchronically voiceless, there is no evidence that they were voiced historically. Instead, they have other phonetic properties that plausibly correlate with pitch lowering: frication duration (for the Shona group) and lax vocal fold rension (for the Nguni group). Surveys like Yip (2002) show that, in fact, a number of laryngeal propert les besides [voice] condition tone realization and correlate with pitch lowering. Single-source theories of depressor consonants are flawed, then, in linking tonal depression only to [voice]. ${ }^{8}$

The grounded constraint approach can get around this problem by defining an implicational relations hip between tone realization and a "depressor syllable," with a depres sor syllable further defined as one with an onset consonant that has a phonetic property which demonstrably correlates with lowered fundamental frequency: negative VOT, vibrating vocal cords, breathy voice release, long frication duration, lax vocal fold tension (Downing 2009). This lisí of possible correlates of depressor consonants serves to highlight, ihough, that the phonetics of consonant-tone interactions remains poorly understood.

## 4 Phonology-syntax interface

So far, we have discussed (High) tone realization within words, noting only in passing, in presenting the Jita tone shift data in (4), that High tones commonly cross word boundaries in Bantu languages. More interesting is that tonal processes are often sensitive to syntactic information: i.e. High tones cross some word boundaries but not all. For this reason, Bantu tonal phenomena have played an important role in the development of theories of the phonology-syntax interface: see e.g. Hyman and Byarushengo (1984); Selkirk (1986, 2000, forthcoming); Odden (1987, 1990, 1995b); Kanerva (1990); Truckenbrodt (1995, 1999, 2007); and several papers in Inkelas and Zec (1990). A central question for these theories is, as Cher (1990) so neatly puts it, "What must phonology know about syntax?" One finds two leading approaches, which provide two very different answers to this question, in work on Bantu phrasal tonology. In the direct reference approach (Odden 1987, 1990, 1995b), phonology has relatively unrestricted access to information in the morphosyntactic representation. In contrast, in the End-based (indirect reference) approach (Selkirk 1986, 2000; Truckenbrodt 1995, 1999, 2007), phonological phrasing algorithms can only refer to the edges of major syntact ic constituents. Another central question is, naturally, whether syntax is all that phonological phrasing algorithms need to know.
In this section, I first present data illustrating a range of syntactic contexts for phrasal tonal processes. Then I briefly review the indirect and direct reference approaclues to accounting for these syntactic contexts. As we shall see, a challenge for both of these approaches is that reference to non-syntactic factors like prosodic branching or focus is necessary to account for phrasing in some languages.

From the earliest work on phrasal phonology, including tonology, in Bantu languages - Byarushengo ct al. (1976) on Haya, and Kisseberth and Abasheikh

[^411]phrasal constituent as its founding tenet. That is, it proposes that phonology needs to know very little about syntax: only where the edge - right or left - of major constituents like XP, rP , and CP are located in the string. The Edge-based approach is considered an indirect reference theory, as phonological processes refer directly to prosodic constituents like Phonological Phrase, and so only indirectly reference the syntactic constituents that define the prosodic ones. The repertoire of prosodic phrasal domain types is also limited in this theory to just those found in the Prosodic Hierarchy (Selkirk 1986, 1995): Phonological Plorase, Intonation Phrase, and Phonological Utterance. In OT, an Edge-based parse of a string into prosodic phrase domains is implemented straightforivardly by means of alignment constraints (Selkirk 1995, 2000; Truckenbrodt 1995, 1999, 2007). For example, AlicnR(XP, Phonological Plorase) would be relevant for a language like Tsonga, where Phonological Phrase breaks (indicated by parentheses) are found following XPs: the NP subject and the first of two post-verbal objects: ner [ Subj)] vir V
 (Cheng and Downing 2009), in Mwiini, Matuumbi, and Chewa (Truckenbrodt 1995, 1999, 2007), and in Northern Sntho (Zerbian 2006, 2007) demonstrate howv effectively this mininualistic approach accounts for many pluasal phenomena in Bantu languages.

The limits of the Edge-based theory are thoughtfully surveyed in Odden (1995b), who argues instead for the direct reference approach to defining syntactic contexts for phrasal processes. Odden points out two general problems with the Edge-based approach. First, the prosodic phrase types are limited to those provided by the Prosodic Hierarchy: Phonological Phrase, Intonation Phrase, Phonological Utterance. For languages with complex phrasal phonology, though, this might not be enough levels. A second problem is that phrasal phonolngy is often sensitive to more specific morphosyntactic information than just the edges of major syntactic constituents. Tsenga (Kisseberth 1994) illustrates both of the problents, as Odden (1995b) shows. We saw in (26) that the verb's High tone spreads to the penult of the first following object noun only, not to the second object noun of affirmative verbs. However, we find a different pattern with negative verbs: the grammatical High tone of the negative verb is realized through the final vowel of the entire verb phrase if both following objects are toneless (27a, 27b). The negative High tone spreads through the penult of a postposed subject, though - the same pattern found with affirmative verbs with a final High tone (cf. (c) and (d)). As (27e) shows, the High tone from a verb prefix dnes not spread to a postposed subject:
(27) Tsonga negative VPs (Kisseberth 1994: 150, 162, 163; Odden 1995a: 66)"
a. a-vá-xaviêlí xí-kóxá nyáámá cf. (26a) NEC-they-buy old woman meat 'They are not buying meat for the old woman'
b. a-ndzí-nyíkí mú-fánả tí-n-gúúvú

NEG-I-give boy clothes
I am not giving the boy clothes'

[^412]c. vá-fáámbá váá-nhu
d. a-má-yángá má-láándza
e. v-á-tíirha) vaa-nluu
'They are going, the people.'
'They did not go, the servants.'
'They are working, the people.'

Finally, the alert reader will have noticed that these data illustrate another phrasal rule of Tsonga, namely, phrase penult vowel lengthening. As Odden (1995b) points out, an inspection of the data shows that the domain for this process is also often distinct from that of High tone spread to the penult (HTS). For exanıple, in (26), the domain for HTS is the verb plus first object noun, while the domain for lengthening is the entire sentence; conversely, in (27d), the dornain for HTS is the entire sentence (verb plus postposed subject), while both the verb and the postposed subject are in separate domains for penult lengthening. In short, in Tsonga, we have several phrasal processes - HTS to penult from a verbal prefix; HTS to penult front a verb stem; HTS to final syllable from a negative verb; penult lengthening - and each process takes a slightly different domain. Further, some of these processes must refer to specific morphosyntactic information, like negative aspect or verb prefix, as the stource of the High tone to determine the phrasal domain. It is hard not to agree with Odden (1995b) that the Edge-based approach does not straightforwardly provide either enough domains or access to enough morphosyntactic information to define the contexts for all of these processes. Other examples discussed in Odden (1995b) reinforce this point." ${ }^{\text {II }}$

Let us close this section by showing that syntact ic properties of a string are not all that phonology needs to know to define the contexts for phrasal tone domains. As Bickmore's (1990) study of Nyambo shows, another factor that can condition phrasing is branchingness: that is, whether or not a syntactic constituent (in this case, maximal XP) has more than one member. The role of branchingness is motivated by data like those in (28), which :llustrate the phrasal process of High tone deletion (HTD): the rightmost High tone of a word is deleted if the following word has a High tone. Examples (a) and (c) show that the entire sentence can be the domain of HTD if none of the XPs contained in it branch. Examples (b) and (d) show that a branching XP (unclerlined) is not phrased with what follows:
(28) Nyanbo prosodic plarasing (Bickmore 1990: 14-15)
a. (Ba-kuru bá-ka-júna). Mature ones luelped 'The mature ones helped.'
b. (Aba-kozi bakúru) (bá-ka-júna).
workers mature helped
'The mature workers helped.'
c. (Nejákworech' ábakoz' émbua.)
he will show workers dog
'He will show the workers the doy.
d. (Nejákworech' ómukama w'ábakózi) (émbwa).
he will show chief of workers dog
'He will show the chief of the workers the dog.'

[^413]Focus also often plays an important role in conditioning prosodic phrasing. An especially detailed demonstration of this is found in Kanerva's (1990) study of Chewa. We saw in (25), above, that in Chewa the entire VP (verb plus complements) forms a single tone realization domain under broad focus. As Kanerva shows, narrow focus within the VP interferes with syntactically motivated phrasing: a phrase boundary must follow the focused element, and each subsequent XP constituent of the VP is parsed into a separate prosodic phrase. As a result, the VP is parsed into more, smaller prosodic phrases - indicated with parentheses under narrow focus:
(29) Focus and phrasing in Chewa (Kanerva 1990: 98)
a. anaményá iyyumbá ndí rowáála 'He hit the house with a rock.' he hit house with rock
b. What did he do? (VP fncus)
(anaményá nyumbá ndí mwáála)
c. What did he hit the house with? (Oblique PP focus) (anaményá nyuınbá ndí mwáála)
d. What did he hit with the rock?
(Object NP focus)
(anaményá nyuúmba) (ndí mwáála)
e. What did he do to the house with the rock? (V focus) (ananléenya) (nyuúmba) (ndí mwáála)

While Bickınore (1990), Kanerva (1990), and Truckenbrodt (1995, 1999, 2007) show that the effect of branchingness and focus on phrasing can be acconumodated in the Edge-based approach, it is also clear that neither that approach nor the direct reference approach predicts that such non-syntactic factors should interact with syntactic ones in defining the contexts for phrasal processes.

## 5 Conclusion

As we have seen, Bantu tone has played a role in several areas of phonological theory, notably in the areas of phonological representation and the role of prosodic factors in conditioning featural realization. The accentual properties of many Bantu tone systems have raised the question of whether some form of prosodic representation - accent and/or prosodic constituents - mediates tone realization, or whether the accentual properties are best considered the result of nonprosodic processes which conspire to produce an accentual output. Depressor tones raise questions of how to formalize the interaction of tone with other laryngeal features. The opacity and transparency of depressor consonants to High tone displacement processes raise the same representational problems as npacity and, especially, transparency in harmony systems. The phrasal realization of High tone raises again the question of whether prosodic constituency best defines the domains for High tone realization, or whether independently motivated syntactic constituents and principles provide all that phonology needs to know about syntax. The Bantu tone data illustrating these issues are complex enough that phonological theories will surely be wrestling with these questions for some time to come.
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# 115 Chinese Syllable Structure 

San Duanmu

## 1 Introduction

The title of this chapter may seem both too broad and too narrow. On the one hand, Chinese dialects are probably as diverse as Romance languages. Should one not treat them separately? However, I shall show that there are considerable similarities anong them and that a single treatment is useful. On the other hand, the study of syllables is closely related to the studies of phonemes, stress, and tone. Therefore, the discussion cannot be linited to syllable structure alone, but will cover some of its relations to other areas as well.

The Chinese writing system is not alphabetic, but Chinese scholars have studied syllables for a long time. For example, Sun Yan of the Three Kingdoms period (about 200-280) invented a method, known as Fanqie "reverse cut," to indicate the pronunciation of written graphs (characters), each of which represents a monosyllabic word. The method uses two faniliar graphs, where the first has the same onset as the target graph and the second has the same rime as the target. Similarly, there were riming books that grouped Chinese graphs into different sets, based on their initial consonants and whether they rime with each other.

Despite the traditional scholarship, and the fact that Chinese syll ables seem less compl'zated than those in English, disagreements exist over most major issues. For example, what is the maximal size of the Chinese syllable? Does every syllable have a vowel? How does the analysis of syllables interact with the analysis of phonemes? What is the interaction betwreen syllable weight, stress, and tone? What are major phonotactic restrictions that rule out non-occurring syllables? What is the cause of the massive loss of syllable types in Chinese? In this chapter I address such questions. Following the editors' guidelines, I shall focus on major empirical facts, rather than arguing for my own analysis.

However, the distinction between facts and theories is not always clear. For example, the word 'outside' in Standard Chinese, which sounds the same as the English word why, has been transcribed as [waj] (Hartman 1944), [uai] (Cheng 1966), and [ua'] (You ot al. 1980). For Hartman (1944) the syllable has two glide phonemes and a vowel phoneme, for Cheng (1966) it has three vowel phonemes, and for You et al. (1980) it has two vowel phonemes. Accordingly, the syllable
analyses are GVG (or CVC), VVV, and VV respectively. One could see that even basic terms like glides, diphthongs, and triphthongs are not always transparent or neaningful. Such problems exist in English and other languages, too. Therefore, our discussion is, inevitably, also of general theoretical interest.

## 2 The maximal syllable structure

A maximal Chinese syllable, regardless of the dialect, is often thought to contain four positions, or CCVX, where $C$ is a consonant, $G$ a glide, $V$ a vowel, and $X$ either a consonant or the second part of a long vowel or diphthong. Syllables with a syllabic consonant will be discussed later, as will syllables whose rime seems to be longer than VX. In CGVX, a diphthong takes two positions and cannot be followed by a consonant coda. Some exaniples front Standard Chinese are shown in (1). For simplicity, I enclose phonetic transcription in square brackets, regardless of the level of analysis. As noted above, some analyses would transcribe a pre-nuclear glide as a high vowel (e.g. Cheng 1966; T. Lin and Wang 1992).
(1) The CGVX analysis of the maximal syllable in Standard Chinese

| $\left[k^{h}\right.$ wai] | 'fast' | $[k w a y]$ |
| :--- | :--- | :--- |
| $[k w a:]$ | 'melon' | [tswan] | 'dight'

Different Chinese dialects can use different phonemes to fill the four slots of a syllable. Three dialects, Standard Chinese, Cantonese, and Shanghai, are shown in (2).
(2) Dialeat variation: Phonemes iwhich can fill each position in CGVX

|  | C | G | V | $X$ |
| :---: | :---: | :---: | :---: | :---: |
| Standard Chinese | most Cs | [jw 4] | any V |  |
| Cantonese | any C | [w] | any V | [iunmgptk] |
| Shanghai | any $C$ | [j w y ] | any V | ([? ) ] ) |

In all dialects, the $C$ position can be filled by almost any consonant, with occasional exceptions; for example, similarly to English, $[\mathrm{r}]$ ] is not used in the $C$ position in Standard Chinese. The G position can be filled by one of three glides in Standard Chinese and Shanghai. In Cantonese, there are two glides [w j] which can occur without $C$, but when the $C$ is filled only [w] can be used. The $V$ position can be filled by any V (and sometinues by a sylleabic consonant, such as [ n ] 'fish' in Shanghai, to be discussed later). For the $X$ position, Cantonese is among the most conservative dialects, which has kept a full set of nasals and a full set of unreleased stops. In contrast, Shanghai is among the most advanced dialects with regard to the $X$ position, which only allows a glottal stop or a nasal; in addition, these two sounds often combine with the preceding vowel to form a single sound, i.e. a glotalized V or a nasalized V. Therefore, all syllables in Shanghai behave like open syllables. I shall return to this issue below.

There is a fair aınount of disagreement on the analysis of CGVX, espec bally with regard to the affiliation of $G$. Three proposals are shown in (3).

Standard Chinese ends in [m], but in casual speech such syllables are found, for exaınple [wom], shown in (13).
(13) New syllable created by syllable merger

```
wo man }->\mathrm{ wom 'we'
I PL
```

Similarly, devoicing of non-low vowels often happens in syllables that have an aspirated onset (including voiceless fricatives) and a low tone. Some examples are shown in (14). The transcription is based on Duanmu (2007). HL, H, LH, and L are four lexical tones in Standard Chinese. When a sound is devoiced, the tone cannot be heard, which is ind reated by $\varnothing$.

Devoicingof non-low vowel with a low tone in Standard Chinese

$$
\begin{align*}
& \text { L-LH Ø-HL }  \tag{14}\\
& {[\gamma] \rightarrow[x] \quad k^{\text {h }} \gamma \text {-nay } \rightarrow k^{\text {h }} x \text {-nəy } \quad \text { 'possible' }} \\
& \text { HL-L HL- } \\
& {[\mathrm{i}] \rightarrow[6] \quad \mathrm{ji}-\operatorname{tc}^{1{ }^{1} \mathrm{i}} \rightarrow \mathrm{ji}-\mathrm{t}^{1 h_{6}} \quad \text { 'together' }} \\
& \mathrm{H}-\mathrm{L} \quad \mathrm{H}-\mathrm{D}
\end{align*}
$$

$$
\begin{aligned}
& \text { L-H } \varnothing \text {-H } \\
& {[y] \rightarrow\left[\varphi^{v N}\right] \quad \varphi^{w} y-t^{w} 0 \quad \rightarrow \quad \varsigma^{w} 6^{w}-t^{w} 0 \quad \text { 'many }} \\
& \text { L-HL O-HL }
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{H}-\mathrm{L} \quad \mathrm{H}-\oslash \\
& {[u] \rightarrow\left[x^{\prime \prime}\right] \quad \operatorname{cin}-k^{h w} u \rightarrow \operatorname{cin}-k^{h " w} x^{n \prime} \quad \text { 'working hard' }} \\
& \text { L-HL } \quad \text {-HL }
\end{aligned}
$$

Devoicing can affect syllables in any position (initial, medial, or final). Devoiced [ir u y] sound like [ $\boldsymbol{c}_{\mathrm{x}} \mathrm{x} \mathbf{x}^{\prime \prime} \varphi^{\text {" }}$ ], respectively. A reviewer suggests that [ ${ }^{*}$ ] would imply [+back] for [ $6^{\prime \prime}$ ] and recommends $\left[6^{4}\right]$ instead. There are two reasons not to follow the suggestion. First, while [ w ] is indeed an IPA symbol for labial-velar, ["] is a diacritic for "labialized," without implying velar or [+back]. Second, [ 4 ] has two articulatory coniponents, palatal and labial. Since the palatal component is already present in $[\varnothing],\left[\varsigma^{4}\right]$ has internal redundancy, while [ $\varsigma^{\text {"w }}$ ] does not.

Devoiced syllables have durations similar to the originals (although rime length is not indicated in the above transcription), and therefore they still sound like separate syllables. If one assumes that every syllable must have a vowel, one would propose devoiced vowels [ij $\left.\begin{array}{l}\text { u } \\ \text { y }\end{array}\right]$ ]. Syllabic consonants can be devoiced, too. Some examples are shown in (15).
(15) Decoicing of syllabic consonants in Strndard Chinese

$$
\begin{aligned}
& \text { HL-L HL-O } \\
& {[v] \rightarrow[f] \text { tau-fu } \rightarrow \text { tou-ff 'tofu' }} \\
& \text { HL-L HL-Ø } \\
& {[z] \rightarrow[s] \quad \text { sarj-ts }{ }^{\text {h }} \mathrm{z} \rightarrow \text { șarj.ts }{ }^{\text {h }} \mathrm{s} \text { 'last time' }}
\end{aligned}
$$

Duanmu $(1990,2007)$ proposes an analysis that maintains both a small syllable size and a small phoneme inventory. The inaximal syllable is CVX, similar to that in Ao (1992, 1993). However, unlike Ao, who assumes that $C$ is filled by a single phoneme, Duanmu assumes that $C$ can be filled by two phonemes, a consonant and a glide, which will merge into a complex sound. In Duanmu's analysis of Standard Chinese, the phoneme inventory is slightly smaller than that of tradjtional analyses, and about half the size of Ao (1992).

Hartman (1944) proposes to mininize the phoneme inventory even further. For example, while Ao (1992) assumes [ $\left.k k^{6} k^{\prime \prime \prime} k^{\text {lnwi }}\right]$ to be four phonemes in Standard Chinese, Hartman assumes the representation [ $k \mathrm{kh} \mathrm{kw} \mathrm{khw}$ ], in which there is only one velar stop [ k ], and [ kh khw kw ] are clusters of two or three phonemes each, where $[w]$ and [ $h$ ] are independently needed. The cost, of course, is a more complicated syllable structure, which has three positions before the vowel, and it vastly overpredicts the possible syllables of Chinese.

In (17) | compare the analysis of some syllable-initial units in Standard Chinese by Hartman (1944), Cheng (1966), An (1992), and Duanmu (2007), where "nnset" refers to the inaximal size of the given units and "stops" refers to the number of velar stop phonemes.
(17) Analyses of four syllable-initial units in Standard Chinese

| Author | Underlying | Surface | Onset | Stops |
| :---: | :---: | :---: | :---: | :---: |
| Hartman | [k khl kw khw] | [ $k$ kh kw kliw $]$ | CCC | 1 |
| Cheng | [ $k k^{\text {h }}$ ku $k^{\text {h }} \mathrm{u}$ ] | [ $k k^{\text {h }}$ kw $\mathrm{k}^{\text {h }} \mathrm{w}$ ] | CG | 2 |
| Ao | [ $k k^{h} k^{\prime \prime \prime} k^{\text {hiv }}$ ] | [ $\mathrm{kk}^{\text {h }} \mathrm{k}^{\text {W/ }} \mathrm{k}^{\text {haw }}$ ] | C | 4 |
| Duanmu | [ $\mathrm{k}^{\mathrm{h}} \mathrm{kuk}^{\mathrm{h}} \mathrm{u}$ ] | [ $\mathrm{kk}^{\text {h }} \mathrm{k}^{\text {T }} \mathrm{k}^{\text {hax }}$ ] | C | 2 |

Hartman (1944) represents an extreme position in which phonemic economy overrides syllable structure. At the opposite extreme, Ladefoged (2001: 170) believes that phonemies have no place at all. Instead, he suggests that syllables are the basic units of analysis and that "consonants and vowels are largely figments of our good scientific imaginations."

## 8 Missing syllables

I use the term "missing syllables" to refer to those that do not occur in the language, although their structure fits the maximal size. In Chinese, the majority of conceivable syllables are missing. Consider an example from Nantong Chinese, which allows CVC syllables. According to Ao (1993), Nantong has 15 vowels and 38 consonants. Given that the initial or final C can be absent, there are 39 choices for the initial $C$ and 39 for the final C , and the total number of possible syllables is $39 \times 15 \times 39=22,815$, of which only about 400 occur in Nantong, or barely 2 percent. Ao's illustration is perhaps intended to be dramatic. Given the fact that the final C in Nantong can only be [ k ] or [ y ], a more reasonable estimate is $39 \times 15 \times 3=1,755$ possible syllables, of which 23 percent nccur. Still, most conceivable syllables are missing, and an explanation is needed.

Let us consider Standard Chinese in some detail. The phonemes of Standard Chinese are shown in (18) and (19), based on Duanmu (2007).
$18 \times 3=54$ CG combinations. However, only 29 ( 54 percent) are found. The restrictions turn out to be quite systematic: labial Cs do not combine with [ $\mathrm{w} ~ \mathrm{y}$ ], and velar and retroflex Cs do not combine with [j 4 J. In traditional fea ture termis, the former shows a restriction against two labials, and the latter shows a restriction against [+back, -back] or [-palatal, +palatal]. The details are slow'n in (22). Given the restrictions, we expect 32 CG forms, of which just three are missing.
(22) Expected CG forms in Standard Chinese (missing nambers in parentheses)

|  |  |  | w | 4 |
| :---: | :---: | :---: | :---: | :---: |
| Labis $\mathrm{Jls}^{\text {( }}$ ( 3 ) | [ $p^{\prime \prime} \mathrm{P}^{\prime \prime} \mathrm{fm}$ ] | $4(-1)$ | - | - |
| Dentals (7) | [ $\mathrm{t} \mathrm{t}^{\text {h }}$ tstshen l ] | 7 | 7 | $7(-2)$ |
| Velars (3) | [ $k k^{\text {h }} \mathrm{x}$ ] | - | 3 | - |
| Retroflexes (4) |  | - | 4 | - |
| Expected | 32 |  |  |  |
| Occurring | 29 |  |  |  |
| Missing | [fi $t_{t}{ }^{\text {t }}$ tI] |  |  |  |

Next, let us consider GVX combinations. In Standard Chinese there are 100 possible GVX forms, calculated in (23). I have ignored tonal contrasts. In addition, I have onvitted the vowel [æ] and syllabic consmants.

Position Choices Notes

| G | 4 | One of [ju 4 ] , or $n \mathrm{n}$ C |
| :---: | :---: | :---: |
| V | 5 | One of five vowels |
| X | 5 | One of [iun n ], or no X |
| Total | 100 |  |

The 100 possible GVX forms are shown in (24). The first column indicates choices for $X$, the top row indicates cho ices $f$ or $G$, and 0 indicates lack of $G$ or X. High vowels are written as glides before the nuclear vowel.

|  | 0 - | j- | w- | $4-$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -0 | i | + | (+) | - | - | ji $=1$ |
|  | u | + | - | (+) | - | $w^{\prime} \mathrm{u}=\mathrm{u}$ |
|  | y | + | - | - | (+) | чу = y |
|  | ว | + | + | + | + |  |
|  | a | + | + | + | - |  |
| -n | in | + | (+) | - | - | $j \mathrm{in}=\mathrm{m}$ |
|  | un | - | - | - | - |  |
|  | yn | + | - | - | (+) | Yyn $=\mathrm{yn}$ |
|  | วn | + | - | + | - |  |
|  | an | + | + | + | + |  |
| - | ij | - | - | - | - |  |
|  | Lif] | + | + | (+) | - | $w .1 .1]=u p$ |
|  | yr | - | - | - | - |  |
|  | al | + | + | + | - |  |
|  | an | + | + | + | - |  |

(25) Stability of citation tones in Standard Chinese

| Surface | H | H | H | LH | HL H | HL LH |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Citation | H | H | H LH | HL H | HL LH |  |
|  | san pei | san phan | sz pei | sz pan |  |  |
|  | 'three cups' | 'three plates' | 'four cups' | 'four plates' |  |  |

(26) Instability of citation tones in Shanghai Chinese

| Surface | H L L | H L | L H | L H |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Citation | HL HL | HL LH | LH HL | LH LH |
|  | se pe | se po | sz pe | sz po |
|  | 'three cups' | 'three plates' | 'four cups' | 'four plates' |

It can be seen that while citation tones are stable in Standard Chinese, they all split in the Shanghai examples. A longer example is shown in (27), in fairly broad transcription, where \| indicates a boundary between tonal domains in Shanghai.

Tonal patterns in Shanghai and Standard Chinese

| Shanghai | ku-po ${ }^{\text {² }}$ | lu | Ia'-la' | $\mathrm{t}^{\mathrm{h}} \mathrm{i}$-se | lı | pâ-pi |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Citation | LH-LH | LH | \| LH-LH | \| HL-HL | LH | LH-HL |
| Surface | L-H | 0 | \| L-H | \| H-L | 0 | L-H |
| Standard | ku-pei | Ju | z.ai | $\mathrm{r}^{\text {ni }}$-n-san | Ju | $p^{\text {haver }}$ - ${ }^{\text {jon }}$ |
| Citation | L-L | HL | \\| HL | \| $\mathrm{H}-\mathrm{H}$ | HL | LH-H |
| Surface | LH-L | HL | HL | \| H-H | HL | LH-H |
|  | Gubei 'Gubei | road oad is | be-at | Tianshan ty of Tiansha | road <br> Road | vicintity |

We see again the stability of citation tones in Standard Chinese (except for one rule, which clanges L to LH before L , as seen on the first syllable). In contrast, citation tones are lost in Shanghai unless they occur in the initial position of a domain; in addition, each surviving citation tone is split between the first two syllables of a domain.

There are two approaches to the difference between the dialects. The first is typological. For example, Yue-Hashimoto (1987) suggests that Shanghaj hasi leftdominant tonal domains but Stand, ord Chinese does not. Similarly, Chen (2000b) suggests that tonal domains in Shanghai are determined by left-headed stress, whereas those in Standard Chinese are not. Moreover, Yip (1989) proposes that there are two kinds of tones: those in Standard Chinese are units that cannot be split, and those in Shanghai are clusters that can. However, the typological approach in effect restates the difference and offers no explanation why Shanghai behaves one way and Standard Chinese behaves another way.

In the second approach, proposed by Duanmu $(1990,1999)$, the difference in tonal behavior is related to an independent difference in rimes: dialects that are like Shanghai in tonal behavior (with unstable citation tones) have no diphthongs or true codas, while dialects that are like Standard Chinese in tonal behavior (with stable citation tones) have diphthongs and/or true codas. In other words, Shanghai has only "simple rimes" (V or C) while Standard Chinese has many "complex rimes" (VC or VG). Consider the data in (28) and (29).
(28) Rime types in the basic vocabulary of 2,500 morphemes in Stondard Chinese

| VC or VG | 1,519 | $61 \%$ | e.g. [nan] 'slow', [mai] 'sell' |
| :--- | ---: | ---: | ---: |
| V or C | 981 | $39 \%$ | e.g. [ma] 'scold', [sz] 'four' |
| Total | 2,500 | $100 \%$ |  |

(29) Rimes in Shanghai Chinese (Duanmu 2008)

The nasal vorwels in Shanghai can be represented as $\left[V_{n}\right]$ underlyingly, and the glottalized vowels can be represented as [ $\mathrm{V}^{\prime}$ ] underlyingly. Both [ V r ] ] and [ V ’] can merge into a single sound without loss of underlying segmental features.

Given the difference in rinve structure between Shanghai and Standard Chinese, it is possible to explain their difference in tonal behavior. First, most rimes in Standard Chinese are inherently heavy. In contrast, syllables in Shanghai have no inherent weight: they can be heavy or light, depending on the prosodic environment. They are long when spoken in isolation or in a stressed position, such as the first syllable of a disyllabic word or compound, which is a trochaic foot; otherwise the syllables are short. Phonetic studies confirm the predictions (Zhu 1995).

The relation between syllable structure and tone is mediated by stress: heavy syllables have stress and stressed syllables can carry tone (see charter 42: ГITCH accent systems). The principles are stated in (30) and (31).
(30) Weight-Stress Principle
a. Stressed syllables are heavy (or light syllables are unstressed).
b. Unstressed syllables are light (or heavy syllables are stressed).
(31) Tone-Stress Principle
a. Stressed syllables can be acenmpanied by a lexical tone (pitch accent).
b. Unstressed syllables are not accompanied by a lexical tone (pitch accent).

The Weight-Stress Principle has been proposed in various forms in the literature (e.g. Prokosch 1939; Kager 1989; Prince 1990; Hammond 1999; chapter 57: Quantity-sensitivity). Kager (1999) refers to (30a) as the Stress-to-Weight principle, and Prince (1990) refers to (30b) as the Weight-to-Stress principle. The Weight-Stress Principle is a bidirectional requirement on the relation between weight and stress, regardless of which comes first.

The Tone-Stress Principle has also been proposed in various forms in the literature (e.g. Liberman 1975; Clements and Ford 1979; Pierrelumbert 1980; Goldsmith 1981). In Chinese, the Tone-Stress Principle is evidenced by the fact that unstressed syllables lose their lexical tones. In English, it is evidenced by the fact that only stressed syllables are assigned a pirch accent.

If a language has many complex rimes, then many syllables will remain heavy and stressed. And because they are stressed, they will keep their lexical tones. The chance of tone split will be low, because most syllables have their own tones
and cannot take those from others. In contrast, if a language has no complex rime, then many syllables can become light and unstressed (unless they occur in prosodically strong positions, which are initial positions in troclaic feet). And because they are unstressed, they will lose their lexical tones. The chances for tone split will be high then, because many syllables are toneless and can take a piece from another syllable. A detailed analysis is offered in Duanmu (2008: ch. 7).

Leben (1973) observes a similar pattern in the African language Mende. For exantple, in a compound made of two monosyllabic words, the second word will lose its underlying tone, and the tone of the first word will spread over both syllables. The Mende case would be expected if it lacks CVX syllables and if its compounds form trochaic feet.

## 10 Suffixation and rime changes

Many Chinese dialects have suffixes that merge with the preceding syllable. The most cominon case is the diminutive suffix. In some dialects the rime change is quite simple, whereas in others it can be quite complicated. Let us begin with Chengdu, shown in (32). The process is quite straightforward: in the diminutive form, the rime is replaced by [ar:].

Diminutive suffix in Chengdu

| Word | Diminutive |  |
| :---: | :---: | :---: |
| [ $\mathrm{k} \boldsymbol{n}$ ] | [ $\mathrm{k} \mathrm{a}^{\text {a }}$ ] | 'root' |
| [kau] | [kar] | 'cake' |
| [kou] | [ k ®:] | 'dog' |
| [pian] | [ $p^{\text {ja }}$ : ${ }^{\text {a }}$ ] | 'siude' |
| [ $\mathbf{k}^{\text {* }}$ an] | [ $\mathrm{k}^{\prime \prime}$ か: ${ }^{\text {d }}$ | 'hall' |
| [ja] | [jai] | 'bud' |
| [wan] | [wos] | 'bowl |
| [yan] | [ya:] | 'yard' |

Next we consider diminutive forms in Standard Chinese, which are more connplicated. Some examples are shown in (33).

Diminutive forms in Standard Chinese

| Word | Diminutive |  |
| :---: | :---: | :---: |
| [ $p^{\text {hai }}{ }^{\text {a }}$ ] | [ $p^{\text {haz] }}$ | 'plaque' |
| [ $\left.p^{\mathrm{h}} \mathrm{i}:\right]$ | [ ${ }^{\text {hj }}{ }^{\text {a }}$ ] $]$ | 'skin' |
| [ $\mathrm{P}^{\text {han }}$ an] | [ $p^{\text {haza }}$ ] | 'dish' |
| [jar)] | [jā̆ ${ }^{\text {a }}$ | 'lamb' |
| [ $\mathrm{n}^{\text {jau }}$ ] | [ $\mathrm{l}^{\prime} \mathrm{au}^{\text {® }}$ ] | 'bird' |
| [ $t^{n} \mathrm{u}$ ]] | [ ${ }^{\text {h }} \mathrm{u}^{*}$ : $]$ | 'rabbit' |

In the first three cases the suffix replaces [ n ] and [ i , although in the third case [ i ] survives as a glide on the onset. In the fourth case the suffix replaces the coda, but part of the coda is preserved as nasalization on the rime. In the last two cases the suffix is realized as a retrofex color on the original vowel. A number of
(37) Truncation of polysy/labic morpheme to monosyllabic ones


The compound birn chno 'bat nest' was made up by me, but seems quite acceptable. The compounds jie zhou 'California State' and jia yarm 'Canadian dollar' are real ones.

Overall, it is fair to say that every syllable is a morpheme (or a perceived norpheme) in Chinese. In addition, since most morpheınes are also words in Chinese, it is fair to say that most Chinese syllables are words, or that most Chinese rvords are monosyllabic.

The close relation between syllables and words in Chinese rajses an interesting question. If we find a generalization for the Chinese syllable, how do we know whether it is indeed a generalization for syllables and not a generalization for words? For example, should we say that every syllable in Chinese has a tone, or should we say that every word in Chinese has a tone?

## 12 Statistical data on syllables in Standard Chinese

Compared to English, Standard Chinese has a fairly small inventory of syllables. Consider the data in (38) and (39). A simplex word is one that contains one morpheme.
(38) Monosyllabic simplex worts in English in the CELEX lexicon (Baayen et al. 1995)

All simplex words 7,401
Monosyllabic simplex words 3,834
Different pronunciations $\quad 3,219$
(39) Syllables in Standard Chinese

| Vocabulary type | N/I | Common |
| :--- | ---: | :---: |
| Characters | 12,041 | 2,500 |
| Syllables (with tones) | 1,334 | 1,001 |
| Syllables (without tones) | 413 | 386 |

English has over 3,000 monosyllables in simplex words. In contrast, Standard Chinese has about 1,000 syllables including tones, or 400 excluding tones.

Although Standard Chinese has just 1,334 syllables (including tones), only about 1,000 are commonly used. Therefore, up to 300 syllables are unfamiliar to the average speaker. This is confirmed by the study of Myers and Tsay (2005), who found that acceptability judgnents on possible syllables in Standard Chinese are gradient and influenced by lexical frequency.

Ao, Benjamin. 1993. ['honetics and phonology of Nantong Chinese. I'h.V. dissertation, Ohio State University.
Baayen, R. Harald, Richard I'iepenbronk \& Hedderik van IZjin. 1995. The CELEX lexical datn base [CD-ROM]. Philadelphia: Linguistic Data Consortium, University of Pennsylvania.
Bao, Zhiming, Jianguo Shi \& Debao Xu. 1997. Shengeherg yirsxixae lilum jipi yingyorgg [Geucmatixe phonology: Theory nord wage?. Beijing: Zhongguo Shehui Kexue Clubanshe.
Boersma, Paul \& Bruce Hayes. 2001. Empirical tests of the Cradual Learning Algorithm. Linguistic fuquisy 32. 45-86.
Bororvsky, Toni. 1989. Structure preservation and the syllable coda in English. Natrural Language and Linguistic Thcory 7. 145-166.
Bybee, Joan. 2001. Phonology arad largzage uss. Cambridge: Cambridge University Press.
Chao, Yuen-Ren. 1933. Tone and intonation in Chinese. Bulletin of the Enstifute of History amat Phitology, Acndermia Simica 4. 121-134.
Chao, Yuen-Ren. 1934. The non-uniqueness of phonemic solutions of phonetic systems. Bulletin of the lnstitute of History and Philologys, Academia Sinics 4. 363-397.
Chao, Yuen-Ren. 1968. A grammar of spoken Chimese. Berkeley: University of California I'ress.
Chen, Matthew Y. 1992. The chameleon r-suffix in Yanggu. Journat of Fast Asim I.irgsuristics 1. 197-213.

Chen, Matthew Y. 2000a. From tone to accent. Cafriers de Lirguistipue - Asic Oricutale 29. 179-203.
Chen, Matthenv Y. 2000b. Tone samdhi: Patkerns across Climese dialects. Cambridge: Cannbridge University ['ress.
Cheng, Robert L. 1966. Mandarin phonological struct ine. fonmal of Linguistics 2. 135-158.
Cheung, Kwan-Hin. 1986. The phonology of present-day Cantonese. Ph.D. dissertation, University of London.
Clements, G. N. \& Kevin C. Ford. 1979. Kikuyu tone shift and its synchronic consequences. Linguistic Impuiry 10, 179-210.
Coetzee, Aıldries lV. 2006. Variation as accessing "non-optimal" candidates. Phonology 23. 337-385.
Coleman, John. 2001. The phonetics and phonology of Tashlhiyt Berber syllabic consonants. Transactions of the Philological Society 99. 29-64.
Dong, Sharoke. 1985. Yanggu fangyan de er hua [Er affixation in the Yanggu dialect]. Zhomgrano Үииееи 1985, 273-276.
Dong, Shaorven. 1958. Yuyin clangian [introduction to phonetics]. Beijing: Wenhua Tiaoyu Chubanshe.
Duanmu, San. 1990. A formal study of syllable, tone, stress and domain in Chinese languages. Ph.D. dissertation, MIT.
Duanmu, Salr. 1999. Metrical structure and tone: F.vidence from Mandarin and Sharghai. Journal of East Asian Linguistics 8. 1-38.
Duanmu, San. 2007. The phomology of Standard Chinese. 2nd edn. Oxford: Oxford University l'ress.
Duanmu, San. 2008. Syllable structure: The fimits of vafintion. Oxford: Oxford University Press.
Feng, Aizhen. 1996. Introduction to Dictiouary of Fazhom dialect. Fangyan 1996(2). 81-99.
Fidelholt?., James L. 1.975. Word frequency and Vowel reduction in English. Papers from thse Ammal Regional Meeting, Chicago Linguistic Society 23. 200-213.
Frisch, Stefan A., Nathan R. Large \& David B. Pisoni. 2000. Perception of wordlikeness: Effects of segment probability and length on the processing of nonwords. Journal of Memory and Language 42. 481-6196.
Goldsmith, John A. 1981. English as a tone language. In Didiex I.. Goyvaerts (ed.) Phonology in the 1980's, 287-308. Ghent: E. Story-Scientia.
Hall, T. A. 2001. The distribution of superheavy syllables in Moden Enylish. Folin Lingrustion 35, 399-442.
Hall, T. A. 2002. The distribution of superheavy syllables in Standard Cerman. The Lirgaistic Revicul 19. 377-420.

# 116 Sentential Prominence in English 

Carlos Gussenhoven

## 1 Introduction

In the linguistic expressions of nany languages, words vary in prominence. In the English compound (1a), there is some sense in which tax has more prominence than relief, and in the sentence (1b) the same can be said about the subject NP Nly bike as compared to the verbal phrase has been stolen. Example (lc) . Hlustrates how the perception of prominence can be more differentiated than this: Englisht appears to be more prominent than teacher, which in turn inay seem nore prominent than Old.
(1) a. tax relief
b. My bike has been stolen!
c. an Old English teacher

The above observations touch on two aspects of the phonological structure of English which have been the tupie of intense debate over the past decades. 'The first concerns the phonological nature of this prominence: how is it represented in the structure? There have been widely different answers to this question. The main division is between views that see prominence as a single dimension and views that separate word stress from intonational pitch accents. A number of representations that fall in the first class of views are discussed in $\S 2 . \S 3$ introduces the second class and explains the difference between word stress and accentuation. $\$ 4$ then returns to some of the examples discussed in $\S 2$, offering a n account for them first by assumning that the sentence prominences are pitch accents, and second by identifying the accent assignment or deletion rules that are held responsible for the distribution of the pitch accents in each case. In doing this, $\S 4$ also takes a position on the second main controversy: why are the varinus levels of prominence to be found where they are? What determines that in (1a) through (lc) tar, bike, and English have the most prominence within their structures and what determines that tencher may seem more prominent than Old in (1c)? Finally, $\S 5$ considers the question of whether there are residual differences in prominence that are not covered by the description in $\S 3$ and $\S 4$. It concludes by suggesting that such differences arise during phonetic implementation rather than being due to differences in representation.

## 2 The phonological representation of prominence

A useful simplification of the changing perspective on the nature of sentential "stress" is to distinguish two views. The first view, to be referred to as the Infinite Stress View (ISV), takes the impression of muiltiple degrees of prominence as a starting point and translates these into a representation of gradient stress. This is the older of the two views, and was the basis of an early treatment of stress above the level of the word in generative phonology (Chomsky and Halle 1968). The other view, the Pitch Accent View (PAV), takes sentential prominence to be due to intonational tones that are associated with specific syllables. This view was first expressed by Bolinger (1958), who introduced the term "pitch accents" for these tones (see charter 32: the representation of intonation; chapter 50: tonal alignment for related discussion). Today, there are probably no linguists who adhere to the ISV in its original form. Niany, however, adopt some version within a newer conception of sentential prosodic structure, which is also, or even hrgely, composed of an intonational structure.

### 2.1 The infinite stress view

The earliest views saw stress as an increase in loudness due to greater amplitude of the sound wave (chapter 39: Stress: irhonotactic and phonetic evidence). This implies that stress is a continuous phonetic variable, which can have different values within words as well as across words. The idea that wrord stress and prominence differences among words are essentially the same phenomenon is expressed in Blonmfield (1933: 111), for instance. He distinguished "emphatic stress," as on the syllable my in (2) (where I have reproduced his original transcription of This is my birthday present), from "ligh stress," as in the syllables theis and birth-, which is different from "low stress" on pres-, which in its turn is distinet from "no stress," on all orther syllables.
"oxis iz. "maj 'bartdej .preznt ("i.e. not yours")

Chomsky and Halle (1968: 20) incorporated the ISV in their rule-based grammar of English stress. Example (3a) has the most prominence on board, but black can be felt to have more prominence than eraser. The stress pattern is therefore 213 . In (3b), black is most prominent, while craser has more prominence than board, giving 132 . Finally, (3c) again has the most prominence on board, but of the other two wrords it is eraser that seems more prominent than black, giving 312 . The stress levels 2 and 3 are best compared across the three structures, instead of within them, for instance by comparing black in (3a) and the same word in (3c).
(3) a. a black board-eraser 'a board-eraser that is black' 213
b. a blackboard eraser 'an eraser for a blackboard' 132
c. a black board craser 'an eraser of a black board' 312

Chounsky and Halle accounted for this three-way distinction by postulating two rules, reproduced in (4a) and (4b), plus a convention, (4c). The order of
(10)


### 2.2 The problem with the ISV

The deeper problein lies in the conception of phonological pronninence, nore specifically in the hypothesis that prominence levels above the word are of the same kind as prominence levels within the word. The next section will argue that word prosodic structure is essentially different from sentential prosodic structure. Part of the reason why they have been conflated is that acoustic measurement techniques have only been readily available since the last quarter of the twentieth century and, where they existed before, the implications of the data they provided were not always adequately incorporated into the way linguists thought about stress. As we will see in §3, when a speaker produces even a single word, we do not only observe the word prosody, but also its sentence prosody. While the connections between these two representations are strong, they are separate components of the phonological structure of English.

## 3 The pitch accent view

### 3.1 Pitch and stress as independent components in syllable prominence

The new conception of phonological prominence followed varinus demonstrations that differences in stress are not expressed in acoustic intensity differences, or even auditory loudness differences. Mol and Uhlenbeck (1956) showed that no

If we abstract away from the presence of a pitch accent, the difference between stressed and unstressed syllables is phonetic in many languages (chapter 39: stress: phonotactic and phonetic evidence). The stressed syllables may be longer and have greater intensity, as in Spanish (Ortega-Llebaria 2006), or the segments in them may additionally be more precisely articulated, as in Catalan (Astruc and Prieto 2006; cf. Sluijter and van Heuven 1996). In English, such differences have been phonologized, meaning that the greater duration and the articulatory precision have led to constraints on the segnental composition of stressed and unstressed rhymes. A stressed rhyme in English must consist of a long vowel or diphthong or a short vowel plus a consonant. An unstressed rhyme cannot contain any vowel other than [ a i u] (Bolinger 1986: 347). ${ }^{2}$ Most importantly from the point of view of our topic, only stressed syllables can be accented.

### 3.3 Accent

Accent is a place marker in the phonolngical structure where tones are to be inserted (Goldsmith 1977; Hyman 1978; chapter 42: fitch accent systems). The location of these accents, as well as their presence, may be lexically determined, as in Japanese (see also chapter l20: Japanese pitch accent). For instance, (12a) and (12b) are accented words, but differ in the location of the accent, while (12c) is an unaccented word.
a. hási 'chopsticks'
b. hasí 'bridge'
c. hasi 'edge'

In other languages, accent is assigned on the basis of phonological or morphological information, as in Nubi, a creole spoken in Uganda anct Kenya. All Nubi words have one accented syllable, but a verb loses its accent when it combines with an object into a nominalized VP. In (13a) and (13b), a minimal pair of verbs is illustrated in combination with an object; in (13c) the nominalization is shown, and since both 'rent' and 'rent out' now lose their accent, the sentence is ambiguous (Cussenhoven 2006).

| a. ána gí pángisa júa | 'I will rent out a house.' |
| :--- | :--- | :--- |
| I will rent-out house |  |
| b. ána gí pangisa júa | 'I will rent a house.' |
| c. pangisa júa séne má | 'Renting (out) a house is good.' |
| rent(-out) house good be |  |

How does English differ from Nubi? The first difference concerns the existence of a choice annong the tone(s) to be inserted in any accent position. In Nubi, an accented syllable must have an $\mathrm{H}^{*}$ pitch accent. In English, the requireınent is merely that a pitch accent be inserted, bui which one, out of the many that could be

[^414]English has a rather large number of accentuation and deaccentuation rules. First, words may have more than one accent, specifically words that have stressed syllables before the main stress, as in CAIFORriar (Selkirk 1984). Second, in addition to two rules that resemble the two Nubi rules, it has a rule deleting initial accents and, importantly, a rule that distributes accents to mark information structure. $\S 4$ is devoted to accentuation in English.

## 4 Accent in English

There are two ways in which the description of accentuation in English could be approached. We could either assume that accents are absent and assign them where they are needed, or we could assume that syllables are accented by default and assume they are removed where they do not occur. The second approach is in tune with descriptions of information structure in which accents are removed for "givenness," instead of assigned for "newness" (Schwarzschild 1999) and was adopted for other rules in Gussenhoven $(1991,2005)$. In the deaccentuation option, accents are first assigned to all syllables that can ever be accented, and then removed where they are not needed. In §4.1, I define the accented syllables of English in two steps, one for primary stressed syllables and one for secondary stressed syllables. $\S 4.2$ then describes three deaccentuation rules, the compound deaccentuation rule (henceforth the "Compound Rule"), the Initial Accent Deletion rule, and a rule I will refer to as the "Inverse Compound Rule." $\S 4.3$ is devoted to the Rhythnı Rule. §4.4 contains three sections dealing with meaningful phraselevel effects: Schmerling's generalization (\$4.4.1), phatic elements (\$4.4.2), and information structure ( $£ 4.4 .3$ ). $\S 4.5$ deals with the status of pre-nuclear accents. Finally, $£ 5$ discusses prominence distinctions that cannot be attributed to stress or accent, and $\S 6$ concludes the chapter.

### 4.1 Lexical generalizations in English

Taking the position of main stress for granted, the first accentuation rule is straightforward: place an accent on the primary stress of every word. The words in (12) come out as in (17) as a result.

## (17) aLASka, sarDINE, cigaRETTE, HELicopter, mariluAna, MELancholy

Secondary stressed syllables before the primary stress are also provided with pitch accents. As a result, the representations of sardine, cigarette, and marihuna are as in (18).

SARDINE, CIGaRETTE, MARiHUAna
Two comments are required here. First, English has "cyclic" stress (Kiparsky 1979). This means that the primary stress of a base survives a morphological derivation that adds a primary stress to the right of the base. The old primary stress will now be a pre-primary secondary stress. In (19a) and (19b), the secondary stress is on the second syllable of the word, because that is where the base has its primary stress; in (19c) it is on the first syllable, for the same reason. In terins of their accentability, there is no difference between the primary stressed syllables

### 4.2.3 Reverse compounds

"Reverse compounds" are structures in which the first constituent is deaccented. When the first constituent in the NP denotes the category and the second constituent is the name of the item belonging to that category, the first constituent is deaccented. Example (25b) is from Selkirk (1984: 221), who pointed out the contrast with the phrasal LAKE HILL 'a hill called after Mr or Mrs Lake', where no deaccenting takes place. The example is representative of geographical names of this type, like Mount Kilimaniaro; (25c) illustrates a person category.
a. the BOOK JOSHua $\rightarrow$ the book JOSHua
b. LAKE HILL $\rightarrow$ lake HILL
c. AUNT AGatha $\rightarrow$ aunt ACatha

### 4.2.4 Initial Accent Deletion

Initial Accent Deletion causes all accents except the last to be deleted in a class of morphological formations, most strikingly compounds. In (26), examples are given in which the first constituent has two accents underlyingly. In the compound noun (26a), the double-accented word marihuann loses its pre-final accent, and in (26b) Tom undergoes the same fare, as it is the pre-final accent of the name Tom Paine, a noun phrase included as the first member of a compound noun. Similarly, Old loses its accent in the noun phrase Old English, because it too is embedded in a noun compound, while (26d) shows that multiple pre-nuclear accents will all be deleted. Example (26c) forms a minimal pair with the noun phrase old English tencher 'an English teacher who is old', where the head noun is the compound English tencher: here old retains its accent. Similarly, a Second Langunge Conference ("a conference on the study of L2") has an accent just on Language, while a second Language Conference ("the second of a series of conferences on language") has accents on second and Langunge.
a. MARiHUAna cigarette $\quad \rightarrow$ mariHUAna cigarette
b. TOM PAINE street $\quad \rightarrow$ tom PAINE street
c. OLD ENGlish teacher $\rightarrow$ old ENGlish teacher
d. i-COULDn't-CARE-LESS attitude $\rightarrow$ i-couldn't-care-LESS attitude

Initial Accent Deletion also applies to English words formed with the help of suffiixes that leave the stress pattern of their base intact. These are known as "stress-neutral" suffixes, and include -islt, -ist, -ly, -ness, and -less. ("Stress-changing" suffixes include -ian: compare ALbuquerque - ALbuquerqueish, but ALbuquerque - ALbuQUERquian.) The suffixes -based, -fast, -free, -like, -proof,-prone, -style, -tight, -type, -ivise, and -ivorthy also belong here, as does the accented suffix eesque. The examples in (27) are presented without a "walk-through," but notice the case of (27d), where the base, REMbrandt, starts out with only a single accent. Here it is the accent on the suffix that is the last accent in the derived word.
(27) a. UNKINDness $\rightarrow$ unKINDness
b. TAIPEI-based $\rightarrow$ taiPEl-based
c. NORTH-koREa-style $\rightarrow$ north-koREa style
d. REMbrandTESQUE $\rightarrow$ rembrandTESQUE

Reverse compounds, too, undergo Initial Accent Deletion. If the second member has two accents, only the last of these survives. In fact, the Reverse Compound Rule could be subsumed by Initial Accent Deletion, but I have preferred to treat the reverse compounds separately, in order to identify them as a group that requires further research.
(28) a. mount KllimanJAro $\rightarrow$ mount kilimanJArn
b. route SIXty-ONE $\rightarrow$ route sixty-ONE

### 4.3 A post-lexical phonological generalization in English

Once words are inserted intn phrases, furiher deletions of accents may take place. These "post-lexical" generalizations are in part phonological, meaning they are triggered by specific phonological contexts, and in part morphosyntactic, in which case the deletion of the accent is the direct expression of a meaning distinction. The most widely discussed phonological generalization, earlier illustrated in (8), concerns "stress shift," more properly "rhythm-induced accent deletion," also known as the Rhythm Rule. In the PAV, this rule deletes medial accents in the phonological phrase (Gussenhoven 1991; Shattuck-Hufnagel et al. 1995). Consider the alternants of Japrnese in (29). In (29a), we have an isolated pronunciation, in which both accents are retained. In (29b) the first syllable loses its accent, as it is medial in the phonolngical phrase, while in (29c) the third syllable Inses its accent, because it is medial. The phonological phrase $(\phi)$ is a prosodic constituent above the phonological word, and corresponds in the default case with a syntactic phrase.
a. (IAPaNESE) $)_{\text {, }}$
b. (GOOD japaNESE ${ }_{\text {o }}$
c. (TAPanese GOODS) $)_{\text {® }}$

The Rhythm Rule makes it clear that it is important to describe the presence of pre-primary accents in words. For instance, (30a) shows that words like sepTEMber and senSAtional - cf. (20) - really lack an accent on the word-initial foot, while (30b), from Iones (1967), shows that disyllables like DUNDEE do have one, just as words like inTERpreTAtion and asSOciAtion, shown in (32c); cf. (19). Example (30d) shows the effect of -esque, due to Initial Accent Deletion. In (30e) (cf. (12a) from Prince 1983), we again see the effect of that rule. Street has lost itsaccent through the Compourd Rule and Tom lost its accent through Initial Accent Deletion, meaning that there is no medial accent left for the Rhythm Rule to delete. In (30f), there are two medial accents to be deleted by the Rhythm Rule. Next, in (30g)-(30i), we see the effect of Initial Accent Deletion on reverse compounds, and the subsequent inability of the Rhythm Rule to contribute to their prosodic shape.
$\begin{array}{ll}\text { a. } & (\text { sepTEMber STORMS })_{d,} \\ \text { b. } & (\text { (DUNDEE MARmalade) } \\ \text { c. } & \text { (asSOciATion FOOTball) } \\ \text { d. } & \text { (rembrandTESQUE LIGHT) } \\ \text { e. } & \text { (tom PAINE street BLUES) }\end{array}$
not (SEPtember STORMS) ${ }_{\text {p }}$
$\rightarrow$ (DUNdee MARmalade) ${ }_{\text {d }}$
$\rightarrow$ (asSOciation FOOTball)
not (REMbrandtesque LIGHT) ${ }_{1}$
not (TOM paine street BLUES) ${ }_{\text {人 }}$

|  | (TOM PAINE BIG BAND) it $_{\text {it }}$ | $\rightarrow$ | (TOM paine big BAND) 中 |
| :---: | :---: | :---: | :---: |
| $g$ g. | (aunt SUE BIG BAND) ${ }_{\text {p }}$ | $\rightarrow$ | (aunt SUE big BAND) |
| h. | (mount kilimantAro BLUES) ${ }_{\text {dp }}$ | not not | (AUNT sue big BAND) ${ }_{\text {¢ }}$ <br> (MOUNT kilimanjaro BLUES), |
|  |  | no | (mount Kllimanjaro BLUES) ${ }_{\text {d }}$ |
|  | (route sixty-ONE BLUES) ${ }_{\text {¢ }}$ |  | (ROUTE sixty-one BLUES), |

### 4.4 Meaningful distinctions at the phrasal level

The motivation for having pitch accents on particular words in English sentences has traditionally been looked at from a syntactic perspective. The Nuclear Stress Rule of Chomsky and Halle (1968), given in (4b), applied inside phrases, as illustrated in (5a) and (5c), as well as to combinations of phrases. As a result, (31a) was interpreted as having the primary stress on the object NP Mary, a pattern known as "normal" stress. Other prosodic versions of the same sentence, like ( 31 b ), were said to have "contrastive stress," due to contextual constraints that more recently have been collectively called "information structure." In (31b), a contrastive stress rule, not formalized, has retained the primary stress on John, demoting the stress levels on kissed and Mary as a result.


Starting point
(4b)
(4b)
Output
b. A: Who kissed Mary?

132
B: [[ John $\left.]_{\text {NPP }}\lfloor\text { kissed [Mary ].vp }]_{\text {vp }}\right]_{s}$
Sclumerling (1976) and others have pointed out that the distinction between "normal" and "contrastive" is not easily maintained. "Normal" stress may seem an unproblematic concept in (31a): this is how the sentence would be produced when read from a contextless written presentation. In many situations, however, such a reading may strike the listener as quite marked. In (32a), the prominence on two seems both "contrastive," in the sense that the two-year-old is compared with some older individual, and "normal," in the sense that this is how any native speaker would read it. Schmerling (1976) also pointed out that the way her husband announced the death of President Johnson to her was as (32b), an out-of theblue statement, with no accent on died. As it happened, some weeks earlier, her mother had announced the death of another American president, Truman, as (32c). Unlike Johnson, Truman had been critically ill for some time and his death came as no surprise. I here give Schmerling's (1976) prominence patterns as accentuations. It is hard to see which utterance has "normal stress"; if a choice must be made, it would be (32b), umlike what the Nuclear Stress Rule predicts.
a. Even a TWO-year-old can do that
b. IOHNson died
c. TRUınan DIED
(41) I'm sitting here very NICEly, thank you very much.

Hearcr-appenl markers intend to engage the listener, like vocatives, "softening" expressions like don't you think, elh, and equal polarity tags (42).
(42) It's SUCH a cute CHILD, don't you think, Peter?

Textunl markers include conment clauses, as in (43a), and reporting clauses, as in (43b). Reporting clauses may be complex, and still show a sustained absence of accents. Unaccented reporting clauses may be integrated in the intonational structure in two ways. They may be included in the intonational phrase, just like comment clauses, in which case any final boundary tone appears after the reporting clause, or be cliticized, in which case the final boundary tone occurs before the reporting clause, to close off the reported direct speech, as well as after it. In the latter option, probable for (43a), there is a noticeable boundary between the reported direct speech and the reporting clause.
a. It's tomorrow', I think.
b. 'Then why not GO there?', he interrupted, no longer feeling he didn't care.

Approximatives are expressions that indicate that information is less than precise. This is a quite varied group, with items like or more, the way he did, or something, and all that, kind of thing, in a way.

## I suppose we all ARE in a way.

F.pithets are appositive descriptions, often derogatory, as illustrated in (45). Example (45a) is from Bing (197 )). In Cussenhoven (1986: 128), I erroneously argued, contra Bing (1979), that epithets are accented. My confusion was due to the frequent occurrence of a final $\mathrm{H} \%$ boundary tone in this kind of sentence, added to the fact that, like inany reporting clauses, epithets are typically set off from the preceding clause by an intonational phrase boundary. Thus, if neighbors in (45a) is giving a falling-rising contour ( $\mathrm{H}^{*} \mathrm{~L} \mathrm{H}^{\prime \prime \prime}$ o: high pitch on neigrt- and low-to-high pitch on -bors), the pitch on the finks will repeat $\mathrm{LH} \%$, the low-to-high pitch of -bors. To see how the pattern goes without $\mathrm{H} \%$, (45b) naturally ends in $\mathrm{L} \%$, once after is ( $\mathrm{H}^{*} \mathrm{~L} \mathrm{~L} \mathrm{\%}$ ) and once after boy ( $\mathrm{L} \mathrm{L} \%$ ). As Bing pointed out, this pattern contrasts with the repetition of the pitch accent: if the $\mathrm{H}^{*} \mathrm{LH} \%$ is repeated on the finks, the expression changes into an appellative appusition, Fink now being their surname; see (46b). Similarly, a polar tag is accented, as shown in (46b), where IS repeats the contour of ILL, H* L L\%.

a. My nextaor NElGHbors, the finks, have been coming over EVery NIGHT,

b. Here he IS, the stupid boy.

a. My nextdoor NEIGHbors, the FINKS, will be OUT tonight.

b. He $\mathrm{SSn}^{\prime} \mathrm{t}$ ILL then, IS he?

### 4.4.3 (De)accenting for "newness" and "givenness"

Deaccenting for "giverness" is illustrated in (47a), where the phrase in the city is a stand-in for Toulouse. The absence of a pitch accent on city causes the predicate set foot to have the last pitch accent. By contrast, in (47b) in the city refers to a specific district in London, and therefore conveys different information from London. Pitch accents thus express "information structure," the way the information in the sentence relates to the state of understanding. The lack of accent on city in (47a) indicates that reference is made to existing information, just as the presence of the accent on the same word in (47b) indicates that some referent other than "London" is to be understood, i.e. the financial district known as "the City."
(47) a. They can't have been seen in Toulouse. They NEVer set FOOT in the city.
b. They haven't really seen much of London. They NEVer set foot in the CITy.

The relation between accentuation and information structure in English and other European as well as Asian languages is a widely studied phenomenon. Recent volumes are Bosch and van der Sandt (1999), Molnár and Winkler (2006), and Lee et al. (2007). Here I discuss two issues that have played a role in the discussion over the past decades: (i) highlighting and (ii) the focus constituent.
(i) Highlighting: Dwight Bolinger was the main proponent of the position that a pitch accent lends significance to the word it is used on, even in a compound or a predicate-argument combination. This "highlighting view" was or iginally launched in reaction to the syntax-based derivation of "normal stress" illustrated in (31a) (Bolinger 1972), but later repeated in response to Schmerling (1976) (Bolinger 1977) and Gussenhoven (1983a) (Bolinger 1985, 1987). The highlighting role of pitch accents is evident not only in the expressive use of pitch accents in (48a) cf. Bolinger (1987: example (145)), which goes against Predicate Deaccentuation - but also in the unusual locations of pitch acoents, "distortion," as in (48b) (Bolinger 1985: example (32)). Counterpresuppositional accentuations like that in (48c), which can be analyzed as representing negative polarity focus, inust thus be motivated by the ineaning of in in Bolinger's analysis (Bolinger 1985).
(48) a. Your FEET STINK.
b. A: You've overlooked the possibility of dealing with him personally. B; Not at all. There never really was a POSsibility.
c. They can't have been seen in Toulouse. They were never IN the city.

The expressive power of pitch accents and the expressive inotivation for some pitch accent locations is undeniable (cf. also Ladd 2008: 246), but the consensus
in $A$ and [ $B$ and $C$ ] than in $[A$ and $B]$ and $C$. Second, Katz and Selkirk (2009) produce evidence that a contrastive accent like that on Modiglinni in (52) has greater acoustic prominence than the phonetically less salient thematic accent in Moma, which Zubizaretta (1998: 84) might call a "miniature" accent. Katz and Selkirk (2009) argue that there is a binary contrast here.
(51) Gary is a really bad art dealer. He gets attached to the pamtings he buys. He acquired a few Picassos and fell in love with them. The same thing happened with a Cezanne painting. So he would only offer that $[\text { Modigliani }]_{\mathrm{F}} \propto$ to $[\mathrm{MoMA}]_{\text {Now }}$. bet the Picassos would have fetched a much higher price.

The third case concerns "second occurrence focus" (SOF). It refers to the unaccented repetition of a constituent in the scope of a "focus operator" like also, even, only which was accented in the preceding sentence. Féry and lshihara (2009) found small but significant differences between postnuclear SOF, as illustrated in the $\mathbf{B}$ response in (52a), and non-focus, as illustrated in the $\mathbf{B}$ response ( 52 b ), even though both instances of song are unaccented. Their experinent was on German; (52) improvises on the kind of data they used (cf. also Beaver et al. 2007).

> a. A: It was a fun party. Michael even sang a SONG.
> B: And WALdemar even sang a [song].
> b. A: Did MANy people sing a song at the party?
> B: Yes! WALdemar even sang a song.

Fourth, there may be durational differences and possibly pitch differences between unaccented primary stresses and unaccented secondary stresses. For instance, if we placed the compound SPANish student and the phrase a SPANish STUdent in a reporting clause (where their accents must disappear), are these structures still different phonetically? And is the answer the same in the case of a minimal pair of single words, like the noun iNterchinge and the verb INterCHANGE (cf. Schmerling 1976: 24; Gussenhoven 1991)? Fifth, even though listeners may not use the information, there are reports that narrow focus, shown in (53a), is pronounced differently from broad focus, shown in (53b). Depending on the language, the narrow focus pronunciation may have a longer duration, a steeper slope, a later peak, an earlier peak, or a higher peak (Avesani and Vayra 2004; Smiljanić 2004; Sityaev and House 2004; Baumann et al. 2007; Hanssen et al. 2008).
a. A: Were you going to drive to Bristol, you said?

B: We're going to drive to [WINDsor].
b. A: What are you going to do today?

B: We're going to [drive to WINDsor].
There are two possible responses to these five (real and potential) effects. One is that the PAV needs to be enriched with a representation of gradient prominence, thus returning to the position in Chomsky and Halle (1968). In the context of the differences in phrasal branching referred to above, Ladd (2008) suggested that this representation should be tonnl, rather than be in terms of levels of stress. Accordingly, he proposed a tree structure much like the netrical tree
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## 117 Celtic Mutations

S．J．Hannahs

## 1 Introduction：Initial consonant mutation

Initint consonant mutation is one of the best knowrr，although not best understood， phonological characteristics of the Celtic languages：the initial consonant of a word form undergoes a systematic alternation with a phonetically distinct consonant in specific contexts．（On inutation in languages other than Celtic see chapter 65： consonant mutation．）

As an exanıple of such a systematic alternation in the initial consonant of a word， consider Welsh．The Welsh word fur＇father＇，end，has four distinct forms：the citation form tad［ta：d］，the＂soft mutation＂form dad［da：d］，the＂aspirate mutation＂form thad［日a：d］，and the＂nasal mutation＂form nhad［na：d］．
（1）Welsh initial consonant mutations

| citation form | tad | ［ta：d］ | ＇father＇ |
| :--- | :--- | :--- | :--- |
| soft mutation | dy dad | ［da da：d］（2sG father） | ＇your father＇ |
| aspirate mutation | ei thad | ［i 日a：d］（3FEm sG father） | ＇her father＇ |
| nasal mutation | fy nhad | ［a gia：d］（lsc father） | ＇my father＇ |

Which of tluese four forms occurs in any particular instance depends on the wider context in which the word appears，as discussed below．Here we see that following the 2nd person singular possessive pronoun tad mutates to dad，following the 3rd person feminine singular possessive pronotan tad mutates to thad，and following the 1 st person singular possessive pronoun tad mutates to mitad．The number and nature of the mutations differ between the modern Celtic languages，though there are some overarching similarities across the family，such as mutations following specific prepositions，mutations associated with particular grammatical contexts， and so forth．Within each of the two branches of the Celtic family，the Brythonic languages（also known as＂P－Celtic＂），Breton and Welsh，have very similar patterns to each other，as do the Goidelic languages（or＂Q－Celtic＂），Irish and Scottish Gaelic．＂

[^415]Although init tal consonant mutation has its origin in phonetics as a series of phonetically triggered external sandhi alternations, the overwhelming bulk of initial consonant mutation in the modern languages is not phonetically triggered. Indeed, it is not phonologically transparent. Rather, it is lexical and/or grammatically conditioned. Nonetheless, it is possible to sketch an outline of the historical phonetic bases of initial consonant mutation, and to discuss the general absence of phonological transparency. Moreover, despite this general absence of phonological transparency, there are a nuınber of recent accounts (syntactic, phonological, and morphological) of productive instances of initial consonant nutation, for instance analyses of "soft mulutation" (i.e. lenition) in Welsh. Beyond such productive occurrences of initial consonant mutation there is a large "residue," that is, phonologically non-productive (typically lexicalized or grammaticalized) aspects of inutation. This residue - whhich inay well be syntactically or inorphologically productive - nevertheless has phonological implications: even in the absence of productive phonological processes, initial consonant mutation still requires some sort of phonological representation, along with a phonological characterization of the alternations themselves.

A brief word on terıninology is in order here before looking at the languages and the data involved. The statement above that initial consonant mutation has its origins in phonetics means simply that the alternations were originally phonetically transparent, e.g. Ienition involved voicing and/or frication of intervocalic consonants; nasal mutation involved contact with a nasal segment. In the modern languages many of the alternations have become grammaticalized and phonologically opaque in various ways. The object of a specific preposition may undergo a particular mutation, and the complement of a particular pronoun may show a specific mutation, in both cases in the absence of a transparent phonetic context triggering the alternation. This in turn leads to an interesting analytical dilemma: although the mutations affect the phonological shape of word forms, the alternations themselves may be triggered by non-phonological structures in a phonetically opaque way. That is, they nay be subject to grammatical (e.g. syntactic or morphological) considerations outside the phonology proper. Indeed, some (e.g. Stewart 2004; Green 2006, 2007) have taken the lack of a unitary cause of mutation and an absence of unitary effect as evidence that it is not a unitary phenomenon and not therefore properly phonological.

After a brief discussion of the languages involved, the diachronic origins of initial consonant mutation, and the problem of determining whether the mutations are best analyzed in terms of phonology, morphology, or syntax (or some combination thereof), this chapter will look at the data of initial consonant mutation in the Celtic languages, discuss the theoretical interest in initial inutation, and survey some of the more influential analyses of initial consonant mutation.

## 2 Background

### 2.1 The Celtic languages

There are four living Celtic languages, belonging to two branches of the Celtic family of Indo-European. The Brythonic (or Brittonic) branch includes Breton (spoken in Brittany in France) and Welsh (spoken in Wales and parts of Patagonia),
whilst the Goidelic branch includes Irish (spoken in Ireland) and Scottish Gaelic (spoken in Scotland and on Cape Breton Island, Canada). The family also includes the relatively recently extinct Cornish (Brythonic) and Manx (Goidelic), which are both subject to current revival movements, but which will not be considered here. (Pre-)historically, the Celtic family also included Gaulish, Cumbric, and Celtiberian, and the evidence suggests that they also displayed initial mutations (see for instance Fleuriot 1975 and Gray 1944; though Jackson 1953: 548 is more skeptical).

### 2.2 Origins of initial consonant mutation

The Celtic mutations were originally phonetically triggered external sandhi forms. For example, the initial mutation variously referred to as "soft mutation" in Welsh and Breton, "lenition" in Breton or Scottish Gaelic, and "aspiration" in Irish, is traceable to phonetically conditioned intervocalic lenition (see citapter no: lenition). Writing about lenition in "British," i.e. Brythonic, Jackson (1953: 543) notes that it occurred "intervocally, whether in the interior of a word or initially when preceded in a close speech-group by a proclitic ending in British in a vowel ..." It affected the British single voiceless stops [ptk], which became
 The [ $\hat{v}$ ] subsequently denasalized to [ v ], while the voiced velar fricative [ y ] later deleted in Welsh (in certain cases becoming [j]); it became [ x ] in Cornish and Breton.

Generally, then, in British (and in Celtic more widely) intervocalic stops lenited word-internally. Word-initially, single consonants lenited when preceded by a vowel-final word. According to Falc'hun (1951: 84 f.), "Originally, mutations were purely phonetic. In words closely linked with each other, the ending of one word, depending on whether it was vowel final or consonant final, triggered the alternation of particular consonants at the beginning of the following word." ${ }^{3}$ As Hickey (1997: 146f.) points out, "Any consideration of the origin of mutation must start with phenomena which are purely allophonic. .. Low-level phonetic lenition is a necessary precondition to the development of morphological lenit $10 n a t$ a much later point." Thus, the process that started out as a phonetically motivated allophonic alternation became morphologized.

This distinction between allophonic lenition and morphological lenition goes to the heart of the difficulty of trying to account for initial lenition - or any of the other initial consonant mutations - in the Celtic languages as solely phonological. Although initial consonant mutation does have its origins in phonetics, it has long since ceased to be a transparent phonological phenomenon.

Falc'hun (1951:85), for example, notes that certain phonological changes led to the grammaticalization of initial consonant mutation. Specifically, stress shift and the subsequent loss of endings in Celtic removed the phonetic context for across-the-board initial mutations, yet the mutations themselves persisted, having become grammaticalized. Given that older forms of Celtic had large numbers of

[^416]Syntactic soft mutation in Welsh has long been alleged to mark the direct object (see Zwicky 1984, and more recently Roberts 2005). However, as Tallerman (2006) shows unambiguously, and as Borsley et al. (2007) discuss at length, an accolunt of soft nutation based on direct objects (or abstract accusative case marking) fails to account for the data. Even considering just tlue data in (4), the mutated word doesn't have a single grammatical function nor does it belong to a single syntactic category - in (a) it's a direct object, in (b) it's the head of a verb phrase, in (c) it's the verb belonging to an embedded clause, in (d) it's the verb in an embedded infinitival clause, in (e) it's the subject of the sentence. So, even leaving aside the absence of phonological conditioning and restricting the focus to grammatical conditioning, the grammaticalization of initial consonant mutation is both highly complex and multidinensional.

It is innportant to note, too, that although the examples above are of a single initial nutation in a single language, the lenition process known as "soft mutation" in Welsh, these examples are nevertheless indicative of the variety of triggers for initial consonant mutation in the Celtic languages in general. Taking the example of Irish, the Christian Brothers' grammar (n.d.: 15) includes the following under the "rules for eclipsis" (i.e. a type of nasalization, discussed below):

## (5) Eclipsis in Jrish occurs following

a. the plural possessive adjectives ár 'our', bhar 'your', and a 'their'
b. the article when followed by the genitive plural (both genders)
c. a simple preposition followed by the article and a noun in the singular
d. the numeral adjectives sencht (7), ocht (8), nooi (9), and deich (10)
e. the particles chn 'not', an 'whether', cí 'where', nach 'whether . . . not', go 'that', mona 'unless', do ' $\mathbf{i f}^{\prime}$ ', and after the relative particle a when it is preceded by a preposition, or when it neans 'all that' or 'what'.

So, although initial consonant mutation was originally phonetically motivated, it is now overwhelmingly phonologically opaque. Moreover, even while various mutations are robust and productive, they may also be associated with a number of different contexts, making reasenably comprehensive accounts of initial consonant mutation very difficult to articulate. Nonetheless, over the years there have been attempts to account for initial consonant mutation within various linguistic frameworks and to analyze it from various perspectives, including phonological, morphological, syntactic, or some combination of these, such as morphophonological or morphosyntactic. Furthermore, some success can be achieved through narrowly focusing on a particular aspect of a specific type of mutation in a single language, though this is often not easi.y generalizable across mutations or necessarily extensible to other languages.

While it is clear that initial consonant mutation in the modern Celtic languages is not primarily phonological, at least five relevant questions still remain for phonology:
(i) What phonological alternations are involved in the mutations?
(ii) How can the alternations be characterized phonologically?
(iii) Where do the alternations occur, i.e. (how) can the alternation site be defined in phonological terms?
(iv) What triggers the alternations?
(v) How are the alternations represented phonologically?

These questions will be referred to again below with reference to various accounts of mutation. Before looking nore closely at these accounts, the next section presents the primary data of initial consonant mutation in Irish, Scottish Gaelic, Welsh, and Breton. Note that the data presented are representative of the initial consonant mutations in each of the languages. However, given the wide and significant dialect variation within and across the Celtic languages, coupled with the absence of a spoken standard, the data given will not natch the specifics of every dialect. ${ }^{\text {. }}$

## 4 The data

The tables in the following subsections summarize the alternations involved in the principal initial consonant mutations in the four living Celtic languages. The symbols are broadly phonetic rather than orthographic. In each case the top row indicates the radical or underlying form, typically matching the initial consonant in a citation form or dictionary entry; the changes shown are those indicated by the type of mutation in the left-hand column. For example, an Irish word beginning with /b/, e.g. bó [bo] 'cow', shows up as bló [vo] under "aspiration" and as mbó [mo] under "eclipsis."
(6) Irish initial consonant matations (cf. Grijzenhout 1995: 8)

| citation form | bó | $[\mathrm{bo}]$ | 'cow' |
| :--- | :--- | :--- | :--- |
| aspiration | $a$ bhó | $[\mathrm{b} \mathrm{vo}]$ | 'his cow' |
| eclipsis | a $\quad \mathrm{mbo}$ | $[\mathrm{b} \mathrm{mo}]$ | 'their cowv' |

Note, ton, that not all consomants are subject to mutation. Those that do not mutate are not included in the tables in the "Radical" rows.

### 4.1 Q-Celtic (Irish and Scottish Gaelic) mutations

### 4.1.1 Irish

For an overview of Irish nutation, see Ní Chiesáin (1991) and Grijzenhout (1995: 9), for example. Note that the lrish and Scottish Gaelic consonant systems include a contrast between palaralized ("slender") consonants and non-palatalized ("broad" or "velarized") consonants. The palatalized consonants are indicated by an apostrophe. Both types of consomant undergo mutation, as indicated in the tables. Note also the sonorants represented with a capital letter, [N], [R], and [L], again in both Irish and Scottish Gaelic. Historically, these appear to have been geminate sonorants and their behavior in the modern languages is different from other sonorants, particularly with respect to mutation; synchronically, their phonetic nature

[^417]varies from dialect to dialect, though current research seems to indicate that at least for Skye Gaelic - they are associated with Advanced Tongue Root, as compared with "norınal" sonorants (see Archangeli 2009). Finally, note that Irish [ f ] is traditionally a voiceless bilabial fricative; this is now giving way to a voiceless labiodental fricative (cf. Christian Brothers, n.d.: 9 and Mac Eoin 1993: 110). For both /f/ and /f'/ in Irish and Scottish Gaelic, the "aspirated" reflex is loss of the consonant (hence "zero" in the table); for $/ \mathrm{f}^{\prime} /$ this results in palatalization of a preceding consonant.
(7) Mutation table for Irish, showing the radical consonamt, aspiration (a.k.a. lenition), séiınhiú, and eclipsis (a.k.a. nasalization), urú

| Radical | p | $\mathrm{P}^{\prime}$ | t | $\mathrm{t}^{\prime}$ | k | $\mathrm{k}^{\prime}$ | b | $\mathrm{b}^{\prime}$ | d | $\mathrm{d}^{\prime}$ | g | $\mathrm{g}^{\prime}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Asprirated <br> ("lenited") | f | $\mathrm{f}^{\prime}$ | h | $\mathrm{h}^{\prime}$ | x | $\mathrm{x}^{\prime}$ | $v^{\prime} \sim w^{\prime}$ | $\mathrm{v}^{\prime}$ | $\gamma^{\prime}$ | $\gamma^{\prime} \sim j^{\prime}$ | $\gamma^{\prime}$ | $\mathrm{r}^{\prime} \sim j^{\prime}$ |
| Ecl ipsect <br> ("nasalized") | b | $\mathrm{b}^{\prime}$ | d | $\mathrm{d}^{\prime}$ | g | $\mathrm{g}^{\prime}$ | m | $n^{\prime}$ | N | $\mathrm{N}^{\prime}$ | y | $\mathrm{m}^{\prime}$ |


| Radical | f | $\mathrm{f}^{\prime}$ | s | $\mathrm{s}^{\prime}$ | R | $\mathrm{R}^{\prime}$ | L | $\mathrm{L}^{\prime}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Aspir.ted <br> ("lenited") | zero | zero | h | $\mathrm{h}^{\prime}$ | r | $\mathrm{r}^{\prime}$ | l | $\mathrm{l}^{\prime}$ |
| Eclipsed <br> ("nasalized") | v | $\mathrm{v}^{\prime}$ | s | $\mathrm{s}^{\prime}$ | R | $\mathrm{R}^{\prime}$ | L | $\mathrm{L}^{\prime}$ |

### 4.1.2 Scottish Gaelic

For Scottish Gaelic mutations, see MacAulay (1992b: 238ff.) and Rogers (1972), for example. In addition to the observations above concerning the palatalized vs. non-palatalized contrast and the sonorants represented with capital letters, relevant for both Trish and Scottish Caelic, there is another representational issue with respect to Scottish Gaelic. The stop contrast in Scottish Gaelic is typically represented as a [ $\pm$ voice] contrast, i.e. using the symbols $\mathrm{p} / \mathrm{b}, \mathrm{t} / \mathrm{d}, \mathrm{k} / \mathrm{g}$. However, the phonetic reality is that in virtually every major dialect the contrast is actually [ $\pm$ aspiration]. Traditionally, the $\mathrm{p} / \mathrm{b}, \mathrm{t} / \mathrm{d}, \mathrm{k} / \mathrm{g}$ notation has been used for typographical convenience - the visual contrast is maintained and it is easier to read, e.g. [b] vs. [p] vs. [ $\mathrm{p}^{\prime}$ ] in lieu of [ p$]$ vs. $\left[\mathrm{p}^{\mathrm{h}}\right]$ vs. [ $\mathrm{p}^{\prime h}$ ]. The principal allophones of the stops in Scottish Gaelic are in fact voiceless; the phonological contrast in the stop series is really one of aspiration.

In the mutation table below I have followed the typographic tradition and used the voiced and voiceless symbols. Thus $b$ here represents plain unaspirated [p], while $p$ represents aspirated $\left[p^{h}\right], p^{\prime}$ represents $\left[p^{\prime h}\right]$, etc. Absence of a cell in the table, e.g. at the intersection of $/ \mathrm{s} /$ and "Eclipsed," indicates that the radical consonant appears in that particular environment.
(8) Mutation table for Scottish Gnelic, showing eclipsis (a.k.a. nasalization), uradh, and lenition (a.k.a. aspiration), sèimheachadh

| Radical | $p$ | $\mathbf{P}^{\prime}$ | t | $t^{\prime}$ | k | $k^{\prime}$ | b | $\mathrm{b}^{\prime}$ | d | $\mathrm{d}^{\prime}$ | g | $\mathrm{g}^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lenited | f | $\mathrm{f}^{\prime}$ | h | $\mathrm{h}^{\prime}$ | x | $x^{\prime}$ | v | $v^{\prime}$ | $\gamma$ | $\gamma^{\prime}$ | $\checkmark$ | $\gamma^{\prime}$ |
| Fslipsed ("nasalized") | mp | $\mathrm{mp}^{\prime}$ | nt | $17 \mathrm{t}^{\prime}$ | 3,k | r.jk' | mb | $\mathrm{mb}^{\prime}$ | nd | nd' | I) y | $17 g^{\prime}$ |


| Radical | f | $\mathrm{f}^{\prime}$ | S | $\mathrm{s}^{\prime}$ | L | $\mathrm{L}^{\prime}$ | m | $\mathrm{m}^{\prime}$ | $N$ | N' | R |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lenited | zero | zero | h | $\mathrm{h}^{\prime}$ | L | $I^{\prime}$ | $\overline{\mathrm{v}}$ | $\check{v}^{\prime}$ |  |  | r |
| Eclipsed ("nasalized") | mf | $1 \mathrm{f}^{\prime}$ |  |  |  |  |  |  |  |  |  |

### 4.2 P-Celtic (Welsh and Breton) mutations

### 4.2.1 Welsh

For Welsh mutations, see for example Morris-Jones (1913:176) and Borsley et al. (2007: 19-26). The radical consonants shown typically have their IPA values, though phonetically /ptk/tend to be aspirated and /b d g/tend toward devoicing. / $4 /$ (orthe)graphic $\langle I I\rangle$ ) is realized as a voiceless lateral fricative. $/^{h}$ ! $/$ represents a voiceless pre-aspirated trill (which either contrasts with a voiced [r], cf. Ball and Wi.liams 2000: 16, or is allophonirally related to it, cf. Awbery 1986: 13); this is variously realized as voiceless pre-aspirated [ ${ }^{\mathrm{h}} \mathbf{r}$ ], voiceless post-aspirated $\left[{ }^{\mathrm{r}}{ }^{\mathrm{h}}\right.$ ], a sequence of trill followed by aspiration, [rh], or a sequence of aspiration followed by a trill, [hr]. The soft mutation reflex of $/ \mathrm{g} /$ is absence of the segment (zero). The voiceless nasals, $\left[\mathrm{m}_{\mathrm{m}}^{\mathrm{n}} \mathrm{n} \mathfrak{n}\right]$, occur only as the nasal mutation reflexes of $/ \mathrm{pt} \mathrm{k} /$.
(9) Mutation table for Wetsh, showing soft mutation, treiglad meddal, nasal mitation, treiglad trwynol, and aspirate mutation, treiglad llaes

| Radical | P | t | k | b | d | g | m | 1 | ${ }^{4}$ r |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Soft | b | d | g | v | б | zero | v | 1 | r |
| Nasal | m | n | ทั | m | 17 | 1 |  |  |  |
| Spirant | f | $\theta$ | $x$ |  |  |  |  |  |  |

### 4.2.2 Breton

For Breton mutations, see for example Press (1986), Hemon (2007: 1), and Jackson (1967: 311). As with the Welsh, the Breton consonants also typically have their IPA values. The only issue of note is the differing behavior of the singleton $/ \mathrm{g} /$ vs. the complex onset /gw/: in both the soft and mixed mutations the reflex of $/ \mathrm{g} /$ is $[\mathrm{x}]$, whereas the reflex of $/ \mathrm{gw} /$ is $[\mathrm{w}]$.
(12) Mustration of the Old Irish morphophonemes L, G, and N; base form [kna:'vi']

| mo chmáin | [ | moL kna: ${ }^{\prime}$ | 'my bone' |
| :---: | :---: | :---: | :---: |
| do chnain | [do xna: ${ }^{\text {ču}}$ '] | doL kna: ${ }^{\text {c }}$ | 'your bone' |
| a chmaium | [a xna:iš'] | aL kna: ${ }^{\prime}$ | 'his bone' |
|  | [a kna:'v'] | aC kna: ${ }^{\prime}$ | 'her bone' |
| a ̧̧nautul | [a gna: 'v̌'] | aNkna: $\bar{v}^{\prime}$ | their bon |

(Hamp 1951: 235)
Thus, Hamp's account, very much within the American structuralist tradition, relies on diacrit icassociation of morphophonemes with the specific items which trigger mutation. By listing the effect of each of the morphophonemes, the correct phonetic form derives from spelling out the effects of a specific morphophoneme on a particular target, i.e. a particular initial consonant.

The emergence of generative phonology (following Chomsky and Halle 1968) led to a retevaluation of the morphophonemic approach to initial consonant mutation. Rogers (1972), for example, explicitly rejects Hamp's morphological approach to initial consonant mutation. Instead, Rogers develops a set of SPEtype phonological rules to account for the alternations associated with Scottish Gaelic mutations.

Although Rogers acknowledges the morphological nature of initial mutation, ${ }^{\text {, }}$ he views the morphophonemic approach of Hamp (1951) and Oftedal (1962) as arbitrary. Instead, he "attempts to describe the conditioning in terms of either natural phonological segments or morphological features" (1972: 64). In order to do this, Rogers develops a set of 14 distinct SPE-type phonological rules. In fact, these rules essentially address the second of our five questions relevant for phonology: How can the alternations be characterized phonologically? In addition to his phonological rules, Rogers also needs a morphological trigger for the specific mutation in question. For example, the rule leniting /f/ to zero includes in its context of application the morphophoneme for lenition [+Lnt] at a morpheme boundary:

$$
\begin{equation*}
\mathrm{f} \rightarrow \varnothing /[+\operatorname{Lnt}]+\ldots \tag{13}
\end{equation*}
$$

So even though Rogers's explicit goal is to take the mutations out of the morphology and put them in the phonology, the attempt is only partly sulccessful. Although he is able to develop a set of phonological rules to account for the changes involved in initial mutation in Scottish Gaelic, the rules themselves refer crucially to morphological information. Furthermore, the "lenition feature" [+Lnt] appears to enjoy a life of its own, rather than necessarily being anchored to a lexical item, as Hamp's morphophonemes are. From the vantage point of current phonology, it appears that while Rogers avoided the American structuralist practice of listing employed by Hamp, his own account is not free of crucial dependency on morphology and thus is only a partially phonological account.

[^418]One area of initial consonant mutation that has drawn a great deal of syntactic attention in recent years is "syntactic soft mutation" in Welsh (see $\$ 3$ above). Growing from initial work by Harlow (1989), and further developed in a nuınber of subsequent publications, including Tallerman (1990, 2006, 2009), Borsley and Tallerman (1996), Borsley (1997, 1999), and Borsley of al. (2007), the environment of Welsh syntactic soft mutation is shown to be analyzable in terms of phrasal syntax. Specifically, the central idea behind this work is that a nutable initial consonant immediately preceded by a syntactic phrase, i.e. an XP, undergoes soft mutation. This is known as the XP Trigger Hypothesis, or XPTH. In the examples in (15), the XP in question is an NP, though other maximal projections also trigger the mutation (see Borsley et al. 2007 and Tallerman 2009).
a. Dechreuodd [Huw]NP olchi 'r llestri (golchi)
begin.past.3sG Huw wash.inf the dishes
'Huw began to wash the dishes.'
b. Mae yn [yr ardd]NP $g^{j}$
be.prs.3sc in the garden dog 'There's a dog in the garden.'

Thus, the XPTH provides a structural account of Welsh soft mutation distinct from attempts to characterize soft mutation as marking direct object or abstract case marking (cf. Zwicky 1984; Roberts 1997, 2005) mentioned earlier. Clearly in the cases in (15) the object of mutation is not a direct object: in (15a) it's an infinitive, in (15b) it's a subject.

In terms of comparing the phonological account with the XPTH, it is difficult to decide between them. On the one hand, a plonological account of a phonological phenomenon might be preferred, yet if the conditioning environment for syntactic soft mutation really is syntactic structure - the XP rather than the Phonological Phrase - the XPTH might be preferable.

### 5.3 Morphological accounts

Recently, both Stewart (2004) and Green (2006) have returned to the argument initiated by Hamp (1951) that mutation is morphology. A difference, however, lies in the fact that Hanc's approach is morphophonological, where Stewart and Green both argue for a non-phonological morphological position. Stewart (2004) reviews the primary literature on Celtic mutation, coming back to the conclusion that the Celtic mutations are entirely morphological, not phonological. As he puts it:

> once it is admitted that the mutations are not subject to natural class behavior and that their distribution crucially must make reference to non-phonolegical information... it seems evident that what we are dealing with is not live synchronic phonology ...but is now a set of surface correspondenses that has been quite fully morphologized. (Stewart 2004: 63)

In dealing with these "quite fully morphologized" correspondences in Scottish Gaelic initial mutation, Stewart proposes three specific types of morphological dornains: "intralexemic morphology," dealing with paradigins of inflected forms on the basis of stems of individual lexemes, "interlexentic norphology," and
"supralexemic morphology." According to Stewart, each of the various mutations in Scottish Gaelic falls into one of these domains.

In addition to these domains of morphology, Stewart proposes "meta-redundancy-rules" to describe each mutation type, thereby defining a "Lenition constellation" and a "Nasínlization constellation," a "constellation" being "the collection of rules which instantiate the meta-rule" (2004: 125). By removing nonautounatic (i.e. non-phonological) alternations from the phonology and relieving the syntax of the burden of norphological marking (at least with respect to initial mutation), his stated goal is to allow for more constrained theories of phonology and syntax. Despite the interesting possibilities raised, Stewart explicitly avoids "a rigorous formalization of the concepts involved" (2004: 145).

In an examination of initial consonant mutations and the evidence they provide for phonological theory, Green $(2006,2007)$ argues that the mutations lie "entirely outside the phonology" (2006: 1948). Instead, Green maintains that the mutations "are properties of the lexicon, which consists ... of whole words listed in all their actual surface forms and connected to each other through their shared properties" (2006: 1948). Thus, rather than viewing initial consomant mutation as the instantiation of some change in an initial consonant, Green takes a Bybeean view (cf. Bybee 1985, 2001), assuming that a nutating word form will belong to a set of forms related in the lexicon (see also citapter i: underlying representations). For example, Irish breg [bro:g] 'shoe' will be related in the lexicon to bhróg [vro:g] 'shoe' (lenited) and mbrós [mro:g] 'shoe' (eclipsed). Crucially, the mutated forms are not derived from an underly ing /bro:g/. Rather, it is proposed that various determiners, complententizers, and other proclitics in the Celtic languages subcategorize for specific mutations, thus selecting from the lexicon the appropriate shape for the lexical item in question. Recalling Lieber's (1987) prespecification analysis, Green's proposal shifts the burden from the phonological implementation of a morphological diacritic firmly to subcategorization and lexical selection.

Maintaining the position that initial consonant mutation is morphological in nature, Creen (2006: 1958-1959) adduces four primary arguments against the processes (as distinct from the environments) of Celtic mutation being phonological: (i) no feature or bundle of features can produce the wide variety of effects found within a single mutation; (ii) syntactically triggered ınutation requires a mutationtriggering feature, yet there is no independent evidence, apart from mutation itself, for such a feature; (iii) mutations are sometimes triggered by non-adjacent proclitics; and (iv) the variety of exceptions and irregularities in mutation is inconsistent with a phonological analysis.

Turning to theory-internal issues, Green alse points out that a phonological account of Celtic mutation is incompatible with the strong version of Optimality Theory (Prince and Smolensky 2004 and a large body of subsequent work), in that the Celtic mutations do not reflect the interaction of faithfulness constraints with universal principles of markedness. In OT terms, a mutated word-form is "unfaithful" to its imput, the citation form. OT predicts that an unfaithful form will be selected as optinal unly if markedness is improved by the unfaithful form. In the case of the initial mutations in Celtic, however, the selection of an unfaithful, mutated word form does not improve markedness, and thus runs counter to the predictions of OT. This is taken by Green as further evidence that initial nutation is not phonological.

## 6 Theoretical issues informed by initial consonant mutation

Accounts of initial consonant inutation are necessarily connected with the theoretical frameworks within which they have been proposed. Nonetheless, just as phonological theory informs the analysis of phonological data, the accounts themselves may inform various theories. Apart from the questions and issues surrounding the analysis of mutation itself, whether in accounting for the changes, the triggers, the contexts, or the representations, initial consonant mutation has played an interesting role in various aspects of the development of linguistic theary. As we have seen, these include Hamp's (1951.) use of mutation to argue for the role of morphological marking in linguistic analysis, Lieber's (1983) use of mutation to support autosegmental theory, Gnanades:kan's (1997) use of mutation to argue for a system of ternary feature scales in phonology, and Green's (2006) rejection of phonological nutation to argue for the strong version of Optinnality Theory, i.e. that phonological processes result only from the interaction of markedness and faithfulness.

The phenomenon of initial mutation has also been used as evidence for the relationship between linguistic operations. Hannahs and Tallerman (2006), for example, use the evidence of initial mutation and its interaction with the shape of the Welsh definite article (which appears variously as yr [ar], $y$ [ a ], or $r[r]$ ) as a diagnostic for determining the sequence of lexical insertion in the syntax. The definite article may trigger mutation (e.g. of a feminine singular noun), thereby altering the shape of a following noun. The shape of the definite article, on the other hand, is conditioned (in part) by whether it is followed by a consonantinitial or a vowel-initial word. Recalling that the Welsh soft mutation reflex of $/ g /$ is zero, a ferminine singular noun such as gorsaf'station' will appear as orsaf after the definite article; the definite article itself appears as $!r$ [ar], since orsaf is vowel initial. Masculine singular gosteg 'silence', however, does not mutate after the definite article and so retains its initial $[\mathrm{g}]$.

| gorsaf | 'station ( Fem SC) ${ }^{\text {c }}$ | gosteg | 'silence (masc sc)' |
| :---: | :---: | :---: | :---: |
| yr orsaf | 'the station' | $y$ gosteg | 'the silence' |
| *y gorsaf | yr gorsaf | *yr osteg | yr gosteg |

The examples in (16) show that in this context gorsaf mutates to orsaf and the article surfaces as $y r$ [ər]. In the same context, though, masculine singular gosteg 'silence' does not mutate, as shown, and the article appears as $y$ [a], since it precedes a consonant. Since the shape of the noun depends on the presence of the defiinite article, and since the shape of the definite article depends on the initial segment of the following noun, the interaction provides evidence relative to lexical insertion and distinctions between function words and content words.

## 7 Conclusion

Celtic initial consonant mutation has its origin in phonetics as a series of phonetically triggered external sandhi phenontena. The overwhelming bulk of initial
consonant mutation in the modern languages, however, is not transparently phonological. Rather, initial consonant mutation in the living Celtic languages Irish, Scottish Gaelic, Breton, and Welsh - is a complex set of lexically, syntactically, morphologically, and/or structurally triggered alternations reflected in the phonology. Moreover, the alternations themselves are not phonologically unitary. As such, a full account of initial consonant mutation necessarily involves reference to a number of different levels of linguistic description and analysis.

Nonetheless, there are several phonologically relevant questions (as outlined above in \$3), some of which have been addressed in various ways in the literature. For example, among the accounts considered above, questions (ii) (How can the alternations be characterized phonologically?) and (v) (How are the alternations represented phonologically?) have been addressed by a number of linguists, including Hamp (1951), Rogers (1972), Ewren (1982), Lieber (1987), Ni Chiosáin (1991), Grijzenhout (1995), Pyatt (1997), Stewart (2004), and Green (2006, 2007). Fewer have addressed the third question (Where do the alternations occur, i.e. (how) can the alternation site be defined in phonological terms?), among them Hannahs (1996) and Neeleman (2005). Question (i) (What phonological alternations are involved in the mutations?) is superficially addressed by all - in that some mention nust be made of the segmental alternations involved in mutation - but few have looked at this explicitly in detail, Ni Chiosáin (1991) being the exception. Question (iv) (What triggers the alternations?) has received various answers; Hamp (1951) and Oftedal (1956), for example, attribute the trigger to a morphophoneme, while Rogers (1972) and Ni Chiosáin (1991) cite phonological rules.

Clearly, there is still work to be done to develop a comprehensive account of initial consonant mutation in Celtic. Just as clearly, the account will need to consider the grammar as a whole - syntax, morphology, and phonology - in order to provide the full picture of this intriguing but complex phenomenon.
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# 118 Turkish Vowel Harmony 

Bariş Kabak

## 1 Introduction

Turkish vowel harmony is a cover term for a set of well-formedness conditions that dictate which vowels can co-occur within what we wiII simply call a noncompounded word, irrespective of its morphosyntactic complexity. This chapter aims to bring forth various issues surrounding the mechanism that realizes these vowel co-occurrence conditions in Turkish, and discuss the ways in which they contribute to the understanding of the nature and dynamics of phonological representations and processes. We wifl explore Turkish vowel harmony in ternns of three sets of issues, each of which has proved highly instructive for theory building and testing, and provoked decade-long debates in the field of phonology. These are: (i) what is it that vowel harmony targets and what are the surface effects that it achieves?, (ii) how does it propagate in roots and suffixes?, and (iii) how can vowel harmony be obstructed, and what are the consequences of this for the nature of phonological representations? We will touch upon relevant theories and proposals in the literature in se far as they shed light on the interpretation of empirical facts, and also introduce new data and insights where necessary.

## 2 The substance of Turkish vowel harmony

Vowel harmony could be detined in at least two different ways, with fundamentally different assumptions. First, along the lines of the structuralist tradition (e.g. Bloomfield 1933), one can approach it through the surface effects it achieves, forming a set of observations about a pattern where an individual vowel may only co-nccur with certain vowels, hence, by inference, the co-occurrence of the same vowel with certain others is assumed to yield ill-formed structures. In this sense, vowel harmony is only a set of vowel co-occurrence (phonotactic) constraints, the motivation of which may not be obvious. Vowel harmony could also be described as an operation whose purpose is to achieve some form of "identity" among certain types of vowels that co-occur within a word. In this sense, vowel harmony is viewed as a process that has the power to actively manipulate structures with the ain of neutralizing vowels on its way that meet its criteria. The
crucial ingredients of this approach to vowel harmony are then a trigger, a target, and a context. Below, we will use both approaches to describe the two different types of vowel harmony patterns observed in Modern Turkish.

### 2.1 Front-back harmony

With perfectly symmetrical front-back, high-low, and round-unround oppositions, Turkish has eight phonemic vowels. (1) displays the vowel phonemes of Turkish and their phonological characterization based on features that are largely agreed upon. ${ }^{1}$
(1) Turkish vorvel phonemes

|  | front |  | back |  |
| :--- | :---: | :---: | :---: | :---: |
|  | unround | round | unround | round |
| high | i | y | ur | ul |
| low | e | Q | a | o |

Within a non-compound word, including both the root and following suffixes, vowels from the set /a w o u/ (i.e. "back" vowels) cal. not combine with those from the set /e i a y/ (i.e. "front" vowels). ${ }^{2}$ As such, forms like */daniz/ and */demuiz/ are ruled out, but /deniz/ 'sea' and /damusz/ 'animal shed' are predicted to be well-formed. As early as Trubetzkoy (1939), and later on in the works of Jakobson (1941) and Jakobson et al. (1952), such surface co-occurrence patterns in Turkish vowels played a significant role in motivating "phonological contrasts" or "oppositions" as valict notions for phonological operations instead of individual phonemes themselves (See chapter 17: distinctive features). The set of vowels is not a randon set of individual phonemes; rather, it forms a phonetically motivated set of opposit ions: front vowels as opposed to back ones, not, say, /e/ as opposed to /a/. Each distinct vowel is then viewed as a bundle of features, which is composed of features characterizing the frontness, height, and roundness of the vowel in question (/e/: "front," "low," "unround"); /a/: "back," "low," "urround"). That /a/ co-occurs with /o/, as well as /ul/ and /u/ on the surface, is not random, then, but principled: it falls out straightforwardly from the nature of the feature that the vowels in question share, namely back.

In Turkish, all eight vowels can occupy the initial syllable of a root, while the quality of the vorvels in non-initial syllables is constrained by the initial vowel. Accordingly, front-back harmony (also known as palatal luarmony) is viewed as a process whereby the frontness/backness (henceforth frontness) of a non-initial root vowel or any subsequent suffix vowel (with some exceptions) is obligatorily determined by the preceding vowel. If that vowel is back, the following vowel,

[^419]and consequently all subsequent vowels within a word, must be back. Likewise, if an initial vowvel is front, then all the subsequent vowels are front. This is demonstrated in (2) by polysyllabic morphologically simplex roots which meet the description of vowel harmony - what is often referred to as "internal/root harmony" - and by two regular Turkish suffixes in (3) - "external/suffiix harmony." The suffixes in question are the plural and the genitive, whose height features are invariable (i.e. they contain a non-high and a high vowel, respectively), and they are attached to the roots /dal/ 'branch' and /jer/ 'place', containing an invariable back and a front vowel, respectively. Compounded words do not constitute a single vowel harmony domain, as indicated by the failure of the second member of the compound to undergo harmony with the first, or vice versa in ( $3 \mathrm{c}, 3 \mathrm{~d}$ ).
(2) Front-back harmony in roots (norphologically simplex words)

$\begin{array}{lll}\text { a. janlus } & \text { 'wrong' } & \text { *janlif, *jenlus } \\ \text { b. josun } & \text { 'moss' } & \text { *josyn, *jesun } \\ \text { c. zengin } & \text { 'rich' } & { }^{* z e n g u i n, ~ * z a n g i n ~} \\ \text { d. kamyr } & \text { 'coal' } & \text { *konyr, *kamur }\end{array}$
(3) Front-back larmony in morpliologically complex non-compounded words

| a. dal-lar-ıun 'of branches' | *dal-ler-in, *dal-ler-lun,*dal-lar- <br> in, *dal-ler-uin |  |
| :--- | :--- | :--- |
| b. jer-ler-in | 'of places' | *jer-lar-un, *jer-lar-in, *jer-ler- |
| c. ak\#deniz. | 'the Mediterranean' | *akdanıur- *ekdeniz. |

### 2.2 Rounding harmony

Apart from front-back harmony, the rounding of non-initial vowels within a word must also agree with that of the preceding vowel. Horvever, this condition only holds for high vorvels (irrespective of the height of the preceding vowel), low vowels remaining invariably unrounded unless they are underlyingly round. Rounding harnony is illustrated in (4) with roots (see also exanples (2b, 2d) above), and in (5) with the genitive suffix that contains a high vowel attached to roots with a round vowel.
(4) Rounding harmony in roots (morphologically simplex words)

| a. torun 'grandchild' | *torun, *tarun |  |  |
| :--- | :--- | :--- | :--- |
| b. kuru | 'dry' | *kuru, *kuru |  |
| c. kesty | 'bad' | *koti, *kety |  |
| d. | dyuayn | 'wedding' | *dyuain, *diulyn |

(5) Rounding larmony in morphologically complex words
a. jol-un 'of a/the road' *jol-ıun
b. s@z-yn 'of a/the word' *syz-in
c. buz-un 'of a/the ice' *buz-un
d. jyz-yn 'of a/the face' *jyz-in

It is not the case that the genitive suffix in (5) must surface with a round vowel. The same suffix appears with a non-round high vowel following a non-round root vowel (6a), or a non-round suffix vowel (6b).
(6) a. jaf-un 'of an/the age' Fjaf-un
age-GEN
b. jol-lar-un 'of (the) roads' ${ }^{\text {Fjol-lar-un, }}$ *jol-lor-un, *jol-lor-un
road-PL-CEN
Despite the fact that it appears after a rounded vowel, the plural morpheme in (6b) obligatorily surfaces as a non-rounded vowel (i.e."/lor/), since it is low, demonstrating that only a non-initial high vowel, be it a root or a suffix vowel, can undergo rounding harmony. ${ }^{3}$ Furthermore, we see that the roundness of the first vowel does not determine the roundness quality of the vowel of the genitive suffix, although it is high. Instead, whether the vowel in question will be round or unround is determined by the preceding vowel, a point we will comte back to below.

For completeness, it should be noted that roundness and frontness do not always come from the same segment. This is observed in cases where certain root-final consonants, most notably the palatal lateral, are assumed to determine the frontness of the suffix vowel while the rounding property cones from the preceding vowel (e.g. /petroß-dy/ (petrol-past) 'it was petrol'), which we will discuss in more detail in $\$ 4$.

In summary, both harmony processes impose a number of restrictions on the phonological shape of Turkish words, and hence entail a number of expected patterns and gaps: ${ }^{*}$
(7) a. All vowels must agree in terms of frontness or backness.
b. High vowels must also agree in roundness with the immed rately preceding vowel, hence no high rounded vowels can be found after non-round vowels within a word.
c. No low round vowels (i.e. [o] and [ø]) may be present in a non-initial syllable of a word. ${ }^{5}$

## 3 The mechanism of Turkish vowel harmony

### 3.1 Earlier treatments

So far, we have demonstrated that vowel harmony in Turkish is an agreement operation within an extended donain, such as a morphologically convplex word. What is not obvious, however, is the way in which a particular harmony feature

[^420](i) the rounding value, just like the frontness of non-initial vowels, is predicted to originate from shme source on the left, and (ii) rounding can be realized only on high vowels in this position. This, in and of itself, speaks for the highly special character of this suffix compared to other exceptional suffixes, and furthermore suggests that it comes from a once-indeperdent lexical item, which Turkish vowel harmony has rett been pervasive enough to domesticate (see Kabak and Revithiadou 2009 and the references therein for the emergence of similar suffix complexes). Due to its invariability, the second vowel of this suffix is arguably fully specified for its phonological content, blocking any phonological operations from manipulating it. Nevertheless, the variable portion of the suffix, namely the initial high vowel, does not get its harmonic properties from its right neighbor, but from what precedes. The apparent mono-directionality here could also be explained by notions such as "root control," which refers to a widely attested principle that root vowels have an effect on suffix voivels, rather than the other way around. Notice that while the root-control analysis also straightforwardly accounts for the so-called "epenthetically driven vowel harmony," a regressive harmony process observed in roots where the quality of epenthetic vowels is determined by the following vowel, the mono-directionality analysis encounters problems with these cases. However, as we will see in $\$ 5$ below, this sort of harmony russ on different principles than regular von'el harmony. As such, there are reasons to keep the two processes distinct, and hence continue to regard Turkish vowel harmony proper as a strictly progressive assimilation process.

These observations have provoked skepticism about the very nature of vowel harnoony and raised questions as to whether it operates by means of a fundamentally different principle than other assimilatory processes such as umlaut (see Anderson 1980) for a thorough discussion). Indeed, a famous "assimilation" treatment to vowel harmony was proposed in Lees (1961), where the first vowel of a root, being fully specified for frontness and roundness, acts as a trigger by the use of linear rules of the type nade prominent in Chomsky and Halle (1968; henceforth SPE). These rules ensure that those vowels unspecified for the same features are filled in iteratively. Similar iterative rules, though only reserved for suffix harmony, have been put forth in the works of Kardestuncer (1982, 1983). A simplified version of a linear vowel harmony rule, taken from van der Hulst and van de Weijer (1991), is illustrated in (9).
(9) SPE-type linear ruldes of vowel harmony
a. Front-back larmon!

$$
\mathrm{V} \rightarrow[+ \text { back }] /\left[\mathrm{V}_{+ \text {back }}\right] \mathrm{C}_{0}
$$

b. Rounding larmony

$$
\left[\mathrm{V}_{+ \text {high }}\right] \rightarrow[\text { tround }] /\left[\mathrm{V}_{+ \text {round }}\right] \mathrm{C}_{11}-
$$

This sort of treatment handles all cases of harmony in Turkish, including the problematic ones for the root ınarker approach in a straightforward way. As for disharmonic roots, all that has to be stipulated is that the vowels that do not undergo harmony are marked with a diacritic, such as [-Vowel Harmony], which blocks the effect of the preceding root vowels.

SPE-type rule notations have been rejected on empirical and conceptual grounds, which significantly weakened the liability of Iinear rules for explaining
phonological phenomena in the field. In the case of Turkish vowel harmony, however, the major objection to the type of linear rule-based treatntents came from observations that it does not achieve unity with other harmonic systems across the languages of the world, where vowel harmony is bidirectional and extend to both prefixes and suffixes (Crothers and Shibatani 1980). This problem is trivial in the case of Turkish, where one can assume that the directionality is determined on a language-specific basis.

The core of the problem that Crothers and Shibatani (1980) raised against linear rules had rather to do with the nature of harmony regularities and irregularities in roots, and their incompatibility with rules like (9) above that crucially depict assimilation. Essentially, there is no observable assimilation in root vowels, which suggests that front-back harmony in (2) and rounding harmony in (4) above constitute at best "static" regularities, hence assimilationtype rules cannot account for them. We will discuss harmony in roots in $\$ 4$ below:

Furthermore, what linear rules failed to capture was in fact more than the issue of directionality. It was rather the autonomy of specific vocalic features (backness, roundness) from other vocalic features, and most importantly from consonantal features. Turkish vowel harmony was important for another theory brewing at the time, Autosegmental Phonology, influenced largely by the Firthian school of Prosodic Analysis, but more elaborate about the way and the reason vowel features can or carnot propagate within a word (see Chapter 14: autosegments). In this approach, which is thoroughly extended to Turkish vowel harmony in the seminal wrork of Clements and Sezer (1982), distinctive features are believed to be present on independent tiers specifying, among others, the frontness, height, and rounding properties of segments. Harmonizing root and suffix vowrels are left unspecified. This can be observed in (10), where $-R$ and $+B$ stand for non-round and back features respectively that are prespecified on the initial vorvel of the root.

Autosegmental representrtion of front-back and rounding harmony (from Kabak and Vogel 2010)


The subsequent root and suffix vowels are not specified for these two features, as indicated by archiphonemic representations such as $E$ and 1 . As such, volvel harmony is described as the association of these feature specifications to different vowels lacking the same specifications within an extended domain. Whenever harmony is blocked, be it in roots or suffixes, autosegmental analyses resort to prespecification to indicate the invariable harmonic feature. Since association lines are not allowed to cross, only the rightmost prespecified feature in disharmonic roots prevails, thereby opening up its own harmony dontain for the suffixes that follow (11).
(11) Lexical prespecification of disharmonic root vowels (from Kabak and Vogel 2010)

[kortizon-lu] 'with cortisone'

While straightforwardly capturing the autonomy of vowel features, and hence making phonological operations less abstract, autosegmental approaches also have to make a number of assumptions about the precise shape of phonological representations, without which the theory would fail to explain the spreading of harmony features, their blocking, and the inactivity of vowel harmony operations in the face of static harmony regularities in roots, which we turn to below.

## 4 Vowel harmony and the shape of phonological representations

### 4.1 Separating root (dis)harmony from suffix harmony

Despite the overwhelming number of harmonic roots in Turkish, ${ }^{7}$ no vowel atternation can be observed in them. In other words, front-back harmony in (2) and rounding harmony in (4) above are nothing more than static surface regularities, luence assimilation-type rules such as the ones given in (9), as well as autosegmental spreading-type analyses we have seen above, cannot properly account for them. Howrever, the constraints on vowel co-occurrences in nearly all roots of native origin are almost the same as those in suffices in Turkish. As such, we are dealing with one single phenomenon, realized, however, in two different ways: (i) harmony as a co-occurrence restriction, and (ii) harmony as an active phonological process. To remedy this problem, Kiparsky (1973), in his "two-pronged" analysis of vowel harmony, suggested that vowel harmony on the surface must be handled by two different mechanisms, one reserved for purely static harmony patterns in roots/stems, and the other for suffix harınony that is purely assimilatory in nature. While the earlier is handled by Morpheme Structure Constraints (henceforth MSCs; see also cilapter 86: Morpifeme structure constraints), the other is the job of phonological rules.

Three such MSCs are proposed by Zimmer (1969b) for Turkish roots, two of which are essentially the same as the front-back and rounding harınony for suffixes (the palatality MSC and the labiality MSC, respectively). The third MSC, the labial consonant MSC (also known as the Labial Attraction Rule; Lees 1966), is specifically reserved for disharmonic occurrences of round vowels after nonround vowels in roots: a high vowel following an /a/ with an intervening labial consonant, /p b fv m/, will be round (e.g. /avut'/ 'palmof hand', /tjabuk/ 'quick').

[^421]Notice that this condition does not apply across morpheme boundaries: /av-u/ (hunt-ACC), not */av-u/, suggesting that MSCs are not always the replication of active phonological rules. ${ }^{\text {® }}$

The separation of root harmony from suffix harmony in Turkish fits well with the Derived Environment Condition, developed most notably in Kiparsky (1973) (see chapter w: derived envirenment effects). This condition essentially blocks neutralization processes, vowel harmony being one of them, to take place in non-derived (morphologically simplex) environments, and reserves such rules to only apply in derived environments. ${ }^{9}$ The details of such an analysis do not concern us here. Two enipirical and theoretical issues that fall out from such a different ial treatment of root and suffix harmony, however, must be highlighted, since they yield serious consequences for the nature of lexical representations and the way phonological processes operate.

First, it entails that vowel harmony must be "inactive" in roots, and hence automatically raises questions with respect to the lexical representation of Turkish roots. Are root vowels fully specified despite harmony? How can our representationcl device insightfully separate disharınonic roots from harmonic ones? What are the psycholinguistic implications of this separation for the language learner and user?

Second, it fails to capture the formal similarity and functional redundancy between pervasive harmony patterns (handled by MSCs) and plunological rules, which is known to be the "Duplication Problem" in the literature, most notably addressed by Kenstowicz and Kisseberth (1977). As McCarthy puts it, "if MSCs and rules really are distinct components of linguistic theory, then they should be clearly differentiated in form and function, but they are not" (1998: 123). The question here is how can we combine seemingly two, but essentially the same, phenomeno in a single grammar? We will unpack these issues in the context of root harmony and disharmony below, which have also received a great amount of attention in recent history of phonological theorizing, nost notably in Optimality Theory, where the duplication problem is rendered irrelevant (see below).

### 4.2 The limits of harmony and disharmony in roots

From a scientific point of view, investigating harmony is not just to account for what is possible as a harmonic sequence, but also for what is possible as a disharmonic sequence. Any theory should hence be able to explain both harmonic and disharmonic patterns, ideally using the very same apparatus. ${ }^{10}$ This has been the prevalent force behind much work done in the last two decades. Various restrictions on disharmony are stated in a seminal paper by Clements and Sezer (1982). Their observation is that the vowels from the set/i e a o u/ inay combine freely in roots, leading to the violation of both types of harmony. This is illustrated in (12), where all examples violate front-back harmony, and additionally rounding harmony in (12b) and (12c), where the non-initial vowel is expected to be round

[^422]since it is high, and in (12d), where the non-initial vowel is round despite the fact that it is non-high (i.e. there is no harmony-related reason why rounding should appear on the second vowel).
(12) Root disharmony: /i e a o u/ are freely combined

## Type of violation

a. garip 'strange' Front-back harmony
b. polis 'police' Front-back and rounding harmony
c. butik 'boutique' Front-back and rounding harmony
d. pilot 'pilot' Front-back and rounding harınony

On the contrary, vowels from the set /y $\& \mathrm{i}$ / are shown not to occur in disharmonic roots, even though this observation is not without exceptions (e.g. /byro/ 'office'). Goldsmith (1990: 304-309) argues that /iea 0 u / is in fact not a random set of vowels, but coincides with the cross-linguistically favored five-vowel system. In such a system, the spec:fication for the frontness and backness (i.e. [back] according to Goldsmith) is redundant since it is fully predictable front rounding. As such, [back] is underspecified in roots that combine these five vowels, consequently leading to no violation of front-back harmony. The specification of [back] is required, however, when the root contains any of the other three vowels, /y $\quad \mathrm{i} /$, since they involve marked combinations of frontness and rounding. This argument firlds further support from Clements and Sezer's (1982) documentation of larmony regularizations on disharmonic loanvords, where the same set of vowels tends to be changed to fit at least into the five-vowel system, as can be seen in (13) below. Note that this process does not necessarily turn disharmonic roots into harmonic ones (e.g. (13e)).
(13) Regularization of /y o i/ in disharmonic roots
a. mersørize ~ merserize 'mercerized'
b. kupyr ~ kypyr 'clipping' (also kipyr)
c. biskyvit ~ byskyvyt 'biscuit' (also biskyst/bysky:t)
d. pyro ~ puro 'cigar'
e. komynist - kominist 'communist' (also komunist)
f. moter - motor 'motor'
g. Sovalje ~ Jovalje 'knight'

Yet another observation from Clements and Sezer (1982) is that while /au/ does not occur in roots which are disharmonic with respect to rounding, the other two marked vorvels, / $\varnothing /$ and $/ \mathrm{y} / \mathrm{do}$, as can be seen in (14). However, it should be noted that disharmonic sequences containing / $/ 8$ and $/ \mathrm{y} /$ also undergo regularization of the type shown above, as indicated in (14), suggesting that rounding harmony may be equally effective on $/ 0 /$ and $/ \mathrm{y} /$.
/x/ and /y/ in disharmonic roots
a. virys ~ vyrys 'virus'
b. myhin $\sim$ myhyns 'important'
c. doviz ~ devyz 'foreign currency'
d. minor ~ miynor 'minor'

A number of accounts have been proposed to handle such patterns, mostly on the basis of Clements and Sezer's (1982) observations in different franeworks (e.g. vander Hulst and van de Weijer 1991, and for optinuality-theoretic treatments, see Kirchner 1993, Polgárdi 1999, and Kiparsky and Pajusalu 2003). Although the details of these accounts are not of concern luere, what should be pointed out is that accounts couched within the framework of Optimality Theory are uniformly capable of accounting for both root and suffix harmony, whereby the duplication problem discussed above becomes a noot point. More specifically, the fact that harmony is optimal regardless of the marked or unmarked status of the vowels in a sequence and that disharmony is tolerable if it comes from unmarked vowels (à la Clements and Sezer 1982) are handled within the same grammar by using a combination of (i) featural markedness constraints, essentially banning marked segments from surfacing (e.g. *u, *y, *D), (ii) a constraint that achieves harmony (e.g. Agree(F), Harmony), and (iii) some faithfulness constraint that ensures that the fully specified vowels are realized the way they underlyingly are (e.g. IdentRoot(F)).

These proposals, however, must be given a serious reconsideration in light of data that have not been considered so far. Here I present a set of data that will amount to the observation that any vowel combination may become legitimate in Turkish as long as the donor language permits them and may remain stable despite overwhelming vowel harmony regularity in the language. Let us start with the sequence / $y-a$ / (or vice versa), which is not expected to be tolerated. Closer inspection, however, reveals that they are surprisingly common in Modern Turkish. In fact, they constitute the seventh most common disharmonic sequence in a recent corpus study (Kabak et al. 2008). Some words of this sort are illustrated in (15). Notice that they are highly stable disharmonic patterns, exhibiting no regularization or variation of the sort illustrated in (13) and (14).
$/ \mathrm{y}-\mathrm{a} /$ combinations in some common disharmonic roots
a. kyrtaj 'abortion'
b. syrat 'speed'
c. ma:myl 'product'
d. koktys 'cactus'
e. aky 'battery'

As for $/ \mathrm{cu} /$, it should be remembered that the claim has been that, first of all, it does not occur in front-back disharmonic roots since it is from the marked vowel set, and is the only one from that set that cannot escape rounding harmony. If we consider that disharmonic words come prinnarily from other languages into Turkish, the chances of finding /ıu/ in such combinations should be remarkably low, since many languages from which Turkish inported its foreign lexical stock do not contain such a vowel. Furthermore, there is no reason to assume that /ur/ is the most marked vowel of all, as is assumed via high-ranked constraints such as *u in a number of oprimality-theoretic analyses of harinony (e.g. Kirchner 1993; Kiparsky and Pajusalu. 2003), since the same vowel emerges to repair syllable structure violations, disproving its alleged "marked" status in the language. Aside from these external and internal factors, what is perhaps more important to note is that
(17) /us/ substitution going against lexical diffusion and regudarization
a. kurlent 'pillow' from ghirlando (Italian)
b. kuidem 'rank' from kidem (Arabic)
c. kuble 'mecca' from kible (Arabic)

Furthermore, the English schwa in borrowings is almosit always mapped onto /ur/. as evinced by the fact that the subsequent suffix is realized as back. This can give rise to perfectly acceptable front vowels co-occurring with, presumably a nonepenthetic /w/, as illustrated in (18). Since these are recent borrowings, time will show whether they will prevail as disharmonic.
(18) English schien is mapped onto Turkish /ur/, yielding disharmony
a. [pirintur-a] 'to the printer'
printer-dar
b. [bilendur-dan] 'from the blender' (also as [bilendir], but rarely) blander-abl
c. [kualinteun-lor] thee Clintons' Clinton-pl
d. [tikuit-lar] 'tickets' (especially in the context of 'ticket ticket-1'L restaurants')

The same generalization can be made in the context of / $\% /$. It is arguably not a common vowel in languages which Turkish has borrowed froin, except for some French borrowings, where we see their frequent occurrence in disharmonic sequences (19).
(19) /o/ in disharmonic words of French origin
a. retar 'delay' (sometimes also as rotar)
b. dansoz. 'belly dancer'
c. firiter 'deep frier'
d. ordovr 'hors d'œeuvre' (sometimes also as ordevr, ordev)
e. remork 'trailer' (sometinnes also as romork)

Notice that $/ \mathrm{Lu} /$ in combination writh $/ \mathrm{s} / \mathrm{and} / \mathrm{y} /$ (as upposed to $/ \mathrm{i} /$, /e/, or /o/) is not attested. However, the fact that there are such lexical gaps should not be readily taken to mean that there are constraints, dormant or active, that militate against such sequences. A more plausible explanation lies in the unlikelihood of donor langulages that have $/ \mathrm{m} /, / \mathrm{g} /$, and $/ \mathrm{y} /$ or contain words where these vowels co-occur.

The above data cast doubts on models that try to account for disharmony by compartmentalizing vowels into different sets based on notions such as markedness. Furthermore, they suggest that we may need to change our approach toward disharmony: any combination of vowels seems to be legitimate as long as the donor languages permit them, whose likely adaptation may additionally but not necessarily be determined by how often the item is used and the acoustic/ phonetic properties of the vowel in question. Variation is perhaps the inost challenging phenomenon to account for in regularization, which nakes it apparent
which emerges when no lexically specified feature is able to fill in an unspecified feature. ${ }^{12}$ More research is necessary here.

### 4.4 Is vozvel harmony active in roots?

This is perhaps one of the most controversial issues in Turkish vowel harmony, the answer to which has had serinus consequences for the shape of phonological representations in the lexicon, and consequently the whole mechanisin for handling harmony. ${ }^{13}$ Notice that the same question is equally valid in the context of dis harmonic roots since their shape has also been shown to be determined, at least part ailly, by the dictates of vowel harmony. As stated before, no alternation could be detected in root vowels; hence, there may be no reason to assume harmony operations there. This is perhaps the most important reason to resort to full specification of vowel features in roots. Indeed, the full specification of root vowels is essentially the approach taken in some treatments couched within Optimality Theory, where given two competing input forms, one fully specified (i.e. prespecified as containing a particular harmony property), and one fully or partially underspecified, Lexicon Optimization (Prince and Sinolensky 1993) will ensure that the fully specified alternative will be preferred (see Inkelas 1995 and Kabak and Vogel 2010 for discussion; also ciapter 7: feature spectaication and underspecification). On the other hand, resorting to underspecification for harmonic roots, ${ }^{14}$ and hence assuming that harmony is still in operation there, typically stem from the following reasons.

The first has to do with issues such as econonny and simplicity in representations, and keeping red undancies to a minimunn. Vowel harmony is then regarded as an economical device since it gives harmonic vowels a "free ride" in roots (e.g. van der Hulst and van de Weijer 1991). Second, vowel harmony can be argued to be active in roots since it seems to impose certain restrictions on the type of disharmonic vowel combinations, as shown in (13). Notice, however, that regularizations do not always achieve optimal harmonic sequences. Rather, they seem to be dictated by the five-vowel set, which are the five most frequent vowels of Turkish. The fact that there are many disharmonic roots that are well integrated into the Turkish lexicon, as indicated for instance by their resistance to harmonization due to their high frequency of occurrence, further suggests that regularization is not necessarily a strong indicator of harmony governing the underlying shape of Turkish roots.

[^423]following vowel. The roundness triggering vowel is typically a high one (23a)-(23c), as suggested by the unacceptability of rounded epenthetic vowels before low round vowels in (23d)-(23e). There are cases, however, where a low vowel also triggers rounding albeit with perhaps additional inu pact from the rounding of the first consonant (23f)-(23g).
(23) Epenthesis-driven regressive rounding harmony
a. gurup 'group'
b. kulyp 'club'
c. fylyt 'flute'
d. supor 'sport' *supor
e. slumokin 'smoking' *sumokin
f. fylort 'flirt' (also as filort)
g. burofyr 'brochure' (also as burofyr)

On the basis of about 100 loanwords containing word-initial consonant clusters. Kaun (1999) reports that Turkish speakers consistently provide rounded epenthetic vowels when the trigger is high round. When it is non-high, however, Kaun finds a lot of individual variation, but there is a stronger tendency toward regressive rounding harmony when the low trigger vowel is front than when it is back (see also Yavaş 1980c). Kaun (1999, 20)(4) takes these observations to indicate that, although epenthesis-driven vowel harmony does not much resemble native vowel harmony processes, it follows cross-linguistic patterns of rounding harmony. More specifically, cross-height rounding harmony is avoided in harinony systems that employ some form of rounding agreement a mong vowels. This may be taken as an explanation for why rounding harmony with epenthetic vowels, which are always high, is more prevalent when the trigger is also high. Furthermore, typological inspection suggests that rounding harmony systems typically prefer front rounded triggers, explaining why front low vowels tend to trigger the rounding of the epenthetic vowels more than back low vowel.s. The reader is referred to Kaun (2004) for various phonetic and perceptual explanations for such typological tendencies in rounding harmony.

Can we derive the properties of epenthesis-driven vowel harmony from the general properties of native vowel harmony processes? As demonstrated in (16) above, the regressive harmony process is highly sensitive to the quality of the consonants in the consonant cluster: after a velar consonant such as $/ \mathrm{k} /$ and $/ \mathrm{g} /$, the epenthetic vowel is back even in the context of a following front vowel (e.g. [kurem] 'cream', [kuristal] 'crystal', [kulyp] 'club', [guri] 'gray', [gulikoz] 'glucose', etc.), yielding disharmony. This is unlike native vowel harmony, whereby consonants, except often for root-final underlying palatals (see (20) above; cf. (21)), are impartial to vowel harmony. Furthermore, the involvement of the height and frontness properties of the trigger vowel in epenthet ically driven rounding harmony crucially deviates from the native rounding harmony process, where the tongue height specification of the target, not the trigger, is crucially imposed. When coupled with a great deal of individual variation, which we do not observe in native harmony patterns (at least within the same dialect), all of the above properties suggest that regressive harmony as realized on word-initial epenthetic vowels is not yet as fully phonologized as the progressive front-back and rounding harmony in Turkish.

It is insightful to compare the behavior of epenthetic vowels in word-initial consonant clusters to those occurring in word-final consonant clusters. Word-final consonant clusters are assumed to be present in the underlying representation of some native Turkish words as well as (primarily Arabic) borrowings (Yavaş 1980b). Yet again, an epenthetic vowel is inserted to prevent these clusters from surfacing in the coda position, as can be seen in the nominative singular (where no overt marker follows) and the locative forms in (24). Unlike in the case of word-initial epenthetic vorvels, but just like with the suffix vowels underspecified for harmonic features, the regular front-back harnony and rounding harnıony are fully innposed on word-final epenthetic vou'els (24a)-(24c). Notice that there are commonly used borrowings where the epenthetic vowel that occurs within word-final consonant clusters is disharmonic (24d)-(24e).

Epenthetic voivels in root-final consonant clusters


The emergence of the disharınonic epenthetic vowels in (24d)-(24e) can be taken to illustrate yet another instance of harnony blocking in Turkish. This is especially evident when the following suffixes surface as front (i.e. /vakt-in/, /kavnt-in/, etc.) although the root vowel is back. Since the consonants at the right edge of these words are not palatals, it is not clear where the frontness feature comes from, providing additional data for the observation that the unexpected front variants of suffixes is not necessarily due to palatals (cf. (20) and (21) above). Instead, the disharmonic epenthetic vowel surfacing in (24d)-(24e), /vakit/ and/kavim/, can be considered as the result of the blocking of the harmonic features on the root vowel to further spread (see footnote 12 for a potential analysis), causing the epenthetic vowel (and the subsequent suffix vorvels) to bear the default feature, which is arguably [Coronal] (i.e. front) in Turkish. Indeed, the fact that there are no roots where the final epenthetic vowel is back and disharinonic to the root vowel (e.g. */kevm/ $\rightarrow^{*}[\mathrm{kevium}]$ ) provides a compelling argument in favor of this view.

In summary, there are several reasons to believe that word-final epenthetic vowels behave just like any other high vowel within roots or affixes, under the dictates of vowel harnony. The asymnetric behavior of word-initial and word-final epenthetic vorvels, which are presumably identical elements, under front-back and rounding harmony suggests that what we call "harmony" in the case of wordinitial epenthetic vowels runs on different principles, which nevertheless share some conmon properties with our classic progressive harmony, possibly due to universal tendencies and phonetic/perceptual factors.
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# 119 Reduplication in Sanskrit 

Robert Kennedy

Sanskrit, a classical and liturgical language of India, has been central to the advancement of linguistic analysis in a nuınber of respects. It is notable for the support it provides for the "Indo-European hypothesis," the theory advanced by scholars such as Sir William Jones, Thomas Young, and Franz. Bopp that the Indic languages are descended, along with those of the Romance, Germanic, Celtic, Slavic, and myriad others, from a common ancestral proto-language. Sanskrit has also been crucial to the development of autosegmental phonology and prosodic morphology, with its reduplicative systent providing a wealth of illustrative data, such as syllable transfer effects (Steriade 1988) and the emergence of unmarked phonological structure (McCarthy and Prince 1994). The range of patterns also) underscores the role of morphological conditioning in reduplication. This chapter provides an overview of reduplication in Sanskrit, portraying the range of formations, and their implications for modern theories of representation and derivation.

Sanskrit is an ancient language spoken on the Indian subcontinent. It was spoken as a living language in the third millennium bce, and has since survived as a liturgical language of Hinduism. Eighteenth-century scholars noted similarities betwreen Sanskrit and Classical Greek and Latin, giving rise to the Indo-European hypothesis and the comparative method in historical linguistics. Whitney (1885, 1889), Wackernagel (1896, 1905, 1930), and Wackernagel and Debrunner (1954) are comprehensive and authoritative sources on the language, though Wackernagel's volurne on verbs was never completed. Monier-Williams (1864) is another early source. Sanskrit data are drawn from Vedic literature, a corpus of histories, ceremonies, legends, dramas, and sacrificial formulae, some of it versed, hymnal, or mantric, spanning centuries in the classical period. Written records of the language have been preserved in Devanagari script, which is phonetically transparent and thus expresses alternations. Many of the generalizations discussed in $\S 3$ and $\S 4$ are explicitly observed in Whitney (1889).

This chapter proceeds as follows. §1 introduces and summarizes Sanskrit reduplication, noting phonological and norphological alternations, while $\S 2$ is an overview of reduplicative models. $\S 3$ examines segmental alternations in reduplicated structures, with a discussion of their impl icationsfor auto-segmental and output-oriented theories. $\S 4$ deals with prosodic effects, in particular the size, position, and syllable structure of reduplicative affixes. Here I consider the data from the perspectives of templatic autosegmental phonology, full-copy
approaches, template constraints, and atemplatic approaches to reduplication. I conclude by suggesting a reorientation of analysis for Sanskrit reduplication along dimensions of both phonological and morphological alternation, as also suggested by Janda and Joseph (1986).

## 1 Overview of Sanskrit reduplication

Reduplication is a phenomenon in which part of a word is repeated to indicate a morphological function (see citapter ton: reduplication). For example, the Sanskrit perfect stems [ta-tap] 'perf-heat', [pa-pat-a] 'perf-f.y', and [sa-sarj-a] 'Perfsend forth' are derived by repeating the first consonant and vowel of the root. Reduplication bears on phonology for several reasons: (a) phonological similarity betwreen reduplicant and base, (b) prosodic concerns such as the size and position of the reduplicant, and (c) scenarios in which the reduplicant's segmental or featural structure is not fully identical to any contiguous substring of the base.

Sanskrit reduplication comprises five prefixal patterns, each associated with a distinct stem formation: the intensive, the perfect, the aorist, the present, and the desiderative. In turn, each pattern has its own set of predictable phonological alternations. In this section I provide examples of each formation. Data are cited from Whitney (1885, 1889), Tanda and Joseph (1986), and Steriade (1988); the latter two also use Whitney (1889) as a primary source. In some cases, missing glosses have been recovered from Monier-Williams (1864) or Deshpande (1997).

As a preview, we can make the following generalizations about the form of the various reduplicative affixes, using prosodic templates for the moment as a means of description (chapter 86: morpheme structure constraints). The intensive ( 1 a ) is /CVX/ or $\sigma_{\mu \mu}$, while the others are /CV/ or $\sigma$ (1b) and (1c), and the size of the template determines how much of the copied string persists to the surface representation. The template can also be used to describe the fixed vowel of the reduplicant; thus, the intensive template includes a prespecification of [a] (1a), while the desiderative includes a [+high] specification (1b). The perfect template need only be CV (1c). Both the aorist and present may follow the desiderative pattern in some cases and the perfect in others.
a. Intensive
b. Desiderative
c. Perfect

[a]

[+high
/CV/

### 1.1 Intensive reduplication

Display (2) provides examples of the intensive formation.' A variety of phonological formations is evident: CVC (2a), as in [bad-badh] 'INT-oppress'; CVCi (2b), as in [bharis-bhf] 'Int-bear'; CV: (2c), as in [dai-dhjai] 'INT-think'; and CV (2d),

[^424]

### 1.3 Present stem reduplication

The third reduplicative pattern derives the present stent for the class of verbs illustrated in (4). Its formation is very similar to the perfect, except that base /r/ and $/ a /$ (in most cases) are reflected by [i] in the reduplicant, as in [ti-stha) 'rres-stand' and [bi-bhr] 'rres-bear'. Otherwise, the same properties of cluster reduction, palatalization, and loss of aspiration are evident.
(4) Present stem formation

| root | present |  | source |
| :--- | :--- | :--- | :--- |
| blis: | bi-bhi: | 'fear' | W |
| blif | bi-bhr | 'bear' | W |
| ca: | ci-ca | 'remove' | W |
| da: | da-da: | 'give' | W |
| ga: | fi-ga: | 'go' | W |
| ghra: | ji-ghra: | 'smell' | JI |
| hu | ju-hu: | 'sacrifice' | W |
| ma: | mi-nla: | 'nteasure' | W |
| prc | pi-prc | 'present' | W |
| stha: | ti-stha: | 'stand' | JI |
| vac | vi-vac | 'speak' | W |
| vac | vi-vac, va-vac | 'eager' | W |

### 1.4 Aorist stem reduplication

Many verbs also use reduplication in the der ivation of their aorist stem (5). ${ }^{3}$ Whitney notes an alternation in vowel length in the aorist stemt: the reduplicant has a long vowel if the base contains a short vowel followed by one consonant (5a), as in [a-du:-dusam] 'AOR-spoil'. The reduplicant has a short vowel if the base has a

[^425]long vowrel (5b), as in [a-bu-bhu:sam] 'aor-adorn', or a short vowel followed by two consonants (5c), as in [a-da-daksam] 'Aor-be able'. Forms such as [a-ci-kssipam] 'aor-throw' show that vowel length is also avoided in the reduplicant if the base has an initial consonant sequence (5d), while the forms in (5e) show that vowrelinitial roots also receive reduplicants with short vowels.
Typically the length alternation leaves the root's vowel length unchanged, but in some aorist forms derived from long-vowel roots, the reduplicative vowel is long and the base vowel is short, as seen in [a-si:-sadhan] 'AOR-accomplish', fronn /saidlh/. Furthermore, like the present stem formation, the reduplicant's vowel is typically [i] or [ii] where the root contains /a/, / $/$ /, or /l//, as in [a-jii-fanam] 'AOR-be born' and [a-vi:-vrdham] 'AOR-grow'.

Note that that the aorist formation shows the same segmental effects as other forns: aspirates and velars are not copied as such, while only one consonant of an onset cluster is reduplicated.

## (5) Aorist stem formation

| root | norist |  | source |
| :---: | :---: | :---: | :---: |
| a. bi:ṣ | a-bi:-bisam | (no gloss) | W |
| disp | a-di:-dipam | 'shine' | W |
| dus | a-du:-dusam | 'spoil' | W |
| jan | a-ji:-janam | 'be born, happen' | W |
| ji:v | a-ji:-yivam | 'live' | W |
| $k] p$ | a-ci:-klpam | (no gloss) | W |
| muc | mu:-muc | 'release' | JJ |
| ra:dh | a-ri--radham | 'succeed' | W |
| ris | a-ris-risam | 'be hurt' | W |
| sa:dh | a-si:-sadhan | 'accomplish' | W |
| su:c | a-su:-sucam | (no gloss) | W |
| tajs | a-ta-tarsam | 'shake' | W |
| tap | tie-tap | 'heat' | JJ |
| vas | a-vi:-vacam | 'bellow' | W |
| vfdh | a-vi:-vfdham | 'grow' | W |
| b. bhu:s | a-bu-bhu:samı | 'adorn' | W |
| disks | a-di-disksam | 'be consecrated' | W |
| dha: ${ }^{\text {d }}$ | a-da-dha:vam | 'run' | W |
| c. daks | a-da-daksam | 'be able' | W |
| kfs | a-ca-karsat, a-ci:-krşat | 'plough' | W |
| vft | a-va-vartat, a-vi:-vftat | 'be' | W |
| d. krand | a-ci-kradam | 'cry' | W |
| gru | ¢u-cruv | 'hear' | JJ |
| krudh | a-cu-krudham | 'get angry' | W |
| kssip | a-ci-ksipam | 'throw' | W |
| pracch | a-pa-praccham | 'ask' | W |
| skand | a-ca-skandam | 'leap' | W |
| spic | a-pi-spTccam | 'touch' | W |
| stu | tu-stav | 'praise' | JJ |
| sjand | a-si-sjadam | 'f.ow' | W |
| tras | a-ti-trasamı | 'be terrified' | W |


| e. a:p | a:-pi-pan | 'attain' | W |
| :--- | :--- | :--- | :--- |
| am | a:-ma-mat | 'injure' | W |
| arc | a:r-ci-cam | 'worship' | W |
| arh | a:r-ji-ham | 'deserve' | W |
| arp | ar-pi-pam | (no gloss) | W |
| i:ks | a:i-ci-ksam | 'see' | W |
| ubj | aub-ji-jam | 'force' | W |
| rdh | a:r-di-dhain | (no gloss) | W |

### 1.5 Desiderative stem reduplication

The last reduplicative pattern is the desiderative stem ( 6 ), whose structure resembles the present stem pattern of $\$ 1.3$, and whose addition to a verb derives forms with a meaning roughly equivalent to 'to want to verb'. The desiderative is derived with a CV reduplicative prefix and also includes a suffix/sa/, sometimes preceded by /i/. The vowel of the reduplicative element is uniformly high; it is always [i] (6a) or [u] ( bb ), the latter only if the base contains [u]. As with other reduplicative forms, aspirates and velars are not copied as such, and only one consonant of an onset cluster is reduplicated.
(6) Desiderative stem formation

(chapter 14: autosegments; charter 54: the skeleton). Derivationally, these models fit into three general categories: the rule-ordered copy-and-associate approach, the correspondence approach, and the full-copy approach.

In this section, I briefly discuss how each approach would model Sanskrit reduplication, using the present stem formation of the root /tap/ 'heat'. I should note explicitly that of the models discussed in this section, only Steriade (1988) offers any detailed elaboration on the Sanskrit data. Thus, the exemplifications of how other models would handle Sanskrit reduplication are drawn fromı ny own attempts at applying such noodels to these data. Further, while I note some strengths and shortcomings of each model lvere, I return to a fuller evaluation of all of them in $\S 4$, after a description of segmental processes in $\S 3$.

### 2.1 Rule-ordered template satisfaction

The rule-ordered approaches of Marantz (1982), Levin (1985), and McCarthy and Prince (1986) combine an autosegmental templatic morphene with a derivational noodel of copy and association: the reduplicative morpheme is an empty prosodic shell, whose addition to a stent (7b) precipitates a copy operation that doubles the segmental melody of the root (7c). The doubled melody associates maximally to the template (7d), and left-over unassociated segments are erased (7e). Such models allow rules to precede or follow the copy operation, which accounts for the observation of a phonological process in one or both morphemes of a reduplicated word.

The three derivational templatic models differ from each other in the nature of the template: Marantz (1982) uses a CV skeleton, Levin (1985) uses a bare X-slot skeleton, while McCarthy and Prince (1986) use units of the prosodic hierarchy - in this case, the core syllable (one which precludes onset clusters and coda consonants).

| a. UR | Marantz /tap/ | Levin <br> /tap/ | McCarthy and Prince /tap/ |
| :---: | :---: | :---: | :---: |
| b. insert template |  | $\begin{array}{cc} x x & x x x \\ t \text { app } \end{array}$ | $\sigma_{\sigma}$ |
| c. copy |  |  |  |
| d. associate |  |  |  |
| e. stray erasure |  | $\left.\right\|_{t a p t a p} ^{x x}\| \|_{\text {a }}^{x x x}$ |  |

The full-copy models are capable of capturing the syllable transfer effects discussed in $\S 4.3$; indeed such data motivate Steriade's approach in the first place. However, Steriade's model suffers from the ordering paradoxes discussed in §3.1, while Inkelas and Zoll's model noay be troubled by the opacity found in the activity of the ruki rule discussed in §3.2, and also incurs tlue expense of positing an entirely distinct phonological grammar for different morphemes of the same word.

## 3 Segmental phonology of Sanskrit reduplication

Whitney notes a number of segınental effects which interact with reduplication:

> A non aspirate is substituted in reduplication for an aspirate . . A palatal is substituted for a gutt ural or for h ... Of trvo initial consonants the second if it be a non nasal mute preceded by a sibilant is repeated instead of the first. ( 1889 222)

He notes elsewhere that "the dental sibilant [s] is changed to the lingual [ s ] if innmediately preceded by any vowel save [a] and by [k] or [r] unless the [s] be final followed by [r]" (1889: 61); this process, called the ruki rule by noodern scholars, also interacts with reduplication.

In this section I describe how these processes interact with reduplication and evaluate how well the models in $\mathcal{\xi} 2$ capture them. I first discuss deaspiration and palatalization in §3.1, processes which apply generally in the language to proximate consonants, and which affect the initirll consonant of the reduplicative consonant. I then discuss the raki rule in $\S 3.2$, focusing on its instantiation of reduplicative overapplication. In $\S 3.3$, I discuss cluster simplification in the reduplicants of roots with onset consonant sequences.

### 3.1 Consonant dissimilation

Two patterns of dissimilatory consonantal alternation are observable in Sanskrit reduplication: velar root consonants and /h/ have palatals as their reduplicative counterparts, and aspirates have unaspirated reduplicative counterparts. Both processes are observed in all CV reduplicative formations; the intensive CVC prefix sometimes allows velars and aspirated consonants.

Palatalization applies to velar consonants regardless of the nuclear vowel of the base or reduplicant (chapter 71: palatalization); for example, the forms [Ja-gain] 'PERF-go', [ci-ki:rsa] 'DEsio-do', and [a-cu-krudhanl] 'AOR-get angry' have palatal consunants in their reduplicants. Aspiration is not copied in the reduplicant; for example, the reduplicative consonant in [ti-sthaisa] 'eesid-stand', [di-dhi:rsa] 'desid-hold', [ja-ghasa] 'rerf-eat', and [bi-bhṭ] 'rRes-bear' is unaspirated despite the aspiration in the base. The loss of aspiration in the reduplicant is an instance of Grassmian's Law, a general process that prevents adjacent aspirates, accounting for Sanskrit exceptions to consonant correspundences in historical comparative analysis. Though a diachronic process which affects the form of roots in Sanskrit, its role in reduplication suggests a synchronic sensitivity to it. An a utosegmental dissimilation rule that removes aspiration is provided in (13). Note that this rule may apply regardless of the number of intervening seginents.
(13)

Grassman's Latu


Consonant dissiunilation creates a paradox in derivational copy-and-associate models such as Marantz (1982) and McCarthy and Prince (1986), as well as the full-copy analysis of Steriade (1988). The fact that unreduplicated roots generally adhere to palatalization and to Crassman's Law suggests a set of morpheme structure conditions (MSCs; chapter 86: morpheme structure constraints) on the representation of underlying forms. Yet the application of these rules in reduplicated forms requires ordering then after the copying operation, which duplicates the MSCs post-lexically.

Consider for example the perfect stems [bi-bhed] 'PERf-split' (from /bhid/)and [bu-bodha] 'PERF-know' (from /baudh/). Both have one aspirated consonant; there are no roots with two proximate aspirated consonants, a fact attributed to the activity of an MSC holding over underlying representations. Following the formation of the present stem with reduplication, the internediate form /bhi-bhaid/ contains a sequence of aspirates, to which the synchronic Crassman's Law must apply. Meanwhile, the intermediate reduplicated form /bu-baudh/ copies an unaspirated consonant, so Grassman's Law does not apply.

| UR (MSC applies) | bhid | baudh |
| :--- | :--- | :--- |
| present stem formation | bhi-bhaid | bu-baudh |
| Crassman's Law | bi-bhaid | - |
| other rules, output | bi-bhed | bu-bodh |

One resolution is to posit a unitary post-reduplicative ordering of these processes, without any MSC. In such a scenario, without any under lying MSC, a hypothetical two-a spirate root such as /bhaudh / is a possible lexical representation, but because of Grassman's Law, it would still surface as [-budh]. However, the rules that instantiate palatalization and Grassman's Law must follow the copy operation, as forms like [bi-bhed] show. This ordering allows velars and aspirates to occur in reduplicants as the counterparts of baises which thennselves have undergone these processes. In the case of hypothetical /bhaudh/, the copying process produces /bhu-bhaudh/; Grassman's Law then yields [bhu-baudh], with aspiration renaining in the reduplicative [bh]. Thus, without the MSC, the rule-ordered approach fails to preclude a certain class of unattested reduplicated structures.

| UR (no MSC) | bhaict | *bhaudh |
| :--- | :--- | :--- |
| present stem formation | bhi-bhaid | bhu-bhaudh |
| Grassman's Law | bi-bhaid | bhu-baudh |
| other rules, output | bi-bhed | *bhu-bodh |

Optimnality Theory (Prince and Smolensky 1993) abandons MSCs for Richness of the Base, and formalizing palatalization (16a) and Grassman's Law (16b) as output constraints avoids any overgenerative result. Both constraints are respected in unreduplicated stems, and in each morphemte of reduplicated stems. This
suggests that they are ranked higher than a constraint requiring faithful realization of underlying aspiration (16c).
a. *[VEL][VEL]

Adjacent specifications of velar consonant place are forbidden.
b. Grassman

Adjacent specifications of [+asp] are forbidden.
c. Max-IO[+asp]

Each input [+asp] feature has a correspondent in the output.
As summarized in (17), Grassman's Law is respected in unreduplicated words by virtue of an output-oriented constraint, and the hypothetical unreduplicated form /bhaudh/ would appear as [bodh-]. Meanwhile, this alternation also motivates faithfulness constraints to target elements other than the segment.

| /bhaudh/ | Grassman | Max-IO[+asp] |
| :---: | :---: | :---: |
| a. bhodh | *! |  |
| aə b. bodh |  | $*$ |

In the leduplicative context, these consonant alternations motivate additional faithfulness constraints. For example, in [bi-bhed], the reduplicative [b] must be seen as the faithful correspondent of the base [bh]. The fact that the consonants have opposite specifications for [+asp] suggests that the constraint InEnt-bK[+asp], which requires corresponding base and reduplicative segments to have identical [asp] features, is violable. This is illustrated in (19), where Ident-BR is ranked below Max-IO[asp].
(18) IoEnt-BR[+asp]

Segments in correspondence have identical [asp] specifiications.
The interpretation of Max-IO needs to be quite narrow in this analysis: the aspiration feature on the reduplicative consonant is not to be taken as the output correspondent of the underlying aspiration feature. Thus, in (19b), the absence of aspiration in the base consonant triggers a violation of Max-lO[+asp].

| /PRES+bhaid/ | Grassman | Max-IO[+asp] | IDENT-BR[asp] |
| :---: | :---: | :---: | :---: |
| ar a. bi-bhed |  |  | $*$ |
| b. bhi-bed |  | $*!$ | $*$ |
| c. bhi-bhed | $*!$ |  |  |
| d. bi-bed |  | $*!$ |  |

Furthermore, when we return to the hypothetical problem form /bhaudh/, this additionsll correspondence constraint avoids the overgenerative consequence of the rule-ordered approach. Ioent ensures that the reduplicant has an unaspirated consonant to match the unaspirated consonant of the root. Thuts reduplicated and unreduplicated roots both respect a unitary surface-oriented instantiation of Grassman's Law in the correspondence approach.

| /[ERF+smp/ | Max-IO | Onset | $\begin{gather*} \text { *[+son]/ }  \tag{28}\\ \text { Ons } \end{gather*}$ | $\begin{array}{\|c\|} \hline{ }^{*}[+\mathrm{sib}] / \\ \text { Ons } \end{array}$ | MAX-BR |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. smat-smr |  |  | **! | ** |  |
| re b. sa:-smr |  |  | * | ** | * |
| c. mat-smr |  |  | **! | * | * |
| d. sai-sr | *! |  |  | ** |  |
| e. a-smr |  | *! | ** |  | ** |

The correspondence approach restricts the cluster reduction pattern to the reduplicative substring; it does so through the TETU interaction between markedness and the formal distinction between reduplicative and base substrings. The base is not exceptional to the general markedness constraint, and the reduplicant is not subject to any morpheme specif ic process.

## 4 Prosodic morphology

In addition to the segınental effects discussed in §3, Sanskrit reduplication presents some particular challenges in its prosodic morphology. In particular, there is some morphological conditioning within the reduplicative prefix, both in its size and in its vocalism. In $\S 4.1$ I describe these conditions in more detail, while $\$ 4.2$ shows how each of the models in $\$ 2$ would handle them. Section 4.3 describes the syllable transfer effect, with an acconnpanying discussion again of how various models nay or may not capture it.

### 4.1 Morphological conditioning

Despite the range of surface forms of reduplicative affixes in Sanskrit, there is sufficient regularity to attribute inuch alternation in form to phonological concerns, and whet remains to morphological conditioning. There are two points of morphological conditioning: whether the affiix indicates intensive, and whether it has a fixed vowel. CVC-, CV:-, CVC-, VC-, and CVCi- can be treated as predictable alternants of the intensive prefix: most such forms never map to the other functions, save the CV:- alternant of the aorist. Conversely, no CV-prefix ever carries an intensive function. The remaining phonological alternants are then predictable variants of a separate reduplicative formation. Vocalism is anotluer dimension of morphological conditioning: the intensive always has [a], while the desiderative always has a high vowel. The perfect cop ies the base vowel, but the present and aorist vacillate between a fixed vowel and a faithful copy.

### 4.2 Patterns and templates

Sanskrit is a multi-pattern reduplicative systena; such systems have received relatively less theoretical attention from theorists, but it is worth investigating how each of the prominent models of reduplication handles them. The templatic models could model a multi-pattern system by positing distinct inputs from different reduplicative affixes: as shown in (1) (repeated as (29)), the intensive is underlyingly
/CVX/ or $\sigma_{\text {pر }}(1 a)$, while the others are /CV/ or $\sigma(1 b)$ and (lc). All reduplicants can then be generated by a single copying rule, but the size of the template deternines how much of the copied string persists to the surface representation. The remplate can also be used to determine the fixed vowel of the reduplicant; thus, the intensive template includes a prespecification of [a] (29a), while the desiderative includes a [+high] spec ification (29b). The perfect template need only be CV (29c). The aorist and present formations, as we will see, both variably converge with the desiderative in some cases and the perfect in others.


However, the choice of a fixed-vowel or faithful-vowel template for the present and aorist stems must be left to allomorphic devices, as some formations require a general CV prefix, e.g. [da-da:] 'pres-give', while others call upon a fixed highvowel prefix, e.g. [ji-ga:] 'PREs-go'. In a copy-and-associate approach, a root must be specified for which of the two CV temp lates it takes when deriving the present or aorist stems. Further, the length alternation in the aorist motivates a rule specific to that formation; it must lengthen the reduplicative vowel under specific conditions, but it nust not be allowed to apply to any of the other reduplicative stems.

Steriade's model uses no remplates to distinguish reduplicative morplemes. Instead, the intensive differs from the others because of a rule which assigns a nuclear [a] just to that morpheme, along with different licensing conctitions on coda consonants. Forms like [car-karṣ] 'int-plough' and [kani-krand] 'int-cry out' keep their postvocalic reduplicative consonants, because intensives are not subject to the same restrictions on coda consonants as perfect stems; otherwise, the intensive affix would not remain distinct from the other reduplicants. Meanwhile, though Steriade's focus is on the intensive and perfect markers, her model readily accommodates the fixed [+high] feature for the desiderative, inserting it in the same way the vowel [a] is inserted just for intensive prefixes.

Optimality-theoretic inodels vary in their treatment of nulti-pattern systems. Template constraints such as those in McCarthy and Prince (1993) would dennand that a particular reduplicative morpheme map to a specified prosodic category, for example foot or syllable. Sanskrit thus motivates two constraints: a specific Intensive $=\sigma_{y \mu}$ and a general Red=cr. Generalized Template Theory (Urbanczyk 1996) would instead label the intensive as a root and the other reduplicants as affixes. A general prosodic constraint would force the intensive reduplicant, by virtue of its being a root, to project a foot. Conversely, another constraint would restrict other reduplicative morphemes, by virtue of their being affixes, to project at most a syllable. More general approaches (Gafos 1998; Kennedy 2003) do not use the root vs. affix distinction for different kinds of reduplicants, and without any nororphological distinction among types of affixes, they cannot model morphologically conditioned size alternation.

To resolve this, Kennedy (2008) draws size differences from the morphological position of the affix relative to the stem: reduplicative inorphemes are either steminternal or stein-external in this model, and are thus subject to different general
constraints on the alignment of morphological and prosodic elements. For example, the Sanskrit intensive would be posited as stem-external, aligning to a foot boundary, and is thus relatively larger than other reduplicants which need not align to foot boundaries.

To handle fixed vowels in reduplicants, correspondence approaches have three general strategies. One is to place the fixed vowel feature in the input representation of the reduplicant, in which case the present affix underlyingly is /RED, [+high]/, while the desiderative is underlyingly /RED, [a]/. These features are then maintained in the reduplicative substring via faithfulness constraints. Alternatively, the vowel features could be represented as part of the template constraint, in which case one constraint encodes Intensive. $=\sigma_{\mu, 1}+[a]$ and another encodes Desiderativb $=\sigma+[+h i g h]$, while the perfect is subject to $\mathrm{RED}=\sigma$. The reduplicant thus remains segnmentally empty, and acquires its fixed vowel by satisfying the template constraint. A third approach is to leave the vowel choice to emergent markedness constraints, which would assign vowvels by default (Alderete et al. 1995). Since some reduplicants contain fixed low vowels and others contain fixed high vowels, this a pproach is not appropriate for Sanskrit. Regardless, none of these approaches resolves the vacillation within the present and aorist stem affixes.

### 4.3 Syllable transfer effects

A final aspect of Sanskrit reduplication is the phenomenon of syllable transfer, discussed in depth by Steriade (1988). In short, the segnent which appears in the nucleus of the reduplicant's syllable must have a base correspondent occurring somewhere in a rhyme, and abase onset segment can only have a counterpart in the reduplicant's onset. For example, in intensives like [car-kars] 'Int-plough' and [kani-krand] 'int-cry out', the reduplicant copies a sonorant from a rhyme position in the base. In contrast, in [fa:-grah] 'int-seize' and [sa:-smr] 'int-remember', the base has a sonorant as part of an onset cluster which is not copied; syllable transfer precludes forms such as *[yr-grah] or *[رari-grah] and *[sun-smr] or *[sami-smr]. The same effect is seen in perfect stems: the underlying glides in rhyme position in roots such as /baudh/ 'know' and /bhaid/ 'split' are reflected as the nuclei of the prefix syllable, as in [bu-bodha] 'perr-know' and [bi-bhed] 'r'Err-split'. However, the underlying onset glides in roots such as /svaj/" 'enıbrave' and /khja:/ are not copied in [sa-svaja] 'Pe.je-embrace' and [ca-khjaul] 'perre-see'.

Of the rule-ordered models discussed here, only Steriade's full-copy approach handles this effect: the entire root is copied and syllabified, and the resulting structure is subject to a series of processes removing unlicensed material from the reduplicative substring. One process removes glides from onset clusters, turning /svaן/ to /saj/. In contrast, because copy-and-associate models generate a segment melody and associate it to an empty prosodic template, there is nothing barring the association of the reduplicant melody's /v/ in the melody to the nuclear position of the template. In other words, the copy and-associate nodel predicts forıns such as "[su-svaja] instead of [sa-svaja] and "[sami-sımr] or * [sm-smr] instead of [sai-smr].

Nevertheless, this generalization has some limited exceptions, as in forms such [su-sva:pa] 'perf-sleep', [i-jaja] 'perf-offer', and [u-vasa] 'Perf-shine', where onset

[^426]glides do vocalize as nuclear vowels in the reduplicant (see charter 15: clides). To address this, Steriade argues that the adherence of a root to the syllable transfer effect is related to whether it has a distinction between its zero-grade and fullgrade stems. Cenerally, full-grade stems include [a], and each grade is used only in specific morphosyntactic contexts, but some roots exceptionally are invariant across grades, keeping the [a] in both the zero and full grade.

For example, the full-grade and zero-grade stems for /svaf/ 'embrace' converge upon [sa-svaja], illustrating syllable transfer, while the full-grade stem in [su-svapa] 'sleep' differs fronn the correspond ing zero-grade stent in [su-sup]. Steriade handles this by ordering perfect reduplication (30a) ahead of a rule of Syncope (30b), which removes unaccented [a] (thus deriving the zero grade from the full grade). Syncope also applies to any instances of [a] in the prefix regardless of grade, thus turning /svap-svap/ to /sup-svap/, in which the glide is necessarily vocalized - and since it is no longer part of an onset cluster, it survives the later step of remerving unlicensed material ( 30 c ). In contrast, roots such as /svał/ are exceptions to Syncope (30b); their intermediate forms keep their /a/, and the onset /v/ is deleted from the prefix in the removal of unlicensed material (30c).

|  |  | svap <br> (full grade) | svap <br> (zero grade) | svaj <br> (full grade) | svaj <br> (zero grade) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. | perfect | svap-svap | svap-svap | svaf-svaj | svaj-svaj |
| b. | Syncope | sup-svap | sup-sup | exception | exception |
| c. | Licensing | su-svap | su-sup | sa-svaj | sa-svaj |

Syllable transfer effects are exceptions to the typological claim made by Moravcsik (1978) that reduplication does not copy prosodic constituents. Sanskrit thus challenges the notion of template satisfaction (McCarthy and Prince 1986, 1993), which holds that reduplicative melodies are copied irrespective of the syllabicity of base segments. Other examples of syllable transfer have been noted, such as in West Tarangan (Nivens 1992, 1993; Takata 1992; Takata and Takata 1992; Spaelti 1997), Yaqui (Haugen 2003), and Temiar (Benjamin 1976; Broselow and McCarthy 1983). Though such effects are problematic for the copy-and-associate approach, correspondence approaches can model syllable transfer; for example, McCarthy and Prince $(1993,1994)$ propose the constraint $S_{1}-R \bullet L E$, which requires segments in base-reduplicant correspondence to uccupy similar prosodic positions. This constraint marks structures in which base onset segments have rhyme segments as their reduplicative correspondents, and would rule out candidates such as *[su-svafa] instead of [sa-svaja] and *[sami-sınr] instead of [sa:-smr].

## 5 Summary

Reduplication in Sanskrit is a rich source of data with a variety of jmplications for phonological theories and models. The very breadth of the data is daunting, given the variety of formations, the phonological alternations evident in each, and the persistent exceptionality to some generalizable patterns. Even so, the exceptionality is generally principled, and the system is a fruitful source of data on reduplicative segment alternations and prosodic structure.

As Janda and Joseph (1986) note, a unitary notion of reduplication in Sanskrit is not attainable, given the larger size of the intensive marker and the appearance of fixed segmentism in only some of the remaining formations. Yet the various formations maintain a fairly consistent respect for palatalization, Crassman's Law, and cluster reduction, diverging from the former two only in certain examples of the intensive. Meanwhile, the vocalism of the present and aorist markers is not entirely predictable, but also not random: it always converges with the perfect or the desiderative vocalic pattern, and is attributable to a single point of allonorphic variation.

The multitude of prosodic shapes for reduplicative structures in Sanskrit is reducible almost to two , save the weight alternation observed in the aorist marker. Given the general trend in phonological approaches to reduplication to reduce the set of prosodic targets and generalize the relationship between reduplicative norphenes and prosodic structure, accounting for this alternation will be a necessary step in any coherent theory of multi-pattern reduplication.

The study of Sanskrit reduplication illustrates the progression of phondogical theory from rule-ordered template satisfaction to generalized morphosprosodic output constraints. Yet in one respect, the rule-ordered approach is better equipped. It is only with cyclicity that the opaque interaction between reduplication and the rukn rule can be sensibly captured. In contrast, other aspects of Sanskrit reduplication are better modeled with optimality-theoretic comstraints, such as Grassman's Law, palatalization, cluster reduction, and, ironically, the overapplication effect brought about by the interaction of reduplication and the ruki rule.

Clearly, no single phonological franework handles all the data f.awlessly, though a constraint-based approach that incorporates intermediate representations to handle the opacity of the ruki rule, and allomorphic prespecification to handle variation, seems the best fit. In contrast, the two serial approaches seem less amenable to any theoretical repair to address their weak spots, most notably the segmental phenomena discussed in §3.

Regardless of their derivational character, modern generative approaches offer some additional insights into the data which grammarians such as Whitney were unable to provide. Although Whitney's own approach to reduplication in Sanskrit was to describe it thoroughly with sensible generalizations, he offered little more than a taxonomic list of subpatterns and the conditions under which they arise. In contrast, nodern approaches have at their disposal a number of theoretical constructs, such as the feature, the autosegment, the template, the prosodic hierarchy, and the mora, all of which help unify this widely disparate data set, providing order to Whitney's taxonomy.
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## 120 Japanese Pitch Accent

Haruo Kubozono

## 1 Introduction

The goal of this chapter is to sketch Japanese pitch accent systems, focusing in particular on the major debates and findings in the past and the present. Mlany Japanese dialects, including the standard Tokyo dialect (henceforth Tokyo Japanese), have a lexical pitch accent, but pitch accent systems vary greatly from one dialect to another. This can be exemplified by (1), which shows how the recent loanword /ma.ku.do.na.ru.do/ 'McDonald's' is pronounced in different dialects. In (1) and the rest of this chapter, high-pitched portions are denoted by capital letters, while syllable boundaries are indicated by dots wherever necessary.
(1) Tokyo ma.KU.DO.NA.ru.do

Kyoto/Osaka ma.ku.do.NA.ru.do
Nagasaki MA.KU.DO.NA.RU.DO
Kagoshima ma.ku.do.na.RU.do
Miyakonojo ma.ku.do.na.ru.DO
Koshikijima MA.KU.DO.na.RU.do
Given this geographical diversity of accent patterns, it is necessary both to discuss Japanese pitch accent for each dialect, and to compare different systems. Since much previous work has centered around the pitch accent system of Tokyo Japanese, we will focus on this system in the first half of this chapter, while discussing other systems in the second half, to illustrate the diversity of pitch accent in the language.

Before going into the main discussion, let us define some basic notions (see CHAPTER 42: litch accent systems for more general discussion of the notion of pitch accent). The term "accent" is used in two different ways in Japanese phonology. This can be illustrated by the pitch patterns in (2) in Tokyo Japanese, where both the presence and location of a sudden pitch fall are distinctive. In many generative studies of Japanese phonology, "accent" is used to refer to phonological prominence that is assigned to a particular position of a word. According to this definition, words in (2a)-(2c) have an "accent" on a particular syllable or
mora; this position is phonologically marked as "accented" since pitch abruptly falls immediately after it. On the other hand, (2d) has no accent, i.e., /sakana/ is an "unaccented word," since no abrupt pitch fall occurs even if a particle is attached to it (/ga/ is a nominative particle).

|  | inord | surface pitch | accent representation |
| :--- | :--- | :--- | :--- |
| a. inoti | Inoti-ga | i.no.ti |  |
| b. kokoro | koKOro-ga | ko.kóro | 'heart' |
| c. otoko | oTOKO-ga | o.to.kó | 'man' |
| d. sakana | saKANA-GA | sa.ka.na | 'fish' |

In addition to this definition, the term "accent" has conventionally been used more loosely to refer to the overall pitch pattern or shape of a word. According to this definition, every word in (2) has an accent: even the so-called "unaccented word" in (2d) has an accent in the sense thent it has a fixed pitch pattern with which it must be pronounced. To avoid confusion, I will adopt the first definition of the term in this chapter, while using the term "pitch pattern" or "accent pattern" to refer to the surface pitch pattern of words.

Japanese pitch accent as defined in this way is different from word stress in English, in that its phonetic correlate is primarily pitch or fundanental frequency ( F 0 ) and is independent of duration or intensity (Becknie.n 1986; see also chapter 39: stress: phonotactic and phonetic evidence). This phonetic nature of pitch accent is supposedly consistent across dialects.

This chapter is organized as follows. In the next section, we will briefly consider a typology of Tapanese pitch accent systents, including that of Tokyo Japanese. $\$ 3$ discusses various aspects of Tokyo Japanese, focusing in particular on past debates about accent computation and representation. $\S 4$ and $\S 5$ describe other prosodic systems, to illustrate the diversity of pitch accent in the language. Kagoshinna and Koshikijima Japanese are chosen in these sections as typical examples of pitch accent systenis which are strikingly different from that of Tokyo Japanese. The final section summarizes the main points, as well as some issues for future work.

## 2 Typology of Japanese pitch accent systems

Based on the number of lexical pitch contrasts, Uwano (1999) proposes a dichotomy of Tapanese pitch accent systems: multiple-pattern systems is. N-pattern systens (where N can be any integer starting from one). In the former type, the number of contrastive patterns varies depending on the phonological length of the word. The accent system of nouns in Tokyo Japanese is a typical example of this type, since lexical contrasts increase in number as words become longer. On the other hand, N-pattern systems have a fixed number of lexical pitch contrasts, which is independent of the phonological length of words. For exainple, the Miyakonojo dialect spoken in Miyazaki Prefecture in the south of Japan has a one-pattern system where every word has a high pitch on the fiinal mora, as illustrated in (3). In this system, the pitch feature need not be specified for each word in the lexicon, since it can be assigned by a redundancy rule (see charter i: feature sPECIFICAIION AND UNDERSPECIFICATION).
accent patterns for nouns of $n$ syllables, where $n$ represents an integer equal to or greater than one (McCar.sley 1968; Akinaga 1985; Shibatani 1990; Uwano 1999). ${ }^{1}$ Thus inonosyllabic words have two distinctive pitch patterns, as in (6a), disyllabic nouns have three, as in (6b), and trisyllabic nouns have four, as in ( 6 c ), etc. Each case involves a contrast in accentedness, i.e. betw'een accented and unaccented patterns; disyllabic or longer nouns additionally involve a contrast in accent position. Phonetic patterns are shown in parentheses. In the rest of this chapter, unaccented words are marked with a superscript circle $\left(^{\circ}\right)$ for the sake of description.

| a. | hí-ga | (HI-ga) | 'fire-nom' |
| :---: | :---: | :---: | :---: |
|  | hio - ya | (hi-GA) | 'sun-nom' |
| b. | áki-ga | (Aki-ga) | 'autuinn-NOM' |
|  | akí-ga | (aKI-ga) | 'weariness-NOM' |
|  | aki-ga | (aKl-CA) | 'vacancy-NOM' |
| c. | inoti-ga | (Inoti-ga) | 'life-nom' |
|  | kokóro-ga | (koKOro-ga) | 'heart-nom' |
|  | otokó-ga | (0TOKO-ga) | 'man-NOM' |
|  | sakana ${ }^{\circ}$-ga | (saKANA-GA) | 'fish-NOM' |

The $n+1$ rule holds for nouns, but not for verbs and adjectives. Verbs and adjectives in Tokyo Japanese have only two pitch patterns, irrespective of their length. They exhibit a contrast in accentedness, just like nouns, but not in accent position, as accented verbs and adjectives are accented on the penultimate nora, as shown in (7) (see also cilapter 102: Category-specific effects).
a. Verbs
accented
náru 'to be conipleted'
haréru 'to clear up'
arúku 'to walk'
b. Adjectives
accented
atúi 'hot'
umái 'tasty'
unaccented
naru 'to ring'
hareru ${ }^{\circ}$ 'to become swollen'
akeru $^{\circ}$ 'to open'
unaccented
atui ${ }^{\circ}$ 'thick'
amai ${ }^{\circ}$ 'sweet'

Research on pitch accent in Tokyo Japanese has centered around the following four questions: (i) how to derive surface pitch patterns, (ii) how to generalize accentual phenomena into accent rules, (iii) how to account for the distribution of unaccented words as opposed to accented ones, and (iv) how to compute accent patterns in a theoretical framework. Dut to limitations of space, we will focus on the first three questions in the following sections.

### 3.1 Accent-to-pitch conversion

Traditionally, the fiour pitch patterns in (2) have been represented as in (8), where every mora is assigned either a high tone (H) or a low tone (L) (Haraguchi 1977).

[^427]nouns - whether native, SJ, or foreign - can remain unspecified as long as they obey the accent rule in (10a), while other accented nouns are marked in the lexicon as to their accent location. This analysis entails that native nouns printarily differ from loanwords in the extent to which lexical exceptions are pernitted: the former group permits a greater number of lexically marked words than the latter group.

This idea leads to a sparsely specified representation like the one in (11), where * denotes a floating accent that is not linked to any particular position of the word in the lexicon (Kubozono 2008b). In other words, " marks a word as accented, but without saying where it is accented. This flloating accent - or unlinked high tone - is subsequently anchored on a particular position by the antepenultimate accent rule.
(11) inoti", kokóro, otokó, sakana

This representation is crucially different from those in (9), in that it treats the antepenultimate pattern as a default pattern for accented nouns. In other words, it predicts that new nouns will take this accent pattern if they are accented at all. This prediction can be readily borne out by an analysis of nonsense nouns such as /go.re.se/ and /mata.go.ra.sa/, which display a strong bias towards the antepenultimate pattern (Tanaka 1996). The representation in (11) is also compatible with the fact that accent patterns are asymmetrically distributed if their frequencies are considered, namely, that the antepenultimate pattern predicted by (10a) accounts for a majority of accented nouns, irrespective of the lexical stratunt they belong to (Kubozono 2006r7, 2006b, 2008b).

The analysis of lexical specification in (11) implies that nouns in Tokyo Japanese permit only two productive accent patterns in addition to lexically marked ones. What this means is that nouns in this dialect basically constitute a two-pattern accent system like adjectives and verbs of the same dialect, as well as all words in Kagoshima Japanese (see (4) above and $\S 4$ below). In all these systems, the contrast between accented and unaccented patterns - equivalently, presence or absence of an abrupt pitch fall in phonetic terms - is relevant, whereas the position of accent (or pitch fall) is largely redundant. The accent system of nouns in Tokyo Japanese differs from that of adjectives and verbs in the saine diatlect and the system of Kagoshima primarily in the extent to which lexical exceptions are permitted: the forneer systera permits a greater number of lexically marked words than the latter two systems.

### 3.2.2 Exceptions to the antepenultimate rule

Returning to the loanword accent in (10a), we must not overlook the fact that this rule admits a fairly large number of exceptions (chapter lon: excfptionat.ity). There are at least three groups of exceptions which can be accounted for by linguistic factors.

The first group consists of unaccented loanwords such as /amerjka• / 'America' and /monariza / 'Mona Lisa'. Generally speaking, the ratio of the unaccented pattern is relatively low in loanwords - about 10 percent, according to Sibata (1994) - but this ratio varies greatly, depending on the length and syllable structure of the word. We will consider these phonological factors in detail in §3.3.1.

A second group of exceptions to the antepenultimate accent rule in (10a) consists of trimoraic loanwords nade up of a sequence of light and heavy syllables.

Loanwords of this phonological structure fall into two accent classes, those that obey the antepenultimate rule in (10) and those that do not. Typically, the former class contains an underlying vowel in the initial syllable, while the latter contains an epenthetic vowel in the same position (Kubozono 2001, 2006a).4 These two cases are illustrated in (12).

$$
\begin{array}{lll}
\text { a. sé.dan } & \text { 'sedan' }  \tag{12}\\
\text { háwai } & \text { 'Hawaii' } \\
\text { dé.byuu } & \text { 'debut' } \\
\text { ká.nuu } & \text { 'canoe' } \\
\text { gí.taa } & \text { 'guitar' } \\
\text { pui.rin } & \text { 'pudding' }
\end{array}
$$

b. tuín 'twin'
to.rái 'try'
do.rái 'dry'
gu.rée 'grey'
bu.rúu 'blue'
do.róo 'draw'
The examples in (12) may seem to suggest that epenthetic vowels tend to avoid bearing an accent (CHAPTER 67: vowel epenthesis), but the facts are not that simple. An epenthetic vowel carr, and actually does, bear an accent if it is followed by a sequence of light syllables, as in (13).

$$
\begin{array}{ll}
\text { (13) kú.ra.su } & \text { 'class' } \\
\text { dó.re.su } & \text { 'dress' } \\
\text { pú.ra.mu } & \text { 'plum' } \\
\text { dó.ra.mu } & \text { 'drum' }
\end{array}
$$

The irregular accent pattern in (12b) emerges if the following two conditions are inet: (i) the initial syllable contains an epenthetic vowel, and (ii) the following syllable is heavy. In other words, a perultimate light syllable attracts word accent more strongly than a final heavy syllable, but this strength relation is reversed if the light syllable contains an epenthetic vowel. This shows an interesting interaction between syllable weight and the nature of the vowel (epenthetic vs. non-epenthetic) in accent assignment.

A certain type of four-mora or longer loanword constitutes a third group of exceptions to the antepenultimate rule in (10a). These exceptions typically end in a sequence of a light syllable plus a heavy one, as exemplified in (14): $\boldsymbol{a}_{H}$ and $\sigma_{L}$ stand for heavy (bimoraic) and light (monomoraic) syllables, respectively. Words in (14a) end in a sequence of light syllables followed by a heavy syllable, whereas those in (14b) involve a heavy-light-heavy sequence in the same position. Unlike the words in (10b), these loanwords are accented not on the syllable containing the antepenultimate mora, but one syllable to the left.

$$
\begin{align*}
& \text { a. } \sigma_{\llcorner } \sigma_{L} \sigma_{H} \#  \tag{14}\\
& \text { bígi.naa 'beginner' } \\
& \text { tó.ro.fii 'trophy' } \\
& \text { sú.ri.raa 'thriller' } \\
& \text { b. } \sigma_{H} \sigma_{L} \sigma_{H} \# \\
& \text { in.ta.byuu 'interview' } \\
& \text { góo.ri.kii 'Corky (Russian writer)' } \\
& \text { báa.ku.ree 'Berkeley' }
\end{align*}
$$

Statistical study has shown that this "pre-antepenultimate" accent pattern is much more common than the antepenult:mate pattern in (15) for the two prosodic structures (Kubozono 1996; Katayana 1998; Shinohara 2000; Tanaka 2008).

[^428]a. bi.tá.min 'bitamin'
a.séan 'ASEAN'
pi.ká.tyuu 'Pikachu'
b. ren.tó.gen 'X rays'
baa.bé.kyuu 'barbecue'
kuu.dé.taa 'a coup'

Not surprisingly, many words of the phonological structures in question fluctuate between the two accent patterns, as shown in (16). As the pre-antepenultimate pattern tends to be preferred by young speakers, the variations in (16) suggest that the pre-antepenulti:nate pattern in (14) represents a newer accent pattern and is replacing the traditional antepenultimate pattern shown in (15).
a. do.rá.gon
~ dóra.gon
'dragon'
a.re.rú.gii ~a.réru.gii
'allergy'
re.bánon ~réba.non
'Lebanon'
b. myuu.zí.syan ~ nyyúu.zi.syan
'nusician'
en.dé.baa ~ én.de.baa
'(space shuttle) Endeavor'
kaa.di.gan ~káa.di.gan 'cardigan'

### 3.2.3 Comparison with the Latin rule

It is intportant to point out here a striking similarity between the Japanese antepenultimate rule in (10a) and the accent rule of Latin in (17) (Kubozono 1996. 1999). The Latin accent rule is known to be shared by English and many other languages of the world (Hayes 1995).
(17) Latin accent rule (Prince and Snolensky 1993; Hayes 1995)

Accent falls on the penultimate syllable if it is heavy; otherwise, it falls on the antepenultimate syllable (whether it is heavy or light).

Although the two rules might look quite different at a glance, they have in fact much in common. This can be seen from (18) and (19), where the effects of the two rules are compared with reference to the three syllables in word-fiinal position: ${ }^{5}$ underlined syllables are those to which an accent is assigned by each rule.
(18) Effects of the Japanese antepenultimate accent rule in (10a)
a...$\sigma_{H} \sigma_{H} \sigma_{H} \#$
e. . . . $\sigma_{F \cdot}\left(\underline{\sigma}_{\lambda} \sigma_{J \cdot(\#}\right.$
b. $\ldots \sigma_{H} \underline{\sigma}_{H} \sigma_{I} \#$

c. $\ldots \sigma_{L_{H}} \sigma_{H} \#$
g. ... $\sigma_{L} \underline{G}_{L} \sigma_{H} \#$
d. ... $\sigma_{l} \underline{G}_{H} \sigma_{L} \#$
h. $\cdots \sigma_{L} \sigma_{L} \sigma_{L} \#$
(19) Effects of the Latin accent rule in (17)
a..$\sigma_{H} \underline{\sigma}_{H} \sigma_{H}{ }^{\#}$
e. . . . $\underline{\sigma}_{H} \sigma_{1 .} \sigma_{H}{ }^{\#}$
b. $\quad . . \sigma_{H} \underline{\sigma}_{H} \sigma_{L} \#$
f. ... $\underline{\sigma}_{H} \sigma_{1, \sigma_{1} \#}^{\#}$
c. $\cdots \sigma_{L} \underline{\theta}_{H} \sigma_{H}{ }^{\#}$
g. $\cdots \underline{\sigma}_{L} \sigma_{L} \sigma_{H} \#$
d. $\cdots \sigma_{L} \underline{G}_{H} \sigma_{L} \#$
h. $\cdot \underline{\sigma}_{L} \sigma_{L} \sigma_{L} \#$

[^429]| hime | 'princess' | kaguyai-hime | 'Princess Kaguya' |
| :---: | :---: | :---: | :---: |
|  |  | sirayuki-hime | 'Snow White' |
| sikí | 'ceremıony' | sotugyón-siki | 'graduation cereınony' |
|  |  | nyuugakú-siki | 'entrance ceremony' |
| $k 0^{\circ}$ | 'child' | tínomí-go | 'infant' |
|  |  | minasi-go | 'orphaned child' |
| musi ${ }^{\circ}$ | 'bug, insect' | kabutó-musi | 'beetle' |
|  |  | tentóo-musi | 'ladybird' |

b. Initial-accenting morphemes
néko 'cat'
gásu 'gas'
c. De-nccenting morphemes

| iró $\quad$ 'color' | orenzi-iro" <br> nezumi-iro | 'orange color' <br> minsyu-too |
| :--- | :--- | :--- | :--- |
| tóo | 'gray' |  |$\quad$| 'Bemocratic Party' |
| :--- |

Under this analysis, all monomoraic and bimoraic morpheınes are marked in the lexicon as to their accentual behavior in compounds. An alternative view to this idea of exhaustive specifications in the lexicon is that only morphemes of the type in (20c) are lexically marked, while other types of morphemes lack such lexical specifications (Kubozono 1997). This underspecification analysis is based on the general observation that all "initial-accenting" norphemes are invariably initially accented when they are pronounced in isolation (although not necessarily vice versa), ${ }^{6}$ as well as the observation that (20a) represents the default accent pattern of compound nouns with a short $\mathrm{N}_{2}$ (Akinaga 1985).

Adopting these two observations, the two compound accent patterns in (20a) and (20b) can be largely computed by rule or constraint interaction in an optimality-theoretic framework (Prince and Snoolensky 1993). Descriptively, (20a) and (20b) can be derived by the rules in (21), which are based on two notions, the syllable and the (bimora io foot (Kubozono 1997), ${ }^{7,8}$

[^430](24)

```
a. \(\mathrm{ti}[\mathrm{nomi}]\) go
        in[dasú]-[gawa]
        sotu[gyóo]-[siki]
b. yanıa-[óto]ko
    minami-[áme][rika]
```

In terms of lexical specification, none of the $N_{2} s$ in these compound nouns need to be marked in the lexicon with respect to the compound accent behavior they exhibit. Rather, their compound accent behavior can be readily computed on the basis of their phonological structure. All in all, compound nouns with a short $\mathrm{N}_{2}$ and those with a long $N_{2}$ can be grouped together with respect to their compound accent patterns. Those with a short $N_{2}$ permit lexical exceptions to the generalization in (21), i.e. unaccented compounds like (20c), but their accent patterns are otherwise the same as those of compound nouns with a long $\mathrm{N}_{2}$. We will develop this generalization further in §3.3.4, where unaccented compounds are discussed.

Finally, the descriptive generalization in (21) has a further advantage in allowing us to capture the fundamental simiarity between the compound accent rules and the accent rule for simplex nouns, i.e. the antepenultinate rule given in (10a). In fact, the antepenultimate rule has basically the same effects as the rule in (21b), as can be seen from the foot stricture of the loanwords in (25) $(=(10 b))$. This is not accidental, but simply reflects the fact that the accent rule for accented simplex nouns and that for morphologically complex nouns have basically the same nature: they both put an accent maximally towards the end of the word (edgemostness), while avoiding the final position aligned with the right edge of the word (non-finality).
(25) [bá.na]na wa[sin][ton]
[ká.na]da [ba.do][min][ton]
o[rén]zi [pai][náp][pu.ru]
In sum, the accent rules for compound nouns and the rule for accented simplex nouns only differ in (21a): simplex words are free from this faithfulness principle, which is a natural consequence resulting from the morphological non-complexity of simplex nouns.

### 3.3 Unaccented words

I have so far deferred the discussion of unaccented words, words that are pronounced with a flat pitch pattern even when a particle is attached to them. About half of the vocabulary of Tokyo Japanese belongs to this accent category (Hayashi 1982: 331). Presence or absence of a lexical pitch accent is contrastive, and in fact accounts for most homophonous word pairs that can be accentually distinguished: e.g. /áme / 'rain' vs. /ame / 'candy', /haná / 'flower' vs. /hana"/ 'nose', /sénsi/ 'soldier' us. /sensio/ 'death in battle'. The inain question in this research area then is when the seemingly peculiar class of unaccented words occurs and to what extent their distribution can be predicted by linguistic factors.

The distinction between accented and unaccented words seems arbitrary and item-specific in the native and SIT strata of the lexicon, as can be seen from the homophonous word pairs given above and below: /náru/ 'to be contpleted' vs.
(34)
a. Tone A
A.ka
a.KA-pen
a.ka-SIN.goo
aka-er.PI.tu
aka-en.pi.tu-MON.dai
'red'
'red pen'
'red signal'
'red pencil'
'red pencil problem'
b. Tone B
a. O
a.o-PEN
a.o-sin. GOO
a.o-en.pi.TU
'blue, green'
'blue pen'
'green signal'
'blue pencil'
a.oen.pi.tu-mon.DAI

This rule is, in a sense, a mirror-intage of the compound accent rule in Tokyo Iapanese. In Tokyo, the compound accent rule only considers the phonological structure of the firnal constituent $\left(\mathrm{N}_{2}\right)$, so that compounds basically take one and the same accent pattern if they share an $N_{2}$ (see (20) and (27), for example).
Kagoshina Japanese employs the opposite strategy, whereby it considers the initial constituent, keeping its prosodic feature in compounds. Interestingly, the tonal feature of the initial morpheme is realized at the very end of the compound in this system. Take the two morphemes /A.ka/ and /a.O/ in (34), for example. Compound nouns starting with /A.ka/ bear a high pitch on their penultimate syllable, no matter how long they may be. Similarly, compounds starting with /a.O/ are high-pitched on their final syllable. Since compound nouns can consist of three or niore morphemes and hence can be very long, the speaker must remember the tonal property of the initial morpheme up to the very end of long expres.sions.

Finally, Hirayama's Law also applies to phrasal expressions in Kagoshima Japanese. As illustrated in (35), basic syntactic phrases (bunsetsu), consisting of a content word plus one or anore particles, undergo the compound tone rule. Thus syntactic phrases beginning with a Tone A morpleme all take Tone A, realizing a high pitch on the penultimate syllable within the phrasal domain. Similarly, those beginning with a Tone B morpheme all take Tone B, with a high pitch on their very final syllable.

| a. | A.ka | 'red' |
| :---: | :---: | :---: |
|  | a.KA-ga | 'red-nom' |
|  | a.ka-KA.ra | 'from red' |
|  | a.ka-SIN.goo | 'red signal' |
|  | a.ka-sin.COO-ga | 'red signal-Nom' |
|  | a.ka-en.Pl.tu | 'red pencil' |
|  | a.ka-en.pi.tu-KA.ra | 'from (the) red pencil' |
| b. | a. O | 'blue, green' |
|  | a.o.GA | 'blue-NOM' |
|  | a.o-ka.RA | 'from blue' |
|  | a.()-sin.COO | 'green signal' |
|  | a.o-sirigoo-GA | 'green signal-nom' |
|  | a.o.en.pi.TU | 'blue pencil' |
|  | a.o-en.pi.tu-ka.RA | 'from (the) blue pencil' |

b. Tone B

| O.to.KO | (o.to.KO) | 'man' |
| :--- | :--- | :--- |
| NI.WA.to.RI | (ni.wa.to.RI) | 'chicken' |
| NI.WA.tol | (ni.wa.TOI) | 'chicken (coll. form)' |
| SEN.sel | (sen.SEI) | 'teacher' |
| HA.RU.YA.su.MIl | (ha.ru.ya.su.Mil) | 'spring vacation' |

The basic rule employed here is to start words with a high pitch and have one low-pitched portion before the second peak starts (Kubozono 2008a). ${ }^{21}$ In autosegmental terms, this means that high tone cannot spread onto a syllable that is adjacent to another high tone. ${ }^{22}$ This is true of both tonal rypes, Tone A and Tone B, which are differentiated basically by the loci of the second peak. It must be noted in this connection that the low-pitched portion is a syllable-sized unit rather than a mora, as shown by the following forms.

| a. | KE.da.MOn | 'wild animal' |
| :--- | :--- | :--- |
|  | KE.da.MOn-ga | 'wild animal-nom' |
|  | KE.DA.mon-KA.ra | 'from (the) wild animal' |
| b. | E.FU.bii.Ai | 'FBI' |
|  | E.FU.bii.Ai-ga | 'FBl-Nom' |
|  | E.FU.BII.ai-KA.ra | 'from FBI' |

There are two interesting facts to note about the second peak. One of them is the fact that non-syllabic moras like the moraic nasal and the second nuember of long vowels and diphthongs can form the second peak in Tone B words, but not in Tone A wrords. Thus, word-final moras in /mi.kan/ in (40b), /ni.wa.toi/ and /sen.sei/ in (41b), constitute a second peak on their own, but the penultimate moras in /ke.da.mon-ga/ and /e.fu.bii.ai-ga/ in (42) cannot. ${ }^{23}$ In the latter case, the high pitch moves one mora to the left, so that the antepenultimate nora constitutes the second peak on its own. In both Tone $A$ and Tone B, the second peak is always monomoraic, but the two tonal patterns exhibit an asymmetry.

This asymmetry is interesting in itself, but more interesting is the fact that the first peak is always dependent on the second peak. Compare the two forms in (43), the second of which is a colloquial form of the first.

## a. KE. A.mo.NO-ga 'wild animal-NOM' <br> b. KE.da.MOn-ga

Although these two forms consist of the same number of moras, the first high pitch is on /ke.da/ in (43a), but on /ke/ in (43b). This difference directly reflects the difference in the second peak, which is on/rus/ in (43a), but on $/ \mathrm{mo} /$ in (43b). This indicates that the domain of the first high pitch can be computed on the

[^431]basis of the position of the second peak. The whole strategy can be summed up as follows.
(44) a. Assign a high pitch (second peak) to the final inora in Tone B words and to the penultimate mora in Tone A words.
b. If the second peak is on a non-syllabic mora in Tone A words, the peak moves one mora to the left, i.e. to the syllabic mora of the same syllable.
c. Keep one syllable low-pitched before the second peak.
d. Assign a high pitch (first peak) to word-initial syllables up to the low-pitched syllable defined in (c).

This right-to-left computation means that the second peak phonologically dominates the first peak. This may not be very surprising in itself, but its real significance lies in the fact that the dominance relationship between the two peaks is reversed in sentence-level phonology. In a sequence of phrases, every phrase except the sentence-final one can have only one peak and it is always the second peak that disappears (Kubozono 2008a). This is illustrated in (45), where some nouns in (41) are followed by the nominative marker /ga/ and put in the carrier sentence /...ga mieta/ '... was seen' (/ıni.e.ta/ is a Tone B verb). The forms in parentheses represent the tonal forms when the noun-nom phrases are pronounced in isolation.
a. Tone $A$

KE.DA.mo.no-ga Ml.e.TA 'a wild animoll was seen'
(KE.DA.mo.NO-ga) 'wild animal-NOM'
KE.da.mon-ga MII.e.TA 'a wild animal was seen'
(KE.da.MOn-ga) 'wild aniınal-nom (coll)'
b. Tone B

Nl.WA.TO.ri-ga MII.e.TA 'a chicken was seen'
(NI.WA.TO.ri-GA)
Nl.WA.toi-ga MI.e.TA 'a chicken was seen (coll)'
(NI.WA toi.-CA) 'chicken-NOM (coll)'
Words and phrases thus lose one of their two high-pitched portions when they appear in the non-final position of a sentence. It is of special interest that a phonologically dominant peak (the second peak) is defeated by a less dominant peak (the first peak) in sentence-level phonology.

## 6 Conclusion

In this chapter we have considered some pitch accent systems of Japanese, focusing on the major debates and findings in the past and present. The first half of the chapter discussed the accent systen of Tokyo Japanese, the dialect most extensively studied in the literature of Japanese phonetics and phonology. One of the most important findings about this dialect is that accent patterns, including the unaccented one, can be predicted by the linguistic structure of words. Another crucial point is that inany seemingly different accent rules can be
generalized if we incorporate the foot as a relevant prosodic unit in the language. Specifically, the so-called antepenultimate accent rule and the set of compound accent rules can be generalized with one another and can be expressed by general notions such as non-finality and edgemostness.

The second half of the chapter described the pitch accent systems of Kagoshima and Koshikijima Japanese, to illustrate the diversity of prosodic systems in the language. Unlike Tokyo Japanese, these dialects have a two-pattern system, a system that exhibits only two distinctive pitch patterns irrespective of the length of the word.

There are many important issues that must be addressed in the future. In empirical studies, the most important issue concerns endangered dialects and their prosodic systems. While some dialects such as Tokyo Japanese and Kagoshima lapanese have been studied in considerable depth in the literature, there are many regional dialects that remain largely unstudied or even undocuntented. Extensive data must be collected about these dialects before they become extinct. Ser ious analyses of these dialects may shed a new light on the typology of Japanese pitch accent systems, as well as on the typology of prosodic systems in general. It is equally important to look at the endangered dialects from a sociolinguistic perspective, by examining how their pitch accent systems change under exposure to standard Tokyo Japanese.

There are also interesting questions that remain unanswered about the theoretical aspect of Japanese pitch accent. One of them is how to formalize pitch accent rules of the language in the non-derivational framework of Optinality Theory (Kubozono 1995, 1997; Katayama 1996; Shinohara 2000). How to account for the underspecification of lexical accent in a theoretical framework is also an important issue for future work.
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## 121 Slavic Palatalization

Jerty Rubach

## 1 Introduction

Slavic languages more than any other languages contribute to the understanding of palatalization processes (see also citapter 71: palatalization). The historical source language - Common Slavic - exhibited several different types of palatalization, and these are reflected in the phonology of its descendants. Palatalization can affect all consonants, producing changes that are either allophonic or phonemic. The determination of whether a change is allophonic or phonemic depends on the system of contrasts in a given language. Looking at $/ \mathrm{s} z \mathrm{td}$ / as examples, the identical outcomes have a different status in Russian and Polish. I call the type of palatalization exhibited in (1) Surface Palatalization. The environments are discussed in §2.
(1) Surface Pahatalization
a. Russian (phonemic palatalization)
$\mathrm{sztd} \rightarrow \mathrm{s}^{j} \mathrm{z}^{j} \mathrm{t}^{\mathrm{j}} \mathrm{d}^{\mathrm{j}}$
b. Polish (allophonic palatalization)
$\mathrm{sztd} \rightarrow \mathrm{s}^{j} z^{j} \mathrm{t}^{\mathrm{j}} \mathrm{d}^{\mathrm{j}}$

The difference between (1a) and (1b) is that palatalized consonants are members of the phonemic inventory in Russian but not in Polish. In Polish, a phonemic effect of palatalization for the inputs in (1) yields prepalatal fricat ives and affricates. I call this process Coronal Palatalization.'

## (2) Coronal Palatalization in Polish



How is it possible for Polish to have both types of palatalization: allophonic (lb) and phonemic (2)? The question is intriguing because the environments in which

[^432](1b) and (2) apply are virtually the same (see §2). Answering this question is a challenge for the researcher, regardless of what theoretical framework is assumet.

Velars can undergo two different kinds of palatalization in addition to Surface Palatalization (3a). I will identify them by the traditional names: First Velar Palatalization and Second Velar Palatalization. The example in (3) is the velar stop $/ \mathrm{k} /$.
(3) a. Surface Palatalization
$k \rightarrow k^{i}$
b. First Velar Palatalization

$$
k \rightarrow t
$$

c. Second Velar Palatalization

$$
k \rightarrow t s
$$

The challenge is how to distinguish the three kinds of palatalization in (3) when they occur in overlapping environments in a single language. ${ }^{2}$ The problem is compounded by the fact that the outputs of First Velar Palatalization and Second Velar Palatalization do not always bear the feature [-back] that is expected to characterize the outcome of a palatalization process.

Palatalization processes may differ in different Slavic languages in all four relevant ways: with regard to the input, the output, the environment, and the domain. For example, in Polish, the inputs to Coronal Palatalization (2) are dental fricatives, stops, and sonorants, while in Slovak, the class of inputs is limited to /t $\mathrm{d} \mathrm{nI} /$. In Czech, on the other hand, the inputs are /t $\mathrm{d} \mathrm{nr} /$, so /r/ but not /l/ undergoes palatalization.

Looking at /t d/ as examples of inputs to Coronal Palatalization, the outputs in Slovak and Czech are the prepalatal stops [ $\underline{t}^{i} \underline{d}^{i}$ ], where underlining denotes that the stops are prepalatal rather than dental. In Eastern Polish /t d/ change into dental affricates [ $\mathrm{ts}^{\mathfrak{j}} \mathrm{dz}{ }^{\prime}$ ], whereas in Standard Polish they change into prepalatal affricates [ $\mathbf{t} \mathbf{6} \mathrm{d} \boldsymbol{7}$ ].

The environments for palatalization are invariably front vowels and glides (see also CHAPTER 75: CONS NANT-v@ wEl Place FEATURE INTERACTIONs), but languages differ from each other with regard to their front vowel inventory. For example, Slovak has three front vowels /i $\varepsilon \nless /$ and, predictably, they all cause palatalization (see §4). Russian lacks /æe/, so its palatalization triggers are the vowels /i $\varepsilon /$. More intriguing is the situation where only a subset of front vowels in a given language induces palatalization. This is exemplified by Ukrainian, which has /i $\varepsilon /$, but only /i/triggers palatalization. Similarly, Polish Surface Palatalization applies only before /i/ (and /j/) but not before / $\varepsilon$ / (see §2). Finally, palatalization before front vowels may be different from palatalization before $/ \mathrm{j} /$, a process that is called Iotation (Steele 1973). This is illustrated in (4), where I look at dental obstruents in Polish.
(4) a. Coromal Palatalization in Polish

b. Iotation in Polis/a
$\mathrm{sztd} \rightarrow \int 3 \mathrm{ts} \mathrm{dz} / \ldots \mathrm{j}$

[^433]$\$ 4$ illustrates how palatalization and related processes can be analyzed in the current phonological theory. The paradigm selected for the analysis is Optimality Theory. For a review of the data and descriptive generalizations referring to particular Slavic languages, the reader is referred to the collection of studies in de Bray (1980) and Comrie and Corbett (1993).

## 2 Inventories

This section reviews types of consonants in Slavic languages that are products of palatalization as a historical process. The contexts considered here make it impossible to derive these consonants from their original histor*ical sources. The consequence is that the consonants are phonemes, that is, underlying segments.

Descriptive grammars of Slavic languages draw a distinction between "soft" and "har'd" consonants. Soft consonants are a product of palatalization, either histor ically or synchronically in the contemporary Slavic languages. Other consonants are hard. The point is illustrated by Russian. Suft consonants exhibit palatalization whereas hard consonants show velarization. There are no neutral consonants that would be neither palatalized nor velarized. Palatalization and velarization are secondary articulations as the raising of the tongue body that they involve is a gesture that does not affect the primary place of articulation. For example, the soft [d'] and hard [d] in $d^{\prime} a d^{\prime} n$ 'uncle' and $d n$ 'yes', respectively, are dental rather than palatal or velar. Palatalization means that, in the example at hand, the production of the dental stop is accompanied by the simultaneous raising of the front part of the tongue toward the hard palate. Velarization is the raising of the back part of the tongue toward the velum. In terms of distinctive features, palatalized consonants are [-back], while velarized consonants are [+back], a distinct ionthat reflects the part of the tongue that is raised. I will follow the Slavic tradition in leaving velarization urimarked, so [di] is palatalized while [d] is velarized.

In the typical case, velarized and palatalized consonants are paired, that is, they constitute minimal or near-minimal pairs that contrast in terms of [ $\pm \mathrm{back}]$. This is illustrated by Russian labials and dentals (Halle 1959; Avanesov 1968). ${ }^{5}$

Velarized-palatnlized contrasts in Russian

| [p] | pat | 'sta lemate' | $\left[p^{i}\right]$ | $\nu^{\prime}$ at ${ }^{\prime}$ | 'five' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [b] | burak | 'beetroot' | [ $\mathrm{b}^{\text {i }}$ ] | buro $^{\text {cur }}$ | 'orfice' |
| [f] | forma | 'form' | [ $\mathrm{f}^{\text {i }}$ ] | sof'or | 'driver' |
| [v] | unzon | 'vase' | [vi] | \%'0z | 'eln ${ }^{\text {c }}$ |
| [m] | masto | 'butter' | [ $\mathrm{m}^{\mathrm{j}}$ ] | miaso | 'meat' |
| [t] | tot | 'that' | [ti] | $t^{\prime} 0 t^{\prime} 0$ | 'aunt' |
| [d] | do | 'yes' | [di] | d'ad'n | 'uncle' |
| [s] | sud | 'court' | [si] | s'udr | 'here' |
| [z] | zad | 'back' | [z'] | $z^{\prime}$ at | 'son-in-law' |
| [1] | luk | 'bow' | [Ji] | l'uk | 'hatch' |
| [r] | rasa | 'race' | $\left[\mathrm{r}^{j}\right]$ | r'asa | 'cassock' |

[^434]| skład | [ t ] | 'storage room' | skladzi+e | [d?¢] | (Loc sc) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | skladz+ik | [ d i i$]$ | (DIM) |
| brud | [ t ] | 'dirt' | brudzite | [d邓¢] | (LOC SG) |
|  |  |  | brudz+i+ć | [di¢] | 'to make dirty' |
| kran | [ n ] | 'faucet' | krani+e | [ nc ] | ( LOC SC) |
|  |  |  | kran+ik | [ $\mathrm{n}_{\mathrm{i}}$ ] | ( DIM ) |
| dziwon | [ n ] | 'bell' | dzzoonite | [ $\cap$ ] | ( LOC sc) |
|  |  |  | $d z z 00 n+i+c$ | [תi] | 'to ring' |

The palatalization of velars is ascribed to two different rules that apply to the same set of targets but yield different results. Following the traditional parlance, I will refer to these rules as First Velar Palatalization and Second Velar Palatalization. The latter is restricted morphologically, making the former the default palatalization for velars.

First Velar Palatalization turns velars into postenlvenlar stridents. This is illustrated by Kashubian, where the outputs are soft segments, as would be expected of a palatalization process (Breza and Treder 1981, Treder 2001, and my fieldwork).
(18) Kashubian First Velar Palatalization

| $\mathrm{kgx} \rightarrow \mathrm{t}^{j} \mathrm{~d}^{\mathrm{j}} \mathrm{S}^{j} /$ _ $\mathrm{i} \varepsilon$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| knlek+n | [k] | 'invalid' | knlecz+i | [ $t^{-j}$ i] | (NOM PL) |
| drog + + | [g] | 'road' | $d r o d i+i$ | [ $\mathrm{c}_{3}{ }^{\text {j }}$ ] | (nom Pl) |
| muchar | [ x ] | 'fly ( N )' | musz | [ ${ }^{\text {i }}$ ] | (NOM PL) |
| bek | [k] | 'bleating' | becz+etćc | [ $0^{\text {j }}$ c ] | 'to bleat' |

Second Velar Palatalization yields dental rather than post-alvenlar stridents. In Ukrainian, underlying / $k \gamma \times /$ surface as $\left[t s^{i} z^{i} s^{j}\right]$ before the suffix/i/ of the dative/ locative singular (Medushevs'kyj and Zyatovs'ka 1963; Bilodid 1969; Rusanovs'kyj et al. 1986).
(19) Ukrainians Second Velar Palatalization

nomss dat/loc sg
ruk+n [k] ruc+i [tsji] 'hand'
nohta [ $[\mathrm{K}]^{12} \quad$ noz+i [zij] 'leg'
much+a [x] mus+i [sit] 'fly'
First Velar Palatalization and Second Velar Palatalization are active in all Slavic languages with the exception of Russian, which has the former but not the latter rule. Since the two rules are in competition if velars are inputs, the conflict is resolved by introducing partial morphological conditioning of Second Velar Palatalization. In Ukrainian, the morphological context is that of the dative and the locative declension cases. Other Slavic languages may be subject to other morphological limitations. For example, in Polish, Second Velar Palatalization applies before the /i/ suffix of the nominative plural, the $/ \varepsilon$ / suffix of the dative and the locative singular (as in Ukrainian) and before the adverb-forming / $\varepsilon /$ suffix (see Rubach 1984).

[^435](30) rux+i+tc
ru $\int^{j}$ itc $\quad$ First Velar Palatalization $\quad x \rightarrow f i / \ldots i$
rufitc. Hardening $\quad \int^{j} \rightarrow \int$
rufitc Retraction $\quad \mathrm{i} \rightarrow \mathrm{i}$ after a hard consonant
The operation of First Velar Palatalization in Polish is not limited to $/ \mathrm{x} / \rightarrow[\mathrm{f}]$. It extends to all velars, as the following examples show.

Polish velar stops
a. voiceless stop: $\mathrm{k} \rightarrow \mathbb{t}$

| krok | [k] | 'step ( N$)^{\prime}$ | krocz+ek | $[\underline{t}+\varepsilon]$ | (Dim) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| skok | [k] | 'jump ( N )' | skocz $+y+\dot{c}$ | [ $\left.{ }^{6}+\mathrm{i}\right]$ | 'to jumıp' |
| voiced stop: $\mathrm{g} \rightarrow \mathrm{d}$ ¢ |  |  |  |  |  |
| mózg | [k] | 'brain' | móżdí+ck | $[d 3+\varepsilon]$ | ( D (M) |
| minzg+n | [g] | 'pulp' | minidż $+y+\varepsilon$ | [ $3+\mathrm{i}$ ] | 'to squas |

c. voiced stop: $\mathrm{g} \rightarrow 3$

| Bóg | [k] | 'God' | Boże | [ $3+\varepsilon$ ] | ( VOCS sc ) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| snieg | [k] | 'snow' | snieżek | [ $3+\varepsilon$ ] | ( llm ) $^{\text {d }}$ |
|  |  |  | sniez + y + ć | [ $3+i$ ] | 10 smow |
| stug + a | [g] | 'servant' | sfuci $+e b+n+y$ | $[3+\varepsilon]$ | (ADI) |
|  |  |  | Sfucż+y+ci | [3+i] | 'to serve |

The data in (27), (31a), and (31b) show that Polish First Velar Palatalization is the same as Kashubian First Velar Palatalization (18), but the parallel is obscured by
 is spirantized to [3]. The rule applies if the segment preceding / $\mathrm{d}_{3} /$ is a sonorant, hence we see [3] in śnież+ek but [ct3] in móżdżek in (31c) and (31b), respectively. The [3] derived from / $\mathrm{d}_{3}{ }^{j}$ / is hard, showing thent hardening affects all post-alveolars.

## Polish Hardening

$$
\begin{equation*}
\int^{i} 3^{j} t^{j} d \xi^{i} \rightarrow \int 3 t d s \tag{32}
\end{equation*}
$$

Polish also has a process of Spirantization. Since there is no way to tell whether the rule applies before or after Hardening, the choice between $/ \partial 3^{j} / \rightarrow\left[3^{j}\right]$ and $/ A_{3} / \rightarrow[7]$ is arbitrary. Assuming that the latter is true, the rule is stated schematically as follows (Rubach 1984).

## Polish Spirantization

$$
\begin{equation*}
\text { os } \rightarrow 3 /[+\mathrm{son}]- \tag{33}
\end{equation*}
$$

Spirantization is a derived environment rule in the sense that it applies only to the / $\mathrm{d}_{3} /$ that is a result of First Velar Palatalization. The / $\mathrm{d}_{3} /$ that connes from the underlying representation resists Spirantization. This is exactly what Kiparsky's (1973, 1982) Derived Environment Constraint (DEC) predicts (see citapter s8: derived environment effects). Its instantiation that is relevant here refers to phonologically derived segments. In (34), I look at the derivation of Bożee 'God (voc sG)' and brydz 'bridge (card game)', whose underlying representations are
representations because we find velarized rather than palatalized consonants as outputs of palatalization.

The opacity of palatalization is also manifested by the fact that palatalization processes appear to have exceptions in the surface representation. That is, they are rot surface true. The problem is illustrated by Polish.

Recall that Polish Coronal Palatalization turns, among other consonants, /s z $t d /$ into $\left[\begin{array}{lll}6 & 3 & t \\ \hline & d z\end{array}\right]$ before front vowels, as documented in (17). The process is not observed on the surface in hundreds of words of both native and foreign origin.
"Exceptions" to Polish Coromal Palatalization


It appears that the words in (40a) are simply exceptions to Coronal Palatalization and should be encoded as such in the lexical representation. This reasoning is faulty, however. The words in (40b) appear to be simultaneously exceptions and regular inputs to Coronal Palatalization. Looking at the word for 'squint', the underlying representation of the locative singular form is $/ 2 \varepsilon z+\varepsilon / /$, with two instances of $/ \mathrm{z} /$ followed by $/ \varepsilon /$. The surface effect is contradictory: one $/ \pi /$ palatalizes to [z] but the other does not: [ $2 \varepsilon \xi \downarrow+\varepsilon$ ]. If the morpheme / $z \varepsilon z /$ were an exception, then none of the $/ z / s$ should palatalize, yielding * $[z \varepsilon z+\varepsilon]$. On the other hand, if $/ z \varepsilon z /$ were a regular input to Coronal Palatalization, then both of the $/ z / \mathrm{s}$ should palatalize before $/ \varepsilon /$, yielding $*\left[z \varepsilon z_{3}+\mathfrak{k}\right]$. Since none of these predictions is true, the generalization concerning Coronal Palatalization must be different from the default assumption that the rule applies whenever its environment is met.

As mentioned above, Kiparsky $(1973,1982)$ observes that phonological rules may be sensitive to derived environments. The part of the Derived Enviromnent Constraint that is relevant here refers to morphologically derived environments, that is, to concatenations of segments that arise due to the application of a word formation rule. In effect, then, the Derived Environment Constraint limits the application of the rule to the portion of the string that strides a morpheme boundary. This requirement is fulfilled by the second $/ z /$ and $/ \varepsilon / /$ in $/ 2 \varepsilon z+\varepsilon / /$, because the input $/ z . /$ and the environnent $/ \varepsilon /$ occur across a morpheme boundary: $/ z+\varepsilon /$. This structure counts as "derived" because it is not found in the morpheme / $2 \varepsilon z /$ listed in the lexicon. Rather, the input to Coronal Palatalization is derived via the application of the word formation rule (WFR) that adds the locative singular suffix $/ \varepsilon /$. Schematically:

Standard Polish (17). Recall that Slovak coronals surface as prepalatals, as in advokat [t] 'lawyer' - advokat+ik [tㅂ] (DIM). The observation is that palatalization induces a shift in the place of articulation from [+anterior], which characterizes dentals, to [-anterior], which characterizes posteriors. The markedness constraint enforcing this change is Posterior (Rubach 2003a).

Posterior
Palatalized coronals must be [-anterior].
The change from [tanterior] to [-anterior] that Posterior asks for violates the faithfulness constraint Ibent[+anterior].

Ident[+anterior]
[+anterior] on an input consonant nust be preserved as [+anterior] on a correspondent of that consonant in the output.

The effect of Coronal Palatalization in Eastern Polish is different from that found in Slovak: dental stops are affricated without changing the place of articulation, as shown by the alternation bat [bat] 'whip' - bac+ik [batsik]. Affrication is enforced by Stridency (Rubach 2003a) at the cost of violating the faithfulness constraint IDENT[-strident], both of which are stated in (50).
a. Stridency

Palatalized coronals must be [+strident]. ${ }^{21}$
b. IDENII[-strident]
[-strident] on an input consonant must be preserved as [-strident] on a correspondent of that consonant in the output.

The pattern attested in Standard Polish, $/ t / \rightarrow\left[t_{c}\right]$, as in bat [bat] 'whip' - bac+ik [batcik] (Dim), is a combined effect of Posterior and Stridency.

The various permutations of these constraints generate the outputs found in Slovak (51), Eastern Polish (52), and Standard Polish (53). The Russian example from (47) is repeated in (54) to darify how the evaluation works once Posterior and Stridency have been added to the constraint set. To keep the tableaux within reasonable bounds, I ignore the faithfulness constraints in (46) and the candidates that would violate them (see the interaction dis.played in (47) above).
(51) Coronal Palatalization effects in Slowak: advokat+ik 'lawyer (dim)'

No affrication, so IDENT[-strid] >> Stridency, but a change of the place of articulation, su Posterior>> Ident[+arit].

| /advokat+ik/ | Pal-i | Posterior | IuENi[+ant] | IvEns[-strid] | Strid |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. advokatik | *! |  |  |  |  |
| b. advokat ${ }^{\text {i }}$ k |  | *! |  |  | * |
| c. advokatsiik |  | *! |  |  |  |
| Er d. advokatilik |  |  | * |  | * |
| e. advokatçik |  |  | * | *! |  |

[^436](52) Coronal Palatalization effects in Eastern Polish: bactik 'whip (dim)'

Affrication, so Stridency $\gg$ Ident[-strid], but no change of the place of articulation, so Ident[+ant] >>Posterior.

| /bat+ik/ | Pal-i | Ident [tant] | Posterior | Striv | IdEnt[-strid] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. batik | *! |  |  |  |  |
| b. batijk |  |  | * | *! |  |
| ${ }^{\text {E }}$ c. bats i ${ }^{\text {ik }}$ |  |  | * |  | * |
| d. batik |  | *! |  | * |  |
| e. batçik |  | *! |  |  | * |

(53) Coronal Palatalization effects in Standard Polish: bac+ik 'whip (dim)'

Affrication, so Strivency > Idenr[-strid] and a change of the place of articulation, so Posterior >> Ident[+ant].

| /bat+ik/ | Pal-i | Posterior | Ivenil+ant] | Striv | Iuenj[-strid] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. batik | *! |  |  |  |  |
| b. batiok |  | *! |  | * |  |
| c. bats ${ }^{\text {i }}$ k |  | *! |  |  | * |
| d. batik |  |  | * | *! |  |
| r3 e. batcik |  |  | * |  | * |

(54) Coronal Palatalization cffects in Russian: brat+ik 'brother (Dim)'

No affrication, so Ident[-strid] >> Stridency and no change of the place of articulation, so [dent [+ant] > Posterior.

| /brat+ik/ | Pal-i | Ibent[+ant] | Posterior | [ ENT[-5trid] | Strid |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. bratik | *! |  |  |  |  |
| Griob bratik |  |  | * |  | * |
| c. brats ${ }^{\text {juj }}$ |  |  | * | *! |  |
| d. bratik |  | *! |  |  | * |
| e. bratc.ik |  | *! |  | * |  |

Standard Polish challenges OT by admitting two contradictory patterns: Coronal Palatalization and Surface Palatalization. This is exemplified by near-minimal contrastive pa:rs in (55).
(55) Polish Coronal Palatalization and Surface Palatalization
a. but
[t] 'shoe'
b. stos
[s] 'voice'
us. but Izana
[tci] (DIM)
c. kran
[n] 'faucet'
vs. ghos livana [ti\#i] 'Ivan's shoe' [Gi] (DIM) [si\#i] 'Ivan's voice' kran+ik [Jil] (DIM) vis. kran Iwona [ $\mathrm{n}^{\mathrm{j}} \mathrm{H} \mathrm{i}$ ] 'Ivan's faucet'

Classic OT cannot account for the contrast in (55) because of a ranking paradox. In order to generate $/ \mathrm{t} / \rightarrow[\mathrm{t} \boldsymbol{6}]$ in (55a), Posterior and Stridency must doininate Iueni[tant] and loent[-strid], respectively, as shown in (53). But, in order to generate $/ t / \rightarrow\left[t^{j}\right]$, the ranking of the constraints must be exactly the opposite: Ident[+ant] and Ident[-strid] must outrank Posterior and Stridency, respectively.

The problem with classic OT is that it assumes strict parallelism as one of its fundamental governing principles. Strict parallelism forbids any form of derivationalism, so all evaluation must be carried out simultaneously (McCarthy and Prince 1995; Prince and Smolensky 2004). This tenet is rejected by Derivational Optimality Theory (DOT), a phonological framework developed in the work of Kiparsky (1997, $2000)$, Rubach (1997, 2000a, 2000b, 2003b, 2004) and others. DOT admits three derivational levels, which are defined norphologically: the stem level, the word level, and the post-lexical level. ${ }^{2 \cdot 5}$ (The latter takes constituents produced by syntactic operations as its domain, so these constituents are larger than words.) Each level constitutes a separate system with its own constraint ranking. This means that constraints can be reranked between levels, albeit the reranking must be minimal (Rubach 2000b). The winning candidate from an earlier level becomes the input to a later level, its "new underlying representation." The Ident constraints take this new input as their point of reference for penalizing the disparity between the input and the output. In sum, each level in DOT constitutes a miniphonology with its own inputs and constraint ranking. These are exactly the assumptions that we need in order to account for the Polish data in (45). From the point of view of these data, the relevant distinction is between the word level and the post-lexical level. The input to the post-lexical level is the winner frorit the word level, and the constraints can be reranked. The ranking paradox encountered by classic OT is now easily resolved.

At the word level, the constraint ranking is as in (53), with Posterior and Stridency nandating the change of the place of articulation and affrication. The input /but+ik/ 'shoe' (DIM) has [butcrik] as its optimal output, exactly as in (53). At the word level, the phrase but Iivana 'Ivan's shoe' does not exist. Rather, we have a separate evaluat ion for each word: one for but and the other for Lwann, a tenet that DOT has inherited from Lexical Phonology. Since but and liuna are not a constituent at the word level, /t/ is not before /i/, so Pal-i is not activated.

The siruation is different at the post-lexical level. Now the rules of syntax have put together but and Ifoann, which form a phrase ard the phrase is subject to evaluation. The /t/ of but in but twann is before /i/, so Pal-i is activated. The faitluful candidate [but\#ivana] is excluded by Pal-i because [ $t$ ] is hard, that is [+back], and [i] is front, that is [-back], so there is no agreement in the value for [tback]; we witness a violation of Pat.-i. The candidate [butsi ivana] is eliminated by Ident[-strid] > Stridency. These constraints have changed places at the postlexical level, where affrication is not longer optimal. At the word level, they were ranked Stridency >> [dent[-strid] in order to obtain [tcc] from /t/ in buc $+i k$ 'shoe (DIM)', The candidate [buti ivana], with prepalatal [tِi], loses as well. It violates Ident[+ant], which dominates Posterior at the post-lexical level. This too is a case of reranking because Posterior > Ident[+ant] derives [tc] from/t/in buc+ik at the word level. To conclude, the word level ranking of the constraints is the

[^437]Classic OT is unable to solve the ranking paradox in (54) ${ }^{2} \mathrm{~s}$. (57). ${ }^{27}$ In contrast, DOT has no difficulty dealing with these data. At the word level, the Russian response to Pal-i is Surface Palatalization, so luent-V[-back] is ranked above IuentC[tback], as in (54). At the post-lexical level, the response is Retraction, so the constraints are reranked to Ioent-C[+back] > Ioent-V[-back], as in (57).

## 6 Conclusion

Slavic languages exhibit complex but regular patterns of palatalization, which uphold the bifurcation of the inventory into hard and soft segments, a bifurcation that is observed in numerous Slavic languages. The distinction between these classes of segnents is necessary for morphology (assignınent of declension paradigms), so it nust exist at the underlying level. This view is supported by phonology silnce soft segments may occur in environments in which they cannot be derived from hard segments: before back vowels or at the encl of the word.

Not all soft segments found in the surface representations come directly from underlying representations. There is solid evidence that in many instances soft segments are derived from hard segnents via productive palatalization processes. These processes induce a variety of surface effects, ranging from palatalization as a secondary articulation to palatalization as a change in the place and/or manner of articulation.

Palatalization leads to much opacity in the surface representations, but this does not pose a serious analytical problent. Rather, it is a natural consequence of the interaction between independent generalizations.

OT can make excellent sense of the typological differences regarding both inventories and processes in various Slavic languages. The reason fir the success is that OT uses universal constraints and claims that the permutation of these constraints generates different languages (factorial typology). The palatalization material discussed here upholds this claim and adds to it by showving that OT must admit derivational levels, making DOT rather than classic OT the better framework of analysis.
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## 122 Slavic Yers

Tobias Scheer

## 1 Introduction

Yers is the name given to two vowels of Common Slavic (CS) that represent IndoEuropean short $i(C S$ *vidova $=$ Lat. vidum 'widow') and short $u$ (CS *d $九 v a=$ Lat. duo 'two'), which is also the value that they had in CS. Textbook descriptions hold that by the end of the CS period, i.e, around the ninth century, b and of first became centralized and extra short, before being lost altogether in certain positions. They appear in Old Church Slavonic documents, which have been available since the tenth century, but depending on the geographic origin (and invariably in more recent sources) there is evidence that the scribes no longer had access to their original forms (etymologically inconsistent use; confusion between band z ). In modern Slavic languages, yers are represented by different vowels, which typically alternate with zero. This is due to the language-specific vocalization of yers that has occurred after the dialectal differentiation of CS into individual Slavic languages, which may (e.g. Eastern Slavic, Bulgarian) or may not (most of Western Slavic, Bosno-Croato-Serbian) continue to distinguish the original front-back opposition: in Russian for example, e represents $\mathbf{b}$, while $o$ derives from $\mathbf{b}$ (CS dbnb, sъnь > d'en' 'day', son 'dream'); and both yers have merged in Czech (> den, sen) and Bosnol-Croato-Serbian (BCS) (> dem, san).

The diachronic situation is described at length in the traditional literature (e.g. Shevelov 1964: 432ff.; Carlton 1991: 165ff.), and we will not be concerned with it in any further detail in this chapter (except on the occasion of an excursus in $\S 5$ and $\$ 6.1$ ). Rather, we will concentrate on the consequences of the loss of yers for the phonology of modern Slavic languages, and on their relevance for phonological theory. In the literature on Slavic, yers are typically associated with particular phenomena that are considered to be specifically Slavic. As a consequence, yerrelated phenomena have been confined to the phonology of Slavic languages. For example, the literature often talks about yer vowels when describing vowel-zero altel"nations in Slavic; nobody would talk about yer vowels when it comes to the description of vowel-zero alternations in, say, French (on which see also CHAPTER 26: Schwa): yers are a phenomenon specific to Slavic phonology.

We will see that the practice of considering yers to be Slavic-specific itens is unwarranted, as it impedes phonological insight: Slavic vowel-zero alternations
may have come into being on the grounds of vowels that have only existed in Slavic, but they are controlled by the same gramınatical principles that are responsible for vowel-zero alternations and other processes in other languages. That is, the Lower rule, which has acquired some notoriety outside Slavic phonology, but is typically thought of as an analysis of a specifically Slavic phenomenon, is no more Slavic than, sidy, palatalization. The goal of this chapter is to show that Slavic vowel-zero alternations (i.e. yers) can contribute valuable insight into phonological theory, provided that the Slavic bias is abandoned.

## 2 Vowel-zero alternations: The basic pattern

### 2.1 Alternating vs. non-alternating vozels, insertion vs. deletion

A general property of Slavic vowel-zero alternations is that whether a vowel alternates with zero or not cannot be predicted from its phonetic or contrastive properties. Some illustration is given under (1) below.'
(1) Alternating and non-altermating vowels of the same quality


Whether a vowel alternates with zero or not nust thus be sonehow recorded in the lexicon. That is, analyses must be able to sonehow distinguish "true" (i.e. stable) from "false" (i.e. alternating) vowels of the same quality. The occurrence of yers is thus unpredictable (just as their distribution as regular vowels in CS was), and this is also true at a broader level: alternating vowels freely occur across prefixes, roots, and suffixes in Slavic languages.

Another question that has been debated at length in the literature is whether alternating vowels are underlyingly absent and inserted, or present and deleted. Insertion-based analyses have been proposed by, among others, Laskowski (1975), Czaykowska-Higgins (1988), and Piotrowski (1992). They are convincingly

[^439](3)

|  | open syllab |  |
| :---: | :---: | :---: |
|  | zero | vowel |
|  | C _ C-V | C _ C-yer Co |
| Russian | d'n'-a | d'e'n'-ok |
| Czech | dom-ak-u | dom-eč-ek |
| Slovak | krid-pl-o | kríd-el-iec |
| Polish | buł-qk-a | buł-ecz-ek |

b. closed syllable
vowel vowel

| C | C _ C-CV |
| :---: | :---: |
| 'd'en' | d'en'- ${ }^{\text {c }}$ |
| om-ek | dom |
| id-el | kríd-el- |
| buł-ek | buł-ecz-ak |

The paradigms shown are fully regular in the languages in question, and the relevant distributional regularity is thus as in (4). ${ }^{6}$
(4) Alternation sites are vocalized in open syllables iff the following vowrel alternates with zero.

Indeed, in all cases where an alternation site is vocalized in an open syllable (Pol. butfeczek), the vowel of the following syllable alternates with zero itself (Pol. bulf.cze.ka). In other words, the existence of a vowel in -ecz- is a consequence of the fact that the vowel in -ek alternates with zero. Alternation sites are never vocalized in open syllables when the following vowel is stable.

For historical reasons that were discussed in the introduction, vowels which alternate with zero in Slavic languages are called yers. Following this tradition, the distributional generalization that covers all facts discussed identifies as the disjunction under (5) below that is rendered in SPE-type notation.
(5) The yer context
alternation sites show


The challenge raised by this distribution is its disjunctivity: vocalization occurs in closed syllables and in open syllables iff the following vowel is a yer. The question thus arises in which way closed syllables and yers constitute a natural class: i.e. what they have in conimon. We will see below that the syllable-based generalization can be maintained if certain assumptions are made regarding underlying representations and the cyclic (or phase-based) nature of the derivation.

## 3 Lower

### 3.1 Original linear implementation

If there is any chance to capture the distribution of vocalized and unvocalized alternation sites in terms of a non-disjunctive statement at all, the fornulation nust

[^440]The derivations under (7) show Lower and yer deletion at wrork, also in case several alternating vowels occur in a row. The example used is the Polish word for bread roll butkn (see (3); the rule that palatalizes $k$ to $c z$ is not represented).

## (7) Sample derivations showing the operation of Lower



Note that, under (7c), Lower must apply twice and from left to right, i.e. cyclically following the inorphological structure [[[[buł] $\mathfrak{i k}] \mathrm{ik}] \mathfrak{\mathbf { i }}]$, in order to transform /buł-īk-ik- $\breve{f}$ / into [buł-ecz-ek- $\breve{t}$ ]. Were [buł îk ink $\mathfrak{f}$ ] interpreted in one go, it would not be clear to which yer Lower should apply first (more on this in $\S 6.2$ ). The traditional assumption is therefore thet Lower is applied cyclically (e.g. Lightner 1965: 111f.; Pesetsky 1979; Rubach 1984: 184ff.). Based on Anderson (1974), however, Gussntann $(1980,2007)$ advocates a non-cyclic version of Lower whereby "the string is first scanned for the [alternating] segments; once these are identified, the change is implemented simultaneously" (Gussmann 1980: 30). That is, all yers are vocalized in one go, according to whether or not the following vowel is a yer in the underlying form.

## 4 Autosegmental analyses

### 4.1 Autosegmentalized Lower

In the 1980s, when the autosegmental idea was applied to all areas of phonological theory, Lower also evolved. The autosegmentalization of Lower was adopted by Hyman (1985: 58f.) and Rubach (1986) (see also Kenstowicz and Rubach 1987; Bethin 1998: 205 provides an informeed overview). Rather than the rule itself, the autoseg mentalization concerns the lexical identity of yers: recall that their distribution is unpredictable, and that they must be distinguished from non-alter nating vowels of the same quality at the underlying level. In a non-autosegmental environment, the only way to express that two vowels are different is to inake them contrast in quality. Hence, a six-vowel system such as the one encountered in Polish
 must not coincide with any of the existing vowels. The traditional solution since Lightner (1965) has been to assume that yers are high vowels, but ones which are assigned a [-tense] feature, which isolates them from the other three high vowels.

The result is a system where Polish possesses no fewer than five high vowels: /íuílesa/. ${ }^{8}$

In autosegmental representations, a vowel that enjoys phonetic expression is defined as the association of a melodic unit with an $x$-slot, which in turn is dontinated by a syllabic constituent. If there is an $x$-slot but no melody, nothing is heard (empty onset or nucleus); if there is a melody available but no $x$-slot, no phonetic trace will appear (e.g. foating consonants like in French liaison); finally, if both inelody and x-slot are present but remain unassoc lated, nothing is heard either (see also CHAPTER 54: THE SKELETON).

Autosegmental representations thus offer an alternative way of making yers different from other vowels: their peculiar properties may be encoded structurally, rather than melodically. The alternative proposed by Rubach (1986) and Kenstowice and Rubach (1987) therefore grants melodic, but no skeletal, properties to yers (see also Hyman 1985: 58f. along the same lines in a mora-based environment): yers are floating pieces of melody that do not possess any skel etal anchor in the lexicon, while stable vowels (which may be melodically identical) are lexically associated to an $x$-slot. The corresponding underlying representations are shown under (8) for the three relevant distributional situations, which are illustrated by Czech data fronl (2).
(8) Vers are floating pieces of melody (Rubach 1986) Czech 'elbow'
a. lokut-e (GFNSG)

b. loket (nom sc)

c. loket-ní (ADJ)


This option offers several advantages. ${ }^{4}$ First, there is no longer any need to make yers high vowels, a solution whose only motivation was their historical CS properties. Also, extra features no longer need to be invoked: the choice of [-tense]

[^441]was entirely arbitrary. Any diacritic underlying representation for the two yers, such as $/ @ /$ and $/ \% /$, or any position in the vocalic triangle defined by whatever feature, would have done the job in the linear environinent, provided that the two items are different from all other underly ing vowels.

The alternative in (8) thus does away with absolute neutralization (i.e. a vowel that never appears on the surface in its underlying form) and its associated arbitrariness. Rather, alternating (yers) and non-alternating vowels are now identical as far as their melodic representation is concerned: the contrast is expressed in ternes of association (compare the two e's under (8a). There is thus a trade-off between an inventory that is expressed only by melodic contrast and an inventory where contrast is achieved both by melodic features and autosegmental structure. Of course, the number of objects that need to be contrasted remains the same - but the advantage of the autosegmental option is that no arbitrary contrast-achieving machineiy ([-tense] vorvels) needs to be used: the new way of expressing contrast only uses the rools that are provided by the autosegmental environment anyway.

Another advantage is that the rule of yer deletion can be dispensed with: the phonetic absence of unassociated melodic material is automatic in the autosegmental environment.

Finally, the autosegmentalization of Lower emancipates synchronic vowel-zero alterneitions from their diachronic affiliation, which also makes them a phenomenon that is not necessarily specific to Slavic languages (more on this in §8.2). That is, vowels which alternate with zero are no longer subject to any melodic restriction: in the linear system, two distinct vowels at most (i.e. the Eastern Slavic situation) could alternate with zero. Languages like Slovak, where more than two vowels alternate with zero, therefore begged the question. Rubach (1993: 139ff.) reports relevant evidence: 0 -zero bahor - baher-a 'belly (NOM SG/CEN SC)', e-zero sert - sger $n$ 'seam (NOM SG/GEN SG)', a-zere jedelolo - jedál 'food (NOM SG/GEN PL)'.

In autosegmental ternıs, the relevant representations are straightforward: whatever vowel alternates with zero and whatever the number of different alternating vowels, their underlying representation is simply their floating melodic identity without a skeletal slot. Any alternating vowel will thereby be different from its melodically identical stable peer because it is associated to a skeletal slot. While every additional vowel that alternates with zero augments the inventory of underlying melodies in the linear systern, the number of melodic identities is stable no matter whether a language possesses vowels that alternate with zero or not in the autosegmental environment. ${ }^{.0}$

The autosegmentalized version of Lower is shown in (9).
(9) Autosegmentalized hower (Rl.bach 1986; Kenstowicr. and Rubach 1987)


[^442]In Government Phonology, Gussmann and Kaye (1993) apply the general distribution of empty nuclei that has no specific bond with Slavic to Polish vowel-zero alternations. In this perspective, alternating vowels (i.e. yers) have the opposite characteristics from those proposed by Rubach (1986): rather than melodies that lack lexical association (to an $x$-slot), they are represented as empty nuclei, i.e. a constituent that lacks melody. This option is shown in (12), where the Cezch data from (8) are used.
(12) Yers are empty nuclei (Gussmann and Kaye 1993)

Czech 'elbow'


In this perspective, $e$ is epenthesized into empty nucleithat fail to be governed. Government is defined as a lateral relation whose head (origin) must be phonetically expressed: it relates the final and preceding nuclei in (12a) because the former is filled with the genitive case marker, but breaks down in (12b) when the final nucleus is empty (in classical terms: when the internal yer is followed by a final yer). When applying, government has thus the effect of silencing its target: the empty nucleus in (12a) remains unpronounced, but must appear on the surface when it fails to be governed as in (12b). Since government is a regressive lateral relation, strings that are subject to phonological computation are parsed from right to left. Thus the final filled nucleus first governs its left-hand neighbor in (12c), which therefore remains empty. Being phonetically unexpressed, this nucleus is then unable to act as a governor, a fact that causes the preceding empty nucleus to escape government and hence to vocalize.

Like the traditional analysis, the government-based version of Lower needs to recur to cyclic derivation in order to account for sequences of alternating vowels. In Polish but-ecz-ek 'bread roll (double dim, nom sc)' (see (7c)), the application of government to the entire string /buł $\underline{\Omega}_{3} \underline{\underline{\Omega}}_{2} \underline{\mathrm{a}}_{1} /$ in one go would produce *butaczek: $\underline{\theta}_{1}$ would be unable to govern $\underline{\underline{a}}_{2}$, which would therefore vocalize and govern $\underline{\underline{a}}_{3}$.

In order to derive the vocalization of all alternating vowels in a row, Gussnann and Kaye (1993) therefore apply government cyclically: but-ecz-ek is divided into
 nothing happens on the first cycle, [bułg $\left.\underline{a}_{3}\right]$, since there is only one domain-final empty nucleus. The second cycle involves [buła $\underline{a}_{3} \underline{\underline{a}}_{2}$ ], with two successive

[^443]empty nuclei, a situation that triggers the vocalization of $\underline{\underline{a}}_{3}$ through the regular ( $n$ on-)application of government ( $\underline{\Omega}_{2}$ is unable to govern $\underline{a}_{3}$, which therefore vocalizes). The input to the third cycle is thus [bulek $\underline{\underline{D}}_{2} k \underline{\underline{1}}_{l}$ ], and the presence of two successive empty nuclei again causes the lefturost to vocalize, producing the surface result butcczek.

Gussmann and Kaye's (1993) analysis is an interesting blend of deletion- and insertion-based strategies: on the one hand the locus of alternating vowels is lexically specified by the presence of empty nuclei; these are pronounced by default but may be silenced when they are struck by governnent. In this sense we are talking about deletion. On the other hand, empty nuclei are (melodically) empty and therefore need to be filled in with melody that is lexically absent. In this sense the analysis is insertion-based.

Recall from $\$ 2.1$ that insertion-based analyses were refuted mainly on the grounds of two arguments: (i) the locus of insertion cannot be predicted and (ii) the quality of the vowel that alternates with zero may be an idiosyncratic property of morphemes (like in Eastern Slavic, for example). While Gussmann and Kaye's (1993) system escapes the first criticism (empty nuclei determine the locus of alternation sites lexically), the second argument hits the target: in languages like Russian where nore than one vowel alternates with zero, it cannot be predicted which vowel will be inserted into which morpheme.

The quality of alternating vowels must thus be recorded in the lexicon. Scheer (2004: $\S 81 f$. ) has therefore proposed to unify Rubach's original take, where yers are floating melodies that are recorded in the lexical make-up of morphemes with the government-based strand. That is, alternating vowels (yers) are nuclei that possess a melody, which however is not associated lexically (see also Gussmann 2007). By contrast, the melody of non-alternating vowels is lexically associated. The three options discussed are contrasted in (13), using the Czech word pes -pas-a 'dog (num sG/GEN sG)'.
(13) Underlying representations of vowels that alternate with zero (yers)
a. Rubach (1986) b. Gussmann and Kaye (1993) c. Scheer (2004, 2005)


On the assumption of (13c), then, government acts as an association inhibitor: floating melodies associate by default except when their nucleus is governed. Or, in other words, melnd'ies can only associate to ungoverned nuclei. ${ }^{16}$ Another interesting property of (13c) is that it distinguishes between tivo kinds of "empty" nuclei: one that is really ennpty, and one that possesses an unassociated

[^444]from all versimn of the word in all possible donor languages (see also chapter ys: LOANWORD PHONOLOCY).

A decision to break up a cluster by an epenthetic vowel or not thus needs to be made upon the lexicalization of new vocabulary itents, and this produces random distribution of alternating vowels. Also, children when acquiring their native tongue have no way of knowing whether the cluster of something that they hear as swetr-a 'jumper (CEN SG)' in Polish or metr-o 'metro' in Czech will or will not break up until they have a chance to hear the word without the final vowel. Relevant mislexicalizations are indeed typical "mistakes" that are reported from children.

The arbitrary lexical distribution of alternating vowels in the modern language is also confirıned by the reverse evolution: there are numerous cases of vowels that were CS yers and thus alternated, but today are stable. Examples include blech-a < CS blbch-a 'flea (nom sg)', bez - bez-u 'elder (bot.) (NOM SG/GEN SG)' < CS brizo (e.g. Trávníček 1935: 48).

Let us now turn to alternating vowels without etymological basis that occur in native vocabulary. (14) provides some illustrations from Czech.
(14) Non-etymological yers in native vocaludary
a. epenthesis in Old Czech

CS Old Cz
agn-b oheñ 'fire (nom SG)'
od- od(e)- 'fromi'
orz- roz(e)- 'separating, inchoative'
bez- bez(e)- 'without'
b. epenthesis in Modern Czech

CS Old Cz ModCz
vydr-ъ vydr vyder 'otter (GEN PL)'
sestr- $\mathrm{F}_{1}$ sestr sester 'sister (GEN PL)'
stıbl-1, stébl stébel 'blade (GEN Pl)'
kridl-1, kirdl kirdel 'wing (CEN PL)'
(14) confirms that epenthesis was also active in native vocabulary, and throughout different stages of the evolution of the language: (14a) illusirates epenthetic alternating vowels that appeared between CS and Old Czech, ${ }^{18}$ while (14b) shows epenthesis in Old Czech final clusters that occurred in Modern Czech. ${ }^{19}$

In sun, it nay be said that while the initial spark for vowel-zero alternations in Slavic was the loss of CS yers, modern alternating vowels are entirely independent: it is true neither that they all go back to a CS yer, nor that all CS yers have produced modern alternating vowels.

[^445][dom-Ek-Ek] without internal cyclic structure (in syntactic terms, it represents one single phase). The suffix -ek then became cyclic in diachronic evolution, which means that a cycle is created upon concatenation or, in syntactic ternm, interpretation is triggered upon concatenation and the string has three phases: [[ldom] Ek] Ek]. By contrast, case markers such as GEN SG -u were non-cyclic in Old Czech and still are today: $\mathrm{OCz}=\mathrm{MdCz}$ [dom-Ek-u] domček (Ziknvá 2008).

In other words, whether interpretation is triggered or not depends on a lexical property of affixes. This scenario contrasts with current syntactic phase theory, where a given class of arboreal nodes that is defined independently of lexical material (phase lveads: CP, vP, and perhaps DP in Chomsky's original conception) determines when interpretation occurs. Affix classes in phonology (of which the Lower-Havlík contrast is an instance) thus call for what could be naned piecedriven phases where lexical material is specified for triggering or not triggering interpretation, while current syntactic theory employs node-driven phases (see Scheer 2008 for further discussion).

## 7 Prepositions and prefixes

### 7.1 The general picture

Yers also occur after the final consonant of consonant-final prepositions and prefixes: e.g. Czech o/ve 'in', nad/nade 'over, above'. Since the vocalization of yers is decided by the right-hard context, the morpheme or word boundary that intervenes between the yer and the conditioning context plays a role: its greater or lesser transparency will impact on yer vocalization. This is the basic reason for the typically irregular vocalization patterns that are found in prefixes and prepositions. But there are also other factors that further complicate the picture: sensitivity to identical (or similar) preposition-/prefix-finc-l and stem-initial consonants, sensitivity to stem-initial clusters and, in the case of prefixes, a good deal of analogical activity. Finally, lexicalized preposition-noun sequences alsn appear to nccur.

As may be expected in such a case, there is a fair annount of variation among Slavic languages regarding the treatment of alternation sites in prepositions and prefiixes. Relevant literature includes Zubritskaya (1995), Rubach (2000), Matushansky (2002), Gribanova (2008) on Russian, Rubach (1993) on Slovak, and Scheer (1996), Ziková (2008) on Czech (literature on Polish is mentioned below).

Let us first look at the stock of Slavic consonant-final prepositions and prefixes, which is more or less stable across Slavic languages. (18) below shows the Czech inventory (only basic, i.e. morphologically non-complex, items are displayed). It may be seen that prepositions and prefixes are by and large the same objects and have coniparable ineaning.
(18) Czech prepositions and prefixes

|  | prepositions <br> $\mathrm{v}(\mathrm{e})$ | prefixes |
| :--- | :--- | :--- |
|  | $\mathrm{v}(\mathrm{e})-$ |  |
| $\mathrm{s}(\mathrm{e})$ | 'in' |  |
| $\mathrm{z}(\mathrm{e})$ | $\mathrm{s}(\mathrm{e})-$ | 'with' |
| $\mathrm{k}(\mathrm{e})$ | $\mathrm{z}(\mathrm{e})-$ | 'from inside' |
|  | - | 'towards' |

b. before unexpressed alternating voivels
od-wszyć wesz, wszy 'to de-louse, louse (nOm sG/GEN sG)'
od-pchlić pchla, pcheł 'to de-fea, flea (nOM SG/GEN PL)'
bez-cłow'y cło, cel 'duty-free, duty (NOM SG/GEN PL)'
nad-dniówka dzień, dria 'extra day's work, day ( N - M SG/Gen SG)'
w-śnić się sen, snu 'to startdreaming, dream (NOM SG/GEN SC)'
roz-łzawić lza,łez 'to draw tears, tears (nom sc/Gen rl)'

In these cases, the prefix boundary impacts on the vocalization of prefixes, which escape the influence of the root: the prefix does not "see" the root vowel. ${ }^{23}$ Various implementations of this insight can be found in, among others, Rubach (1984: 18ff.), Szpyra (1989:215ff., 1992b, 1995: 132f.), Cyran and Gussmann (1999), and Rowicka (1999a: 267ff.). Rubach (1984: 186ff.) develops a solution along the lines of Lexical Phonology: he captures the phonological autonomy of prefixes by feeding them into the derivation on the last cycle, which makes thent immune to the action of Lower.

Whatever analysis is set up, though, it will face conf.icting evidence since the same prefixes sometimes do - but at other times do not - vocalize in identical phonological environments.

## 8 The relevance of yers for phenomena other than vowel-zero alternations

### 8.1 Within Slavic

Yers usually draw attention because of their own behavior: we have seen how their alternation with zero is analyzed. The central empirical fact that led to the Lower rule and the view that yers entertain a lateral relation with the following vowel is the yer context (5): a yer appears on the surface in closed syllables and in open syllables iff the following vowel alternates with zero. Yers thus react to other yers or, looked at from the other end, a stable vowel triggers the phonetic absence of a preceding yer, while a yer triggers its presence. As conditioners, yers thus behave as if they were not there, although they are phonetically present.

Interestingly, this effect is not only observable on yers, but also on other vowels: the yer context also controls alternations beyond vowel-zero alternations, a fact that typically goes unnoticed in the literature. Scheer (2004: §428) has collected the following examples in Western Slavic. ${ }^{24}$

[^446](21) Alternations conditioned by the yer context "in closed syllables and in open syllables if the following vowel is a yer"

| a. | Crech VV-V | open syllable |  |
| :---: | :---: | :---: | :---: |
|  |  | C-C-V | C _ C-yer |
|  |  | žáb-a <br> imén-0 | žab-ek |
| b. | Czech o-ů | nož-e | nüž-ek |
| c. | Polish o-ó | krov-a | króver |
| d. | Polish eq-a | zęb-a | ząb-ek |



Space restrictions hardly allow going into any more detail. For the sake of illustration, let us however consider the distribution of long and short vowels in Czech. These are restricted to a well-defined paradigın, feminine a-stems and neuter o-sterns (a typical situation for Czech vowel length). At first glance the alternation looks like an instanoe of regular closed syllable shortening: short vowels occur in closed syllables (žab 'frog (Gen rl)', žab-ka 'frog (dim, nom SG)'), while long vowels appear in open syllables (žáb-a 'frog (NOM SC)'). Just as with vowel-zero alternations, however, this syllabic generalization is refuted by cases such as žab-ek 'frog (DIM, GEN PL)', where a short, rather than the expected long vowel appears in an open syllable. This only happens, though, if the following vowel alternates with zero, i.e. is a yer (its alternating character is established by žab-ka). In other words, the disjunctive yer context can be reduced to a simple nondisjunctive statement as before: short vowels (just as zeros) occur before yers, while long vowels are found before non-yers.

Before drawing conclusions from the fact that a nurinber of other alternations are controlled by the same yer-based contextual conditions as vowel-zero alternations, a word is in order regarting the alternations in (21), whose non-productivity is notorious. There are many lexical items that do not undergo the alternations shown (which however are regular in case an item reacts). Diachronically, all four alternations arinount to the same original Western Slavic process that manipulated vowel length. ${ }^{25}$ The fact that the alternations are either not synchronically active (in Polish) or restricted to specific paradigms (in Czech) does not mean that they are less indicative, or do not witness a phonological process that once was synchronically active.

Therefore, if the yer context (5) is responsible for vowel-zero alternations as much as for other alternations, the Lower rule turns out to be but a specific subregularity of a much broader process whereby yers play the central role. That is, regarding the alternations in (21) as much as regarding vowel-zero alternations, the striking property of yers is that they behave as if they were not there even when they are phonetically expressed.

### 8.2 Beyond Slavic

We have already seen that the analysis of yers progressively turned away from a scenario where they are a specific property of Slavic languages. While linear

[^447]approaches represented them as two idiosyncratic melndic items in the underlying vocalic inventory, they became regular and non-Slavic-specific phonological objects in the autosegmental era: only Slavic languages have [-tense] yers, but all languages can have floating pieces of melody. Government-based analyses have gone one step further: the lateral relation embodied by Lower identifiies as government, and word-final consonants are followed by an empty nucleus, rather than by a yer with morphological value. Fintally, it was shown in $\S 5$ that vowels which alternate with zero in modern Slavic languages may be completely independent from the Comimon Slavic vowels that are known as yers.

The insight that the phenomena at hand are not specifically Slavic, but phonological in nature, is also supported by the fact the the the yer context in (5), which is rather specific, is found to control alternations beyond Slavic. Scheer (2004: 6426, 2006) reports a number of relevant cases in point, among which two well-known alternations in French that concern schwa and [ $\xi]$ ] on the one hand, and the ATRness of mid vowels on the other (e.g. Tranel 1987 for an overview). In French, the only vowel that alternates with zero is schwa [0]. It has already been mentioned that, unlike in Slavic, the alternation is optional.

The schwa-[ย] alternation may be illustrated by the word appeler 'to call': [ $\varepsilon$ ] appears in closed syllables (j"appelle [aps.I] ‘I call', il appellern [aptlsa] 'he will call') and before a vowel that alternates with zero (il appellern [арعlasa] 'he will call'), while schwa is found in open syllables (appeler [apsle] 'to call'). Regarding the other alternation, French possesses six mid vowels that subdivide into two sets:
 is distributed according to the yer context: [+ATR] versions occur in open syllables if the following vowel does not alternate with zero (feter [fete] 'to party'). while mid vowels are [-ATR] in closed syllables (je fête [fet] 'I party', perdu [perdy] 'lost'), and in open syllables if the following vowel alternates with zero (céleri [sعlaьi]/[sعlıi] 'celery').

The yer context also conditions consonants. The well-known alternation of the German velar nasal is a case in point (Scheer 2004: §480; relevant literature includes Dressler 1981 and Hall 1992: 199ff.). Like the English velir nasal, the underlying / Ng/ reduces to [ n ] in closed syllables (Ding [dır] 'thing', Angst [’aryst] 'fear'), but appears as [ng] before full vowels (ingo [?ingoo] (name), evangelisch [?Efangeelıf] 'protestant'). Parting company with English (cf. Eng finger [finga]), though, German also produces the reduced form before schwa (Inge [?rpa] (name), Bengel [beroll 'rascal'). The same pattern, i.e. where consonants behave alike in coda position and before schwa, also nccurs in Dutch (Kager and Zonneveld 1986).

Of course there is no point in trying to attribute these alternations to yer vowels or other Slavic-specific itens. What we are facing is a truly phonological pattern that occur's in Slavic as much as in other langi.lages, and whose key feature is the behavior of vowels that alternate with zero. Unlike other vowels, they behave as if they were not there even when they are phonetically expressed. Note that the quality of these vowels is entirely irrelevant: they may be peripheral, as in Slavic, or central ("true" schwas), as in French and German.

Analyses of so-called Slavic yers will therefore have to make sure that their instrıments are not bound to Slavic, but can express more general phonological processes. Yers need to be extracted from their narrow Slavic context, where they have lived in a waterproof environment in much of the structuralist and the generative tradition. They can offer rich insight into phonological theory if they
are placed in a broader context: "yers" condition processes that are different from vowel-zero alternations, and they are active beyond Slavic.
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## 9 Handshape in Sign Language Phonology

Diane Brentari

## 1 Introduction

This chapter addresses the particular importance of the handshape parameter in sign language phonology, using evidence from a variety of sources: psycholinguistic and cross-linguistic, as well as system-internal evidence from phonological operations. The chapter is organized as follows. In §1, by way of introduction to this topic, some of the ways that handshape behaves differently in gesture and sign languages will be described. In $\S 2$, portions of basic handshape structure will be presented, the terms that will be used throughout the chapter will be defined, and some descriptive generalizations concerning handstc 1 pe will be outlined. Further elaboration of the features of handshape is discussed in §3. A description on how handshape interacts with the other parameters of signs will be discussed in $\S 4$. In $\S 5$, several examples of the role of handshape at the gramnatical interfaces will be described, and $\S 6$ will consist of some cuncluding rentarks on the topic of handshape.

### 1.1 Handshape in gesture and sign language

Handshape includes the form that the hand(s) assume(s) during the articulation of a sign or gesture; however, handshape has been shown to behave differently in gesture and in sign languages in several important ways.

One notable difference concerning handshape in gesture and sign is the greater range of forins used by signers in comparison with gesturers. This has been denionstrated in a number of psycholinguistic studies using tasks in which signing and non-signing (gesturing) participants were asked to describe events using only signs or gestures (Singleton et al. 1993; Goldin-Meadow et al. 1996; Emmorey and Herzig 203; Schembri et al. 2005). I will describe just one of these studies, that of Schembri et al. (2005). In this study the gesturers did not use their voices. A test that consisted of animated video stimuli of objects moving in space was used to elicit productions from three groups (Supalla et al. 1995): non-signing hearing gesturers from Australia, signers of Australian Sign Language, and signers of Taiwanese Sign Language. Properties of handshape, place of articulation (where the sign is articulated), and noventent (displacement of the hands in space) were


Figure 9.1 The eleven equal intervals between the contrastive handshapes that were used in the categorical peroeption experiment presented in Emmorey at al. (2003): ?f in the sign PLEASE (top left) and of in the sign SORRY (bottom right)
counted for each subject and each group. I will describe only the results comparing the Australian gesturers and signers. The largest difference occurred in the handshape parameter. There was a 76 percent match on movement and place of articulation us a 44 percent 1 natch on handshape. The difference consisted in the greater number and complexity of the handshapes used by signers.'

Categorical perception is a second way that handshape in gesture and sign languages behaves differently; that is, native signers of American Sign Language (ASL) exhibit categorical perception for handshape (Emmorey et al. 2003; Baker et al. 2005), but gesturers do not. In Figure 9.1, 11 equal intervals between two handshapes are shown; static innages were used in this study. These two handshapes are contrastive i. ASL, and are seen here in the minimal pair PLEASE $\mathrm{A}_{\text {p }}$ vs. SORRY \& ${ }^{\text {f. }}$ Categorical perception is described in the psycholinguistic literature as being present when performance on an identification task and a discr iminat'ion task produces a boundary between the categories that is in the same place along the continuum (chapter 98: speech percepion and phonolocy). In this case the identification task consisted of putting the inlages shown in Figure 9.1 into either the or of group. The discrinination task consisted of taking images that are two intervals apart and asking participants to judge whether the two forms were the same or different.

In native signers the boundary between the and groups in the identification task and the strongest point of discrimination were in the same place, namely between intervals 4 and 6. Non-signers did not display categorical perception for these handshapes. Moreover, the native signers show'ed categorical perception for only the pairs of handshapes known to be contrastive; other pairs of stimulus handshapes that are not contrastive in ASL did not yield results i. dicating categorical perception. Handshapes that are considered allophonic and contrastive are described in detail in $\S 2$. The phenomenon of categorical perception does not dentonstrate conclusively that a phenomenon is phonological in nature (Harnad 1987),

[^448]

Figure 9.5 Two signs that are a minimal pair in ASL for joints. All properties of CANDY (a) and APPLE (b) are identical, except that CANDY has a straight index finger and APPLE has a bent index finger
is different because of the joint configuration of that finger: in CANDY it is straight; in APPLE it is bent (Figure 9.5). As mentioned previously, unselected fingers allow only extended and flexed specifications, but selected fingers allow for several more. The seven different positions that are contrastive in ASL are defined in (3) and shown in (4).
(3) Definitions of joint configurations in handshape (cf. Brentari 1998: 106-109)
a. Fully open: no joints of the hand are flexed.
b. Bent (closed): non-base joints flexed.
c. Flat-open: base joints flexed less than $90^{\circ}$.
d. Flat-closed: base joints flexed more than $90^{\circ}$.
e. Curved open: base and non-base joints flexed without contact.
f. Curved closed: base and non-base joints flexed with contact.
g. Fully closed: base and non-base joints fully flexed.
(4) Contrastive positions of the joints in ASL


In addition to its ability to create minimal pairs, the joint position can change during the articulation of a single sign, as seen earlier in the HKSL sign SPECIAL
(Figure 9.3). These changes are called aperture changes, and they occur in a predictable fashion. Each joint configuration in (3) is assigned membership to either the open or the closed class, deternined by its degree of closure and distribution in the system. If there are two handshapes in a sign, one must be from the open class and the other from the closed class. This was also observed by Mandel (1981) For ASL, first formalized in Sandler (1987) as the Handshape Sequencing Constraint, and further refined by Brentari $(1990,1998)$ as the Maximize Aperture Constraint. A recent formulation of this constraint is given in (5). This phonotactic constraint was also used in the word-segmentation task described in §1.1.

## (5) Handshape Sequencing Constraint (Sander and Lillo-Martin 2006: 154)

If there are two joints positions in a sign, one must be [open] and the other [closed].

Examples of handshape sequences that are and are not permitted in a single sign are shown in ( 6 ) and (7). In (ба) the index, middle, and ring fingers change from open to closed, and in ( $\sigma b$ ) and ( $\sigma c$ ) all of the fingers change frotn closed to open in a way that conforms to the constraints in (2) and (5). Consequently, all things being equal, these sequences of handshapes should be perceived as single signs by signers of ASL. In contrast, the handshape sequences in (7) all violate the constraints in (2) or (5) in some way, and, all things being equal, such sequences ought to be perceived as two signs by ASL signers. The sequence in (7a) has a change in selected finger groups, violating the constraint in (2), and the sequence in (7b) and (7c) violates the constraint in (5) because the two handshapes in the sequence are either both closed ( 7 b ) or both open (7c). The Prosodic Model Notation System for handshape (Eccarius and Brentari 2008) is employed from now on in this chapter to underscore the differences and similarities among handshapes. This notation is explained in Appendix 9.1.
(6) Permissible handshape changes within a sign

(7) Impermissible handshope changes within a sign
a.

b.

c.


The different roles of joint features were formalized by van der Hulst (1995), who divided them into two different classes: those used for aperture change with their linnited set of possibilities (i.e. "open" or "closed" var iants of the underlying handshape) and joint selection for the seven distinctive joint contrasts.

In addition to selected fingers, unselected fingers, and joints, handshape can include other structures that will not be further discussed here due to space limitations. The thumb has the possibility of being a selected finger, and sometimes behaves differently than the other selected fingers in a sign. The arm can sontetimes form a part of the larger articulatory structure. And two hands are sometimes used to articulaite a sign; the dominant hand (H1) is the hand used to sign one-handed signs in a neutral linguistic context. The non-dominant hand (H2) is the other hand used in two-handed signs. This topic is covered in chapter 16: the other hand in sign language phonology. In addition, orientation of the hand in space is considered part of the handshape structure; this will be discussed in $\S 3$.

Based on the facts just presented, the areas of consensus among current models of sign language phonology about handshape are given in Table 9.1 (see Sandler 1989; Brentari 1990, 1998; van der Hulst 1993, 1995; Uyechi 1995; Channon 2002a, 2002b; van der Kooij 2002; Sandler and Lillo-Martin 2006). The generalizations in Table 9.1 extend to all sign languages síudied thus far.

The hierarchical feature structure that includes the characteristics in Table 9.1 is given in (8). Notice the articulatory distinction between selected and unselected fingers, discussed in §2.1, as well as the feature distinction between the joints and fingers, discussed in $\$ 2.2$.

Table 9.1 General characteristics of handshape

| Structispl property | Description |
| :---: | :---: |
| Feature geometry | The internal structure of handshape is best accounted for using a specificic hierarchy of features that captures the relationships among the substructures of handshape. |
| H1/H2 | An articulatory distinction of handshape that captures the roles of the two hands in a tivo-handed sign: the dominant hand (H1) and the other the non-dominant hand (H2) (see chapter 10: the ether hand in sign langliace рнокinogy). |
| Selected/ unselected fingers | An articulatory distinction of handshape that captures which fingers are foregrounded (selected) or backgrounded (unselected). Selected fingers can move during the articulation of a sign, and also can assume a larger range and more elaborate configurations of joints. Unselected fingers can assume only two joint configurations: fully upen or fully closed. |
| Selected fingers/joints | A feature distinction $\begin{aligned} \\ \text { vithin selected fingers capturing }\end{aligned}$ which fingers are selected and the disposition of their finger joints. |

- but the index, middle, and ring fingers are selected in (10b): ASL WEIRD, and HKSL SUCCEED. In (11a) - HKSL NOT-HAVE and ASL INTERPRET - the index and thuntb are selected, but in (11b)-HKSL NAME - the middle, ring, and pinkie fingers are selected.
(10) Phonetically similar handshapes:

Thumb + pinkie vs. index, middle, and ring selected
a. thumb + pinkie selected

HKSL:
ASL:
LITTLE SIX JTo;/
b. index, middle, and ring selected

SUCCEED WEIR' $\mathrm{M}^{\wedge}$; \#
(11) Phonetically similar handshapes:

Thumb + index selected vs, middle, ring, and pinkie selected


### 3.2 Secondary selected fingers

The distinction between selected and unselected fingers is sufficient to capture the majority of handshape contrasts in must sign languages, but there are a number of handshapes that require a third level of fingers, which has been called "secondary selected fingers" and can be distinguished from the "primary selected fingers" when necessary (Eccarius 2002). In such cases, the unselected finger's assume an unmarked open or closed joint posit ${ }^{*}$ un as described earlier, but the selected fingers have two different sets: one that is more marked, requiring the more elaborate specif ication (i.e. the pritnary selected fingers), and one that is less marked, but which still requires inore specification than the unselected fingers (i.e. the secondary selected fingers). Cross-linguistic work - particularly from the sign languages of Asia - has demonstrated the need for this structure (Eccarius 2002, 2008; Fischer and Dong 2010). Some examples are given in (12) -(13). In (12), all three levels are represented: primary selected fingers, secondary selected fingers, and unselected fingers. The handshape in (12a) is front HKSL; (12b)-(12d) are front ASL.

U井
［spread］

し！へ；\＃

L．lk；T；
［crossed］

Ux；

If the elaborations of handshape structure described in $\$ 3$ are added to the basic structure in（8），the full handshape structure is as in（16）．
（16）The structure of handshape with elaborations


## 4 The role of handshape with respect to other parameters

The handshape structure in（16）is part of a larger feature hierarchy that includes Movement（ $M$ ；see chapter 24：the phonology of movement in sign languace）， Place of Articulation（POA），and Orientation（OR）．Models differ on how hand－ shape should be represented with respect to the other parameters．Because of space， only three representative models are mentioned：the Hand Tier model（Sandler 1989；Sandler and Lillo－Martin 2006），the Prosodic Model（Brentari 1998），and the Dependency Model（van der Hulst 145；van der Kooij 2002）．Also because of space， only two points that bear on the issue of handshape（HS）and other phonological structures are raised：aperture change（ApChange；already discussed above）and orientation．A full discussion of the arguments for these structural differences is beyond the scope of this chapter，so the purpose of the representations below is simply to indicate where aperture change and orientation are represented in these different models．The differences arise from trying to best determine the simplest and most elegant analysis that can account for specific sets of forms．In addition， the Hand Tier Model adheres to the view that articulatory relatedness should

Table 9.2 Places of articulation internal to the hand (i.e. handparts). Each sign in the left column orientates the indicated handpart of the dominant hand toward the sign's place of articulation. Each sign in the right column uses the indicated handpart as a place of contact on the non-dominant hand during the production of the sign

Role in orientation in ASL
Role in tivo-honded signs in ASL

| finger fronts | LABEL | DISMISS |
| :--- | :--- | :--- |
| palm of hand | MY | LEARN |
| back of palm | LOVE (a thing) | NATIVE-AMERICAN |
| back of fingers | CHERISH | EASY |
| radial side of fingers | OLD | W |
| ulnar side of fingers | BROKE ('no money') | TICKE' |
| tip of fingers/thumb | COMPLAIN | TOP |
| heel of hand (wrist) | SLIP | CHEESE |



Figure 9.6 The eight surfaces of the hand used to indicate orientation

## 5 Handshape at the grammatical interfaces

Handshape has received a great deal of attention on purely phonological grounds, as we have seen in the prevlous sections. It has also been used to describe phenomena at the grammatical interfaces between phonology and other components of the grammar. Here we address handshape phenomena at the phonology-phonetics, phonology-morphology, and phonology-syntax interfaces. Each of the phenomena addressed in $\S 5.2-\$ 5.4$ involves one or more of the phonological structures discussed earlier in this chapter. In order to understand how these phenomena are manifested in a sign language grammar, some background on the architecture of a sign language lexicon is needed.

### 5.1 Handshape in the core-periphery framezvork

Many slgn languages have multiple origins, resulting in a lexicon divided into subcomponents according to the historical origins of signs, as well as their morphological and phonological behavior. For a model addressing sintilar facts for spoken languages, see It $\hat{6}$ and Mester (1995a, 1995b); the sign language model is presented
of these signs corresponds to the first letter of the English word (e.g. WATER, CAFETERIA, BACHELOR, and DIVORCE are all intitialized signs). The spatial lexicon consists primarily of the classifier constructions, which are used to express events of motion and location. Classifier constructions are polynuorphenic verbal complexes rvith a root - the movement - and affixes that in volve place of articulation and handshape. The classifier morphemes that refer to the arguments of the pred'icate are the handshapes (Janis 1992; Bened'icto and Brentari 2004). In classifier predicates, parts of the handshape structure can carry information about the size and shape of the object that niay be phonological, inorphological, and iconic at the same time. In Figure 9.7b examples of signs in each of the components using the same handshapes are shown: " $F$ " on, " O " $\uparrow$, and " C " ? handshapes.

### 5.2 The phonology-phonetics interface and joint features

A recent study ruas conducted to address whether the phonetic targets for joints were the same across the three lexical components described above (Eccarius 2008; Eccarius and Brentari, forthcoming). The stimuli consisted of video clips of core vocabulary, initialized signs from the foreign component, and classifier forms from the spatial component. Three handshape groups were tested ("O," "F," and "C"). Each item included three variants of the handshape (round, intermediate, and flat) at the same place of articulation using the same movement. The var lants were designed to address the stability of joint specif ications throughout the lexicon. A foreign item using the "C" handshape is given in Figure 9.8, with the round, intermediate, and flat forins. The round form is the sign for CAFETERIA and the flat forin is the sign for BACHELOR (a minimal pair); the intermediate form could be interpreted as either sign or neither of them. Twelve Deaf signers who were native or early learners of ASL participated in this experiment. ${ }^{30}$

A total of 154 randomized stimulus video clips, balanced across lexical component (core, foreign, spatial), handshape group (O, F, C), and variant (round, intermediate, flat) were shown to each participant. Participants were asked to watch each clip and to respond to two questions presented immediately afterwards on the computer screen: "What is the best English meaning for this sign?" and "Please rate the handshape of this sign," from very bad to very good, on a five-point scale.


Figure 9.8 The round, intermediate, and flat variants of "C" used with the target signs CAFETERIA (left), BACHELOR (right), and an intermediate form (middle)

[^449]

Figure 9.9 (a) A whole entity and (b) a handling classifier handshape in ASL
of selected finger complexity. ${ }^{12}$ Low -complexity handshapes have the simplest phonological representation (Brentari 1998), are the most frequent handshapes crosslinguistically (Mara 2003; Eccarius and Brentari 2007) and are the earliest handshapes acquired by native signers (Boys Braem 1981). These three criteria converge on the set of handshapes represented in (18a): all fingers 㥒, index finger and thumb 1. These three handshapes have also been found to be frequent in the spontaneous gestures that accompany speech (Singleton et al. 1993) and in child homesign (Goldin-Meadow et al. 1995). Medium-complexity handshapes include one additional elaboration of the finger representation of a one-finger handshape. The elaboration indicates that the single selected digit is not on the "rad ital" (thumb) side of the hand (the default specification) - egg. in fir the finger is on the [ulnar] "pinkie" side of the hand and is [mid] "riddle" - or that there is an additional finger selected, as in where two fingers are selected rather than one. Highcomplexity handshapes include all other handshoppes, e.g. 筇 and $\psi$.
(18) Low- and medium-complexity handshapes (Brentari 1998; Eccarius and Brentari 2007)
a. low complexity
b. median complexity

(I)
f

(8)

(U) ?

[^450]Using both elicitation methods and grammaticality judgments，Eccarius（2008）and Brentari and Eccarius（2010）found that whole entity and handling classifiers differ systematically in their distribution of finger complexity．Whole entity classifiers have a larger set and a more complex set of finger contrasts than handling classifiers （see（19）；the level of complexity is shown beneath each handshape）．${ }^{13}$ Both types of classifier handshapes have the potential to use selected fingers to show the size and sluape of an object，yet only whole entity classifiers do this extensively．
（19）Number of finger contrasts for classifier handshapes in ASL，HKSL，and DSGS， with the finger complexity given for each

|  | Finger contrasts |  |  |  |  | N1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Object CL－HSs | $\begin{aligned} & \text { A } \\ & 1 \end{aligned}$ | $\begin{aligned} & \text { fi } \\ & 1 \end{aligned}$ | $\begin{aligned} & 0 \\ & 1 \end{aligned}$ | 1 | 1 |  |  |
| Handling CL－HSs | 14 1 | A 1 |  | ¢ |  |  |  |

This distribution is a partt of the phonology－morphology interface for several reasons．First，the morphological categories for whole entity and handling classifiers are associated with a corresponding phonological pattern，but this state of affairs is not obligatory．For example，if a hypothetical norphological classifier type
 set woruld also form a phonological class，becalise the handshapes in the set share a phonological property（their joints are all fully extented）．New handshapes that enter the set would be predicted to be fully extended as well．If，instead，the hypothetical classifier type comprised this set of handshapes－月 ？ －the set would not form a phonological class as there is no common property that the handshapes share．In this event，the handshapes would constitute a morp twological class，but not a phonological one．In the case discussed here，finger complexity provides a unifying phonological property associated with whole entity and Kandling classif lers；high connplexity is associated with whole entity classifiers and low complexity with handling classifiers．New forms entering the system are therefore expected to conform to this pattern．Second，the phenomenon is morphophonological because it is tied to specific morphological classes，similar to the way that Trisyllabic Laxing is tied to English words having specific Class 1 affixes（chapter 94：lexical phonology and the lexical syndrome）．And third， this phenomenon is phonological because selected fingers are phonological through－ out the system，as has been discussed earlier in this chapter，and whatever iconicity might exist in classifiers is subject to phonological pressures on the system as a whole，such as ease of articulation and ease of perception（Eccarius 2008）．

This wrork expands the range of generalizations possible in sign language phonology，specifically with regard to handshape，which is in portant in its own right．In addition，it provides a new way to consider the emergence of phonology as it has evolved from gesture to homesign and from homesign to a sign language． Sign languages utilize iconicity，but it is not used in the same way by gesturers，

[^451]The second diagnostic syntactic test is sensitive to objects/themes. The sign languages we have investigated have a form for the "distributive," with the meaning ". . . In each'. As above, sentences with verbs from the core lexicon are tested first (22). The sentence in (22a) with MELT, an unaccusative verb, is grammatical with the 'ro-each' form. The sentence in (22b) with LAUGH, an unergative verb, obtains an ungrammatical result for the intended meaning 'Each woman laughed.' The only interpretation of this sentence that is acceptable is 'The woman laughed at each [of them].' As above, the sentences in (23) express a minimal difference in meaning and form (i.e. in both cases each book is noving onto its side). The form in (23a) oontains the whole entity classifier and the one in (23b) contains the handling classifier, the same two forms discussed above. The results of this test determine that the sentences in both (23a) and (23b) are grammatical because both the whole entity (23a) and handling (23b) classifiers contain an object/ thene. The whole entity classifiers are therefore intransitive since only an object is present, and the handling classifiers transitive because both an object and subject are present.
(22) The Distributive Test applied to core lexical verbs
a. BUTTER MELT+ 'to-each' butter melt distributive 'Each butter melted.'
b. WOMAN LAUGH + 'to-each'
woman laugh distributive \# 'Each woinan laughed.'
'The woman laughed at each of them.'
(23) The Distributive Test applied to classifiers
a. BOOK B/ $\quad$ + MOVE + 'to-each' book OBJECT CLASSIFIER + move + DISTRIBUTIVE 'Each of the books fell down (on its side).'
b. BOOK C/iq+ MOVE + 'to-each' book HANDLING CLASSIFIER + move + DISTRIBUTIVE 'Each book was put on its side.'

This transitive-i ntransitive alternation concerns the phonology because it can be captured by a phonologisal analysis specifying which nodes of the feature tree are associated with this syntactic distinction. The phonolngical element involved in the transitive-intransitive alternation concerns the differential use of orientation of the hand. ${ }^{15}$ In whole entity classifiers orientation is purely phonological and does not interact with the syntax. Th handling classifiers, the parts of the hand shown in Figure 9.6 can be used morphologically, and these alternations also interact with the syntax to express an agent.

The studies presented here provide a few examples of how phonology interacts with the phonetic, morphological, and syntactic components. In the phonologyphonetics example, it was the joint features that wele used. In the phonologymorphology example, it was the selected fingers that allowed for the generalization

[^452]be searched for. This notation also captures the case of two handshapes that are very similar phonetically, but which belong to different handshape groups because of differences in their selected fingers, sudr as examples (10) and (11) in the text. A complex handshape meaning SPACE-SHUTTLE is transcribed below:


1. finger base symbol
2. thumb base symbol
3. thuinb joint symbol
4. spread "stacked" and/or "crossed" joint symbol(s)
5. remaining joint symbol
6. secondary selected fingers symbels (4 are possible)
7. unselected fingers symbol


See Eccarius and Brentari (2008) for full details of the notation system.
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# 123 Hungarian Vowel Harmony 

Miklós TÖRkenczy

## 1 Introduction

Vowel harmony is undoubtedly the best known and most studied aspect of Hungarian phonology. This is especially true if one has the international literature in mind: other Hungarian phonologial phenomena have received relatively little attention. There is a host of analyses of Hungarian vowel harmony, pregenerative, "mainstream" generative (especially post-SPE), including optimalitytheoretic approaches, and "non-mainstream" generative.' The reason for this attention is that Hungarian vowel harmony has been used as a testing ground for various theories and theoretical tools/devices of generative phonology. This is primarily due to (the coexistence of) a number of features displayed by Hungarian vowel harmony: long-distance effects, the transparency of neutral vowels and the variation in harmony associated with them, the intricate patterning of alternating and invariant suffixes, the existence of antiharmonic roots, and the combination and very different character of backness and roundness harmony. Attention increased especially with the advent of autoseginental phonology and underspecification theory (e.g. Clements 1976; Vago 1976, 1978, 1980a; Tensen 1978; Ringen 1978, 1980, 1988a; Booij 1984; van der Hulst 1985), and again with the recent shift of research towards phonetic motivation (e.g. Beiluš ef al. 2003; Ben̆uš and Cafos 2005, 2007) and variation in phonology (e.g. Hayes and Londe 2006; Hayes et al. 2009). Because of this theoretical bias in the research into Hungarian vowel harmony, the linguist reading the literature may learn much, but also too little: the available analyses tend to focus only on some aspects of Hungarian vowel harmony ${ }^{2}$ - typically those crucial to the theoretical issue at hand - and rend to disregard/ignore others, thus sometimes failing to do justice to the complexities and intricacies of Hungarian vowel harmony. Therefore, instead of surveying the analyses (which would not be useful or possible because of the sheer number of - often very different - competing analyses and the transitory nature of some

[^453]of the theoretical problems some of them focus on), I will concentrate on the empirical aspect and the major analytic issues of Hungarian vowel harmony. In what follows, after a brief review of the Hungarian vowel system ( $\S 2$ ), I will discuss in detail the properties of Hungarian vowel harmony in $\S 3$, attempting to give comprehensive descriptive coverage. I will pay special attention to areas where vowel harmony interacts with other, lesser-known (or rarely discussed) areas of Hungarian phonology. Finally, in $\S 4$ I will briefly survey the major analytic issues that a phonological treatınent of Hungarian vowel harnony has to address. Throughout, I will try te be as theoretically neutral as possible and will take pains to highlight exceptional behavior or data/patterns not (sufficiently) understood.

## 2 Background: The Hungarian vowels

The phonological classification of the Standard Hungarian ${ }^{3}$ vowels is given in (1) below, where the italicized characters that appear next to the IPA symbols are the vowel letters of Hungarian orthography. The vowel spelled <a> is transcribed as [כ], [ D ], or [ a ] in the literature. Phonetically, this vowel is more open than [ y ] and less open than [a: a]. It has considerably less lip rounding than [o o], but more than [ a ]. As nothing hinges on this matter as far as vowel harmony is concerned, I will (arbitrarily) use the symbol [0] for <a>.

|  | front |  | back |  |
| :---: | :---: | :---: | :---: | :---: |
|  | unrounded | rounded | unrounded | rounded |
| high | i: i i i | y : in y ü |  |  |
| mid | e: ${ }^{\text {é }}$ | ๑: 0 ¢ ¢ ${ }^{\text {¢ }}$ |  | ○:ólolo |
| low | $\varepsilon \varepsilon$ |  | a:á | $\bigcirc 1$ |

Although there are subtle phonetic differences between the heights of non-high long and short vowels, and [a:] is phometically central, it is usually assumed thant phonologically it is sufficient to distinguish only three vowel heights and two degrees of backıless (see Siptár and Törkenczy 2000). The long-short pairs are established on the basis of length alternations like those in (2):4,5

[^454](2)

|  | rominative |  | accusative |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| i: - i | víz | [vi:z] | vizet | [vizzt] | 'water' |
| $y: \sim y$ | kưz | [ty:z] | tirz-et | [tyzet] | 'fire' |
| u: | kut | [kurt] | kut-nt | [kutzt] | 'well' |
| $\sim$ | $k 0$ | [ke:] | köv-pt | [kovet] | 'stone' |
| -0 | tó | [lo:] | lou-at | [lovat] | 'horse' |
| e: - غ | kéz | [ke:z] | kez-et | [kezzt] | 'hand' |
| a: ~ J | nyár | [sa:r] | nyar-at | [firrot] | 'summer |

Given the classification in (1) the paired vowels differ in length only phonologically, except for $\dot{\mathfrak{c}} \sim \mathcal{e}$ [e: $\sim \varepsilon$ ], which differ in height too, and $\mathfrak{a} \sim a[a: \sim \nu]$, which also differ in rounding. These predictable differences are often abstracted aw'ay from, and seen as the result of, late rules or phonetic interpretation.

## 3 Vowel harmony

Hungarian has both backness (palatal) and roundness (labial) harmony (see Cifapter gi: vowel itarmony: opaque and transparent volvels and cifapter 118: tUrkish vowel harmony for more discussion of vowel harmony). Both are rootcontrolled or, more precisely, stem-controlled, i.e. the harmonic properties of the root/stem determine the harmonic properties of the affix(es). Directionality is left-to-right, but this does not have to be stipulated since all prefixes are outside the harmonic domain, which consists of root+ suffixes. Phonologically, prefix + root combinations behave like compounds, in that each prefix forms its own harmonic domain, and thus does not harmonize with the root. Compare compound fa+gyöngy [Fjefly 'mistletoe' (literally 'tree-pearl') and pre-verb + verb àt + köt [a:tkot] 'tie up' (literally 'across-tie'), where " + " indicates the morpheme boundary (see the discussion of the domain issue later in §4.1). Intervening consonants do not interact with Hungarian vowel harmony; they neither block nor init aate the harmonizing features.

Backness harmony, which in general requires that vowels should agree in backness within the harmonic domain, is based on the following groupings:
(3) Back

Front rounded
Neutral: front unrounded

B u u: o o: $\mathfrak{\text { a: }}$
Fr y y: øø:
N iifet:

Neutral vowels form a separate group, since they may in general interrupt a back harmonic span and may behave as transparent and/or opaque (see §3.4.1 for the details).

While backness harmony is pervasive in the phonology, roundness harmony is restricted. In general it requires that the front alternants of sonve suffixes should agree in roundness with the stem - in this sense it is parasitic on backness harmony (see §3.5 for details).

### 3.1 Roots

With respect to backness harmony, roots can be classified according to (a) the distribution of back, front rounded, and neutral vowels in them, and (b) the

### 3.2 The distribution of vozvels in roots

(4) shows that $\mathrm{Fr}, \mathrm{B}$, and N vowels freely combine in (bisyllabic) monomorphemic roots, as all possible combinations exist. However, this picture is quite misleading, since the type frequency of some types of roots in the lexicon is strikingly lower than that of others. Notably, monomorphemic roots (bisyllabic or longer) in which Fr and B vowels combine in any order (types a.ii and b.i) are very rare (these are called "disharınonic stems"). For example, in a dictionary of about 8,000 lexical items I have found only 11 monomorphemic roots in which [ 9 ] and [ $\mathrm{s} / \mathrm{a}$ :] combine (e.g. manöken [nıonoken] 'model', pönálé [pøna:le:] 'penalty'), 12 in
 'amateur'), and only one in which [0:] and [u] (krözus [kro:zuf] 'very rich person') combine. That this is not due to the incompatibility of back and front vowels in monomorphernic roots can be seen if we exanline the type frequency of "ınixed" roots, i.e. roots in which $B$ and $N$ vowels contbine in any order, namely types (b.iii) and (c.ii) in (4). There are many more mixed roots (of any length) than disharmonic roots. In the same search I found 1,084 monomorphemic roots in which [ $\varepsilon$ ] and [ $\mathrm{s} / \mathrm{a}:$ ] combine (e.g. ceruzn [tseruzs] 'pencil', kráter [kra:ter] 'crater'), and 149 in which [i:] and [s/a:] combine (e.g. papír [pspi:r] 'paper', hinár [hi:na:r] 'seaweed') in any order. Even though the frequency of [ $\varepsilon$ ] or [ $\mathrm{e}:$ ] is known to be much higher than that of [ $\theta$ ] or [ $\theta$ ], the difference is telling. Thus, disharmonic roots, which are typically recent loans, ${ }^{6}$ can be seen as special or irregular, while mixed roots - together with "simple roots" (roots not disharinonic or mixed) - are considered normal or regular (this is assumed in most analyses). Although (4) shows monosyllabic and bisyllabic roots only, as we have invplied in the discussion above, the simple/mixed/disharmonic distinction carries over to longer roots as well: a root of any length is (a) simple if it contains Fr vowels only, B vowels only, N vowels only, or only Fr and N vowels, (b) mixed if only $B$ and N vowels combine in it, and (c) disharmonic if it contains B and Fr vowels. A root that contains $\mathrm{B}, \mathrm{Fr}$, and N vowels is disharmonic (e.g. manöken). The frequency of the mixed type as compared to the disharmonic type is (part of) the lexical motivation for considering front unrounded vow'els neutral. These are lexical classes independent of the harmonic behavior a root induces in a harmonizing suffix.

Roots are stable in their classes: there is typically no vacillation or allomorphy that involves harmony. If the root is subject to some alternation, the alternants are faithful in that they both belong to the same harmonic lexical class. This is true of vowel alternations, e.g. length alternations (see (2)), and vowel-zero alternations (bokrot [bokrot] 'bush (ACC)', bokorbon [bokorbon] 'bush (iness)', epret [epret] 'strawberry (ACC)', eperben [eperben] 'strawberry (inEss)'), and trivially of all alternations that only involve consonants.

There are two kinds of exceptions to this generalization. "Vacillating dishar'monic roots" (Vago 1978; van der Hulst 1985) are a marginal group of stems that are optionally either mixed or disharmonic. These roots are a special case of a phenomenon in which some syllables with [ $\varepsilon$ ] in some roots have a free (or sometimes
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### 3.3 Suffixes

### 3.3.1 Suffix classes

Based on the quality of the alternating vowels involved and the number of suffix alternants, Hungarian suffixes fall into three alternating classes plus one in which the suffix vowel does not alternate (see Rebrus 2000a for an exhaustive list of suffixes). In the examples below I will use the some four roots whenever possible to facilitate comparison: bot [bot] 'stick', fal [fol] 'wall', , iv [e:v] 'year', tök [tok] 'marrow'.8.
(7) Quaternary suffixes
[ $0 \sim 3 \sim \varepsilon \sim \square$ ] $\quad \circ \sim a \sim \sim \sim \ddot{O}$ (abbreviation: @)
example: plural -ok
botok [botok], frlak [folok], évek [e:vek], fökök [tokok]
There are 17 productive suffixes of this kind. Suffix-initial vowrels that show vowel-zero alternation (traditionally called "linking" vowels) typically alternate in this way."
(8) Ternary sutfixies
[ $0 \sim \varepsilon \sim Q$ ] $0 \sim$ ~ $\sim$ (abbreviation: 0 )
exanıple: allative -hOz 'to'
bothoz [bothoz], folhoz [folhoz], évhez [e:fhez], folkhöz [tokhez]
There are nine productive suffixes of this kind.
Quaternary and ternary suffixes show the effect of backness and roundness harmony. The difference between quaternary and ternary suffix alternations (i.e. the nccurrence of [3] in the former) is due to Lowering, which is indepentent of harmony but interacts with it; see §3.5.1.
(9) Binary suffixes
a. [u~y] u~ii (abbreviation: U)
example: -link 'our'
botunk [boturjk], friunk [folunk], éviink [e:vynk], tökünk [tokynk]
b. [u:~y:] ti~n (abbreviation: Ú)
example: -U' 'having'
botú [botu:], falú [folu:], çố [e:vy:], tök
c. [ $2 \sim \varepsilon] \quad a \sim \rho$ (abbreviation: A) example: inessive -bAn 'in' botbant [bodbsn], falbays [falbon], évben [e:vben], lökben! [togben]
d. [a:~e:] á~é (abbreviation: Á) example: adessive -nÁl 'at' botnál [botna:l], folnál [folna:l], évuél [e:vne:l], töknél [tokne:l]
e. [o~จ] $0 \sim$ ö (no abbreviation)
example: -nok/nök [nok/nok] 'person acting in X capacity'
látn!ok [la:tnok] 'visionary', méruök [me:rnok] 'engineer'

[^456](13a) is not exceptionless: -kor is the only exception; it is productive, invariant and has a non-neutral vowel.

## (14) Non-nleutral vowels

a. Non-neutral vewels only exceptionally occur in productive invariant suffixes.
b. It is accidental which non-neutral vowels occur in a (productive or non-productive) invariant suffix (although some generalizations can be made: e.g. Fr vowels do not occur).

This asymmetrical distribution of vowels in alternating and invariant suffixes is (part of) the lexical motivation for considering front urrounded vowels neutral. Note that the neutrality of $[\varepsilon]$ is questionable in this respect, since it does not occur in invariant suffixes (see §3.4.1).

The suffix analogue of disharmonic stems (in which Fr and B vowels would combine) does not exist.

### 3.4 Backness harmony

(4) above shows that the final vowel of the ront (i.e. the one closest to the suffix) determines backness harmony if it is $\operatorname{Fr}$ or $\mathrm{B}(4 \mathrm{a}, 4 \mathrm{~b})$ :
(15) If the closest vowel is Fr, the harmonizing suffix vowel will be front; if it is $B$ the vowel will be back.
(15) also holds if the suffix is preceded by another suffix: bot-Lrnk-bAn = botunkban [botungbon] 'in our stick', év-link-bAn = éviinkben [e:vyngben] 'in our year'.

If the final vowel is N , the preceding vowels determine backness harmony: papir-bOI = papirból [popi:rbo:l] 'of paper', iiveg-bOl = iivegböl [yvegbasl] 'of glass' (see (4c)). In fact, it is not exactly the final vowel that matters in this case but the final unintermpted sequence of N -voweled syllables (one or more than one ( $\mathrm{N}^{*}$ ) :
(16) If the closest vowel, not counting the final sequence of N -voweled syllables, is $\operatorname{Fr}\left(\operatorname{FrN}^{*}\right)$, the harmonizing suffix vowel will be front (4c.i).

Again, it does not inatter if the final sequence of N -voweled syllables is contained in a monomorphemic root, or a polymorphernic stent: kimité-tOl = kiimitétôl [kymiteiterl] 'from kumite [sparring in karate]', üut-ít-Ó = iidátố [ydirto:] 'refreshing', kövér-it-i-fOk = közérı́titek [kovesrititek] 'you (PL) make it/him/ her fat'.

### 3.4.1 Variation

The remain ing types of stems (4c.ii-iv) are in "zones of variation" (Hayes et al. 2009). Here vowrel harmony is not (fully) predictable. Exactly what kind of harmonic behavior a given stent induces in harmonizing suffixes is the lexically arbitrary property of each stem. There are two types of behavior: (i) lexical variation and vacillation, and (ii) lexical variation, no vacillation.

Backness harmory after BNN stems

|  | suffix behavior |  |  |
| :---: | :---: | :---: | :---: |
| NN | back | back $\approx$ front | front |
| [i: i] |  | armlizisnak $\approx$ analizisnek 'analysis' [วnoli:zi〔nok $\simeq$ snsli:zi $\int n \varepsilon k$ ] |  |
| [i: i e:] |  | klarinémak $\approx k$ larimétnek 'clarinet' <br> [klorine:tmok $\approx$ klorine:tnek] | oxigrnnck 'oxigen' <br> [uksige:л:ak] |
| [ ${ }^{\text {] }}$ |  |  | novembernek 'November' [novembernek] |

Third, there are minor statistical patterns where backness harmony seems in be influenced by "unnatural" constraints independent of the height effect and the count effect. The following tendencies have been found by Hayes et al. (2009) to be statistically significant in the lexicon: ${ }^{\text {II }}$
(20) Front harmonizing suffixes are preferred if the stem errds in a:
a. bilabial non-cont inuant [ pbn ]
b. sibilant [s z $\int 3$ b $t_{3}$ ]
c. coronal sonorant [ $\begin{aligned} \text { ת } & 1 \text { r] }\end{aligned}$
d. two-member consonant cluster

Ringen and Kontra (1989) found a preference for front harmonizing suffixes after BN stents which were longer than two syllables (but had just one $N$ vowel) compared to two-syllable BN stems (e.g. majonéz-Os = majonézes [məjone:z.\&)] *majonézos *[mojone:zof] 'with mayonnaise').

There seems to be a (potentially contrary) tendency for harmonizing suffixes to be back after BN stems in which the $\mathbf{N}$ vowel is stem-final: e.g. parádé-bAn = parádéban [pora:de:bon] *² parádében [para:de:bz:n] in the parade'.

The height effect, the count effect, and these minor statistical effects combine to give the probability of the three types of suffix behavior after $\mathrm{BN}^{*}$ stems. Consider, for instance, BN stems with stem-final [غ.] (e.g. dózse 'doge'). In these stems the final [ $\varepsilon$ ] lengthens to [e:] before most suffixes by Low Vowel Lengthening (LVL; see Siptár and Törkenczy 2000), a process that "upgrades" the vowel in the hierarchy of iransparency, as [ $\mathrm{e}:$ ] is more transparent than [ $\varepsilon$ ], thus dozsé-n $A k=$ dózsénak $\approx$ dózsénck [do:ze:nok $\approx$ do:ze:nck] 'doge (DAT)', where the back-voweled suffix alternant is preferred, in accordance with Ringen and Kontra's findings. Hoivever, when we add the harmonizing suffix -sAg, which does not trigger LVL, the vowel is not upgraded, and a back suffix alternant is less likely or imposs-


Probability manifests itself in type frequency and native-speaker intuition. These were tested for some effects by Hayes and Londe (2006) and Hayes et al. (2009), using Gongle searches and a wug test, and by Ringen and Kontra (1989), using a sentence completion test with real BN stems.

Vacillation seems also to be sensitive to larger (phrasal) context (Kontra of al. 1989, 1991; Londe 2005). The choice between vacillating suffix alternants is

[^457]of Vígszinház (Comic Theatre)), Vig-bAn = Vígbent [vi:gben], *Vigban *[vi:gbon]. This also suggests that the antiharmonic pattern is not the regular/productive one. It is only roots that can be antiharmonic: there is no suffix that contains the relevant N vowels and, when added to an all-neutral non-antiharnonic (or Fr) root, would make the resulting stem antiharmonic.
(21) If in an all-neutral stem $\left(\mathrm{N}^{*}\right)$ the closest vowel is [ $\varepsilon$ ], the harmonizing suffix vowel will be front; if the closest vowel is [i: i e:], the harnonizing sufflix vowel will be front after some stens and back after others.

Harmonic behavior is sometimes not only stem-specific, but also suffix-specific in the case of stems that show variation. The best-known example is ferfi 'man' (see note 14), but there are others: e.g. rafgnes [na:gne.f] 'magnet' vacillates in the dative magnesnck $\approx m a\{n e s n a k$ [ma:gnefn $\varepsilon k \approx$ ma:gn $\varepsilon$ [ $n o k$ ], but requires the front alternant of the adjective-forming suffix -(@)s: mágneses [ma:gne $\int \varepsilon \int$ ], *mágnesos *[ma:gnefof] 'magnetic', and matok [motek] 'math' vacillates in the dative mateknek $\approx$ mateknak, [Insteknek $\approx$ moteknsk], but requires the back alternant of -(e)s *? matekes *?[mst $k \mathrm{k} \varepsilon \mathrm{s}$ ], matekos [mot kos ] if the meaning is 'person good at/interested/specializing in math'. The preference for one or another type of behavior may not be absolute. Very little is known about the suffix-specific aspect of Hungarian vowel harmony.

### 3.4.2 Antiharmony

Antiharmony occurs if an all-neutral stem takes the back alternant of a harmonizing suffix, a stem whose final vowel is Fr takes the back alternant of a harmonizing suffix, or a stem whose final vowel is B takes the front alternant of a harmonizing suffix. All three occur in Hungarian:
(i) Antifarmonic roots: this is the type of antiharmony we discussed in §3.4.1, which applies after a closed set of all-neutral roots.
(ii) "Foreign" antitarmonic roots: Some recent loans (from Cernan and English) that are all neutral or whose final vowel is Fr take the back allomorph of the verbforming suffix -(C)l, which otherwise harmonizes in the expected quaternary way (see (7), §3.5.1 and §4.3); cf. Kertész (2003). Compare (22a), where the suffix appears after "regular" Hungarian stems, with (22b), where it occurs after recent loans to form verbs: ${ }^{1 \bar{x}}$


[^458]| c. hekkel | $[$ hakicl $]$ | 'hack' |
| :--- | :--- | :--- |
| printel | $[$ printel $]$ | 'print' |
| csetel | $[t \in t \varepsilon l]$ | 'chat (on the Internet)' |
| netel | $[$ netel $]$ | 'use the Internet' |

(22c) shows that recent verbal loans do not necessarily behave in an antiharmonic way. Kertése (2003) suggests that while it is not predictable which recent loan will behave ant iharmonically with -(©/) $h$, some regularities seem to obtain: foreign antiharmonic roots all end in a heary syllable (in the stem containing the root and the suffix): dek.kol, fémol is. cse.tel. Note that a heavy root-final syllable does not imply antiharmonic behavior: compare dek.kol and hek.kel. This can be seen as an "unnatural" constraint comparable to those in (20). This phenomenon is restricted to the verb-forming suffix -(B)! The antiharmonic examples can be analyzed as containing a different, invariant -ol suffix (Siptár and Törkenczy 2000), in which case this type of antiharınony disappears. Then the problem beconnes one of selection between the harmonizing verb-forming suffix -ll (22c) and the invariant ol (22b) in recent loans.
(iii) Systematic suffix-inconsistent antilinrmony: In Standard Hungarian the harmonizing conditional suffix $-n A$, which as a result of $L V L$ becomes $-n A$ before suffixes, appears in its front allonnorph after stems writh a final B vowrel in the 1st singular indefinite present (Rebrus 2000b; Rebrus and Törkenczy 2005). Everywhere else the suffix harmonizes in a normal way. In the examples belown l use the stems vár [varr] 'wait' and tör [tor] 'break' to show this.

Indefinite present conditional

|  | vár |  | tör |  |
| :---: | :---: | :---: | :---: | :---: |
| 1sc | virr-té-k | [va:rne:k] | tör-né-k | [torne:k] |
| 25G | virrmiol | [va:rna:l] | tör-né-l | [torne:l] |
| 3 sg | virr-ia | [va:rns] | tör-me | [torne] |
| 1 PL | vair-ná-nk | [varna: 1 l k ] | tör-né-nk | [torne:nk] |
| 2pL | vár-má-tok | [va:rna:tjk] | tör-né-tek | [torne:tik] |
| 3 PL | voirr-ná-nak | [va:rna:nsk] | tör-né-nek | [torne:nck] |

The conditional suffix is not invariant, since it harmonizes in all other persons, and it is not the 1st singular morphosyntactic value that is associated with disharmony, since the same conditional suffix harmonizes in e.g. 1st singular definite present conditional: varnám [va:rna:m] vs. törném [torne:m]. It is only before the 1st singular indefinite suffix -(CB)k that the conditional suffix is invariably -né.. This inconsistent behavior with respect to backness harmony is exceptional: no other suffix behaves in this wray. Otherwise, suffixes are stable in their classes: they are either always alternating (in the same way) or always invariant. In non-standard Hungarian and sonve regional dialects, this type of antiharinony does not occur and the conditional harmonizes in the usual way in the 1 st singular indefinite present too: várnák [va:rna:k], törnék [torne:k]. See §4.5 for furtl.e. discussion of systematic suffix-inconsistent antiharmony.

### 3.4.3 - $\mathrm{j} / \mathrm{i}$ [jЈ/i]

The definiteness marker in the 3rd singular and 2 nd and $3 r d$ plural present indicative is peculiar because - although it alternates according to the harnonic
type of the stem - the alternation is suppletive: the "front" alternant is - $i[\mathrm{i}$ ] and the "back" alternant is -ja/ján [ja/ja:]: töri [tari] vs. várja [va:rjo] (3sC def pres INDIC); töritek [toritek] vs. várjátok [va:rja:tok] (2rl def leres indic). Even though this alternation is suppletive, it does not violate backness harnony, since the vowel of $-j a / j a$ is back and $-i$ is front. !nterestingly, the $-i$ alternant behaves in an opacque way: only a front suffix can follow it. This must be related to the fact that $-i$ is the front alternant of a harmonizing suffix rather than an invariant one (compare invariant verb-forming -it [i:t], which is transparent). Consider the following exannples: martini-z-i [nvrinizi] and martini-z-za ${ }^{17}$ [mortiniz:j] 'drink Martini (3sc def pres indtc)' are both possible due to the count effect. But when a harmonizing suffix e.g. - $O=(2 \mathrm{rL}$ ) is attached to the first variant, only the front suffix alternant is possible martini-z-i-tek [martinizitek], *martinini-z-i-tok *[mortinizitok] 'drink Martini (3sc def fres indic)' in spite of the fact that the count effect suggests both sloould be possible after a BN* stem.

However, vacillation does occur in similar examples with invariant -it: consider martini-s-it-Om ('treat as/turn something into Martini (1sc def pres indic)'): martini-s-it-cnt $\approx$ martini-s-it-ont, [mortinisiatem $\approx$ mortinisistom] where both variants are possible. Furthermore, neutral-only invariant suffixes never change the harmonizing effect of the root and thus do not contribute to the count effect. Adding an invariant neutral-only suffix to a BN root or more than one to a B root never results in the count effect; the following harmonizing suffix will always be back without vacillation (as the root itself would require): Martin-ék-hoz [mortine:khoz], *Martin-ék-fiez "[1nortine:khez] 'to the Martins'; Márt-i-ék-hoz [ma:rtie:khoz], *Márt-i-ék-hez *[na:rtie:khez] 'to Martha (hypocoristic) and her group'. The vacillation in martini-s-it-enn $\approx$ martini-s-it-om occurs because the root itself induces vacillation (as BNN) even without the invariant suffix: martinitäl ~martinitól [mortinita:l $\approx$ martinito:l]. This is a somewhat marginal phenomenon, because relevant examples are hard to conve by, but it suggests that transparency is not only due to vowel quality or the rank of a vowel in the transparency hierarchy. It also shows that the association of transparency with invariance in suffixes manifests itself in very complex ways, which are unlikely to have a simple representational explanation.

### 3.5 Roundness harmony

Roundness harmony is relatively rarely discussed in the literature on Hungarian vowel harmony (see Polgárdi and Rebrus 1998; Ringen and Vago 1998; Rebrus 2000; Siptár and Törkenczy 2000). Setting aside quaternary suffixes for the time being, roundness harmony can be stated as follows:
(24) If a ternary suffix is attached to a stem which is not antiharmonic and whose final vowel is front ( N or Fr ), the harmonizing suffix vowel will be front rounded if the final stem vowel is rounded and front unrounded if the final stem vowel is unrounded (e.g. tökhöz, évhez).

[^459]The parasitic character of roundness harmony ((i) above) and its height sensitivity (ii) is typologically the most frequent state of affairs (Kaun 2004), although the restriction of target vowels to non-high while there are no height restrictions on the trigger seems atypical.

### 3.5.1 Quaternary and ternary suffixes: Lowering

Ternary suffixes, $[0 \sim \varepsilon \sim \square] 0 \sim e \sim 0$, show the effect of backness harmony and roundness harmony in the way described above. Quaternary suffixes are different in that they show the usual ternary alternation after some stenis and the binary alternation $[\mathrm{J} \sim \varepsilon] a \sim p$ after others:

| root |  |  | quaternary phar -®k suffix |  | ternary superessive -On suffix |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. gáz | [ga:z] | 'gas' | gázok | [gaizok] | gízon | [ga:zon] |
| bot | [bot] | 'stick' | botick | [botok] | boton | [boton] |
| sion | [Syn] | 'hedgehog' | simok | [Synak] | зіікои | [Synon] |
| rög | [rag] | 'clod' | rögök | [rsgok] | rögön | [ragon] |
| b. syep | [ızp] | 'lawn' | syepek | [fıpek] | sylpuen | [J\&pen] |
| kép | [ke:p] | 'picture' | képlek | [ke:p $¢ k$ ] | képen | [kesprn] |
| c. ház | [ha:z] | 'house' | hutzak | [haiz.ak] | házon | [ha:zor] |
| fog | [fog] | 'tooth' | forrek | [fogok] | fogron | [fogon] |
| fiil | [fyl] | 'ear' | fillek | [fylck] | fülön | [fylon] |
| s20̈\% | [sog] | 'nail' | szögek | [sogek] | szügön | [sogen] |

As can be seen in (25c), the vowel of the quaternary suffix shows up as [9] instead of [ 0 ] after a final stent vowel and as [ $\varepsilon$ ] instead of $[\boldsymbol{\square}]$ after a final front rounded stem vowel (i.e. roundness harmony does not apply). This is traditionally called Lowering, and the stems after which it happens are called lowering stems (25c). After non-lowering stems (25a) and stems whose final stem vowel is front unrounded, quaternary suffixes behave in the usual ternary way. In the standard dialect the lowering effect cannot be detected when the final stem vorvel is front unrounded (25b), bui in dialects that have a distinction between mid [e] and low $[\varepsilon]$ it can, and there are other consequences of lowering in the standard dialect too (see Siptár and Törkenczy 2000 ).

All quaternary suffixes begin with a vowel that alternates with zero (a linking vowel), but not all suffixes with linking vowels are quaternary (see note 9).

It is a lexical property of a root whether it is lowering or not, but the frequency of lowering roots is different in different part-of-speech categories (verb roots are never lowering, most adjectives are lowering, and a closed set of about 200 nominal roots are lowering). In general, derivational suffixes do not turn a root or a stem into a lowering stem, but infectional ones invariably do. Observe the behavior of the 1st singular definite suffix -(@) m: iit-@m = ittöm [ytom] 'hit (1SG PRES DEF)', bánt-@ $m=$ bántom [baintom] 'hurt (1SG PRES DE.F)'; but üt-@tt-@m = uiföttem [ytat:عm] 'hit (1sG PAST DEE)', bánt-@tt-@m = bántottan [ba:ntot:Jm] 'hurt (1sc past def)'. The quaternary suffix lowers after the intervening past inflectional suffix -(att: the roots are non-lowvering, but the steins formed by the past suffix are (see Siptár and Törkenczy 2000).

## 4 Issues

Hungarian vowel harmony has been analyzed with binary features (both feature values active, or only one feature value active), unary features, or a mixture of binary and unary features. It has been given segmental and autosegmental treatments in derivational frameworks and in constraint-based ones, including Government Phonology and Optimality Theory (see further reading below). In this final section I briefly survey the most important or nore interesting issues that an analysis of Hungarian vowel harnony must handle.

### 4.1 Domains

Hungarian vowel harmony applies within a domain that consists of a root plus suffixes, a domain which is often identified as the phonological/prosodic word. However, there are invaris nnt suffixes that do not alternate. Most of these contain reutral (transparent) vowels, but there are a few with non-neutral vowels (see (10)). The former are usually analyzed as falling within the harmonic domain, and their invariance is seen as the consequence of their neutral character. The back invariant suffixes are either analyzed as falling outside the harmonic domain \{öt\}kor [atkor] 'at five' (where I use " $\}$ " to indicate the boundaries of the harmonic domain) or as being inside the harmonic domain \{ötkor\}, but then the suffix vowel must be specified differently from the similar harmonizing ones (e.g. allative: $-\mathrm{HOz}=\ddot{\mathrm{H}} \mathrm{H} / \mathrm{O} \mathrm{z}$ [ $\mathrm{ath} \boldsymbol{\mathrm { h }} \mathrm{z}$ ] 'to five'). The first approach has been criticized on the grounds that if a harmonizing suffix follows the invariant back suffix, it shows up in its back alternant (Siptár and Törkenczy 2000). However, this hardly ever happens unambiguously, since the back invariant suffixes that can be followed by other suffixes are not (fully) productive, and as such they can be analyzed as part of the root (e.g. cicus- $\mathrm{hOz}=$ cictis/toz [tsitsufhoz] 'to (a) kitten'). Also, the back invariant suffix could be analyzed as initiating its own harnonic domain in which the invariant suffix itself determines the harmonic properties of the following alternating suffix: \{cic\} \{ushoz]. It can be seen as a drawback of the domain approach that it increases the proliferation of domains required by various processes whose domain boundaries do not line up; see Rebrus et al. (1996). Table 123.1 shows five suffixes (3rd plural possessive -Unk, -Ul 'in (a language)', -ig 'up to', -sAg 'ness', -ként 'in the capacity of') and whether or not they obey backness harmony (VH), Low Vowel Lengthening (LVL), and the ban on adjacent identical vowels ( ${ }^{*} \mathrm{~V}_{\mathrm{a}} \mathrm{V}_{\mathrm{c}}$ ). For comparison ] have included a pre-verb le- [l£] 'down' (since pre-verbs are known to be outside the harmonic domain).

As can be seen, various (types of) affixes delimit their own domains differently (there would be more types if more processes were included) and that invariant suffixes do not necessarily behave in the same way as prefixes (iwhich are affixes that are not in the same harmonic domain as the stem).

### 4.2 Harmony in roots

Harmony obviously applies to suffixes as can be seen in the suffix alternations. There is sometimes disagreement about whether it applies in roots since there is no alternation evidence but only restrictions on co-occurrence (Kiparsky 1968;

Table 123.1 Domain mismatch

|  | VH | I.VI. |  | ${ }^{*} V_{a} V_{a}$ |
| :---: | :---: | :---: | :---: | :---: |
| -Unk | $+$ <br> färoskürk 'our Turk [torakynk] dárụth 'our Dane' [da:nuŋk] | bertoǵnk 'sur Bemba' [bemba:ık] | barturte <br> [bonturjk] | 'our Bantu' |
| 413 | förökül 'in Turkish' [torokyl] deisull in Danish' [da:nul] | verndịul 'in Bemba' [bembarul] | banturit [bontuul] | 'in Bantu' |
| -ig | förơkig 'up to (a) Turk' [terokig] denig 'up to (a) Dane' [daınig] | trombrig 'up to (a) Bemba' [benlbarig] | kocsiig [kotsig] | 'up to (a) car' |
| $-s \lambda_{8}$ | tī̈-ökség 'Turkishness' [torokJe:g] dínság 'Danislıness' [da:nja:g] | \{vemlanság 'Bemba-ness' <br> [bembojarg] |  | X |
| -kemt | fiorriokkent 'as a Turk' [twrrek:e:nt] dínkérut 'as a Dane' [daitjke:nt] | bumbuként 'as a Bemba' [bemboke:nt] |  | $x$ |
| 1e- |  - <br> Iediob 'throor down' <br> [18dob]  | leflob $[1 \varepsilon$ dob] | leesik <br> [leesik] | 'fall down' |

Vago 1974; van der Hulst 1985). Disharmonic roots do exist, but they are clearly exceptional (see §3.2). While the answer is ultintately theory dependent and the mertivation underlying the distinction between handling root-internal static regularities with Morpheme Structure Constraints (MSCs; see chapter 86: MORpheme structure constraints) and suffilx alternations with a rule of harmony has disappeared with the introduction of autosegmental representations and/or underspecification, it is notable that in OT treatments there is always a highly ranked Ident-lO constraint relativized to the root that expresses the nonapplication of Hungarian vowel harmony in roots (see Ringen and Vago 1998; Hayes and Londe 2006). There are two points of interest:
(i) Vowel harmony seens to actively apply within a class of roots, called "epenthetic,"2" which display vowel-zero alternations in their final syllable (see

3 "Epenthetic" is only a convenient traditional label here; arguably, the vowel-zero alternation is neither epenthesis nor deletion; see Siptiir and Törkenczy (20)0). This has no bearing on the issute at hand.
$\S 3.2$ above). These roots all end in a VCVC string before consonant-initial suffixes and word-finally, but a VCC string before vowel-initial suffixes. Crucially, the vowel that alternates with zero behaves like the vowel of a ternary suffix $[0 \sim \varepsilon \sim \square$ ]; its backness and rounding is deterniined by the preceding vowel: ${ }^{21}$ boker [bokor] 'bush', bokorban [bokorban] 'in (a) bush', bakrok [bokrok] 'bushes'; eper [Eper] 'strawberry', eperben [ $\varepsilon \mathrm{p} \varepsilon \mathrm{rb} \mathrm{\varepsilon} \mathrm{n}$ ] 'in (a) strawberry', eprek [ $\varepsilon \mathrm{pr} \mathrm{rk}$ ] 'strawberries'; tiekör [tykor] 'mirror', tiikörben [tykarben] 'in (a) mirror', tiikrök [tykrok] 'mirrors'.
(ii) Root-internal and suffix harmony seen to be asynmetrical in that (a) there are no front rounded invariable suffixes, i.e. exceptions to vowel harntony that would be the equi valent of the sofor type of disharmonic roots (4a.ii); and (b) unlike
 $\approx$ あutugelne:I] 'near the jungle'), roots never vacillate between $\mathrm{BN}^{*}[$ back $]$ and BN*[front]: mohamedón $\simeq$ *mohamedén [mohomeda:n $\simeq$ *nohomede:n] 'Muslin'; planétn $\approx$ *planéte [plone:to $\approx$ *plone:t $]$ 'planet', vanRia $\approx$ *vanílie [vonilio $\approx$ *vonilie] 'vanilla'. If vowel harmony is permitted to apply in roots, (i) is naturally explained, but (ii) will have to be seen as accidental unless some general principle (like Strict Cyclicity ${ }^{22}$; see also. chapter 85: cyclicity) can be used to distinguish the two cases.

### 4.3 Harmony in suffixes

All analyses have to address the question of how to distinguish suffixes that alternate in different ways ( $\$ 3.3 .1$ ). This can be done in a fairly straightforward way with reference to vowel height. Some analyses assume that the alternating suffix vowels are fully specifled and that the underlying identity of a suffix vontel is revealed when the suffix is used as a stem in pronominal forms (e.g. Vago 198()c; Ringen and Vago 1998): e.g. delative-rell in botról/tökröl [botro:l/tokra:l] 'about (a) stick/marrow' has underlying /o:/ because of rólam [ro:lan] 'about me', but ablative -tÓl in bottól/töktöl [bot:o:l/takto:l] fronl (a) stick/ınarrow' has underlying / oif because of tifem [tor:lem] 'about met'. It is not clear why a phonological connection should hold between the suffixes and the corresponding pronorninal forms: consider superessive -On in boton/tökön [boton/taknn] 'on (a) stick/ marrow' and rajtam [rjjtom] 'on me', where the same connection obviously does not obtain.

Perhaps the most vexing problem (other than the representation of neutral vowels; see §4.4) is how to distinguish ternary alternations from quaternary ones (§3.3.1). Recall that the difference is that quaternary suffixes show the effect of Lowering, but ternary ones do not. The analytic problem is that mid and low vowels (specifically the low vowel $[\varepsilon]$ ) are involved in both so it is not possible to distinguish thene on the basis of surface height. [ $\varepsilon$ ] is two-faced: it patterns with the low vorvels in length alternations (e.g. LVL) and in binary suffixes like -bAn 'in', but with the mid vowels in ternary alternations. This is usually analyzed by

[^460]assuming that the vowel of ternary alternations (and the alternating vowel of "epenthetic" roots) including $p$ is underlyingly mid, and that it becomes low as a result of phonetic interpretation. By contrast, the vowel involved in quaternary alternations is specified in such a way that it becomes low by Lowering after lowering stems. Thus the reason why roundness harmony does not apply after lowering stems is that the resulting vowel would be a low front rounded vowel, which does not exist in Hungarian (see Siptár and Törkenczy 2000). This kind of analysis is problematic for surface-oriented frameworks imless some specicll provisions are made to handle opacity.

### 4.4 Transparency, neutral vowels, and variation

The behavior of neutral vowels is perhaps the main reason why Hungarian vowel harmony has received so much attention in phonology. Virtually all available theoretical approaches and analytic tools have been applied to Hungarian neutral vowels. In these analyses the fact that (some) neutral vowels are transparent is either representationally or procedurally expressed, i.e, it is either coded in the way these vowels are represented (e.g. Ringen 1988a, 1988b) or the way these vowels are "calculated" by the rules/constraints (e.g. Ringen and Vago 1998; Siptár and Törkenczy 2000). If the representational analysis is chosen, the vowel harmony rule(s)/constraint(s) can be formulated in a general way; if the procedural analysis is adopted, no special representations have to be assumed for transparent vorvels. Note that the behavior of $\mathrm{BN}^{*}$ stems, specifically the count effect, is a serious problen for the representational view if the transparency of vowels is analyzed as a consequence of the fact that they are not specified for the harmonizing feature. Given the usual autosegmental assumptions, the B trigger and the target of harmony are adjacent no matter how many transparent vowels intervene: there is no reason why behavior should change depending on the number of vowels, but it does.

Until very recently, variation, vacillation, and gradience in Hungarian vowel harmony ( $\$ 3.4 .1$ ) - although they were noted and sometimes dealt with in the analyses - were seen as less important than the "overall" pattern of Hungarian vowel harmony, which was considered to be essentially categorical. Accordingly, a great deal of attention was paid to the exact identity of neutral/transparent vowels, specifically to whether $[\varepsilon]$ is transpar'ent (e.g. Siptár and Türkenczy 2000) or upaque (e.g. Ringen and Kontra 1989). Even if gradience in transparency was sometinles recognized, it was not built into the models (derivational, OT, etc.), which were categorical by nature. Accordingly, variation/vacillation was handled representationally, by setting up anore than one underlying form for the vacillators or proceduratlly, by optional rules or variable constraint ranking (see Siptár and Törkenczy 2000). Hayes and Londe (2006) propose an analysis in which gradience is directly built into the model, in the form of stochastic OT, where the constraints referring to the various neutral vowels can be independently and stochastically ordered in the hierarchy of constraints. In such an analysis the categorization problem concerning [ $\varepsilon$ ] disimppears.

Some recent experiniental studies (Benus et al. 2003; Benus and Gafos 2007) suggest that transparent vowels also participate in backness harmony phonetically, contrary to what all other analyses assumed. They clain that transparent vowels in the front-selecting stems (e.g. bili-vAl = bilivel [bilivel] 'with the chanber pot')
are produced with more advanced tongue body than the corresponding vowels that occur in back-selecting stems (e.g. buli-vAl = bulival [bulival] 'with the party'). Crucially, it is also claimed that the relative retraction of the [i] in bulival is not a $\mathfrak{c o}$-articulation effect due to the neighboring back vowels, since it also shows up in isolated forms of antiharmonic roots like hidd [hi:d] 'bridge' and cél [tye:l] 'aim' (as opposed to viz [vi:z] 'water' and szél [se:l] 'wind'). Beñuš and Gafos (2007) also connect the differential phonological behavior of [ $\varepsilon$ ] compared to [i: i e:], with their different articulatory and acoustic properties, a difference which is completely arbitrary or a lexical effect in most other analyses. (For a discussion of transparent vorvels see citapter 9i: vowel itarmony: opaque and transparent vowels.)

### 4.5 Antiharmony

The problent with antiharmonic roots (§3.4.1) is how to distinguish them from non-antilarmonic ones. They are typically assumed to have some kind of arbitrary lexical marking (in the form of abstract vowels, floating features expressing "backness" or explicitly arbitrary diacritics/full listing; see e.g. Vago 1980c; Siptár and Törkenczy 2000; Hayes and Londe 2006). Ben̆uš and Gafos (2007) suggest that antiharnonic roots are phonetically distinguishable from harmonic ones, thus their phonological patterning is phonetically motivated (see the discussion above). Hayes et al argue that there are non-categorical biases for antiharmony based on the statistics of the lexicon, which are phonologically "unnatural" but nevertheless are accessed by native speakers.

The systentatic suffix-inconsistent antiharmony of conditioual -n ( $\$ 3.4 .2$ iii) is usually either not discussed in the literature or it is treated as entirely arbitrary (Vago 1976, 1980c). Rebrus and Törkenczy (2005) argue that the antiharmony of the conditional in the 1 st singular present indefinite after back roots (e.g. mdnék [tudne:k] 'I would know (inDEf)') is a paradigm contrast effect. The "regular" fornt with the back allomorph of the conditional suffix *tudnák *[tudna:k] 'I would know (INDef)' would result in homophony with the present 3rd plural definite conditional form tudnák [tudna:k] 'they would know (DEF)'. What is interesting is that Hungarian vowel harmony can be shown to be active in spite of antiharmony. There is homophony between the present 1st singular indefinite conditional forms and the present 3rd plural definite conditional forns of front stems (ölnék [xlnesk] 'I wrould kill (INDEF)'), but this cannot be avoided through antiharmony, since the hypothetical antiharmonic form *ön âk *[olna:k] would violate Hungarian vowel harmony more than tudnék [tudne:k], where the suffix has a neutral vowel.

### 4.6 Backness harmony vs. roundness harmony

The central problem about roundness harmony is its restricted character (\$3.5). This is rarely addressed in the literature, but some authors argue that it is not harmony at all, but a form of (local) licensing of the feature expressing roundness in suffixes and that accounts for some of its properties, specifically, its strictly local nature and its dependence on backness har'mony (\$3.5); see Polgárdi and Rebrus (1998) and Ringen and Vago (1998). The restriction of targets to nonhigh vowels makes Hungarian roundness harmony an interesting problem for phonetically based theories that make the prediction on perceptual grounds that the preferred targets of rounding harmony are high vowels (Kaun 2004).

## 5 Conclusion

The complexities of Hungarian vowel harmony - espectally the long-distance effects involving neutral vowels, the numerous classes of harmonic and invariant suffixes, and the class of antiharnonic roots - made Hungarian vowel harmony an especially interesting phenomenon, a "hot" topic when the nature of representations was the central issue in phonological theory. Now that the focus of phonological research has shifted to other areas, such as variation, gradience, phonetic motivation, the role of the statistics of the lexicon, the role of paradigms in phonological phenomena, and the analysis of opacity in surface-oriented constraint-based theories (such as OT), there is every reason for Hungarian vowel harmony to receive just as much attention, since some aspects of it are crucially relevant to these new issues, specifically the gradient transparency of neutral vowels as manifested in the statistics of variation ( $\$ 4.4$ ), the phonetics of neutral vowels and the connection between surface vowel quality and transparency ( $\$ 4.4$ ), the role of the paradignn in antiharmony ( $\$ 4.5$ ), the statistics of the lexicon and the antiharmonic behavior of some all-neutral roots ( $\$ 4.5$ ), the restrictions on roundness harmony ( $\$ 4.6$ ), and the opacity of the distinction between ternary and quaternary alternations, both involving $[\varepsilon]$ ( $\$ 4.3$ ). Some of these issues have recently been addressed in the literature (Rebrus 2000b; Beňuš et al. 2003; Rebrus and Törkencry 2005; Hayes and Londe 2006; Beřuš and Gafos 2007; Wanlass 2008; Hayes et al. 2009), and it is clear that the intricacies of Hungarian vowel harmony will continue to contribute to the development of phonological theory.
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## 124 Word Stress in Arabic

Janet C. E. Watson

## 1 Introduction

Within phonological theory, Arabic word stress has received arguably more attention than the word stress of any language other than English; and within Arabic linguistics, more work has been devoted to stress-related phenomena than any other single topic. This chapter addresses some of the reasons behind this phenomenon.

The chapter is structured as follows: $\$ 2$ considers the characteristics of Arabic word stress, discussing general features common to different varieties and basic ways in which modern Arabic dialects differ both from Classi cal Arabic and from each other, $\S 3$ provides a historical overview of the treatment of Arabic word stress within generative paradigms, focusing on major contributions in the analysis of Arabic stress, and cases where data from Arabic has contributed to the development of stress theory. $\$ 4$ considers stress in Classical Arabic, and then examines in more detail word stress in three modern dialects - Cairene, San'ani (Yemen), and Levantine - focusing particularly on phenomena that pose a challenge for metrical phonology.

## 2 Characteristics of Arabic word stress

With over 250 million speakers, Arabic is the official language of 18 sovereign states from Mauritania in the west to Irag in the east. It is also spoken in parts of southern Turkey, by Maronite Christians in northern Cyprus, and in parts of sub-Saharan Africa. Arabic language enclaves are found in the Balkh region of Afghanistan, parts of Iran, and Uzbekistan. All Arabic dialects exhibit word stress; however, the socially and geographically diverse area over which Arabic is spoken leads to differences in the inechanics of word stress assigrıment. In all cases stress location is a function of both syllable weight and syllable position, but dialects differ in the distribution of syllable types, the leftmost extent of stress (third or fourth syllable from the right), the rhythmic grouping of syllables, the interaction of stress, syncope and epenthesis, and the degree to which lexical information may affect stress.

Arabic recognizes three weights of syllable: light, heavy, and superheavy. Light syllables are always open, heavy syllables are open or closed, and superheavy syllables are closed or doubly closed. Examples of these syllable types from Classical Arabic are given below:

| light heavy | $\begin{align*} & \text { open }  \tag{1}\\ & \text { CV } \\ & \text { CVV } \end{align*}$ | wa 'and' sā.fara 'he traveled' | closed |  | doubly closed |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
|  |  |  | CVC | min 'fron' |  |  |
|  |  |  |  |  |  |  |
| superheavy |  |  | CVVC | bāb\# 'door' | CVCC <br> CVVGG | bint\# 'girl' mādd\# |
|  |  |  | CVVC | mād.dı.ın 'stretching (NOM)' |  | 'stretching' |

CV and CVC are mrestricted, although unstressed short vowels in open syllables are often deleted in mudern dialects. CVCC and CVVGG are restricted to wordor utterance-final position. ${ }^{2}$ In the distribution of other syllable types, however, dialects vary. Levantine, Sudanese, some Peninsular, and North African dialects allow CVGG and/or CVVC in derived environments word internally, as in: /māsik-īn/ > [māskīn] 'holding (MASC PL)', /fāf-ha/ > [fāfha] 'he saw her', /mu^allim-īn/ > [m「allminn] 'teachers'. Cairene allows CVVC syllables word finally only, as in: [kitāb kibīr] 'a big book', but /kitāb-na/ > [kitabna] 'our book'; Cairene restricts CVCC to utterance-final position, breaking up word-final non-utterance-final CVCC syllables through epenthesis, as in: /bint țawīla/ > [bint[i] tawīla] 'a tall girl'; CVV occurs only when stressed in Cairene: initial CVV in ['Säfi.t] 'she saw' and ['rālam] 'world' contrast with initial CV in [Ja'fitu] 'she saw him' and ['a'lamu] 'his world'.

Stress falls on one of the last three syllables, in some dialects one of the last four syllables, with assignment dependent on the weight and position of the stressed syllable. Modern dialects follow the assumed rules of Classical Arabic (\$3.1) whereby stress is assigned to a final superteavy (CVVC, CVCC, or CVVGG) syllable, as in Cairene: [fi'luus] 'money', [ma-xa'bazf] 'he ditn't cook', and Palestinian: [ja'waab] 'answer', [bi-'hutt] 'he puts'. In the absence of a final superheavy, stress is assigned to a heavy penult (CVV or CVC), as in Cairene: [ka'tabtu] 'you ( $\mathrm{r}^{\prime} \mathrm{L}$ ) wrote', [fih'mıuha] 'they understood her', and Palestinian: [nıus'taffa] 'hospital', [mu'naafis] 'competitor'. In the absence of either a final superheavy or a heavy penult, the dialects differ. In words with a heavy antepenult, Cairene stresses the light penult, while most other d'alects stress the antepenult: Cairene [mad'rasa] 'school' contrasts with Beirut/Damascene ['madrase].

Modern Arabic dialects differ in their rhythmic grouping of light syllables. Western and Bedouin-type dialects tend to group light syllables into weak-strong

[^461]pairs (iambs): Cyrenaican Bedouin stresses the penult in forms such as: [kitab-at] $>$ [ik'tibat] 'she wrote.', [ingital-aw] > [inig'tilaw] 'they were killed', and the final syllable in [ki'tab] 'he wrote', [nu'xal] 'palm-trees' (Mitchell 1960); eastern urban dialects group light syllables into strong-weak pairs (trochees), stressing the antepenult in forms such as Cairene: ['katabit] 'she wrote', [in'kasarit] 'it (FEM) broke', and the penult in ['katab] 'he wrote', ['walad] 'boy' (see chapter 4: the iambic-trochaic law).

All modern dialects differ from Classical Arabic in at least optionally deleting short vowels in unstressed open syllables (Birkeland 1954). Some dialects delete short high vowels only, as in Danascene: /fihim-u / > ['filimu] 'they understood', /fihim-na/ > [f'himna] 'we understood' but /katab-u/ > ['katabu] 'they wrote' (Cowell 1964). Other dialects delete short vowels irrespective of their quality, as in Lebanese Kfar-Şğāb: /ḍarab-ak/ > ['darbak] 'he hit you' and /samak-i/ > ['saınki] 'one fish' (Fleisch 1974).

Several dialects differ from the assumed predictable quantity-based system of Classical Arabic in that certain morphemes affect stress placement. In Cairene and Tunisian the 3rd feminine singular perfect inflectional suffix-it attracts stress on suffixation: Cairene ['ramit] 'she threw' becomes [ra'ınitu] 'she threw it (MASC)', oontrasting with other CVCVCV forms, such as 'katabu 'they wrote', where the antepenult is stressed. In lraqi, the dual suffix eeen retracts stress, al though all other cases of word-final CVVC attract stress: ['yalbeen] 'two dogs' contrasts with [tar'baan] 'tired' (Erwin 1963: 43). In Muslim Mosul Iraqi, stress always falls on the final syllable of a verbal or nominal steın when it takes a suffix, as in: [nax'lat-u] 'we mix it (Masc)' (Jastrow 2007). In some western d'alects and dialects of Oman, word stress is phonemic in disyllabic noun-verb pairs: initial stress in ['fihim] 'understanding' contrasts with final stress in [fi'him] 'he understood' (Janssens 1972).

Finally, modern dialects differ as to whether or not epenthetic vowels count for stress purposes. In Cairene, a penultimate post-CVC syllable with an epenthetic vowel is stressed like any other penulimate post-CVC syllable: compare [bin'tina] 'our daughter' with [mad'rasa] 'school' and [fih'mitu] 'she understood him'. In Iraqi and Levantine, by contrast, stress is assigned as if the epenthetic vowel were not there: penultimate stress in Muslim Mosul [ka'tabit] 'I wrote' contrasts with initial stress in ['katabat] 'she wrote' (Jastrow 2007).

## 3 Theoretical accounts of Arabic word stress

This section provides a historical overview of theoretical accounts of Arabic word stress, focusing on ways in which research on Arabic has contributed both to the development of metrical theory and to a deeper understanding of Arabic prosodic structure and cross-d ialectal differences.

### 3.1 Pre-generative approaches

Concepts upon which generative studies of Arabic word stress draw have their roots in early pre-generative approaches. The older traditional studies of Erpenius (1656), Brockelnann (1908), and Wright (1971) recognized the role of the syllable and syllable weight in stress assignment, distinguishing between light (CV) and
heavy (CVV and CVC) syllables (see chapter 57: Quantity-sensitivity). The analyses of stress in Cairene by Harrell (1957) and Cairene and Cyrenaican Bedouin by Mitchell $(1956,1960)$ are based on the position and relative weight of syllables.

The Prague Schuol (Jakobson 1971) describes stress assignment not in terms of syllables, but in terms of moras. Moraic accounts of stress in Arabic include Cantineau (1960; 240), for whom stress in El-Hamme of Gabes (Tunisia) is placed: "on the third mora of the word... on the fourth if the third corresponds to a consonant," accounting for penultinate stress in: [k'tibtu] 'you (pl) wrote', and antepenultimate stress in: ['madrasa] 'school'. The mora is referred to in the informal expression of Abdo's (1969) post-SPE (Chomsky and Halle 1968) account, where Classical Arabic stress is assigned to the vowel preceding the last two moras (the third or fourth mora from the right-edge). Within metrical theory, it later returns as a full-fledged element of the representation, firmly eanbedded within the prosodic lierarchy.

### 3.2 Generative approaches

Generative approaches to stress in Arabic have followed contemporary approaches in generative phonology, with a few landmark changes in orientation. In the SPE segment-based approach adopted by Abdo (1969), Brame (1970, 1973, 1974), Broselow (1976), Johnson (1979), and Weldon (1980), stress is encoded as a phonological distinctive feature, [+stress], assigned to a [+syllabic] segment in a particular segmental context. Essential variables are included in the vocabulary of phonological rules. Take Palestinian as an example, for which the basic stress rules are:
(2) a. Stress a final superheavy syllable: [ba-'fūf] 'I see', [bi-'huṭ] 'he puts'.
b. Otherwise stress the rightınost non-final heavy syllable: [ba-' ' $\bar{u}$ fif] 'I don't sete', [ka'tabti] 'you (femi SG) wrote', ['milctafif] 'discovering'.
c. Otherwise stress the first syllable (up to the antepenult): ['katab] 'he wrote', ['zalama] 'man'.

Under this approach, stress is assigned by the following rule (Brame 1974), where $C_{n}$ indicates an arbitrary number of consonants, including zero, and $C_{1}^{1}$ either zero or one consonant.
(3) Stress assigmment

$$
\left.\mathrm{V} \rightarrow[+ \text { stress }] / \ldots \mathrm{C}_{0}\left((\mathrm{VC}) \mathrm{VC}_{0}^{1}\right)\right]
$$

This rule abbreviates three disjunctively ordered sub-rules:
(4)

$$
\begin{aligned}
& \mathrm{V} \rightarrow \text { [+stress] / __ } \mathrm{C}_{0} \mathrm{VCVC}_{0}^{1} \text { ] e.g. ['zalama], ['mikta } \mathrm{if} \text { ] } \\
& \mathrm{V} \rightarrow \text { [+stress] / __ Co } \mathrm{CC}_{0}^{1} \text { ] e.g. [ka'tabti], ['katab] } \\
& \mathrm{V} \rightarrow \text { [+stress] / _ Co.g. ['lattel] 'he put', [ba-'Iūf] }
\end{aligned}
$$

### 3.2.1 The interaction of morphology and word stress

Brame noted that the basic stress rules and their formalisin in (2) fail to account for data such as [ka'tabit] 'I/you (masc sC) wrote' (cf. ['katabit] 'she wrote'),
['Pabilna] 'before us' (cf. ['bilna] 'we accepted'). These forms are derived from underlying /katab-t/ and /?abl-na/ through epenthesis (see charter 67: vowel Elenthesis), and are explained by Braine as the assigninent of stress prior to epenthesis, giving intermediate [ka'tab-t] and ['?abl-na]. Epenthesis does not undo stress assignment, leading to opaque assignment of stress to a light penult in [ka'tabit], and opaque non-assignment of stress to the heavy penult in ['Pabilna] ( $\$ 3.2 .3$ ). These cases of opaque assignment, or lack of assignment, of stress were attributed initially by Brame (1970, 1973, 1974) and later by others (e.g. Kenstowicz and Abdul-Karim 1980; Kiparsky 1982, 2000, 2003) to the cycle and the preservation of metrical structure assigned in earlier cycles ((54); charter 85: cyclicity). The SPE-type approach to word assignment has since been superseded, but recognition of the role of the cycle and of the interaction of syncope and epenthesis with word stress assignment has not. As we shall see below ( $\$ 4.2 .3$ ), within the stratal version of Optimality Theory (OT), opaque stress is attributed to inter-level ounstraint masking: if $a$ is the constraint system of domain $Y$ (e.g. stem), and $\beta$ is the constraint system of a larger domain $\mathbf{Z}$, then $\beta$ 's markedness constraints can render $\alpha$ opaque ( $K$ iparsky 2000). Thus, opacity in dialects such as Levantine is attributed to word-level assignment of stress and postlexical epenthesis, which renders stress opaque.

### 3.2.2 The prosodic hierarchy and representation of the syllable

The post-SPE period formed an asiyllabic interlude in the analysis of Arabic word stress. Most pre-generative and non-generative accounts made reference to the syllable, and within generative phonology there was increasing recognition that sounds grouped into syllables of differing prosodic weights, and thent the syllable formed part of the prosodic hierarchy (Fudge 1969; Kiparsky 1979; McCarthy 1979; Selkirk 1980, 1982; Halle and Vergnaud 1987).

At this tine it came to be recognized that the syllable formed a unit within a prosodic hierarclyy, a hierarchy that recognized units of prosodic structure above the syllable - the foot (see citapter 40 : tife foot) and the prosodic word (see cilarter 51: tife rionological word) - and a unit of prosod ic structure below the syllable: the mora. Weight-based, rather than segment-based, models of the syllable representing the prosodic tier as a series of inoras (e.g. McCarthy 1980; Angoujard 1990; McCarthy and Prince 1990) provide a model that reflects the role of prosodic weight in stress assignment by accolunting for phonological positions, and by distinguishing between light (monomoraic) and heavy (bimoraic) syllables (Hayes 1989): short vowels contribute one mora, long vowels two moras, geminate consonants one mora, and coda consonants are assigned a mora through Weight-by-Position in languages such as Arabic, $v$ vhere CVC syllables count as heavy (quantity-sensitivity). In San'ani [tiftai] 'you (FEM SG) want', for example, the vowels contribute moras and $/ \delta /$ receives a mora through Weight-byPosition (indicated by a dashed line):

from the stressed syllable to the right-edge of the word, placing a word like ['madrase] 'school' within a single foot. McCarthy (1979, 1980) restricted the foot by measuring it in moras: in Damascene, the stressed mora plus, at most, two following moras. A word comprising three light syllables, such as ['darasu] 'they learnt', exhausts the foot, giving ['(darasu)], but in a word comp rising a heavy plus two light syllables, such as ['madrase] 'school', the final light syllable is exclucted from the foot: ['(madra)se].
(8)


Since these accounts, bounded foot inventories have often excluded feet that require counting higher than two (but cf. e.g. Burzio 1994). Hayes (1989, 1995) argues for absolute binarity: the maximal and canonical iamb consists of a light syllable followed by a heavy syllable, as in Cyrenaican Bedouin [ki'tab] 'he wrote':
(9)


Trochees comprise two equal elements: syllables in the syllabic trochee, moras in the moraic trochee. In a moraic trochee dialect, [madrasa] 'school' comprises two moraic trochees; cf. (8):
(10)


The uneven trochee, which comprises a heavy and a light syllable in moraic trochee systems, is ruled out by Hayes. It is, however, invoked by Irshied and Kenstowicz (1984), Angoujard (1990), and Kager (2009) to account for penultimate stress in

HLLL forms in trochaic Arabic dialects, as in Jordanian Bani-Hassan [「alla'mato] 'she taught him':
(11)


### 3.2.5 Constituency and the metrical grid

Metrical trees reflect constituency through sister nodes, but fail to represent in any transparent way typical stress characteristics of stress clash or alternating rhythm between strong and weak syllables. Prince (1983) and Selkirk (1984) argued that the metrical grid could better capture the rhythmic characteristics of stress, and that constituency into feet could be eliminated. Comp are the pure grid representation of Cairene [mux'talifa] 'different (ren $\mathbf{S C}$ )' below with the metrical tree representation in (6):

$$
\begin{array}{llllllll} 
& & & & * & & &  \tag{12}\\
& * & & & * & & & \\
& * & * & & * & & * & \\
\text { nl } & \mathbf{u} & \times & t & a & l & i & f
\end{array}
$$

In 1985, data from an Arabic dialect appeared to challenge the effectiveness of the pure grid. In an acolunt of Bedouin Hijazi Arabic (Bł子A), Al-Niozainy ef al. (1985) analyzed alternetions such as those in (13) as resulting from low vowel deletion and stress shift.

| 'sahab 'he pulled' | s'habat 'she pulled' |
| :--- | :--- |
| 'naxal 'palm trees' | n'xalah <br> 'a palm tree' |
| 'salag 'hunting dogs' | s'ligah 'a hunting dog' |

They argued the direction of shift was governed by constituent structure and that vowel deletion in BHA induces left-to-right stress shift to the sister node within the metrical tree:


Through eliminating constituency, the pure grid provided no explanatory account for the direction of stress shift in data such as these. The introduction of brackets within the grid (Halle and Vergnaud 1987; Halle and Kenstowicz 1991;

Hayes 1995), however, enabled the grid to handle such data, showing that on vowel deletion stress shifts within the bracketed constituent (in this case to the right):
(15) a.


Further work on BHA showed the initial findings to have been based on an incorrect analysis of the foot-type: essential paradigms had not been considered (Angoujard 1992; Paoli 2008), and BHA feet were re-analyzed as iambs rather than moraic trochees (McCarthy 2003); motivated by the tendency of iambic feet to maximize quantitative differences between the head and dependent syllables, deletion targets the unstressed vowel of an iambic foot. The basic conclusions that stress is preserved on deletion of stressed vowels and that the direction of stress shift is predictable from constituency remain valid, however, and are supported by data from other Arabic dialects: Cyrenaican Bedouin (Hayes 1995, data from Mitchell 1960) and San'ani (Watson 2002: 116) both exhibit stressed vowel deletion and stress shift ${ }^{4}$ within the font: leftwards in Cyrenaican, which exhibits iambic stress, and rightwrards in San'ani, which exhibits trochaic stress.
(16) a. Cyrenaican [ki'tib] 'books' $>$ ['kitbih] 'his books'

b. San'ani ['xasab] 'wood' > [x'Sabih] 'a piece of wood'


### 3.2.6 Unparsed syllables

The firu lings of many researchers suggest metrical structure need not exhaust the string of syllables. Hayes (1995) claims syllables left over after foot construction are either unfooted or form degenerate feet. Degenerate feet are not optimal, but languages differ as to whether they impose a strong or a weak ban on them. l.anguages that permit words smaller than the canonical foot (a single mora in a moraic trochee system, or a single syllable in an iambic or syllabic trochee system) tend to invoke the weak ban, while languages that do not permit submininal words invoke the absolute ban.

Sub-minimal content words are generally unattested in Arabic and subminimal grammatical words are expanded on suffixation to provide a minjonal bimoraic base, as in Cairene:

[^462](17) $/$ min-u/ $>$ [minnu] 'from him/it (masc)'
/「an-kum/ > [「annukum] 'about you(PL)'
/fi-h/ $>$ [fì( h$)$ ] 'in it, there is'
Sub-minimal loanwords are typically expanded through vowel lengthening to match the minimal prosodic word, as in: [bār] 'bar' and [bāṣ] 'bus'. Some dialects, such as San'ani, however, do have stressable monomoraic content words, including [ab] 'father', [ax] 'brother', [yad] 'hand', [daın] 'blood', and a few subminimal function words that contrast with comparable bincoraic words in Cairene, and never lengthen, including [kam] luow many' (cf. Cairene [kām]), [man] 'who' (cf. Cairene [min]), and [mas] 'with' (cf. Cairene [masa]) (Watson 2002: 88-89). Further evidence that degenerate feet are allowed in strong position in San'ani includes the exceptional stressing of peripheral light syllables, giving optional initial stress in forms such as ['taniãm] 'good', and optional firtal stress in forms such as [ $\int \mathrm{ik}$ 'mih] 'party for parturient' (\$4.2.2).

### 3.2.7 Weak parsing

Many languages stress the third syllable from the word edge. Hayes (1982, 1989, 1995) argues such systems can be accounted for not by expanding the universal inventory to include ternary feet, but by resorting to the independently motivated devices of extrametricality at the edge, destressing in clash, and the nonexhaustivity of foot construction. Non-exhaustivity of foot construction means syllables can be skipped through a device known as weak local parsing, potentially creating ternary alternation in longer strings (Hayes 1995; 308):
(18) ( x .) ( x .) ( x .)

This device enables Hayes to provide an account of Arabic dialects which dispenses with the uneven trochee. Bani-Hassan [Salla'nıato], seen above in (11), is analyzed in moraic trochees with weak local parsing (Hayes 1995: 366):

### 3.2.8 Final consonants, syllables, and feet

The right-edge of the word prompts exception in many languages: extra-long syllables are often restricted to the right-edge, and syllables that act as heavy nonfinally often fail to attract stress in final position. In Cairene, the sequence [.tab.] is stressed penultimately in [ka.'tab.tu] 'you (PL) wrote', but not finally in ['ka.tab] 'he wrote'. To account for the asymmetric behavior of closed syllables and the invisibility of peripheral elements to stress rules, Liberman and Prince (1977) introduced the notion of extrametricality (see CHAPTER 43: Extrametricality and NON-Finality), the rules for which were developed by Hayes (1979, 1982, 1989). Thus, rather than specify for relevant languages that CVC is light fiinally, but heavy non-finally, and that only CVCC and CVVC syllables are heavy finally, the rightmost consonant is analyzed as invisible to stress rules through extrametricality, making final CVC equivalent in weight to non-final CV (Hayes 1995: 57):
(20) Final Non-final

| CV | $C V$ |
| :--- | :--- |
| $\mathrm{CV}<\mathrm{C}>$ | CV |
| $\mathrm{CVC}<\mathrm{C}>$ | CVC |
| CVV | CVV |
| CVV<C> | CVV |

In several Arabic dialects, final pairs of light syllables also appear to be invisible to stress rules. In Palestinian, for exmmple, stress is assigned to the rightmost bimoraic sequence in these words: ${ }^{5}$

| 'Pana | 'I' |
| :--- | :--- |
| 'katabu | 'they wrote' |
| bara'kitna | 'our cow' |
| ka'tabna | 'we wrote' |

However, in words comprising a heavy syllable followed by two light syllables, or four light syllables, stress is assigned to the initial syllable:

```
(22) 'barakito > 'bakarto 'his cow' (with High Vowel Deletion)
    'madrasa 'school'
    'Sajaratun (Classical) 'tree (NOM)'
```

Hayes (1995) analyses such patterns as resulting from foot extrametricality, subject to the non-exhaustivity condition. Thus, ['madrasa] is parsed as [(mad)(rasa)], with two bimoraic feet; by not exhausting the word the peripheral foot is eligible for extrametricality, giving [(mad)<(rasa)>]. Stress is assigned to the rightmost visible (nonextrametrical) foot: ['(mad)<(rasa)>]. The characteristic Cairene pattern of stressing a light penult after a heavy antepenult, by contrast, is analyzed as resulting from lack of foot extrametricality: the rightmost visible foot is stressed in all dialects, but only in Cairene is the peripheral foot visible to stress rules: Cairene [(mad)'(rasa)] contrasts with Palestinian ['(mad)<(rasa)>].

### 3.2.9 CVXC syllables

Stress patterns in several languages, including Arabic, indicate that an extrametrical consonant does not deprive the rightmost foot of peripherality: by being contained within the peripheral foot, the peripheral consonant does not intervene between the foot and the right-edge. In San'ani ['katabatih] 'she wrote it (masc)', for example, extrametrical /h/ falls within the rightmost foot, itself deemed extrametrical. Stress assignment to the rightmost visible foot gives ['(kata)<(bati<h>)>]. An analysis of extrametricality in the case of CVVC and CVCC strings, however, predicts the wrong results: extrametricality would render final $C$ invisible to stress rules; as an extrametrical element it would fall in the adjacent foot, failing to deprive the foot of peripherality; as peripheral feet, CVCC and CVVC syllables would be invisible to stress rules in dialects such as Palestinian for which foot extrametricality holds, but not in dialects where foot extrametricality fails to apply. Such an analysis would predict a stress difference in words of the pattern CVVCVCC

[^463]and CVCCVCC between dialects that exhibit foot extrametricality (23a), and dialects such as Cairene, which do not (23b):

```
a. Consonant extrametricality:
Foot extraınetricality:
Stress rightmost visible foot:
b. Consonant extrametricality:
Foot extrametricality:
Stress rightmost visible foot:
```

```
darrast }->\mathrm{ darras<t>
```

darrast }->\mathrm{ darras<t>
(dar)(ras<t>) }->\mathrm{ (dar)<(ras<t>)>
(dar)(ras<t>) }->\mathrm{ (dar)<(ras<t>)>
*'(dar)<(ras<t>)> (= dar'rast)
*'(dar)<(ras<t>)> (= dar'rast)
darrast }->\mathrm{ darras<t>
darrast }->\mathrm{ darras<t>
n/a
n/a
(dar)'(rast)

```
(dar)'(rast)
```

A significant step in research on Arabic stress concerns the analysis of these so-called "superheavy" syllables. Superheavy syllables are exceptional on two counts: they are the only syllable types that are always stressed in final position (although cf. §4.2.2), and they are restricted to domain-final position (at least in inorphologically simple forms). Thus, in terms of stress rules, they behave like penultinate CVV or CVC (as do CVVC/CVCC syllables in English; Burzio 1994; Harris and Cussmann 2002). Several analyses of CVVC/CVCC strings have been proposed around the basic analysis of heavy syllable + element. This was expressed initially by McCarthy (1979: 453) through Chonsky-adjoiring a wordfinal consonant to a heavy syllable:


Halle and Vergnaud (1979) analyze final C in CVXC as the weak element in a branching foot:


In later accounts (Aoun 1979; Angoujard 1981, 1990; Selkirk 1981; ${ }^{6}$ Burzio 1994), the rightmost $C$ forms a degenerate syllable, i.e. a syllable with an empty nucleus or null vowel:


[^464]For Hayes (1995: 126), final C in CVXC is not syllabified at the initial stage: CVXC is analyzed as heavy syllable + stray consmnant, while CVC is analyzed as light syllable + extrametrical consonant:

## (27) CVX.C

 $C V<C>$Within OT, Al-Mohanna (2004) analyses final C of word-final CVXC as attached directly to the prosodic word node. Essentially, then, all accounts show that the rightmost C in CVXC sequences intervenes betrveen the right edge and the heavy syllable, depriving the foot formed by the heavy syllable of peripherality. Thus, derrast (23) in both Cairene- and Palestinian-type dialects is analyzed as [(dar)'(ras).t].

This section has examined key approaches to Arabic stress within the generative paradigm, with particular focus on challenges raised by Arabic data for stress theory. $\S 4$ will provide sketches of the stress systems of Classical Arabic and three modern Arabic dialects, focusing on core similarities and differences between the dialects, and examining approaches invoked to account for cross-dialectal differences and apparent exceptions to the stress algorithms.

## 4 Stress algorithms

### 4.1 Classical Arabic

The early Arab granımarıans provided detailed descriptions of segments and melodic phonological processes characteristic of read ings of the Qur'an and certain Peninsula dialects; however, word stress is never mentioned. This led some researchers to believe that Classical Arabic exhibited no word stress (Birkeland 1954; Ferguson 1956; Garbell 1958), and others to assume it to have been similar to the rather fluctuating word-stress system found today in western dialects of the Arabian Peninsula.

The Classical Arabic stress patterns have since been reconstructed through comparison of modern dialect stress patterns (Janssens 1972), versification (Weil 1954; Wright 1971), and observation of the non-dialectal pronunciation of Classical Arabic in some regions (Abu-Fadl 1961; Mitchell 1993). There is now general consensus that Classical Arabic exhibited predictable stress. Disagreentent exists, however, as to the leftmost limit of stress. It is agreed that penultinate CVC or CVV bore stress, or, if the penult was light, antepenultinate CVC or CVV. Where both the penult and antepenult were light, as in /mas?alat-un/, researchers differ: Erpenius (1656), Abdo (1969), Brame (1970), Bohas and Kouloughli (1981), and Angoujard (1990) argue that stress did not retract beyond the anteperultimate syllable, giving, in this case, [mas'?alat-un] 'problem (NOM)'. Brockelmann (1908), Wright (1971), Janssens (1972), and McCarthy (1979), by contrast, claim stress is assigned to the initial syllable in such cases, giving ['Inas? alatun]. If this latter holds, this would mean Classical Arabic, in contrast to the modern dialects, exhibited unbounded metrical feet, constructing feet from one heavy syllable up to, but not including, the next heavy syllable. Under both analyses, lexiacl exeptions exist: dialect comparison and the non-dialectal pronunciation of Classical Arabic suggest stress was not assigned to the initial heavy syllable in derived verb forms VII and VIII, but to the light antepenult, giving: [in'fa‘ala] and [if'ta「ala] rather than *['infa「ala]
and *['ifta「ala].? Similarly, most particle prefixes are unstressed irrespective of their relative position (Mitchell 1960: 371, 1975: 77), leading to antepenultimate or penultimate stress in forms such as: [al-'walad-u] 'the boy (nom)' (cf. Wright's ['madrasat-un] 'school (nOM)'), [al-'yad-u] 'the hand (NOM)', (cf. ['maktab-un] 'office (nOM)'), [wa-'yad-ur] 'and a hand (nom)' (cf. ['katabat] 'she wrote').

The stress algorithm for Classical Arabic is given in (28) (bracketed elements included in case stress retraction is linited to the antepenult):

## Classical Arabic stress

a. Stress a pre-pausal superheavy (CVVC, CVVCC, or CVCC) syllable: [ki'tāb] 'book', ['mādd] 'stretching (masc SC)', [fa'ribt] 'I/you (masc SC) drank'.
b. Otherwise, stress the rightmost non-final heavy (CVV, CVC, or CVVG) syllable (up to the antepenult): [da'rasnā] 'we learnt', [ṣia'būnun] 'soap (NOM)', ['maktabah] 'library', ['māddur] 'stretching (NOrıl)', ['maktabatun] 'library' (non-pause) (or [mak'tabatun]).
c. Othervise, stress the leftmost CV syllable (or antepenult): ['kataba] 'he wrote', ['katabatuhu] 'library' (or [kata'batuhu]).

### 4.2 Arabic dialects

This section presents the basic stress al gorith ms for Cairene, San'ani, and Levantine, three dialects analyzed as exhibiting moraic trochaic stress. Each subsection considers sorne of the most significant data that has inpacted on metrical theory and approaches invoked to handle this data. The section is concluded by a table summarizing the main stress and stress-related typological characteristics of each dialect and of Cyrenaican Bedouin, aspects of which we considered in §3.

### 4.2.1 Cairene

More generative accounts of word stress have been provided for Cairene than any other Arabic dialect. Cairene attracted attention due to its characteristic avoidance of a heavy antepenult in favor of a light penult, deletion of unstressed high vowels but, with few exceptions (Woidich 2006), not unstressed low vowels, reduction of unstressed long vowels, and its exceptions. ${ }^{8}$ An initial stress algorithin for Cairene was provided by Harrell (1957, cf. also Mitchell 1956):

## Cairene stress

a. Stress-final CVV(C) or CVCC: [ka'tabt] 'I wrote', ['a'büi(h)] 'his father', [saka'kīn] 'knives', [ṭala'bāt] 'demands'.
b. Otherwise, stress the antepenult when the penult and antepenult are light, unless the pre-antepenult is light: ['?abadan] 'never', [mux'talifa] 'different (fem sc)'. Cf. [kata'bitu] 'she wrote it (masc)' with preantepenultimate CV.
c. Otherwise, stress the penult: [yik'tibu] 'they write', [「a'nalti] 'you (FEM SG) did', [nar'taba] 'mattress', ['bētak] 'your (MASC SG) house'.

[^465]In /^âlam-u/ > [「a'lamu], unstressed CVV is reduced to CV. In /`ābil-u/ > ['?ablu], the high vowel in the weak position of the foot is deleted, resulting in a CVVC syllable, impermissible in Cairene. The long vowel is subject to Closed Syllable Shortening (CSS) to prevent word-internal CVVC, giving ['?ablu] 'they met'. Watson (2002), who follows Hayes (1995) in disallowing the uneven trochee, analyses forms such as /sāfir-it/ > ['safrit] as assignment of metrical structure prior to syncope, with re-assignment of inetrical structure after the application of each phonological rule:
(37) a. Construction of moraic trochees from left to right: (sā)(firit).
b. Assignment of stress to the head of the rightmost foot: (sā'(firit)).
c. Reduction of unstressed CVV to CV: (sa'(firit)).
d. Refooting: ('(safi)rit).
e. Syncope of the high vowel: '(safrit).

Both these approaches deal with this data, but they miss the generalization that, with the exception of $\mathrm{CiCiCa} / \mathrm{CuCuCa}$ plurals and the -it morpheme, all short high vowels in the position CVCVCV(C) are subject to syncope, even if they would be stressed by the nornal stress algorithm (Kenstowice 1980; Teeple 2009), namely: $/ k a n a k i t-u />[k a ' n a k m u]$ 'his coffeepot', /kanabit-u/ > [ka'nabtu] 'his sofa'. This data suggests word-internal short high vowels are subject to syncope prior to assignment of metrical structure, as long as the resulting syllable is permissible (cf. Broselow 1992: 36-37): /kanakit-u/ gives [kanaktu], but /nudarris-a/ fails to give *[mudarrsa] because word-internal [.darr.] (CVGG) is impermissible in Cairene.

Syncope is not restricted to the phonological word in Cairene; it also occurs within the phonological phrase: high vowels in word-initial CV syllables are subject to phrasal syncope after a word-final vowel, as in:

$$
\begin{align*}
& \text { /?ana fihuint/ > 'Jana f'hinıt 'I understood' }  \tag{38}\\
& \text { /tardi kibīr/ > 'țardi k'bīr 'my parcel is big' }
\end{align*}
$$

Deletion fails to occur in (39), however, even though word-initial CV follows wordfinal CV:
(39) /huluvwa fihhim/ > 'huwwa 'fihinר (*fhim) 'he understood' /huwwa wilaif/ > 'huwna 'wilaif (*n'hif) 'he is bad'

In (38), the high vowel falls in an unstressed syllable in the citation form ([fj'hinnt] 'I understood', [ki'bīr] big'). By contrast, in (39), the high vowel falls in a stressed syllable in the citation form (['filim] 'he understood', ['wihif] 'bad'). Taken with data such as [ka'naktu] 'his coffeepot', this suggests two types of syncope occur in this dialect: lexical syncope, w'hich targets ivord-internal CVfanked high vowels prior to the assignment of metrical structure, and phrasal syncope, which targets unstressed word-initial CV-flanked high vowels after the assignment of metrical structure.

### 4.2.2 San'ani

The main interest in San'ani, the dialect of the old city of San'a, Yemen, lies in its stressing of peripheral light syllables, and the patterning of CVV syllables
with syllables ending in the left leg of a geminate (CVG), but not with CVC syllables."

The basic stress algorithm for Classical Arabic (28) applies to most word-types:
(40) a. Stress a final CVCC or CVVC syllable: [gi'rīt] 'I/you (masc sG) read/learnt', [gani'bart] 'I/you (MASC SC) sat', [ki'täb] 'book'.
b. Otherwise, stress the rightmost run-final heavy syllable (CVV or CVC) up to the antepenult: ['madrasih] 'school', [mig'sālih] 'launderette', [da'rastih] 'I/you (masc sc) recited it'.
c. Otherwise, stress the leftmost CV syllable: ['libisat] 'she put on, wore', [mak'tabatih] 'his library', ['katabatih] 'she wrote it (MASC)'.
(40) fai s to apply in San'ani, however, when the penult or antepenult is CVV or CVG. Here the rightmost non-final CVV or CVG syllable attracts stress from final CVCC or CVVC (Watson 2002: 81):

```
'şābīin 'soap'
'xutț̄āf 'clasp'
mu'darrisinn 'teachers (mASC)'
'xārijjīn 'going out (\lambdaIASC rl)'
```

Similarly, while the rightmost non-final CVC syllable is stressed iff in penultimate or antepenultinate position, CVV and CVG are stressable in pre-antepenultimate position:

```
mak'tabatī 'my library'
nlu'sajjilatī 'nuy recorder'
    'hākad_ahā 'like this'
```

(40) often fails to apply in post-pausal position: San'ani exhibits contextually fiuctuating stress (Rossi 1939; Nailn-Sanbar 1994); post-pausally the initial syllable is usually stressed, irrespective of its weight or that of following syllables. Where initial CV is stressed before CVXC, this is analyzed in Watson (2002) as a degenerate syllable (§3.2.6):

```
'tamām 'okay'
'katabt 'I/you (MASC SG) wrote'
'?usbū`` 'week'
'baladīyāt 'municipality'
```

The following revised algorithm accounts for the data:
(44) San'ani stress
a. Stress the rightmost non-fittal CVV or CVG syllable: [ma'kātib] 'offices', [ba'sātīn] 'gardens', ['xārijīn] 'going out (MASC rL)', [mit'?axxirāt] 'late (fem PI)', ['hākadahā] 'like this', ['sāfart] 'I/you (masC sc) traveled', ['dawwart] 'I/you (masc sc) looked for'.

[^466]'soap', two bimoraic feet are constructed on the upper moraic layer; the peripheral foot is extrametrical, and stress is assigned to the rightmost visible foot:

word layer construction (ERR) foot extrametricality

### 4.2.3 Levantine

Levantine has attracted a great deal of attention within generative phonology, due principally to its complex interactions between the morphology and stress assignment. ${ }^{\text {t2 }}$ The dialects basically exhibit the Latin stress rule (McCarthy 1980: 79), with the exception of (50a), which Latin lacks:
(50) Leruntine stress
a. Stress final CVCC or CVVC: [bi-t-'ḷutte] 'she/you (masc sG) put', [ja'wāb] 'answrer'.
b. Otherwise, stress a heavy penult: [ka'tabti] 'you (FEM SG) wrote', ['bārak] 'he blessed'.
c. In disyllables ending in CV or CVC, stress the initial syllable: ['darab] 'he hit', ['bana] 'he built', ['?ana] ' I '.
d. Otherwise, stress the antepenult: ['darasu] 'they learnt', [nut'taḷida] 'united', ['sallamat] 'she taught', ['madrasa] 'school'.

Hayes (1995: 128) accounts for Palestinian stress as follow's:
(51) a. Consonant extrametricality $\mathrm{C} \rightarrow\langle\mathrm{C}\rangle / \ldots$ Jword
b. Foot construction Forin moraic trochees from left to right. Degenerate feet are forbidden absolutely.
c. Foot extrametricality Foot $\rightarrow$ <Foot> /__ hword
d. Word layer construction ERR

These rules generate the following metrical structure:


Levantine-like opacity has continued to attract considerable interest within constraint-based models. Optimality-theoretic approaches towards opacity include: invoking constraints on the stressing of epenthetic vowels, maximizing paradigmatic contrasts, ${ }^{13}$ and translating the notion of the cycle into lexical and postlexical strata. Within parallel OT, Kager (1999) acecounts for Levantine opacity by invoking the constraint $\mathrm{Head}-\mathrm{Der}(\mathrm{O} / \mathrm{I})$ ('every vow'el in the output prosodic head has its correspondent in the input'), which prohibits stress on epenthetic vowels. By dominating constraints responsible for stress, Head-Depr(O/I) rules out penultimate stressed *[fi'hlmana] (input ['fihın-na]) and *[yi'kitbu] (input ['yiktib-u]), and other constraints select ['fihimna] and ['yikitbu]. Kiparsky, however, raises two objections to this constraint: first, its only remit is to prevent epenthetic vorvels from being stressed, but epenthetic vowels are not simply unstressable, they are invisible to stress: words of the form $\operatorname{CVCVCV}(\mathrm{C})$ receive antepenultimate stress unless the final vowel is epenthetic, in which case the penult is stressed, acting as if the epenthetic von'el were not there, as in: [ka'tabit] l/you (masc sg) wrote'. Second, $\operatorname{Head}-\operatorname{Der}(\mathrm{O} / \mathrm{I})$ fails to relate the opacity of stress to other wordlevel prosodic processes, thus missing the generalization "that all processes of word phonology ignore epenthetic vowels" (Kiparsky 2000: 353). For exannple, word-level closed CVVC syllables are shortened even though they are opened by postlexical epenthesis:

```
(55) /Sãf-it/ > \intāfit 'she saw'
/\āf-t/ > 'fifit ("\intāfit) 'I saw'
```

Brame's insight ( $\$ 3.2 .1$ ) that syncope is ordered befure epenthesis in dialects such as Levantine is captured in stratal OT by allowing different constraint rankings in the lexical and postlexical strata (Kiparsky 2000, 2003). The relevant constraints here are the faithfulness constraint Max-'V, requiring the stressed vowel of the input to have a correspondent in the output, and the inarkedness constraints Reduce, which minimizes the number of non-final light syllables, and License- $\mu$, which requires all moras to be licensed by syllables. Syncope takes place at the word level because Reduce outranks License- $\mu$. At the post-lexical level, epenthesis is prompted by the promotion of License- $\mu$, and Max-'V rules out candidates in which stress is assigned to the epenthetic vowel. Kiparsky's stratal OT analysis of /yikitib-u/ > ['yikitbu] is given in (56) and (57):

VC dialects: Word level

| Infut: ['(yik).(ti.bu)] | Reduce | License- $\mu$ | $\ldots$ |
| :---: | :---: | :---: | :---: |
| г. ${ }^{\text {a. ' }}$ (yik).t $\mu \cdot \mathrm{bu}$ | $*$ | $*$ |  |
| b. '(yik).(ti.bu) | $* *!$ |  |  |
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paradigms, 1976-7
rule ordering, 1737-8
schrva, 632
sound change, 2227, 2229
vorvel place, 6158
American Sign Language (ASL)
handshape, 196, 197, 200-1
movement, 579, 588-92, 597
sign syllables, 1310-12, 1321
two-handed signs, 223, 226, 228, 229, 231, 235
a chorphous movement, 597-9
amphibrachs, 1233-5
anchoring
anchor points, 1264, 1271-4, 2402
anchor tier, 801-2, 805-6
Алснек constraint, 860, 861
anchor tier, $801,802,805,806,1264,1271$, 1272, 1274
Ancient Greek, $1266,1417,1923$
Andal usian Spanish
aspiration, 1118
metaphony, 2655
positional effects, 1117-19
antepenultimate accent rule, 2884-9, 2892, 2893, 2905
lanterior] feature
consonant harmony in child language, $1693,1694,1696,1698$
[anterior] feature (conl'd)
consonantal place of articulation, 541-2, 1668
palatalization, 1.679-80
anti-edge effects, 371-2
antiharmony, 2976-7, 2979, 2985
anti-homophony, 1976, 1982-3
Anuf), 506
Anywa, 38
"anywhere" rules, 1743
aperture model, 568
Aperture Theory, 1551, 1553-4
apical assimilation, 1114
apical contrasts
positional effects, 1114, 1115
speech perception, 2344-5
apical neutralization, 1114-15
apocope, 1614-16
appendices, 855
Applecross Gaelic, 1840
approximants, 1873
approximatives, 2797
Arabela, 1844
Arabic
assimilation, local, 1932
broken plurals, 2591, 2599, 2600
consonantal places of articulation, 52Z 530, 533
dissimilation, 1421, 1422
The Emergence of the Unmarked, 1373-4
frequency effects, 2150-2, 2154-5
geminates, 880, 882-3, 887-9, 893, 894, 1134-5
morpheme structure constraints, 2051
pharyngealis, 607-10, $\underline{612}$
quantity-sensitivity, 1339-40
secondary articulation, 695-6
skeleton, 318-21, 1269-71
teinplates, 2602-3
tier segregation, 2524, 2532
vowel epenthesis, 1580
vowel place, 452, 459
word stress, 2990-3014
characteristics, 2990-2
stress algorithms, 3002-14
theoretical accounts, 2992-3002
Arabic, Bedouin Hijazi, 2525, 2997-8
Arabic, Cairene
final consonants, 849, 852,863, 866
vowel place, 452
word stress, 2995, 2997-3001, 3003-6, 3013

Arabic, Classical
category-specific effects, 2446-7
rhotics, 223
skeleton, 1269-70
stress, 1339-40
word stress, 2991, 3002-3
Arabic, Cyrenaican Bedouin, 2995, 2996. 2998, 3013
Arabic, Damascene, 1983, 2995-6
Arabic, Egyptian, 1173, 1592, 2265
Arabric, Jordanian
morpheme structure constraints, 2062
word stress, 2997
Arabic, Lebanese
coronals, 282
vowel epenthesis, $1576,1581,1582,1586$
Arabic, Levantine, 3010-11.
Arabric, Maltese, 610, 1764-5, 1770, 1779
Arabic, Modern Standard, 609-10
Arabic, Moroccan
loanwords, 2265, 2274
phonological representations, 121
Arabic, Negev, 611
Arabric, Negev Bedouin, 533
Arabic, Palestinian
pharyngea ls, 608, 613
templates, 2587, 2589
underlying representations, 16
vowel place, 459
word stress, 2993, 3000, 3013
Arabic, San'ani, 887-8, 2998, 2999, 3006-10
Arabric, Standard, 2588, 2591, 2593-5
Arabic, Sudanese, 2096
Arabic, Syrian
assimilation, local, 1931
consonantal places of articulation, 533
consonant-vowel place feature interactions, 1766, 1773
phanyngea ls, 608
Arabic, Tunisian
compensatory lengthening, 1524
metathesis, 1392-3
Arabric, Yemeni, 2599
Arapaho
contrast, 31 通
The Emergence of the Unmarked, 1375-6
Araucanian
Iambic-Trochaic Law, 1055
word stress, 958-9, 982-5, 991-2, 996-7
archiphoneme
mergers and neutralization, 1896-7
underlying representations, 5

Armenian
exceptionality, 2547
fricatives, 677-8
Arpinate Italjan, 2638-9, 2657
Arrernte
onsets, 1294
partially nasal segments, 555, 558
Fhonological Word, 1220
articulation
co- (see ce-articulation)
of lateral consonants, 731-2
manner of, 559
markedness, 44
pharyngeals, 614-18
places of (sere places of articulation)
reduction, 1880-1
secondary and double, 694-708
doubly articulated segments, 704-7
secondary articulation, 694-704
vowel harmony, 2182-4
vorvel place, 443
articulation features, 1411
articulators
stricture features, 288-9
vorvel place, 491
Articulator Theory
features, organization of, 649-50,653
pharyngeals, 619
articulatory effort, 1560, 1569
articulatery features, 394-5
articulatory gestures, 571
articulatery landmarks, 1181
Articulatory Phonology
assimilation, Incal, 1935
gradience and categoricality, 2120-1
phonological representations, $108, \underline{109}$
precedence relations, 812
reduction, 1883-4
tier segregation, 2520
underlying representations, 21-3
vorvel epenthesis, 1583,1585
vorvel place, 442
Asheninca, 1352-3. Sec alse Axininca Campa
ASL. See American Sign Language
aspirate mutation, 2816
aspiration. Sere nlso deaspiration
feature specifications, 686-8
final laryngeal neutralization, 1624,1625
flapping in American English, 2711
fricatives, 686-8
laryngeal contrast in Korean, 2663, 2671, 2672

Lexical ['honology and Merphology, 2252
positional effects, 1118
syllable-internal structure, 786
aspiration harmony, 1813
ASR. See automatic speech recognition
Assamese, 2482
assessment, 1531-4
assibilation
derjved environments, 2091, 2092, 2107
phonological sensitivity to morphology, $\underline{2468}, 2471,2483$
vowel height, 503
assimilation
apical, 1114
autosegments, 322
солsonant mutation, 1539
consonant-vorvel place feature interactions, 1766-7
coronals, 269
derjved environments, 2096
distinctive features, 398
gradience, 2117-21
Iocal (ster Iocal assimilation)
long-distance, of consonants, 1811-32
(see also long-distance assimilation of consonants)
markedness, 85
metaphony, 2631, 2649
nasal (sce nasal assimilation)
palatalization, $1667,1674,1676,1677$
place (sce place assimilation)
positional effects, 1104-5
reduction, 1876
regressive
солsonant mutation, 1539
mergers and neutralization, 1893
positional effects, 1105, 1107
representations, 118-20
sound change, 2221
stricture features, 290
syllable contact, 1249
voice
gradience and categoricality, 2118
Polish syllable structure, 2611, 2613, 2615,2625
voicing
derived environments, 2096
tier segregation, 2517, 2519
assimilation-at-a distance. Sex
long-distance assimilation of consonants
association conventions
autosegments, 317
tier segregation, 2518
asymmetric foot inventory, 1059-62
asymmetric signs, 230
Atayal, Mayrinax, 521
atelic events, 1328
Athabaskan
consonantal places of articulation, 523, 528, 543-4
positional effects, 1111
tonogenesis, 2311-14
ATR. See advanced tongue reot
Attic Greek, 1110, 1266, 1435, 1442
attractors, 132, 137
audiovisual speech processing, 2081
auditory metathesis, $\underline{1382}$
auditory processing, 932
Australian languages
consonantal places of articulation, $\underline{526}$ 527
partially nasal segments, 556
rhotics. 716
automatic downstep, 827-8, 830, 838
automatic speech recognition (ASR), 1872, 1885-6
autonemy, 2836-9
autosegment(s), 311-36
a utosegmental formalism, 314-15
compound segments, 313-14
consonant harmery in child language, 1697-700
consonant mutation, 1546
feature geometry, 321-2
features, organization of, 645-6
groupings of, 322-5, 328-36
intonation, 768
linking and spreading, 316-18
mapping, 319-21, 325-6
лол-солcatenative merpholegy, 318-21
Obligatory Contour Principle, $\underline{319,}$ 326-8
prosodic groupings of, 328-36
headed span theory, 334-6
optimal domains theory, 331-4
tonal complexes, 330-1
tonal feet, 328-30
reduplication, 2390
skeleton, 1265, 1267, 1277
tonal, 311-13
Autosegmental Phonolegy
assimilation, leng-distance, 1820, 1821
autosegmental-metrical model of intonational phonology
intonation, 768-73
tonal alignment, $1185, \underline{1187,1192-4,1197}$
Chinese tone sandhi, 2582-3
consonant assimilation, 1820, 1821
consonant harmony in child language, 1697-700
consonant mutation, 1546
consonant-vowel place feature interactions, 1776
conspiracies, 1656
downstep, 824,820
features, organization of,321-2, 643, 645-6
intonation, 768
phonological representations, 100
precedence relations, 801, 802, 805-8
tier segregration, 2519-20, 2523
толе, 311-13, 1079-99
Turkish vewel harmony, $28: 38$
vowel length, 466, 473, 477, 479-80
Axininca Campa
allomorph selection, 2371
epenthesis, 275-7
hiatus resolution, 14, 78, 1442
merpheme structure constraints, 2057
root-affix asymmetries, 2511
Aymara, Bolivian, 531
Ayt Seghrouchen Tamazight Berber, 1763
Ayulta Mixtec, 987-8
back-copying, 2386, 2407
back mutation, 254
backness
consonant-vowel place feature interactions, 1762,1763
Hungarian vowel harmony, 2979
palatalization, 1672, 1678, 1683
Slavic palatalization, 2928
backness harmony, $\underline{2965}$ 2969, 2970, 2972-8, 2985
Back Vowel Constraint (BVC), 426-30
backwards signing, 1322-4
Bagnẻres-de-Luchon, $\underline{1399}$
Balantak, 852-3
Balto-Finnic, 1547-9
Bamileke-schang, \$31-2, 1396
Banawá, 1031
Bangla, Tripura, 1229-30
Bantu
clicks, representation of, 417-19, 423
conspiracies, 1655-9
distinctive features, 394

Bantu (coms.'d)
partially nasal segments, 557, 561-2
pitch accent systems, 1012
stress, 926
tone, 2730-50
accestual properties, 2732-9
depressor consonants, 2739-45
phonology-syntax interface, 2745-50
representation of, 1085, 1086
vorvel height, 497
Bantu, Grassfields, 1086
Barasano, Southern, 180, 181
Barrow Inupiaq
abstractness, 157-8
palatalization, 1673
Basaa, 508
base-derivative coırespondence, 1984
Base-lpent constraint, 1988-90
base identity, 1988, 1989
base-identity effects, 2454-5, 2456
Base-Reduplicant (BR) correspondence, 1505-6
basic representations. See underlying representations (URs)
Basque
affricates, 307,371
lateral consonants, 737, 744, 750
palatalization, 374
pitch accent systems, 1010-11
positional effects, 1206
sound change, 2216
underlying representations, 6-7
vosvel height, 494-5
Basque, Northeast Bizkaian, 1011
Basque, Ondarroa
final annsonants, 852
sound change, 2217
Basque, Western, 1471.-2
Baule
downstep, 835
Thonological Word, 1218
Bedouin Hijazi. Arabic, 2525, 2997-8
Behaviorism, 244
Belarusjan
mergers and neutralization, 1903-4
palatalization, 2912-13
Belfast English, 2023, 2025-6, 2028-9, 2243
Bena, 2734
Bengali, 1512
Berber, Ait Seghrouchen, 351
Berber, Ayt Seghrouchen Tamazight, 1762
Berber, Imdlawn Tashlhiyt, 360, 1287-8

Berber, Tashlhiyt, 1141-2, 1411
Biblical Hebrew, 1552، 1553
Bilaala, 296
bilabials, 520-4
bilinguals, 2338-9
Bilua, 2004
binary branching
onsets, 1287
syllable-internal structure, 787-8
binary features
markedness, 98
reducing contrasts with, 392-3
sonorants, 173, 181
tone, representation of, 1090
binary foot, 2589
Binj, 1245
binyans, 1269
bitonal accents
intonation, 772
ternal alignment, 1192
bitonal units, 1287
bleeding order, 1749-56
blocker, 1821, 1838
blecking
assimilation, long-distance, 1821, 1825, 1828,1831
Bantu tone, 2740
nasal harmony, 2846
Turkish vowel harmony, 2846, 2850
bogus clusters, 2945
Bolivian Aymara, 531
Bonggi, 555-6, 558
Borolean conjunction, 1477-80
Boraana Oromo, 1259
boundary symbols, 1206
boundary tones, 1187
boundedness, 956,960
bound forms, 2453-8
Boyle's Law, 2498
bracketed grids, 964
Bracket Eirasure, 2028, 2290, 2482
bracketing, 2468, 2478-9
brain activjty, 411
branching onsets, 902-4, 909-10, 913
Brazilian Portuguese, 2468
BR (Base-Reduplicant) correspondence, 1505-6
Breton, 2816-17
British English
cyclicity, 2032
phonoloyical representations, 11,5
rhotics, 715, 216
tonal alignment, 1190-1

Britislı Sign Language, 580, 1326
broad transcription, 242, 243
broken plurals, 2591, 2599, 2600
Bugis, 158
Bukusu, 1817-18
Bulgarian
compensatory lengthening, 1517-18
lenition, 1563
voivel nasalization, 1572
Buriat, 277, 1340
Burkikhan, 533
Burmese
consonant mutation, 1540
loanwords, 2268, 2270-2, 2274
Bzhedulk, 529-30
$C_{1}$ dominance effect, 1115
$C_{2}$ dominanoe effect, 1103-8, 1114, 1115, 112
Cahuilla
geminates, 886-7
lambic-Trochaic Law, 1053
Cairene Arabic
final consionants, $849,852,863,866$
vowel place, 452
word stress, 2995, 2997-3001, 3003-6, 3013
Calabrese Italian, 1798
Calvello Italian, 2634-5
Cama, 181 182
Campidanese Sardinian, 2653
Canadian English, 29-30
Canadian French
acquisition, 2416
fricatives, 672
loanwords, 2266
vowel height, 503, 507
Canadian Raising, 1737-8, 1757
Cantonese
loanwords, 2266, 2268
speech perception, 2340
syllable structure, 2755
vowel place, 456
Capanahua, 1859
Carib, 1035
Caribbean Spanisht, 745
Carnegie Mellon (fniversily Pronouncing Dictionary (CMUPD), 66-7
Castilian Spanish, 120
casual speech
Chinese syllable structure, 27 60, 2761
reduction, 1868,1873
sound change, 2221, 2222

Catalan
allomorph selection, 2359-60, 2375
assimilation, local, 270, 1926, 1927
consonantal places of articulation, 270 . 538-9
deletion, 1599
The Einergence of the Unniarked, 1320
gradience and categoricality, 2122
laryngeal neutralization, 1108-9, 2015-16
mergers and neutralization, 1895
phonological sensitivity to morphology, 2484
positional effects, 1104, 1115-17
rule ordering, 1747, 1748, 1753-4
underlying representations, 10-12
voswel height, 502-3
Catalan, Central, 1753-4
Catalan, Central Eastern, 2895
Catalan, Majorcan, 1754
catathesis, 832
categoricality
flapping in American English, 2714
gradience, 2115-31
productive sound patterns, 2127-31
sounds, 2115-27
Categorical Perception
gradience and categoricality, 2126
sign language handshape, 196, 197
speech perception and phonology, 2346
tonal alignment, 1189, 1190
categorical processes, 1455-б
category-specific effects, 2439-60
adjectives, 2449-53
non-phonological explanations, 2453-9
free vs. bound forms, 2453-8
inflectional morphelogy, 2458
morpheme-:ipecific effects, $\underline{2459}$
presodic structure, 2458-9
nouns $\tau$ 's. verbs, 2439-48
distinct restrictions, 2445-8
phonnological augmentation in nosuns, 2442-3
phonoslogical privilege in nosuns. 2440-2
phonological privilege in verbs, 2443-5
Caucasian, 613, 616
Cayuga, 1388
Cayuvava
foot, 976
ternary rhythm, 1228-9
c-center, 117-18

COLs. See Constraint Definition
Languages
Cebuano, 1384
C element, 1550-1
Celtic mutations, 2807-27
consonant mutations, 2807-14, 2826
P-Celtic mutations, 2816-17
Q-Celtic mutations, 2814-16
Central Catalan, 1753-4
Central Eastern Catalan, 185.
Central Slowak, 246
Chaha
assimilation, long-distance, 1813
featural morpheme, 149-50
labialization, 1949-50
chain graphs, 804, 805
chain shifts, 1717-31
arquisition, 2422-7
constraint conjunction, 1485-6
self-organization, 134, 140
theoretical accounts, 1721-5
local conjunction, 1722-4
OT with contrast, 1724-5
rule ordering, 1721-2
typology, 1718-21, 1725-30
circular shifts, 1728-30
mapping type, 1719-21
pull shifts, 1727-8
push shifts, 1726-7
regular shifts, 1730
segment type, 1719
vowel height, 495-6, 498-9,
512-13
Cham, 2306-7
Cham, Eastern, 2307, 2309
Chaouicnro, 11.67
Chaoyang, 738-9
Chaorłhou, 2574-5
Charm and Government theory, 1546
Chengdu Chinese, 2768
chereme, 230
Cheremis, 960
Cherva, 1369, 2746-7, 2750
Chibchan, 1561
Chibemba, 1095
Chicano Spanish
conspiracies, 1653-4
hiatus resolution, 1440
paradigms, 1982
Chickasaw, 1449
Chikauma, 1093
child English, 678
child language
abstractness of, 2420-3
acquisition, 2414-15, 2430-2
assimilation, long-ctistance, 1819
consonant harmony in, 1691-714
re-analysis, 1706-13
theoretical approaches, 1696-706
conspiracies, 1659
markedness, 12
metathesis, $\underline{1712}, \underline{2418,2431}$
neighborhood effects, 2077-80
Slavic yers, 2949
theoretical approaches to productions, 2423-8
Chinese
lateral consonants, 738, 739
phoneme, 260
syllable structure, 794, 2754-74
heavy/light, 2756-7
maximal, 2755-6
missing syllables, 2762-5
slarinking syllable inventory, 2774
Standard Chinese statistical data, 2771-4
suffixation and rime changes, 2768-70
superheavy rimes, 2757-9
syllabic consonants, 2759
syllables and morphemes, 2770-1
syllables and phonemes, 2761-2
syllable weight and tone split, 2765-8
tone sandhi, 2561-83
tonogenesis, 2310-11
Chinese, Cantonese
Ioanwords, 2266, 2268
speech perception, 2340
syllable structure, 2755
vorvel place, 456
Chinese, Chengdu, $\underline{2768}$
Chinese, Chong ning, 2579-81
Chirtese, Danyang, 2569-70
Chinese, Fuzhou, 2758
Chinese, Harbin, 2565-6
Chinese, Liujia, 2567
Chinese, Mandatin (lviC)
autosegments, 329
category-specific effects, $\underline{2451}$
Chinese tone sandhi, 2563, 2577, 2579
consonantal places of articulation, 523-4
loanwords, 2264, 2266-8, 2272-4
Structure Preservation, 1800, 1803-4
Chinese, Mandarin Taiwanese, 2260, 2264
Chinese, Middle, 2311
Chinese, Old, 2311
Chinese, Pinyin, 2770

Chinese, Raoping, 2565
Chinese, Standard, 2755, 2759-68, 2771.-2
Chinese, Tianjin, 2563
Chinese, Wanrong, 2565-7
Chinese, Wu, 2561-2, 2568, 2569, 2582
Chinese, Xiamen, 1726, 2564-5, 2575-6
Chinese, Yanggu, 739, 743, 2764-70
Chinese, Yiyang, 2572-3
Chinese, Yongfu, 2573, 2574
Chinese, Zhangzhou, 2574
Chirike, 1093
Choctaw: 1029, 1030, 1045
Chol, 1828
Chomsky Hierarchy, 57-8, 66
Chongning Chinese, 2579-81
Chontal, 1423-4
CHT. Sec Co-articulation-Hyperarrection Theory
Chugach Alutiiq, 1230
Chukchi
dissimilation, 1414
lateral consonants, 744
phoneme, 253
reduplication, 2402
schwa-zero alternations, 638-40
sonority sequencing, 1168
Chumash, 656, 657, 2384
Chumash, Ineseño, 1815
Chumburung, 504
Chuukese, 2443, 2454, 2457. Sec also Trukese
Chuvash, 465
Cibaeño, 240
Cibenıba, 1402
circular shifts, $1720,1728-30$
Cls (cochlear implants), 2079
citation tone
Chinese syllable structure, 2765, 2766
Chinese tone sandh.i, 2562
Clash constraint
foot, 976
tone, representation of, 1094
word stress, 983, 985
class features. Sce alse major clans features soncorants, 173
stricture features, 289
classifier construction, 229
classifier handshapes, 592-3
C'Lela, 500-1.
clicks, 416-36
airstream contour segments, 435-6
background, 423
distribution of segments in Khnesan languages, 431-5
phonological evidence for place of articulation in clicks, 426-30
unit vs. cluster analyses of, 423-6
cline effect, 160-1
clitic auxiliaries, 2006-7
Clitic Group, 1211
clitics, 2002-17
affixes ?\%., 2005-7
characteristics of, 2003-5
French liaison, 2689
Phonological Word, 1211-14, 1216. 1220-2
and PWords, 2004, 2005, 2007-16
segmental phonology of, 2015-17
close-copy technique, 764
closure duration, 1137
clouds, 251-2
cluster(s)
bogus, 2945
$C_{3} C_{2}, 1103$
CC, 2560
CCC, 1590, 1542
coda-onset, $1252,1253,1255,1256$
consonant, 853, 879-81, 1163, 1470-1, 1579, 1594
cross-ivord, 129
final, $790,853,856,1611-12$
frequency effects, 2142
heterosyllabic, 570
NC, 564: 1855
obstruent, 679,898-902, 1290, 1380
obstruent-sonorant, 1115-19, 1592
onset
deletion, 1600
frequency effects, 2142
onsets, 1288,1290
phonological representations, 117-18
Sanskrit reduplication, 2870
sonority, 1164-5, 1169
sC, 898-920
alternative representations for, 904-11
and branching onsets, 902-4
cluster phonotactics, 899-902
different representations, ivithin
languages, 911-16
onsets, 1292
and perceptually motivated approach
(c) cluster behavior, 916-18
sonority, 1164
sound change, 2215
speech perception, 2344
syllable-internal structure, 790-1
word-initial, 790-1, 2270-1
cluster analyres, 423-6
cluster development, $\underline{912}$
cluster phonotactics, 899-902
cluster simplification
deletion, 1600
mergers and neutralization, 1897
Sanskrit reduplication, 2870-2
CM (Comparative Markedness)
acquisition, 2425
derived environments, 2092
CMUPD (Crrnegic Meflon Eniversify
Promonncing Dictionary), 66-7
CN (oral-nasal) sequences, 568
coalescence
assimilation, local, 1919
hiatus resolution, 1435, 1439-40, 1442
precedence relations, 811-12
vourel height, 506
co-articulation
assimilation, Iocal, 1934-6
consonant harınony in child language, 1700
dissimilation, 1416-20
distinctive features, 410
feature specifification and underspecification, 162
reduction, 1881
secondary articulation vs, 694-6
voivel harmony, 2165
Co-articulation-Hypercorrection Theory (CHT), 1417-18, 1420, 1422
Coatlán, 486
cochlear implants (Cls), 2079
coda
clusters, 2612
Coda I.icensing Principle, 861
coda-onset clusters, $1252,1253,1255$, 1256
conditions, 1464-6
deletion, 1609-11
geminates, 889-90
internal
deletion, 1610-11
linal consonants, 8i8-50, 854, 857, 858, 861
mergers and neutralization, 1897-9, 1413
obstruent-sonorant, 1577
Folish syllable structure, 2618-20
positional effects, $1107,1112,1113$
skeleturn, 1266, 1272, 1276-80
sonority, 1172
stricture features, 299, 300
Structure Preservation, 1798-800
syllable, 1464-6
syllable-internal structure, $783,786-8$
tonal alignment, 1195-6
vorvel epenthesis, 1577
cognitive bias, 2347, 2349
cohesion markers, 2796
Color node, 660
Colville, 1399-400
Combinatorial Specif ication, 164
commands, 266
commutation test, 252
[compact] feature, 398
Coniparative Markedness (CMI)
acquisition, 2425
derived environments, 209
compensatory lengthening, 477-80, 1281-2, 1513-34
approaches to, 1518-30
non-conservation, 1526-7
phonetic conservation, 1519-20
phonological eonsenvation, 1520-5
assessment, 1531-4
competence, 2115-16
competition effects, 2072
complementary distribution, 252-3
Complementary Leaming System, 2127
complexity, 2497
*ComplexMargins constraint, 1661
complex onsets, 1286-90
Complex Segment Approach, 368-76
complex segments
clicks, representation of, 416
partially nasal segments, 567
sC clusters, 914
complex words, 2057-8, 2060-1
compound accent rule, 2889-92
compound deaccentuation, 2788-9
compound noun, $2889-92$, 2894-7, 2899, 2901
compound rise-falls/fall-rises, 765
compound segments, 313-14
Compound Stress Rule (CSR)
foot, 951, 953
sentential prominence in English, 2788
concatenation models of intonation. Sce configuration-based theories of intonation
concatenative morphology, 2404
configuration-based theories of intonation, 1186, 1197-200
configurations
quantity-sensitivity, 1394
Semitic templates, 2596-604
conjunctive ordering, 1744-5
connected graphs, 804
connectionism, 1700
conservation, 1520-5
Consistency of Sensitivity, 2485-6
consonant(s). Sce also lateral consonants
assimilation, local, 1933
distinctive features, 404-5
The Emergence of the Unmarked, 1373-5
metathesis, 1394
mutation, 1541
plonological representations, 117-18
rhotics, 725
stress, 928,931
Structure Freservation, 1798-800
sylable contact, $\underline{1252}$
tier segregation, 2519
tonogenesis, 2317-18
voiced, 91, 1655
vowel height, 503-6
[consonantal] feature
rhotics, 720
sonorantw, 173, 174
stricture features, 289-95
in lenition, 300-1
in sonority sequencing, 297-300
consonantal places of articulation, 519-46
assimilation, local, 1925-31
asymmetries in, 537-8
consumant-vorvel interactions, 544
constituency among, 534-7
coronals and dentals, grouping, 536-7
labialis and dorsals, grouping, 535-6
oral and pharyngeal, 535
conerial unonarkedress, 538-41
distinctive features, 541-3
innate features, evidence for, 544-5
in International Flonetic Alphabet chart, 51 l
lateral consonants, debate surrounding, 543-4
nasal place assimilation, 1925-7
in phonological perspective, 520-34
coronal place of articulation, 524-9
labial place of articulation, 520-4
velar and posit-velar places of articulation, 529-34
vowel and consonant place interactions, 1929-31
consonantal roots, 2596-7
consonantal shifts, 1714
Consonant Cluster Condition, 2055
consonant clusters
constraint conjunction, 1470-1
final consunants, 853
patterning of geminates and, 879-81
sonority, 1163
vowel epenthesis, 1579, 1590
consonant deletion, 1598-601
conditions on, 1607-1.3
causes, 1612-13
coda deletion, 1609-11
final cluster simplification, 1611-12
onset simplification, 1608-9
syllabic markedness, 1607-8
syllabification, 1607
conspíracies, 1646
positional effects, 1106-7
segniental, 1598-600
consonant dissimilation, 2866-9
солsoлалt distribution, 1613
consonant epenthesis, 1437-8, 1454
consonant glottal harmuny, $\underline{2497}$
consonant gradation
Balto-Finnic and Sami consonant gradation, 1547-9
consonant mutation, 1547-9, 1552
Ngaлasan, 438-40
stress, 924-5, 936-7
consomant hardening, 1.541
cossonant harmony (CH)
in adult and child language, 1691-714
directionality of process, 1625
features, 1692-4
re-analysis, 1706-13
theoretical approaches, 1696-706
assimilation, long-distance, 1811, 1812, 1820, 1830-1.
nasal, 1854-8
root-affix asymmetries, 2502
vorwel place, 458-9
consonant harmony constraint, 1607
consonant mutation, 1537-56
alternations within prosodic and morphological domains, 1538-42
Batto-Finnic and Sami, 1547-9
Celtic, 2821
featural affixes, 1956-7
Fula, 1545-6
representation, 1549-54
Seereer Siin, 1956-7
Southern Paiute, 1542-5
consonant place contrasts
primary place, 453-4
secondary place, 452-3
vorwel place, 452-4
primary place, 453-4
secondary place, 452-3
consonant-to-vowel assimilation, 1674
consonant-vowel alternations, 459-61
consonant-vowel interactions. Sec also consonant-vowel place feature inferactions
consonantal places of articulation, 544
vowel place, 455-9
consonant-vowel place feature interactions, 1761-83
cross-category interactions, 1764-7
and feature theory, 1.767-71
inherent vowel place specifications, 1777-82
лел-interaction, 1775-7
rypology, 1762-7
Unified Feature Theory, 1771-5
within-category interactions, 1762-4
conspiracies, 1644-62
historical overview, 1649-53
Ioanword phonolegy, 1660-1
metathesis, 1387
optimality-theoretical analysis, 1661-2
phonological acquisition, 1.659-60
self-organization, 136-7
synchronic grammars, 1653-6
Turkish vowel harmony, 2843
Universal Cramnar, 1656-9
constifuency
Arabic word stress, 2997-8
extrametricality and non-finality, 1028
forot, 962-6
Phonological Werd, 1216
quantity-sensitivity, 1344-5
constifuents within the syllable, 783-92
development of models of internal structure, 788-91
flat modelk, 785-7
hierarchical orderirig of constifuents, 787-8
moraic phonology, 791-2
syllable-internal structure, $\mathbf{2 8 4}$
constraint(s). Sec also specific constraints
allomerph selection, $\underline{2377}$
compensatory lengthening, 1530-1
conspiracies, 1652-3
contrast, $39,42,43-4,46$
coronals, 273-6, 282
frequency, 2145-8, 2153-4, 2157-8
fricatives, 683
learnability, $57,68,71-2$
loanswords, $\underline{2259}$
markedness, 79, 86-7
markedness and faithfulness constraints, 1508-9
metaphony, 2640, 2643
possible and impossible, 1507-9
extrinsic restrictions, 1507-8
origins and universality of constraints, 1508-9
Semitic templates, 2593, 2596, 2601-4
two-handed signs, 227-30
constraint-based theories, 1438
constraint-based tonology, 1095-9
constraint conjunction, 1461-87
classical Optimality Theory, 1461-2
expressive power of, 1485-7
chain shifts, 1485-6
promoting restrictiveness, 1486-7
local conjunction, 1462-76
coda conditions, 1464-6
colunterfeeding effects, 1471-2
feature harmonjes, 1467-71
markedness and faithfulness constraints, 1472-4
self-conjunction, 1474-6
universal markedness hierarchies, 1466-7
modes of censtraint combination, 1476-83
Boolean conjunction, 1477-80
implication, 1480-3
perspectives on domain of construction, 1484. -5

Constraint Definition Languages (CDLs), 1493-6, 1500, 1503-4, 1507, 1509
constraint generators, 1508,1509
constraint-ranking reduplicative models, 2864-5
[constricted] feature, 619
[constricted glontis] feature, 1626,1630
Constricted High, 2316-17
constriction, 686
Construction Crammar, 2414
containment, 1501-3
containment model
mergers and neutralization, 1908
precedence relations, 809
Containment Theory, 1501, 1503
contextual tone sandhis, 2562-4
Conncity constraint, 2602
[continuant]
in affricates, 368-76, 379-80
assimilation and spreading, 304-5, 675-9, 1.924-5, $\underline{2096}$
delinking, 673-5,677-8
dissimilation, 679-80
featural affixes, 1966-7
featural morphemes, 1946
feature geometry, 305-7
fricatives, 673-80
stricture features, 289, 301-7
continuant(s)
consonant vr. voiwel features, 685-6
deaffrication, 677-9
derived environments, 2096
fricatives, 673-80
glottals, 680-1
laryngeals, 681
laterals, 302-3, 736-7, 740, 251
manner dissimilation, 679-80
mutation, 1953-5
rhotics, Z15, 720
sonority, 680
spirantization, 675-7
stopping, 673-5
stricture features, $300,302,303,305$
continuants
assimilation, local, 1924-5
lateral consonants, 736-7
voiced, 306
Continuity Hypothesis, 2421-2, 2426
Continuous Dichoromy Hypothesi's, 34
contour segments, 552, 567
contour shape
intonation, 762
tonal alignment, $\underline{1187}$
contour tones
autusegrtents, 311
Chinese tone sandhi, 2571-4, 2582
final consonants, 858
quantity-sensitivity, 1348
tone, representation of, 1078, 1080
contrast(s), 27-50
assimilation, long-distance, 1829-30
chain shifts, 1724-5
distinctive features, 398, 409, 910
final laryngeal neutralization, $\underline{1626,1622}$
flapping in American English, 2716-19
gestures as units of, 113-15
laryngeal contrast in Korean (see under Korean)
learnability, 57
lenition, 1565,1572
markedness, 93
mergers and neutralization, 1892-913
metaphony, 2632
partially nasal segments, 557, 562-3
phonemic, 28-38
challenges to contrastive specification, 31-4
contrastive hierarchy and its uses, 34-8
speech perception, 2335-6
Structure Preservation, 1787, 1803-4, 1807
phonetic, 28-30, 38-48
speech perception, 2335, 2342-6
tonal alignment, 1289
Turkish vowrel harmany, 2832
underlying representations, $\underline{2}$
vowel place, 446-54
contrast enhancement, 2342-4
contrastive hierarchy, 34-8
contrastive phonation, 2305-6
contrastive specification
contrast, 31
underlying representations, 12
contrast maintenunce
mergers and neutralization, 1897, 1900-4
self-organization, 140-2
contrast neutralization
positional effects, 1108
speech perception, 2344-5
contrast reduction
common triggers and targets of, 1895-6
positions of, 1894-5
theories of, 1896-904
typology of, 1893-6
contrast transformation, 1724
anversational speech, $1868, \underline{1873}, 1878$, 1879
co-occurrence
feature co-occurrence constraint approach, 747-50
French liaison, 2700
frequency, 2145-8
loanwords, 2273-4
co-phonologies
exceptionality, 2550-1
phonological sensitivity to morphology, 2475-6
reduplication, 2404-5
CoFho Project, 1795, 1797-8, 1800, 1801
copy-and-associate models, 2870
copy epenthesis, 1506
copy vorvel epenthesis, 1581, 1582
co-relevance, 1484-5
cormal(s), 267-85
anterior, 1668
assimilation, local, 1926, 1934
consernant harmony in child language, 1707-9
consonant-vowel place feature interactions, 1764-5, 1768, 1772
conspiracies, 1660
constrainl conjunction, 1466-7
as epenth.elic segments, 275-8
flapping in American English, 2723
frequency effects, 2150-1
grouping dentals and, 536-7
inventories, 524-5
lateral consonanls, 733
markedness, $\underline{86}, \underline{90}$
metathesis, 1385
as output of place neutralization, 278-81)
as phonological class, 525-7
positional effects, 1105
properties, 267-8
researcll questions, 269
reot-affix asymmetries, 2504
sub-places of articulation, 527-9
syllable structure, 280-3
as larget for place assimilation, 269-75
Iransparency, 283-4
voivel place, 456
coreonal assimilation, 2225
corernal dissimilation, 1411
corenal harmony
assimilation, long-distance, 1812 , 1814-17
consonant harmony in child language, 1693. 1705
coronal inventories, 524-5
corronalization
consonant-vowel place feature interactions, 1074
palatalization, 1682
Coronal node, 742-5
assimilation, long-distance, 1823
counterevidence to, 743-5
supporting evidence for, 742-3
correnal obstruents
corenals, 280-1
final consonants, 850-1
paradigms, 1078
Coronal Palatalization, 1657, 1.668, 1671-2. See nlso palatalization under Slavic languages
[corenall] spreading, 1681-3
coronal stops, 2912
coronal unmarkedness
absut, 538-9
challenges te, 539-41
more than one coronal sub-place, languages with, 539-40
CORR-C $\leftrightarrow$ C constraint, 1826-7
correspondence
assimilation, long-dislance, 1826-9
Base-Reduplicant, 1505-6
Chinese tone sandhi, 2582
markedness and failhfulness constraints, 1501-4
nasal harmony, 1857-8
OO-, 1506, 2028-9, 2031-3, 2037, 2039-44
paradigms, 1984
tonogenesis, 2306
transclerivational, 1988
correspondence constrainls
dimensions of correspondence, 1505-6
loci of correspondence, 1505
markedness and failhfulness constraints, 1492, 1504-6
Sanskrit reduplication, 2864
correspondence dimensions, 1505-6
correspondence loci, 1505
Correspondence Theory (CT)
calegory-specific effects, 2451
markedness and faithfulness constraints, 1492, 1501
reduplication, 2396-400
root-affix asymmetries, 2507
Corsican, Nerthern, 1565-6
counterbleeding, 1754-6
counterfeeding
constrainl conjunction, 1471-2
rule ordering, 1754-6
coupling, 112
covert corntrasls
sub-phonemic distinctions as, 1909-10
as systems in transition, 1911-13
C-Place node
consonant-vowel place feature interactions, 1772-4, 1776, 1777, 1781
features, organization of, 651, 652, 654, 656
palatalization, 1681-2
secondary articulation, 702,203
Creole, Haitian, 2364, 2365, 2377
Creole, Sri Lankan Portuguese, 272-4, 1926
cross-height rounding harmeny, 2849
cross-linguistic frequency, 97
cross-word cluster, 119

C-slots, 875, 876, 879, 880, 892
CSR. See Compound Stress Rule
CT. Ser Correspondence Theory
cueing, 1613
cue robustness, 1422-4
cues
dissinulation, 1422-4
distinctive leatures, 395
final laryngeal neutralization, 1634
initial geminates, 1137, 11.39, 114
mergers and neutralization, 1900-2, 1910-12
positional effects, 1112-16
stricture [eatures, 298-300
culminativity
Bantu tone, 2732
pitch accent systems, 1006-7, 1.017, 101.8, 1022
Cupeño, 275, 2504-5
Cushitic languages
clicks, representation of 417,420
consonantal places of articulation, 534
CVCC syllables
final consionants, 849, 852, 866-8
quantity-sensitivity, 1346, 1347, 1355
CVC sequences
compensatory lengthening, 1520-1, 1524
morpheme structure constraints, 2055
reduplication, 2402
rhotics, 216
CVC syllables
Arabic word stress, 2991, 3008-9
conspiracies, 1645
final consonants, 849, 865-8
geminates, 881, 882, 886-93
onsets, 1292
quantity-sensitivity, 1336-8, 1340, $1344-6,1349,1350,1352,1354$
root-alfix asymmetries, 21 e2
CVCV sequences, 1521-3
CV demisyllables, 299, 306
CVG syllables, 882, 885-93
CVN syllables, 1339
CVO syllables, $1339,1341,1343$
CV prefixes, 2862, 2872, 2873
CVR syllables, $1339,1341,1343,1347$
CV skeleton, 1269-71, 1278-82
reduplication, 2390, 2391
CV syllables
Arabic word stress, 2991
conspiracies, 1645
final consonants, 819, 866-8
genrinates, 881, 887, 890
onsets, 1285-6
quantity-sensitivity, 1336-43, 1352, 1354, 1357
CV templates, 2593-5
CV theory
glides, 345, 346
vowel length, 474-7, 480
CV tier
geminates, 874,879
syllable-internal structure, 785
CVVC syllables
Arabic word stress, 3009, 3012
final consonants, 849,868
genlinates, 883-5
quantity-sensitivity, 1346, 1347, 1355.
CVVG, syllables, 881-5, 892
CVVS syllables, 1347
CVV syllables
Arabic word stress, 3006-7
conspiracies, 1645
genuinates, 881, 885-8, 890, 892, 893
quantity-sensitjvity, 1336-47, 1349, 1350, $1352,1354,1355,1357$
CVXC syllables, 3000-2
cyclicity, 2019-44
category-specific effects, 2454
Chinese tone sandhi, 2577-8
cyclic misapplication in English, 2020-3
derived environments, 2104-6
English linking and intrusive $r$, 2033-9
Lexical Phonology and Morphology, 2237, 2241, 2243-5
and morphosyntactic conditioning, 2019, 2020
non-surfacing bases in non-canonjeal paradigms, 2040-2
and OO-correspondence, 2028-9, 2031-3, 2037, 2039-43
paradigms, 1984, 1993-4
prosody vs., 2025-8
Quitu) Spanish /s/-voicing, 2029-33
rule ordering, 1746-9
Russian Doll Theorem, 2023-5
cyclic model of grammatical computation, 2372-3
cyclic nodes, 221
Cypriot Greek
consonantalization, 291, 294
deletion, 1605-6
initial geminates, 1141,1142
Cyrenaican Bedouin Arabic, 2995, 2996, 2998, 3013

## Czech

consonant harmony in child language, 1694
fricatives, $\underline{681}$
phoneme, 246, 247
yers, 2948-50, 2953-4, 2957
Czech, Old, 2950
Dahale, 417-24
Daketa
dissimilation, 1411
reduplication, 2402
Damascene Arabic, 1983, 2995-6
Danish
foot, 252
tonogenesis, 2321-3
Danyang Chinese, 2569-70
deaccenting
Japanese pitch accent, 2894-6
sentential prominence in English, 2796-800
deaccentuation, 2786, 2787
compound, 2788-9
deaffrication
continucance, 677-9
fricatives, 674-5, 678
deaspiration
consonant mutation, 1538, 1542
lenition, 1560, 1567
debuccalization
autosegments, 322
consonant mutation, 1538
lenition, 1562
mergers and neutralization, 1899
DEC. See Derived Environment Constraint
declination, $832,837-8$
DFF.s. Sec derived environiment effects
defective syllables, 855
Degema, 493,494, 501-2
degenination
consonant mutation, 1553-4
laryngeal contrast in Korean, 2669-70
lexition, 1560
degenerate foot
Arabic word stress, 2998,3008
extrametricality and non-finality, 1030
degenerate syllables, 856
deglottalization, 1632
Deg Xinag, 354
deletion, 1597-617. See also loss
Bantu tone, 2749
category-specific effects, 2452
consenant, 1598-601
causes of, 1612-13
coda deletion, 1609-11
conditions on, 1607-13
conspiracies, 1646
final cluster simplification, 1611-12
onset simplification, 1608-9
positional effects, 1106-7
segmental, 1598-600
syllabic markedness, 1607-8
syllabification, 1607
conspiracies, 1646
cyclicity, 2025
dissimilation, 1412,1414
final laryngeal neutralization, 1632
French liaison, 2693
frequency effects, 2155-6, $\underline{2159}$
gradience, 2119-21
loanwords, 2264, 2270-3
markedness, 85
metaphony, 2644
metathesis, 1383
positional effects, 1106-7
precedence relations, 808-12, 816-18
root-affix asymmetries, 2503-4
segmental, 1598-607
category specific effects, 2444-5
consenant deletion, 1598-600
gradience and categoricality, 2119-21
linear-segmental analyses, 1602-3
non-linear analyses, 1603-4
stray erasure, 1604-7
vowel deletion, 1600-2
Slavic palatalization, 2918-19
Slavic yers, 2937-8, 2941, 2947
stress, 929
Structure Preservation, 1795, 1797
tone, representation of, 1084
voivel, 1600-2
conditions, 1613-16
final consonants, 853
hiatus resolution, 1445
delinking
dissimilation, 1414
metaphony, 2642
demarcativeness, 2732
demisyllables, 1174,1175
denasalization, 181
denominal verb formation, 2529-31
dental-alvenlar trills, 714
Dental Assimilation, 427
dental click, 418
dental harmony
assimilation, long-distance, 1815
contrast, 37-8
dental palatalization, 1678
dentals
grouping eoronals and, 536-7
Lexical Phonology and Morphology, 2243
Dep constraint
metaphony, 2646
metathesis, 1385
stress, 934
Dependency Model
sign language handshape, 209
sign language movement, 585-7
Dependency Phonology
Celtic mutations, 2822
metaphony, 2643
pitch accent systems, 1007
representation, 702-4
secondary articulation, 702-4
stricture features, 301
depressor consonants, 2734-45
derivational computation, $\underline{810}$
derivational constraints, 1648, 1649
derivational model of grammatical computation, 2372-3
Derivational Optimality Theory (DOT)
Polish syllable structure, 2615
Slavic palatalization, 2931, 2933
Derived Environment Constraint (DEC), 2922, 2925, 2926
derived environment effects (DEEs)
liatus resolution, 1436
phonological sensitivity to morphology, 2467
rule ordering, 1748-9
derived environments (DEs), 2089-111. Sue nlso non-derived environmental blocking (NDEB)
morphologically, 2092-5
boundary contexts, 2092-3, 2101-4
entailments-based approach, 21.01-2
local conjunction approach, 2102-4
non-boundary contexts, 2093-5. 2107-11
phonologically, 2089-91, 2096-101
entailments-based approach, 2096-8
local conjunction approach, 2098-100
serial Optimality Theory, 2100-1
properties of, 2089
strict cyclicity, 2104-6
Turkish vowel harmony, 2840
underspecification, 2106-7

DEs. See derived environments
descriptive markedness, 79
desiderative stem reduplication, 2861-2
determiners, 2689
development of lexical representations, 2429
devoicing
fintal
incomplete neutralization, 1634-6, 212J-5
laryngeal neutralization, 1622-39
lenition, 1560
morpheme structure constraints, 2063
phonetic cues, 1639
phonetics, 407
Polish, 2613-1.4, $\underline{2625}$
prosody, 2477
phonologization, 2230
prosodic domains, 1538
reduction, 1873, 1875
rule ordering, 1738, 1741, 1750-1
sonorants, $179, \underline{185}$
sound change, 1542, 1636-7, 2221
typology, 1623-33
vowels, 2760-1
diachronic change
dissimilation, 1408
exceptionality, 2542
Lexical Phonology and Morphology, 2238, 2240, 2249-51
markedness, 88
mergers and neutralization, 1892-3
metaphony, 2643, 2651-3
paradigms, 1973-4
phonetics, $\underline{2221}$
reanalysis, 1976-82
syllable anntact law, 1247-9
diachronic phonology, 2218
diachrony
dispersion, 45-8
dissimilation, 1408-9
exemplar theory, 2542
Lexical Phonology and Morphology, 2249-51
markedness, 88
metaphony, 2643, 2651-3
diacritic features, 2539, 2540
dialectology, 717
differential faithfulness, 2250
differential importation, $\underline{2260}$
Digo, 2735, 2737, 2740, 2741
Dimensional Theory, 1630
diminutive suffixes
Chinese syllable structure, 2768, 2769
phonological sensitivity to morphology, $\underline{2468}$
Dinka, 470, 486-7
Diola Fogny, 1044-5, 1105, 1106, 1600, 2467
diphthongs/diphthongization
flapping in American English, 2716-17
Iniatus resolution, 1435-6
metaphoлу, 2636, 2646, 2648-53
paradigms, 1977,1978 , 1984
rule ordering, 1737
sound change, 2231
voiwel height, 506-7,513
directed graphs, 804
Direct Interface, $\underline{2479}$
directionality
assimilation, Iocal, 1933-4
assimilation, Iong-distance, 1816, 1817, 1824-5
Chinese tone sandhi, 2577-8
featural affixes, 1948-52
Chaha labialization, 1949-50
Zoque palatalization, 1950-2
foot, 956
Iniatus resolution, 1450-2
nasal harmony, 1858-61
palatalization, 1673
regressive, 1824-5
root-affix asymmetries, 2506-7
Turkish vowel harmony, 2836-9
vowel epenthesis, 1580
direct tonal association, 1015-16
discrete level languages, 828-9
discrete point theory, 812-13
disharmonic words, 2834
disharmony
Hungarian vowel harmony, 2967-8, 2982
Turkish vowel harmony, 2839-45
disjunctive ordering, 1744-5
dispersion, 45-8
Dispersion Principle, $\underline{299}$
Dispersion Theory
features, organization of, 661
mergers and neutralization, 1902, 1904-6
palatalization, 1686
speech perception, $\underline{2343}$
displacement, 1399-401
dissimilation, 1408-25
allomorplı selection, 2360-1
assimilation, local, 1919
dissimilatory patterns and parameters, 1409-14
locality and domains, 1409, $\underline{1410,}$ 1413-14
participating features, 1409-13
motivations for, 1416-25
cue robustness, 1422-4
dissimilation game, 1424-5
listener reversal of co-articulation, 1416-20
similarity avoidance in lexicon, 1420-2
Sanskrit reduplication, 2866-9
sound change, 2222, 2224
stricture features, 290
dissimilation ganne, 1424-5
dissimilatory patterns/parameters, 1409-14
dissipative systerns, 131
distinctive features, 391-411
abstractness, 393-7
articulatory, 21
assimilation, $1909,1923, \underline{2058,2738-4}$
consonantal, 284-90, 344, 1768-82
contrastive Lierarclyy, 34
cyelicity, 2030-3
dissimilation, 1417-18, 2224-5
experimental evidence, 410-11
feature domains, 1467-8
feature economy, 400-1
feature geometry, 316 321, 646-53, 741-7, 1320
fricatives, 669-70
information theory, 98
innateness, 258, 393-7, 544
inventory, 290
Korean consonants, 2664-5
laryngeals, 404, 1626, 1.921-4, 2496, 2665-79
laterals, 736-7
lenition, 2822
major class features, 401-3
manner features, 403-4
markedness, 8828
nasal, 1924, 2398
natural classes, 408-10
organization, 643-65
place, 404, 541-3, 1768-82
redundan $t$ features, 2342
segmental contrasts, 406-8
sign languages, 198-203, 226-30, 599-600, 1.320-1
similarity, 1826
sonorants, 171 290, 296-7
spreading, 2519-29, 2631-2, 2700, 2432
distinctive features (conf'd)
stress, 2993
stricture features, 288-9
structure preservation, 1788
sub-phonemic variation, 1909
tiers, 802, 815
tone features, 2571-2, 2733-4, 2800
underspecifi.cation, 11-12, 1892
wiversality, 393-7, 401-5
vowel height, 405, 507-9, 21.64-5, 2632-3, 2838
distinctiveness constraints, 2347-8
distinctivity, 1009-10
Distinctness Condition, 32-3
Distributed Morphology
allomorph selection, 2377-8
reduplication, $\underline{2402}$
disyllables
Chinese tone sandhi, 2579
Semitic templates, 2594
sign syllables, 1319-20
divergent repair, 2259-60
Diyari, 1477-9
Djabugay, 2376-7
domains, 1204
Chinese tone sandlui, 2575-6
constraint conjunction, 1484-5
dissimilation, 1413-14
Hungarian vowel harmony, 2981
word stress, 988-9
Dominance Condition, 227-9
dominance effect
$C_{3}, 115$
$C_{2}, 1103-8,1114,1115,2119$
Dominance Reversal, 225
dominating constraints, 1366-9
domination, strict, 1461-2
Dongolese Nubian, 1480-3
D'opaasunte
consonantal places of articulation, 534
pharyngeals, 610-11
dorsal consonant harmony, 1693-5, 1702, 1705
dorsal consinnants, 1822,1823
*Dorsal constraint, 1491-6, 1499, 1500
dorsal harmony, 1818
dorsalization, 1825
dorsal pharyngeal class, 613
dorsals. See alse velars
a)nsonant harmony in child language, 1707
consonant-vowel place feature interactions, $1765,1768,1769,1772$
coronals, 272 273, 284
flapping in American English, 2723
grouping labials and, 535-6
lateral consonants, 731-2
markedness, 88
palatalization, 1671-2
spreading, 1679-81
stops, 271
DO'L. See Derivational Optimality Theory
double flop
compensatory lengthening, 1522
skeleton, 1275, 1276
doubly articulated segments, 704-7
labial-veliars, 704-6
representation of, 706-7
dorvadrift, 827, 838, 841.-4
downstep, 824-44
autosegments, 311
automatic, 827-8, 830, 838
conspiracies, 1658
and declination, $832,837-8$
defined, 824
distributional characteristics of, 830-3
geographical distribution, 830-1
languages with more than two
tones/tones other than $\mathrm{H}, 831$-2
non-tonal languages, 832-3
type, 830
and downdrift, 827, 838, 841-4
downtrends, 837-40
H-raising, 835-6
phonetic aspects of, 833-4
phonological issues, 825-9
automatic and non-automatic
downstep, 827-8, 830, 8.38
autosegmental phondogy, 825,829
earl.y studies, 825-6
recognition of downstep, 826-7
terracing and discrete level languages, 827-9
triggers of, 833
and upstep, 834-5
drag shifts, 1720 . See also pull shifts
Dravidian languages
consonantal places of articulation, 528
metathesis, 1385
drop, 1598
Duke of York derivations, 1753
duplication, 2058-62
domains and strata, 2061-2
Optimality Theory, 2060-1
"duplication problen," 1648
duration
glides vs. vorvels, 343
partially nasal segments, 569
red uction, 1873, 1874
Dutcl
acquisition, $1286,2417-18$
allomorph selection, 2360-1, 2370
consonant mutation, 1539
constraint conjunction, 1473-4
exceptionality, 2541
featural affixes, 1950
final laryngeal neutralization, 185,1109 , 1626, 1635
fortition, 924
frequency effects, 2142-3
fricatives, 687
gradience and categoricality, 2118, 2122-5, 2130
morpheme structure constraints, 2050-2, 2054-6,2058-61, 2063-6
Plıonological W'ord, 1212
sC clusters, 899-902
schiva, 629-30
sonorants, 185
tonal alignment, 1191
vowel epenthesis, 1578, 1584, 1587
dynamic tones, 773-4
*EA constraint, 2157
Early Modern English
cyclicity, 2024, 2036
Structure Preservation, 1793
ease of articulation, 1880-1
East Cuslitic languages, 1387,1388
Eastern Andalusian Spanislı, 1117-19
Fastem Polish, 2912, 291.3, 2916, 2930
echo reduplication, 1424
eclipsis., 2813,2821
edge asymmetry, 1045-7
rhythmic and phonetic evidence, 1045-6
stress typologies, 1046-7
edge-based theory, 2748
edge effects
initial geminates, 1140-2
partially nasal segments, 552
tone, representation of, 1072
edge-in association, $318,320,321$
edge-in mapping, 2597, 2598
edge markedness, 1028, 1045
EdGemost constraints, 2549
EEG (electro-encephalography) technique, 1191
effort minimization, 1568-9

Efik
Downstep, 826, 827
lenition, 1562
vorvel height, 508
Egyptian Arabic, 1592
ejectives, 1627,1629
electro-encephalography (EEC) technique, 1191
element, C, 1550-1
element, V, 1550-l
elision
conspiracies, 1647
deletion, 1548
distinctive features, 402
tone, representation of, 1080
Elsewhere Condition
derived envir:onments, 2106
rule ordering, 1744-6
E.nakhuwa, 1657-8
emergence, $132,401,516,664,2208$
emergence of the unmarked. See The Emergence of the Unmarked (TETU)
emphatics, 671
emphatic speech gemination (ESC), 2670, 2671
enpiricism, 2209
empty nuclei, $856,908-11,2945-8$
enchaînement (French), 2687, 2697
enclitics, 2002
encoding, 1192-4
end-based mapping, 1209, 1210
End Rule, 965-6
English
acquisition, 674-5, 678, 2422, 2424-5, 2430, 2431
allomorph selection, 2362-3
assimilation, local, 1919-22, 1.924, 1927, 1930
consonant Iarmony in child language, 1704
contrast, 43
coronals, 281-3
cyclicity, 2020-3, 2033-9
deletion, 1601, 1614-15
derived environments, 2089, 2092-4
dissimilation, 1420, 1422
extrametricality and non-finality, 1042-4
features, organization of, ga4
final consonants, 850-1, 867
foot, 949-50
fricatives, 672,674
learnability, 67

English (con' ${ }^{\prime} d$ )
markedness, 100
morpheme structure constraints, 2053-5, 2057, 2060
palatalization, 1667, 1677
partially nasal segments, 561
phoneme, 255, 256, 259
plunological representations, 115
reduplication, 2410
rhentics, 715-17
rhythr, 1147-9
root-affix asymmetries, 2491
rule ordering, 1745, 1252
sC clusters, 899-902, 904, 906-7
schwa, 631-3
sentential prominence, 2778-802
accent, 2785-800
Infinite Stress View, 2779-83
pitch accent, 2783-7, 2804
Pitch Accent View, 2779, 2791, 2800-2
sound change, 2216
Structure Freservation, 1790, 1795, 1802-3, 181)5
syllable-internal structure, 790, 794
underlying representations, 4-5, 8, 12-13
vowel length, 465
vowel place, 458
English, African American, 2155-6
English, American
cydicity, 2026-7
final laryngeal neutralization, 1637
flapping, 4, 2711-26
context, 2724-6
neutralization/contrast interactions, 2716-19
prosodic conditions, 2720-2
scope of, 2722-4
segmental context, 2719-20
segment os. epiphenomenon, 2713-16
Midwestern dialect, 2039
paradigms, 1976-7
rule ordering, 1737-8
schwa, 632.
sound change, 2227, 2229
vowel place, 458
English, Belfast, 2023, 2025-6, 2028-9, 2243
English, British
cyclicity, 2032
phonological representations, 115
rhetics, 715,716
tonal aligninent, 1190-1
English, Canadian, 29-30

English, child, 678
Englisll, Early Modern
cyclicity, 2024, 2036
Structure Preservation, 1793
English, Mercian Old, 253-5
English, Middle
compensatory lengthening, 1521
cyclicity, 2036
skeleton, 1275, 1276
Englisll, Scottish
cyclicity, 2027
phoneme, 255
Englislı, Singaporean, 2788
English Saxer, 2358-9
Englislı Stress Rule (ESR), 953, 954
entailments. See also Representational Entailments Hypothes is (RFH)
morphologically derived environments, 2101-2
phonolegically derived environments, 2096-8
entropy, 98-101
Epena Pedee, 1841-3
epenthesis
Arabic word stress, 3011-14
challenges to ceronal unmarkedness, 540-1
consonants, 1452-5
conspiracies, 1660
copy, 1506
copy vowel, 1581, 1582
coronals, $\underline{272}$
The Emergence of the Unmarked, 1365
exceptionality, 2542-3
feature specification and underspecification, 155
French liaison, 2695
geminates, 875-6, 879
hiatus resolution, 1436-8
in leanwords, 2264, 2269-73
markedness, $81,99,100$
markedness and faithfulness constraints, 1507-8
paradigms, 1978,1981 ), 1986,1991
precedence relations, 816-19
r-, 725-6
roots, 2982-3
sC clusters, 916-:17
schwa
category-specific effects, 2447
paradigms, 1980, 1986, 1 昂1
segments, 275-8
Slavic yers, 2948, 2949
epenthesis (cont'd)
sonority, 1166
syllable contact, 1251
vorvel (sec vowel epenthesis)
epenthesis-driven vowel harmony, 2848-50
Epera, 1843
epiglottal sounds, 532-4
episodic models, 2126
erasure, 1166,1605
error, speech. Seec speech error
erior-drivent learners, 20
error feedback, 142
Esan, 522
Esimbi, 498-9
Eskilstuna Swedish, 2322
Fskimo, Greenla vdic, $1106, \underline{1765,} \mathbf{1 7 7 1}$
ESR (English Stress Rule), 953, 954
Estonian
allomorph selection, 2369
consonant mutation, 1548-9
extrametricality and non-finality, 1039
stress, 926
voivel length, 485-6
Etsako
featural affixes, 1957-8, 1960
hiatus resolution, 1438
vowel place, 460-1
European French
acquisition, 2418-19
loanwords, 2266
European Portuguese
Phonological Werd, 1217
sC clusters, 909-10
Evolutionary Phonology
compensatory lengthening. $1.527, \underline{1528}$
feature specification and underspecification, 166
final laryngeal neutralization, 1637, 1638
palatalization, 1686, 1687
self-organization, 137
Enve
category-specific effects, 2443-4
distinetive features, 403
vowel height, 510-11
exceptionality, 2538-55
Lexical Phonology and Morphology, 2238, 2553-4
in Optimality Theory, 2548-53
co-phonulogies, 2550-1
exceptionality via listing, 2552-3
indexed constraints, 2548-50 input underspecification, 2551-2
phonological sensitivity to morphology, 2483
in rule-based phonology, 2539-48
diacritic features in Sound Pattern of English, 2539-45
representational approaches, 2545-8
in Stratal OT, 2554
exceptionlessness, 2124
excrescent vowels. See also epenthesis
consonant-vowel place feature interactions, $1765,176{ }^{6}$
vowel epenthesis, 1584-5
exemplar clouds, 251-2
exemplar models, 1885
Exemplar phonology, 20
Exemplar Theory
speech perception, 2346
underlying representations, 20, 22, 23
variability, 2201, 2209-10
exhaustivity, 2008, 2002
Exhaustivity constraint
clitics, 2009, 2010, 2012, 2013
Phenological Word, 1213,1214
exotic patterns, 2418-20,2422
explanatory adequacy, 2538
expletive infixation, 972-3
ExiendedLaidse constraint, 976
Extended Projection (EP), 2722
external control, 2473-6
extrametricality/extraprosurdicity, 1027-48
Arabic word stress, 2999-3001
arguments in support of, 1040-5
elimination of ternary foot templates, 1040-2
licensing segments, 1044-5
similarities between lexical classes, 1042-4
edge asymmetry, 1045-7
rhythmic and phonetic evidence, 1045-6
stress typologies, 1046-7
final consonants, 855-6, 867, 1038-40
final feet, 1031-2
final moras, 1032-8
rhythnic lengthening, 1035-7
weight-sensitivity, 1032-5
final syllables, 1029-31
foot, 958
restrictions with, 1028
sC clusters, 903-5
ternary rhythm, 1231, 1232, 1239
extriusic ordering, 1740-2
extrinsic restrictions, 1507-8
eye-tracking paradigm, 1190-1
faithfulness
category-specific effects, 2454
chain shifts, 1729
consonant harmony in child language, 1711-12
The Emergence of the Unmarked, 1372-3
output-output (see output-output (OO) (aithfulness)
paradigms, 1984-5
root-affix asymmetries, 2507-10
Faithfulness Condition, 297
faithfulness constraints. See also markedness and faithfulness constraints
Arabic word stress, 3012
chain shifts, 1722
constraint conjunction, 1472-4
Constraint Definition Languages for correspendence, 1503-4
containment and correspondence, 1501-3
correspondence constraints, 1504-6
dimensions of correspondence, 1505-6
loci of correspondence, 1505
The Emergence of the Unmarked, 1372-3
Faith constraint, 1701-3, 1711-12, 2153, 2152
Farril-R constraint, 860, 861
feature specification and underspecification, 164
lenition, 1569
markedness and faithfulness consitraints, 1422
metarhesis, $1 \mathbf{3 8 3}$
palatalization, 1684
phonological sensitivity to morphology, 2480
speech perception, 2348
stress, 932-4
word stress, 995,996
falling tones, 311-12, 764-5
fall-rises, 765
Fante, 826-7
Farcrese
metathesis, 1381,1382
syllable contact, 1256-7
Farsi (Persian), 716, 1380, 2270, 2273

Farsi, Western, 1162
featural affixes, 1945-68
characteristics of, 1945-8
defined, 1945
directionality, 1948-52
Chaha labialization, 1949-50
Zoque palatalization, 1950-2, 1267
as "featural," 1967-8
formal approach to, 1965-6
harmony, 1957-63
Edoid associative construction, 1957-61
Terena nasalization, 1961-3
segmental realization, 1963-5
segment mutations, 1952-7
Nuer inutation, 1953-6
Seereer Siin consonant mutation, 1956-7
feature(s). See also specific headings
classifications of finger and joint, 206-8
consonant harmony in adult and child language, 1692-4
deletion, 164
fricatives, 669 673-88
aspiration, 686-8
consonanoe,685-6
continuance, 673-80
sonorance, 680-5
hiatus resolution, 1447
laryngeal contrasts in Korean, 2664-7
phonological representations, 115
rhotics, 221
skeleton, 1267
senorants, 183-4
tone, representation of, 1090-1
vowel harmony, 2171-3
feature addition, 1627
feature coraccurrence constraint approach, 747-50
inventories, 747-8
laterals as targets of spreading, 29
spreading of [lateral], 748-50
feature correspondence, 1505
feature domains, 1467
feature economy, 400-1
feature geometry
assimilation, local, 1937-8, 1940
autosegments, 316, 321-2
consonantal places of articulation, 535, 537
consonant harmony in child language, 2643
feature geemetry (cond ${ }^{\prime} d$ )
consonant-vowel place feature interactions, 1768
double articulation, 706, 707
featural affixes, 1947, 1965
features, organization of, 646-9, 655-6
lateral cernsonants, 741-2
markedness, 8385
palatalization, 1679-84
partially nasal segments, 568
representation, 699-702
seoondary articulation, 699-702
sign language handshape, 198, 199, $\underline{203,218}$
sonorants, 172, 173, 176
stricture features, 305-6
tone, representation of, 1088
two-handed signs. $\underline{226}$
vowel height, 509-10
vorvel place, 445
feature harmonies, 1467-71
feature representations
final laryngeal neutralization, 1630
tone, representation of, 1090
feature specification and underspecification, 148-67
fricatives, 673-88
aspiration, 686-8
consonance, 685-6
centinuance, 673-80
sonorance, 680-5
markedness, 163-4
monovalence, 163
morphological evidence, 149-52
ghost segments, 151-2
single-feature morphemes, 149-51
in Optimality Theory, 164-5
phoretic evidence, 160-3
cline effect in vowel harmony, 1.60-1
coarticulation $v s$, allophonic variation, 162
interpelation of tone values, 161-2
phonological evidence, 152-60
ambifuity, 156-8
inert segments, 155-6
patterns, 154-5
prosodic specification, 159-60
variable/invariable feature specification, 152-4
specification algorithms, 1.64
feature spreading. See niso assimilation
assimilation, Ing-distance, 1830-1
lenition, 1566, 1567
nasal harmony, 1853
feature theory, 1767-71
feedback, 130-3, 135-43
feeding order, $\underline{1741,1749-56}$
Fijian
Iambic-Trochaic Law, 1057, 1067, 1068
loanivords, 2270, 2272, 2273
partially nasal segments, 567
quantity-sensitivity, 1351, 1353
stress, 1173
FinalC constraint
cyclicity, 2035, 2037
final consernants, 859, 860, 862
final clusters
deletion, 1611-12
final consernants, $\underline{853} \underline{856}$
syllable-internal structure, 790
final consonants, 848-69
Arabic word stress, 2999-3000
examples in langunges, 850-1
extrametricality and non-finality, 1038-40
final laryngeal neutralization, 1625
final stops, 1630-1
French liaison, 2686, 2694, 2697
and internal codas, 848-9
metrical invisibility, 849, 865-8
properties of, 848
segmental immunity, 849-65
alignment, 858-9
examples in lantuages, 850-1
lioensing parameters, 861-2
morphology, 864
perception and adjacency to prosodic boundaries, 862-4
positional faithfulness, 859-61
representations, 853-7
segmental processes, 851-3
final devoicing. Sce orlso final laryngeal neutralization
distinctive features, 402
final laryngeal neutralization, 1633
gradience and categoricality, 2121-5
lenition, 1560
morpheore structure constraints, $\underline{2063}$
Polish syllable structure, 2613
final feet, 1031-2
final flapping, 1561
final laryngeal neutralization, 1622-39. Sce nlso devoicing
domains and paths of change, 1636-7
history and Universal Grammar in, 1638
laryngeal features, 1626-33
final laryngeal neutralization (const'd)
phonetics, 1633-6 incomplete neutralization in perception, 1635-6
incomplete neutralization in production, 1634
multiple cues, 1634
phonological typology, 1623-33
final moras, 1032-8
rhythmic lengthening, 1035-7
weight ※iensitivity, 1032-5
finul stress avoidance, 1027-48
final syllahles, 1029-31
fingers, 199-204, 206-8, 212-13
fingerspelling, 1314-15
finiteness
jearnability, 68
as structıre, 62-3
Finnic languages, 936
Finnish
category-specific effects, 2452
chain sliffs, 1217
compensatory lengthening, 1280-1
consonant mutation, 1548
coronals, 284
derived environments, 2091, 2092, 2102
frequency effects, 2156-7
lateral consonants, 232
Lexical Phonology and Morphology, 2244
phonological sensitivity to morphology, 2466-8, 2483
rule ordering, 1740-1
skeleton, 1280-1
stricture features, 303, 304
vowel harmony, 2175, 2176
vowel length, 468,476
Finnish Sign J.anguage (FinSJ.), 1.325, 1326
First Velar Palatalization, 2909, 2910, 2917, 2920-2, 2924
fission
metaphony, 2640, 2650-1
precedence relations, 817
five-vowel system, 2633
fixed rise-time hypothesis, 1195
flapping
American English (see umder American English)
foot, 967-8
jearnability, 62
lenition, 1561-2
Lexical Phonology and Moiphology, 2238-9, 2291
mergers and neutralization, 2906
reduction, 1872
sound change, 2229-30
stricture featisnes, 296
underlying representations, 4
flat models (syllable-internal structure), 785-7
floating accent, 2886
floating features, 808
floating melody, 1268
floating Iones
autosegments, 335 336
deletion, 1605
pitch accent systems, 1012
tone, representation of, $1083,1092,1094$. 1096
Florentine Italian, 1925
focus
intonation, 763
sentential prominence in English, 2799
Foggia Italian, 2636-7
Fon, 2268
Foodo, 1439-40
foot, 949-77, 980-1001, 1052-97. Sce alse) ternary feet
Arabic word stress, 2995-6, 2998, 3008
asymmetric typology, 975
binary, 2544
consonant harmony in child language, 1703
constituency, 962-6
early metrical theory, 951-5
extrametricality and non-finality, $1027,1028,1030-7,1040-3$, 1047, 1048
flapping, 967-8
infixation, 972-3
language games, 974-5
laryngeal contrast in Korean, 2672
minimum word size, 973-4
parametric approaches to, 955-62
poetic meter, 968-71
quantity-sennitivity, 1350-4
reduplication, 971
and Sound Pattern of English, 949-52
ternary rhythm, 1231
typology of, 975
word stress, 980-1, 994-5
FootBivarity constraint, 2596
foot-final lengthening, 936-7
foot-initial fortition, 935-6
foot-internal lapse, 1069-70
foot stricture
allomorph selection, 2368-70
autosegments, 329-30
evidence for, 987-90
characterization of domains, 988-9
syllable weight, 989-90
unstressed syllables, 987-8
precedence relations, 800
stress, 938-41
word stress, 980-1
form-based organization, 2070
form-function mappings, 2510-12
morphologically conditioned alternations, 2511
non-concatenative morphology, 2510-11
psycholinguistic grounding, 2512
fortition
assimilation, Iocal, 1925
consonant mutation, 1541
deletion, 1605
final laryngeal neutralization, 1627, 1629
lenition, 1569
sound change, 2220, 2231-2
stress, 928-9, 932, 935-6, 940-1
Forivard Clash Override (FCO), 966
Francavilla Fontana Italian, 2639-40
Franconian, 2323-6
free forms, bound forms as, 2453-8
"free ride," 6-7
free variation, 1894
French
acquisition, 2416
allomorph selection, 2363-4
consonantal places of articulation, 523
consonant harmony in child language, 1703-5
deletion, 1601
elision, 402
exceptionality, 2545, 2546
feature specification and underspecification, 151
final consonants, 850
ylides, 358-9
h-aspiré, 1273-4
lenition, 1564
liaison, 1268, 1273-4, 2685-705
acquisition, phonetics and psycholinguistics, 2697-9
contexts, 2688-92, 2699-705
liaison consonants, 2685-7, 2692-7
morphelogy, 2699
Slavic yers, 2945
loanivords in Russian, 1804-5
markedness, 100
Phonological Word, 1212
rhotics, 223
skeletorn, 1268
sound change, 2215, 2228
Structure Preservation, 1789-90, 1793, 1795, 1799, 1801
tonal alignment, 1298
French, Canadian. Ser also Québec French fricatives, 672
vowel height, 503, 507
French, European
acquisition, 2418-19
loanwerds, 2266
French, Old
compensatory lengthening, 1514, 1530-1
syllable contact, $\underline{\underline{12} 47}$
French, Québec
acquisition, 2416
final consernants, 857
loanwerds, 2266
Structure ['reservation, 1790, 1797
frequency, 2137-60
defined, 2138-40
flapping in American English, 2717
French liaison, 2704-5
frequency matching, 2140-4
morphophonology, 2142-4
novel phonotactic combinations, 2140-2
markedness, 96-8
in phonotactics, 2144-55
base phonotactic frequency, 2144-5
constraints and co-accurrence frequency, 2145-8
metalinguistic judgments for ОСР-Place, 2154-5
modern interactive constraint model.s of OCP-Place effects, 2152-4
quantitative OCP-Place effects, 2148-50
similarity and OCP-Place, 2151-2
subsidiary features and underspecification, 2150-1
reduction, 1881
synchronic variation, 2155-60
multiple optimality-theoretic grammars, 2155-6
non-crucial constraints, 2157-8
quantitatively ranked constraints, 2158
token frequency, 2159-60
unranked constraints, 2156-7
variability, 2193
frequency matching, 2140-4
morphophonology, 2142-4
novel phonotactic combinations, 2140-2
frequency peaks, 1195
fricatives, 669-88
affricates patterning with, 372-3
category-specific effects, 2455,2456
consonant mutation, 1551-3
a)nspiracies, 1660
correnals, 281
dissimilation, 1423
distinctive features, 403
feature specifications, 673-88
aspiration, 686-8
consonance, 685-6
continuance, 673-80
sonorance, 680-5
final consonants, 850
glides us., 685
initial geminates, 1129,1130
laryngeal contrast in Korean, 2662, $26 \times 3$
lenition, 1560, 15601
nasal harmony, 1840
onsets, 1288
palatalization, 1667
partially nasal segments, 559
as phonological natural class, 670-3
phonological properties of, 669
Polish syllable structure, 2620
rhotics, 723
Slavic palatalization, 2912-13
sonorants, 177, 179
sonority, 1165, 1173
stricture features, 299, 301, 304, 305, 307
Structure Preservation, 1.790-1
voiced
sonorants, 179
stricture features, 304
voiceless, 172 686, 687,1128
Friulian, 1912-13
front-back harmony, 2832-3, 2838, 2840
front vowels, 2909
Fula
consonant mutation in, 1545-6
geminates, 884
loanwords, 2265, 2270
full copy model of reduplication, 2394-6
Full Isterpretation constraint, 2011, 2012
full vowels, 465
fully-copy reduplication, 2865-6
functional approach
to lenition, 1570-2
metaphony, 2653
functional load, 1006
function words
phonological sensitivity to morphology, 2466
root-affix asymmetries, 24.4
sentential prominence in English, 2784
Fundamental Source Features, 401.
FUPR (" $\mathrm{O}_{\mathrm{n}}$ the functional unity of phonological rules") (Charles W. Kissberth), 1644-6, 1651-3
Fur, 1391
Fuzhou Chinese, 2758
FO contours
intonation, 757-61, 766, 768, 770
tonal alignment, 1199
FO differences, 2304, 2306-10, 2313, 2317-20, 2326-7
FO movements
onsets, 1301
tonal alignment, 1185-7, 1198-200
FO timing, $119 ?$
Gaelic, Applecross, 1840
Caelic, Irish, 214
Gaelic, Scots, 1579, 1581, 1582
Gaelic, Scottish, 1840-1, 2815-16
Galician
allomorph selection, 2365
vowel epenthesis, 1577-8
Came of Life, 133-4
Gamilaraay, 166
Ganda
compensatory lengthening, $\underline{1518}$
hiatus resolution, 1435, 1440, 1441, 1601
nasal harmony, 1856
tone, representation of, 1086
Garatva
extrametricality and non-finality, 1046
word stress, 981, 993, 996-7
Gbe, 510
geminate(s), 873-94
Arabic, 3008
defined, 873
deletion, 1610
initial, 1124-42
Arabic, 1 134-5
definition of, 1131-2
edge effects, 1140-2
moraic, 1133-4
phonetic properties, 1136-40
geminate(s) (cont.d)
typological issues with, 1125-31
underlying representation of, 1132-3
underlying syllabification of, 1132-3
laryngeal contrast in Korean, 2668-81
mergers and neutralization, 1898
onsets, 12.97-8
partially nasal segments, 561, 563
patterning of, in stress systems, 885-92
languages in which geminates repel stress, 890-2
languages in which stress treats all codas equally, 889-90
languages with syllables closed by CVC syllables, 886-9
precedence relations, 818
representation of, 873-7, 892-4
Semitic templates, 2597
skeleton, 1266, 1267, 1270, 1272, 1273
stops, 1553
syllable contact, 1258
$w^{\text {reight analysis of, 875-85 }}$
avoidance of CVVG syllables, 881-5
patterning of geminates and consonant clusters, 879-81
Trukese initial geminates, 877-8
Geminate Reinforcement, 2668, 2675-6
gemination. See also degemination
laryngeal contrast in Korean, 2678, 2679
loantwords, 2261
syllable contact, 1248,1249
generality
quantitative limits of, 2192-201
variability vis., 2190-1
generalization
exceptionality, 2538-9
role of structure in, 62-6
finiteness as structure, 62-3
tell-tale sets and the subset problem, 63-4
Vapnik-Chervonenkis dimension, 64-6
sentential prominence in English, 2786
generalized gemination, 2678
Generalized Marked Harmony, 2176-8
Generalized Template Theory
reduplication, 2398
Sanskrit reduplication, 2873
Generative Grammar
gradience, 2115-17, 2125
leamability, 55
lenition, 1566-7
reduplication, 2384-6
rhythin, 1142
ternary rhythm, 1236
Generative I'henology
acquisition, $\underline{2424}$
Arabic word stress, 2993-3002
Celtic mutations, 2819
conspiracies, 1648
exceptionality, 2538
flapping in American English, 2716
foot, 949-51
French liaison, 26,3
hiatus resolution, 1443-7
Lexical Phonology and Morphology, 2249
markedness, 88
palatalization, 1676-4
Polish syllable structure, $\underline{2612}$
ternary rhythm, 1231
tier segregation, 2516, 2517
tone, representation of, 1078
underlying representations, 9-16, 22
maximization of grammatical generalization, 10-11
novel word formation, 12-13
underspecification, 11-12
Georgian, 1408
German
affricates, 383-4
consonantal places of articulation, 530
consonant clusters, 383-4
coronals, 281-3
final consonants, 281-3
final laryngeal neutralization, 1626, 1627
glide formation, 1250
gradience and categoricality, 2121-2
morpheme-internal consonant clusters, 383-4
morpheme structure constraints, $\underline{2063}$
paradigms, 1974
phonemes, 247
phonological representations, 116
phonological sensitivity to morphology, 2468
Phonological Word, 1219
rhotics, 717-18, 722, 725
rule ordering, 1738, 1741, 1750, 1751
sC clusters, 906
Structure Preservation, 1790-1, 1805
syllable contact, $\underline{1250}$
tonal alignment, 128
underlying representations, $\underline{7} 8$
German, Middle High (MHG), 1975
German, Mòcheno dialect, 2365-6

German, Sivabian
paradigms, $\underline{1983}$
pharyngeals, 609
phonological sensitivity to morphology, 2466-7
German, Swiss
final consonants, 867
initial geminates, 1125, 1138-9, 1141. 1142
rule ordering, 1759
German, Westphalian, 1525
Germanic, West, 1248-9
Cermanic languages
syllable centact, 1248
tonogenesis, 2320-6
German Sign Language (DGS), 1960-1
gestalt approaches (intonation), 759-64
intonational gestalts and meaning, 762-4
melodies as gestalts, 760-3
gestural blending, 1685
gestural overlap, 1880
gestural score, 113, 114
gestural structure, 11.3-14
gestures
articulatory, 571
oral constriction, 1191.
phonological representations, 112 115-17
precedence relations, 812
split vowel, 116-17
as units of action, 110-13
as units of phonological contrast, 113-15
ghost segments, 151-2
Gichode, 1441
Gidabal, 1743
Gilyak, 247
Giryama, 1084
Gitksan, 505-6
glide(s), 341-63
Chinese syllable structure, 2755-6
consonant-vowel place feature interactions, 1762-3
defined, 341
deletion, 1606
distinctive features, 402,410
French liaison, 2688
fricatives $i$ is., 685
lateral consonants, 739-40
lenition, 1563
nasal harmony, 1845
phonetics off, 342-4
phonology of, 344-8
Polish syllable structure, 2622-4
positional effects, 1116
Slavic palatalization, 2409
sonority, 1162,1164
stricture features, 293-5
syllable contact, 1250, 12.53-4
vowel place, 459-60
vowels vs., 348-61
non-predictable cases, 350-3
phonemic nature of glides, 350
predictable alternations between glides and vowels, 348-50
vocoid systems, typology of, 353-61
glide formation
conspiracies, 1653
hiatus resolution, $1435,1440-2,1445$
rule, 1446-7
vowel place, 457-8
glide hardening, 291-2
"glide" languages, 352-3
global rules, 1744
glottal constriction
final laryngeal neutralization, 1630
lenition, 1562
glottal anntinuants, 685
glottalization
final laryngeal neutralization, 1630, 1631, 1633
flapping in American English, 2712, 2721
soncorants, 178
glottalized clicks, 421-2
glottal primary pharyngeals, 613-14
glottals
coronals, 275-9
feature specification and underspecificat on, $151, \underline{152}$
fricatives, 671, 680-2
hiatus resolution, 1452-4
laryngeal contrast in Korean, 2664-5
root-affix asymmetries, 2496-7
sологалсе, 680-2
tonogenesis, 2312, 2313
glottal stops
final laryngeal neutralization, $\underline{1630}$
lenition, 1562
Clottal Tension, 2665, 2677
Glottal Width
final laryngeal neutralization, 1630
laryngeal contrast in Korean, 2664, 2665, 2677, 2678
Gokana, 471-2
Gombe, 1545
Goroa, 1349-50

Gosper's Glider Gun, 133, 134
Gothic, 914-15
Government Phonology
onsets, 1287
pharyngeals, 620
phernelegical sensitivity to morphology, 2479
Polish syllable structure, 2612
sC clusters, $908,910,911$
Slavic yers, 2944-8
syllable-internal structure, 788
gradation
consonant mutation, 1541.
lenition, 1567, 1570
gradience, 2115-31
assimilation, 2117-21
flapping in American Englith, 2714, 2715
formal language theory, 57-8
in generative grammar, 2115-17
hiatus resolution, 1455-6
incomplete neutralization, 2121-5
phonetic detail in speech processing, 2125-7
productive sound patterns, 2127-31
allomorpliy, 2130-1
phonotactic constraints, 2128-30
segment deletion, 2119-21
vorvel leight, 512-13
gradient distinctions, 57-8
gradient height, 512-13
gradient processes, 1455-6
gradient TETU, 1373-5
Grado Italian, 2635-6
Gradual Learning Algorithm, 2553
grammar(s)
acquisition, 2421-2
constraint conjunction, 1463-4
dissimilation in, 1414-16
The Entergence of the Unmarked, 1373-4
learnability, 55, 64-5,68
Lexical Phonelogy and Morphology, $\underline{2238}$
markedness, 倥
psychological reality of, 2291-2
speech perception, 2341-2
Structure Preservation, 1204
twro-handed signs, 226
variability, 2195-6, 2202-4
grammar-extermal factors (loanwords), 2264
granmar rankings, 2178-9
grammatical computation, 2372-3
gramnlaticization, 2492
graph theory, 799-805, 813-20
extensions of precedence graplis. 816-20
no crossing constraint, 813-14
Grassfiields Bantu, 1086
Crassman's Law
Sanskrit reduplication, 2866-9
sound change, 2224
Greek
allomorph selection, 2369
clitics, 1211-14
consonantal places of articulation, 522-3
intonation, 758,762, 279
Phonological Word, 1211-12, 1218, 1219, $\underline{1222}$
positional effects, 1109, 1110
rhotics, 726
skeleton, 1275-7, 1279, 1281-2
stricture features, 291, 292, 249
tonal alignment, 1193, 1149
Greek, Aeolic, $1266, \underline{1279}$
Greek, Ancient, 1266, 1417, 1923
Creek, Attic, 1110, 1266, 14275, 1442
Greek, Classical, 645
Greek, Cypriot
consonantalization, 291,294
deletion, 1605-6
initial geminates, 1141, 1142
Greek, Homeric, 2022
Greek, Modern
clitics, 2003, 2005, 2013-14
dissimilation, 679-80
fricatives, 679, 680,687
sC clusters, 901
Greek, Protor, 1279
Greek, Samothorakj
compensatory lengthening, 1281-2, 1514
onsets, 1247
skeletron, 1281-2
Greenlandic, West
metathesis, 469-70
pharyngeals, 609
positional effects, 1106
vorvel length, 469,470
Greenlandic Eskimo, 1106, 1765, 1771
grid-based non-finality, $1028,1030-4$, 1036, 1040, 1042, 1044, 1048
GridMarkMaprivis ensitraint, 991-3, 996
grid-enly framework, 86, 989, 990
grids, 1233. Sier niso metrical grids

Grimm's Law
consonant mutation, 1542
variability, 2193
grounded constraint, 2744, $\underline{2745}$
Guaraní, 933, 1849-50
Glui, 429,430
Gujarati, 1562
Gunu, 495
Gurindji، 1412
gutturals
clicks, representation of, 424, 433
consonantal places of articulation, 533
consonant-vowel place feature interactions, 1766
fricatives, 672
Structure Preservation, 1798
vowel height, 505, 506
Guugu Yimidhirr, 988
Haitian Creole, 2364, 2365, 2377
Halkomelem, 2493-4
handshape. See sign language handshape
Handshape Sequencing Restraint, $\underline{202}$
Hand Tier Mudel
sign language handshape, 208-9
sign language movement, $582,585,586$
Harari, 1673
Harbin Chinese, 2565-6
hard consonants, 2011
hardening
category-specific effects, 2455
deletion, 1606
Slavic palatalization, 2922-4
hard mutation, 2817
harmonic ascent, 1485
Harmonic Grammar (HG)
frequency effects, 215 ?
mistake bounds in, 70-1
Probably Approximately Correct, 69-70
Vapnik-Chervonenkis dimension of, 68
harmonic shifts, 494-502
to height of trigger, 499-500
systems based on harmony, 500-2
harmony(-jes)
aspiration, 1813
consonant (see eonsonant harmony (CH))
constraint conjunction, 1467-71
dental, 37-8, 1815
dorsal, 1818
exceptionality, 2550
featural affixes, 1061
features, organization of, 656, 660)
front-back, 2832-3, 2838, 2840
learnability, 72
nasal (see nasal harmony)
progressive, 1846
retroflex, 1815-16
root-affix asymmetries, 2500-2
roundness, 2965, 2969, 2970, 2978-80, 2985
stress, 929-31
strident, 1828, 2839-40
"tongue root," 2167-70
veicing, 1826
vowel (see vowel harmony)
vowel-coisonant, 1839-54
vowel height, 1817-18
vowel place, 454-5
h-aspiré words (French), 2545-8
Hausa
autesegments, 327
downstep, 838,839
phonological sensitivity to morphology, 2470-1, 2483-4
quantity-sensitivity, 1342-3
tone, 1342-3
vowel length, 468
Havana Spanish
assimilation, local, 1932
lateral consonants, 743
Hawaiian
hiatus resolution, 1434
loanwords, 2259, 2260, 2264-6, 2269, 2271, $\underline{2272}$
Haya, 2746
H domains, 331, 332
head-based non-finality, 1028, 1030-3, $1035,1039,1041,1042,1044,1048$
Heal constraints, 1481-3
Head-Dependency Model, 1320-1
headedness
clitics, 2008
foot, 456-4, 961
root-affix asymmetries, 2499
sC clusters, 902-4
word stress, 981, 991, 997
Heapedness constraint
clitics, 2009, 2011
Phonological Word, 1213, 1214, 1219
headed span theory, 334-6
headlessness, 996-1.000
heads, 2468
hearer-appeal markert, 2797
heavy syllables, 2991, 2993, 2996, 3000-2, 3004, 3002

Hebrew
allomorph selection, 2366-7
category-specific effects, 2441-2, 2450, 2457
fricatives, $670,671,676$
metathesis, 1384
morplueme structure constraints, 2051
root-affix asymmetries, 2510-12
templates, 2586, $2588, \underline{2589}, 2593, \underline{2595,}$ 2598, 2600, 2602
tier segregation, 2521-2, 2529-32
Hebrew, Biblical, 1552, 1553
Hebrew, Tiberian
degemination, 2560
derived environments, 2091
metathesis, 1383
pharyngeals, 611
spirantization, 670-1
vowel epenthesis, 1587-8
height
distinctive features, $397,407-8$
Hungarian vowel harnony, 2964, 2979
metaphony, 2631, 2632, 2644-7, 2649, 2650
proposed changes to universal feature set, 404-5
height class
arguments for, 510-11
properties of, 511-15
gradient height, 512-13
grouping [high] and [ATR], 512
monovalent closed, 514-15
monovalent open, 514
ternary height and hierarchical height, 515
height coalescence
hiatus seschlution, 1439-40
vowel height, 506
height harmony. 2171
hetercssyllabic cluster, 570
HG. Sec Harmonic Crammar
hiatus avoidance, 2362-3
hiatus filling, 1269
hiatus resolution, 1434-56
skeleton, 1269
theoretical issures in, 1443-56
autosegmental and non-linear generative phonology, 1444-7
generative phonology, 1443-4
gradience, 1.455-6
Optimal ity Theory, 1447-56, 1449-56
typological variation, 1437-43
coalescence, 1439-40
consonant epenthesis, 1437-8
glide formation, 1440-1
multiple strategies in same language, 1441-3
vowel elision, 1438-9
hierarchical height, 515
[high] feature, 508-10, 512
highlighting, 2798-9
Hindi
dissimilation, 1424
distinctive features, 397
loanwords, $2265,2270, \underline{2} \underline{7} \underline{3}$
quantity-sensitivity, 1346,1355
reduplication, echo, 1424
schwa-zero alternations, 637-8
stress, 888
Structure Preservation, 1804
Hirayama's LJaw, 2898, 2899, 2901, 2902
historical phonology, 136-7
Hixkaryana
Iambic-Trochaic Law, 1053, 1354
quantity-sensitivity, 1354
H/L systems, 1006, 1007, 1017
HL tones, $\underline{830}$
Hmong, 2260, 2265, 2271, 2272
Homeric Greek, 2002
hemopheny. See also anti-homophony
lenition, 1571
root-affix asymmetries, 2491,2511
homorganic consonants
consonant harmony in child language, $1701,1710,1713$
morpheme struct are constraints, 2051
H tones, 92
Bantu tone, 2731, 2733-44,2747
category-specific effects, 2441, 2443-4
conspiracies, 1656-9
deletion, 274 ?
downstep, 824, 826, 829-35, 838, 839
featural affixes, 1945, 1957-61
intonation, 769-71
raising, 835-6
spreading, 2749
Winal alignment, 1187, 1198
tone, representation of, 1079, 1081-99
$\mathrm{Hu}, 2318,2319$
Huave, 2270
Hungarian
compensatory lengthening, 1515
The Emergence of the Unmarked, 1372-3
frequency effects, 2143
geminates, 875-6, 879, 894
loanwords, 2261

Hungarian (comt'd)
phonclogical sensitivity to morphology. 2477, 2485
Phonclogical Word, 1207-8, $\underline{\underline{2015}}$
skeleton, 1267
vowel harmony, 1208, 2164-7, 2173,
2174, 2177-8, 2181-4, 2477, 2963-86
anti-harmuny, 2985
backness harmony, 2972-8, 2985
domains, 2981, 2982
neutral vorvels, 2984-5
reots, 2965-8, 2981-3
roundness harmony, 2978-80, 2485
suffixes, 2969-72, 2980, 2983-4
transparency, 2984-5
variation, 2984-5
hyper-activation, $\underline{1700,} 1701$
hyperarticulation, 926
hypermetaphony, 2658
hypu-activation, 1700, 1701
hypocoristics, 818
*IA constraint, $\underline{2157}$
iamb
extrametricality and non-fiinality, 1029-30
foot, 975, 1352
quantity-sensitivity, 1350-4
word stress, $981, \underline{982,990}$
iambic length asymmetries, 937-8
lambic Lengthening
allomorph selection, 2366
extrometricality and non-finality, 1035-7
lambic-Trochaic Law, 1066, 1068
iambic patterns, 1031
iambic reversal, 1029
Tambic-Trochaic I.asv (TTJ), 1052-74
defined, 1.052
interpretations of, 1.054-7
quantity-sensitivity, 1057-65, 1354
asymmetric foot inventory, 1059-62
symmetric foot inventory, 1062-5
rhythmic lengthening/shortening. 1065-74
lapse avoidance and norn-finality. 1069-74
rules, 1068-9
lbibie, 839, 840
Icelandic
a utcosegments, 334
a) mpensatory lengthening, 1527
final consinnants, 867
rule ordering, 174:3-4
syllable contact, 1257

IDENT Constraint
constraint conjunction, 1472
Hungarian vowel harmony, 2982
metaphony, 2645, 2646
metathesis, 1385
Sanskrit reduplication, 2868, 2870
Slavic palatalization, 2928-33
Identification in the Limit from Positive Data (ILlD), 59-60, 62
identity, 1095
Identity Constraint (IC), 2385-7
ideophones, 2446
Igbo
consonantal places of articulation, 521
hiatus resolution, 1455-6
1kwere, $1.81, \frac{188}{2}$
IIokano, 2392-3
imbrication, 1402
Imdlawn Tashlhiyt Berber
glides, 360
onsets, 1287-8
imperative, 2624-5
imperfective aspect formation, 1963
implication, 1480-3
implicational relations, 91-2
importation, 1805-6
impoverishment, 2480-1
Inari Saami, 1412-13
incomplete neutralization
gradjence and categoricality, 2121-5
mergers and neutralization, 1906-7
indexed constraints
exceptionality, 2548-50
phonological sensitivity to morphology, 2474-5
indirect reference, 2480, 2485-6
Tndonesian, 636
Indonesian, Riau, 2408
inert segments, 155-6
Ineseño Chumasl, 1815
infant perception experiments, 396
Infinite Stress View (ISV), 2779-83
infixation
foot, 972-3
infixes, 1947,1948
metathesis, 1401,1402
inflectional morphology, 2458
information content, 98-101
Information Theory
contrast, 49-50
distinctive features, 392
markedness, 88
informativeness effects, 1992
Inherent Features (IF), 1321, 1324
Initial Accent Deletion, 2787, 2789-91
initial articulatory strengthening, 1140
initial consernant mutation, 2807-14, 2822, 2825, 2826
initial geminates, 1124-42
Arabic, 1134-5
definition of, 1131-2
edge effects, 1140-2
moraic, 1133-4
phonetic properties, 1136-40
typological issues with, 1125-31
underlying representation of, 1132-3
underlying syllabification of, 1132-3
1.itialGridß1ark constraint, go3
innateness
distinctive features, 393-7, 407
markedness, 818
markedness and faithfulness omstraints, 2508
input correspondents, 1365-6
input language representation, 2267-9
input-output (IO) faithfulness
derived environments, 2109
The Emergence of the Unmarked, 1365. 1367, 1369-71
morpheme structure constraints, 2060
input underspecification, 2551.-2
insertion
metathesis, 1383
Slavic yers, 2937-8, 2947
Institute for Perception Research (liwstituut voor Perceptie Onderzoek; IPO)
intonation, 764-5,773
tunal alignment, 1198
intensity
sentential prominence in English, 2783, 2784
sonorants, 183
sonority, 1179-80
intensive reduplication, 2856-8
intergestural timing, 112
Jnterior Salish
consonantal places of articulation, 530
pharyngeals, 612
interlexemic morphology, 2824
intermediate phrases, 769
jonternal codas
deletion, 1610-J1
final cuns(nants, 848-50, 854, 857, 858, 861
internal epenthesis, 1251
internal movements, 580
internal ordering, 370-1
International I'honetic Alphabet ( $I^{\prime} \mathrm{A}$ )
consonantal places of articulation, $\underline{519}$
phoneme, 242-3
rhotics classification, 711-12
schiva, 628
skeleton, 1263, 1264, 1277
underlying representations, 3
vorvel height, 511
intervocalic flapping, 1561
intervocalic stops, 2227
intonation, 757-75. See also tonal alignment
autosegments, $314,315,322,326-9$
as composite of rises and falls, 764-6
defined, 257
gestalt approaches to, 759-64
level vs. dynamic tones, 773-4
pitch levels as primitives, 766-73
superpositional models, 266
intu)national categories, L1.85-92
intonational meaning distinctions, 1189
Intonational Phrase
Bantu tone, 2748
intonational pitch accents, 1009
intonational systems, 104
int ragestural timing, 112
intrinsic ordering, 1740
introspection-based approach, 2285-6
intrusive r, 2033-9
INTSINT (International Transcription System for Intonation), 760
Inuktitut, 2270, 2272-4
Tmupiaq, Barrorv
abstractness, 157-8
palatalization, 1673
invariant suffixes, 2970-1
inventories
contrast, 48
distinctive features, 400-1, 406
emergence of, 138-40
sC clusters, 899-900
Slavic palatalization, 2911-13
Inverse Compound Rule, 2787
1-0 Cuntiguity constraint, 861
1O-Dep constraint, 1502-5
IO faithfulness. Sece input-r)utput (IO) faithfulness
IO-IDENT constraint, 1502-4
IO-Max constraint, 1502, 1503
Iotation, 2918

II'A. See International I'honetic Alphabet (IPA)
1I'O. See Institute for I'erception Research
Irại, 1592
Iragw, 534
Irish
Celtic mutations, 2813-15, 2818-19. 2821
consonant-voinel place feature interactiuns, 1769-70
Irish, Tyrone, 1524-5
Irish Gaelic, 214
irrealis paradigm, 2305
irreflexivity, 802, 804
irregularities, 1498-501
Isixhosa, 1659
isochrony, 1148-51
Israeli Sign Language (ISL)
movement, 578-81, 584, 594
twe-handed signs, 232
Italian
allomorph selection, 2367
clitics, 2006-7, 2013
geminates, 873
metaphony, 2631-59
precedence relations, 818
quantity-sensitivity, 1357
rhythn, 1147-8
sC clusters, 908-9
sound change, 2215
s-voicing, 1211
Italian, Arpinate, 2638, $\underline{2657}$
Italian, Calabrese, 1798
Italian, Calvello, 2634-5
Italian, Florentine, 1925
Italian, Foggia, 2636-7
Italian, Francavilla Fontana, 2639-40
Italia 7 , Grad(), 26.35-6
Italian, Lucanian, 2012
Italian, Neapolitan, $1190,1195,1196,2011$
Italian, Northern, 1211
Italian, Salentino, 2638-9
Italian, Sardinian, 2653-4
Italian, Serviglia:10, 496, 2635
Italian, Tuscan, 374
Itelmen, 2447, 2457-8
iterative rules, 1243
iterativity, 256
ITL. Seer lambic-Truchaic Law
Jahai, 2268
Japanese
allomorph selection, 2323
assimilation, local, 1922, 1930
constraint conjunction, 1475,1476
deletion, 1590
geminates, 873,874
hypocoristics, 1351-2
language game, 1293
loanwords, 1589, 2259-62, 2265, 2269, 2271,2273
Lyman's Law, 175-6, 1475-6, 2052
markedness, 89
mimetics, 2066
morpheme structure constraints, 2066
pitch accent, 161-2, 314, 1010-12, 1018-21, 2879-905
positional effects, 1110,1111
quantity-sensitivity, 1351-2
Rendaku, 156, 175-6, 1475-6
sibilants, 5-6
sonorants, 175-6
speech perception, 2335, 2337-8, 2341, 2392
Structure I'resenvation, 1798-9
tonal alignment. 1194
underlying representations, 5-6
vowel epenthesis, 1588-90
Japanese, Kagoshima, 2897-901
Japanese, Koshikijima, 2902-4
Japanese, Tokye
category-specific effects, 2440-1
pitch accent, 2881-97
accent-to-pitch conversion, 2882-3
generalization of accent riles, 2883-92
unaccented words, 2892-7
larawrara, 1218
Javanese
consonantal places of articulation, 521
reduplication, 2405
Jibbäli/Shehri, 611.
Jita, 2731, 2733, 2734
「ohore Malay
nasal harmony, 1858
reduplication, 2397-8, 2401-2
joints (finger), 200-4, 206-8, 212-13
Jordanian Arabic
morphenve structure constraints, 2062
word stress, 2097
Jucleo Spanish, 1250
Tul’hoansi, 606-7, 1342
Kabardian, 1762-3, 1778
Kagate, 1561.

Kagoslima lapanese
Japanese pitch accent, 2881, 2897-901
pitch accent, 2897-901
prosodic changes, 2900-1
two-pattern systern, 2898-900
Kalısi', 1902
Kaingáng
autosegments, 313
partially nasal segments, 556
Kaititj, 2371, 2372
Kalanga, 2741
Kalantan Malay, 1892
Kalaslıa
assimilation, long-distance, 1816
consonantal places of articulation, 529
vorvel place, 450
Kam, 1089
Kam, Yung-chiang, 2314-15
Kamaiurá, 851, 863
Kamba, 471
Kambat.a, 1387, 1388
Kammu, 2306-7, 2309
Kannada
assimilation, local, 1932
reduplication, 2410
Kaqchikel, 1624-5
Karaim, 1819
Karitiana, 556
Karo, 1294-5
Karok, 356-8, 1601
Kasem, 1395
Kashaya
consonantal places of articulation, 532
final laryngeal neutralization, 1627
Kashmiri
final laryngeal neutralization, 1.624, 1627
quantity-sensitivity, 1354
Kashubian, 2917
Kazakh, 1251-2, 1254
Kelantan Malay, 32 1111, 1892
Kera, 495, 501, 1583
Khalkha Mongolian
fort, 960-1
vorvel harmony, 2070-1
Khmer, 1799
Khoekhoe, 422,431, 432
Khoisan
pharyngeals, 606
vorvel place, 456
Khoisan languages
clicks, representation of, 417, 418, 423, $425,426,431-5$
distribution of segments in, 431-5

Kickapoo, 681
Kikongo
assimilation, long-distance, 1812
nasal harmony, 1854-5, 1860-1.
Kikuria, 504-5
Kikuyu
assimilation, local, 1225
autosegments, 315
loansvords, 2270, 2271, 2273
tone, representation of, 315, 1090
Kinande, 2169
Kinyauvaranda, 2265
Kiorva, 1348
Kipare, 327
Kiparsky's Elsewhere Condition, 1742
Kirghiz, 1254-5
Klallam, 1.393, 1394
Klamath
compensatory lengthening, 477
final laryngeal neutralization, 1624
vowel length, 476, 477
Kobon, 1121
Kodagu, 1782
Kolami, 406
Kom, 1091-2, 1096-7
Korean
allomorph selection, 2365
assimilation, local, 1922, 1924, 1926-7,1932
consonantal places of articulation, 271, 535
coronalit 271
glides, 352
laryngeal contrasts, 1109-10, 2662-81
lateral censernants, 739
loanswords, 1589-90, 2259-60, 2262-4, 2269-71, 2273
marked ness, 90-1
mergers and neutralization, 1896
paradiyms, 1978-9, 1992
phoneme, 261
Phonological Word, 1219
place of articulation, 41
positional effects, $1105-6,1109$, I110
reduplication, 240?
speech perception, 2335-6
syllable contact, 1249,1259
syllable structure, 787, 281
tonogenesis, 2306
vorvel epenthesis, 1589
Koshikijima Japanese, 2902-4
Koya, 883
Koyukon, 747
Kpelle, 1301-2
Krachi, 835

Kuki-Thandow
downstep, 830-1
tone, representation of, 1085,1098
Kukuya
consonantal places of articulation, 521
tone, representation of, 312-13, 317-18, 1081
Kulalao Paiwan, 521
Kıuna, 1561
Kunshan, 1424-5
Kutep, 370
Kwakiv'ala
clitics, 2014
quantity-sensitivity, 1341
secondary articulation, 696
stress, 1341
Kwanyama, 1655
L1 (borrowing language), 1794-807
L2 (source language), 1794-807
labial(s)
assimilation, long-distance, 1822 , 1823
consonant harmony, 1693-5, $\underline{1702}$
consonantal places of articulation, 520-4
consonant harmony in child language, 1707-9
consonant mutation, 1544
consonant-vowel place feature interactions, $1764,1768, \underline{1769}, \underline{1772,}$ 1777
coronals, 262 271-3, 284
flapping in American English, 2723
fricatives, 684
grouping dorsals and, 535-6
metathesis, 1386
obstruents, 684
palatalization, 1671
phonological elass, evidence for labials as, 521
positional effects, 1105
sub-places of articulation, 521-4
labial consonant harmony, 1693-5, 1702
labial aonsonant Morpheme Structure Constraints, 2839
Labial constraint, 1711-12
labial dissimilation, 1411,2524
labiality, 405
labialization
Chaha, 1949-50
feature specification and underspecification, 150
secondary articulation, 696
labial palatalization, 1675,1685
labial-velars, 704-6
labiodental fricatives, 684
laboratory phonology, 2285
LAFS (Lexical Access from Spectra) model, 2126
Lahaul, 1561$)$
Lakota, 1376
Lamang, 2446
Lamba, 2737-8
Laminal, 22
Lang( $)$, 1467-70
language acquisition. see acquisition
language change, 1974-6. See al so sound change; Structure Preservation (SP)
language games
foot, 974-5
syllable-interna] structure, $784,792,793$
tier segregation, 2525
language impairment, 2078-80
lapse avoidance, 1069-74
Lapse constraint
constraint conjunction, 1486-7
foot, 976
ternary rhythm, 1238
tone, representation of, 1094
word stress, 983, 985
lapses, 975
Lardil
clicks, 418
deletion, 1599
minimal word, 973-4
vourel height, 497-8
laryngeal(s)
assimilation, local, 1921-4
consonant mutation, 1530
contrast, 40,41
contrasts in Korean, 2667-9
fricatives, 669
metathesis, 1400
nasal harmony, 1844-5, 1847
sonorants, 184
stricture featıres, 290, 293, 294
velar and post-velar places of articulation, 532
laryngeal contrasts
Korean (sec under Korean)
sonorants, 176-8
laryngeal features
assimilation, local, 1921.-d
final laryngeal neutralization, 1626-33
proposed changes to universal feature set, 404
stricture features, 288
laryngeal harmony, 1813-14, 1825
laryngeal metathesis, 1388
laryngeal neutralization
clitics, 2016
final (ser final laryngeal neutralization)
positional effects, 1110, 1112, 1113
Laryngeal nede
features, organization of, $646,648,665$
sonorants, 174
laryngeal realism, 1626
Laryngeal Vocal Tract, 617, 618
Late Common Slavic
compensatory lengthening, 1519-20
paradigms, 1991
lateral(s), 730-52
alternatiens involving, 737-40
glides or vowels, 739-40
nasals, 738-9
rhotics, 739
stops, 238
articulation, acoustics, and acquisition ©f, 731-2
competing models, 741-7
Coronal node model, 742-5
sonorant voicing model, 745-7
consernantal places of articulation, 543-4
defined, 230, 231
feature ce-eccurrence constraint approach, 747-50
inventories, 747-8
laterals as targets of spreading, 750
spreading, 748-50
frequency of, 231
glides, 739-40
and [lateral] featurt, 740-2
pherologegical behavier, 735-7
and continuants, 736-7
sonorancy and voicing, 736
phonotactics, 735
rhotics, 726,739
sonority, 1176
stricture features, 301, 302, 304, 305
types of, 730-1, 733-4
lateral click, 418
lateral dissimilation, 1416
[lateral] feature, 740-2
Late West Saxon, 1382
Jatin
a llomorph selection, 2357
compensatory lengthening, 1521
dissimilation, 1408, 1415-16
extrametricality and non-finality, 1041-2

Features, organization of, 658
glides, 342, 348-9
lambic-Trochaic Law', 1067, 1069
lenition, 1564
paradigms, 1974, 1978, 1979
quantity-sensitivity, 1336-7, 1346
rhotics, 725, 726
sound change, 2228
stress, 1336-7
syllable centact, 1248
Latin accent rule, 2888-9
Latin American Spanish, 1742
layeredness, 2008
Layeredness constraint
clitics, 2009, 2011
Phenolegical Word, 1213, 1214
J.A7.Y constraint, 934
leamability, 54-74
formal language theory, 55-8
alternations, 56-7
gradience, 57-8
phonotactic patterns, 55
properties of phonological patterns, 58
learning theory, 58-62
groals, 58-9
learning frameworks, 59-61
main results, 62
mistake bounds, 61,62
phonological learners, 66-73
harmony patterns, 72
mistake bounds in OT and HG, 70-1
Optimality Theory grammars, learning, 68
Probably Approximately Correct learning of rankings and weightings in OT and HG, 69-70
rule-based alternations from pairs, learning, 66-8
segmental adjacency pattern learning, 71-2
stress pattern learning, 72-3
Vapnik-Chervonenkis dimen.sion of Optimality Theory and Harmonic Grammar, 68
role of structure in generalization, 62-6
finiteness as structure, 62-3
tell-tale sets and the subset problem, 63-4
Vapnik-Chervonenkis dimension, 64-6
learning algorithms, 59
learning theory
learnability, 54, 58-62
learning frameworks, 59-61
Identification in the Limit from Positive Data, 59-60, 62
Probably Approximately Correct learning, 60-2
main results, 62
mistake bounds, 61, 62
Lebanese Arabic
coronals, $\underline{282}$
vowel epenthesis, $1576,1581,1582$, 1586
left-headed onsets, 902-4
left-prominent system (Chinese tone sandhi), 2579
I.ena Spanist, 495-6, $\underline{2656}$

Lenakel, 2445
length
autosegments, 316
metaphony, 2652
vowel (see vowel length, representation of)
lengthening
compensatory (see compensatory lengthening)
foot-final, 936-7
Hungarian vowel harmony, 2973
lambic (see Iambic Lengthening)
penultimate, 1.615-1.6
rhythmic (see rhythmic lengthening/shortening)
lenition, 1559-73
assimilation, local, 1925
Celtic mutations, 2809, 2811-12
[consonantal] feature in, 300-1
a)nsonant mutation, 1541, 1551
cyclicity, 2037
defined, 1559
final laryngeal neutralization, 1625
filapping in American English, 2722-5
leniting processes, 1559-63
deaspiration, 1560, 1562
debuccalization, 1562
degemination, $\underline{1560}$
devoicing, 1563
flapping, 1561-2
gliding, 1563
loss, 1563
spirantization, 1561, 1570-2
voicing, 1560-1
patterns of, 1563-6
[sonorant] feature in, 300-1
sonorants, 173-4, 184
sound change, $2220,2221,2228,2229$
stress, 928-9, 931-2, 938
stricture features, 300
theoretical approaches to, 1566-72
formal approach, 1566-8
functional approach, 1570-2
phonetic approach, 1568-70
Leti
geminates, 878, 1133-4
metathesis, 1389
sonority sequencing, 1163, 1168
syllable cuntact, 1258-9
vowel length, 484-5
Levantine Arabic, 3010-11
leveling, 1975
level tones
intonation, 767, 768, 771, 773-4
tone, representation of, 1078
lexical access, 1197
Lexical Access from Spectra (LAFS) model, 2126
lexical alphabet, 1789
Lexical Category l'rominence Rule (LCPR), 955
lexical conservatism, 2361
lexical disyllables, 1319-20
lexical frequency. Sce type frequency
lexicalization, 1319
lexical list, 1372-3
lexical marking, 2954
lexical meanings, 2494-5
lexical morphemes, 2493-4
Lexical Phonology and Morphology (LPM), 2236-54
clitics, 2016
conspiracies, 1652
cyclicity, 2022-3
exceptionality, 2553-4
interaction of morphology and phonology in, 2245-9
laryngeal contrast in Korean, 2678
legacy of, 2249-54
diachrony, 2249-51
phonetics and phonology, 2251-2
Stratal Optimality Theory, 2252-4
lexical syndrome, 2237-45
and Optimality Theory, 2236, 2240
paradigms, 1993, 1294
phoneme, 258-9
Phonological Word, 1214
root-affix asymmetries, 2506-7
rule ordering, 1748
Structure Preservation, 1788-9, 1792, 1794,1896
lexical redundancy rules, 2542
lexical representations
acquisition, 2429-31
gradience and categoricality, 2124-7
lexical rules, 1790,1791
lexical scope, 2207-10
lexical signs
sign language movement, 578-88
evidence for movement category, 580-1
meaning, 587-8
phonological representation, 582-7
two-handed signs, 226, 230
lexical syndrome, 2237-45
lexical tonal contrasts, 2733
lexical tones
autosegments, 329
stress, $\underline{926}$
lexical vowe 1 s, 1582-4
lexical words, 2466
lexicon, 1420-2
lexicon, theory of the, 2542
Lexicon Optimization
contrast, 39
feature specification and underspecification, 164
Turkish vowel harmony, 2847
underlying representations, 1 .
Lhasa Tibetan
consonantal places of articulation, 535
quantity-sensitivity, 1348-9
liaison consonants (LCs), 2685-7
as epenthetic, 2695
as final consonants of Wordl, 2693-5
French, 268.5-7, 2692-7
as initial consonants of Word2, 2696
as morphemic markers, 2695-6
as part of larger constructions, 2696-7
phonological and lexical status, 2692-7
skeleton, 1268
License constraint, $\underline{2645,2646}$
licensing
consonant harmony in child language, 1703-5
final a ansonants, 861-2
mergers and neutralization, 1897,
1900-2
nasal harmony, 1852
Licensing by Cue
poritional effects, 1107
vorvel epenthesis, 1577
Licensing by prosody, 1107
licensing segments, 1044-5
light tone, 2578-9

Linearity constraint, 1383, 1384, 1388, 1400-2
linear-segmental analyses, 1602-3
Lingala, 1348-9, $\underline{2265}$
lingual airstream, 419,420
linguistic attractors, 137
linking
cyclicity, 2033-9
hiatus resolution, 1446
lip rounding, 28:5
liquid(s)
deletion, 1616
dissimilation, 1418, 1419
metathesis, 1399
phoneme, 247
positional effects, 1116
rhotics, 726
speech perception, 2337
syllable contact, 1249
liquid dissimilation
dissimilation, 1408, 1413
features, organization of, 658
liquid harmony, 1817-18
liquid metathesis, 1380
liquid onsets, 2444
listener-oriented approach, 1527-30, 1532
listener reversal of co-articulation, 1416-20
literacy
speech perception, 2336
syllable-internal structure, 793
Lithuanian
contrast, 40-1
laryngeal neutralization, 40-1
positional effects, 1113
quantity-sensitivity, 1347
vorvel length. 467-70
Liujia Chinese, 256 ?
joanwords, 2258-75
assimilation, long-distance, 1813
conspiracies, 1660-1
co-occurrence restrictions, 2273-4
defined, 2258
deletion, 2264, 2270-3
emergent patterns in, 2259-64
epenthesis. 2264, 2269-73
function of vowel epenthesis with, 1589-90
metathesis, 132
morpheme structure constraints, 2052, 2063
and native phonology, 1500
phonotactic adaptation, 2269-74
and quality, 1590-1
loanwords (cont'd)
segmental adaptation, 2261, 2265-9
borrowing language representation, 2265-7
input language representation, 2267-9
Semitic templates, 2589-90
speed perception, 2339-42, 2345
Structure Preservation, 1787, 1792-807
syllable contact, 1250
vowel epenthesis, 1588-92
native phonology, 1590
quality, 1590-1
vowel placement, 1591-2
vowel placement in, 1591-2
local assimilation, 1919-40
consonantal places of articulation, 1925-31.
examples, 1920-33
complete assimilations, 1931-3
continuants, 1924-5
nasality, 1924
voicing and other laryngeal features, 1921-4
general phonological issues, 1933-40
co-articulation, 1934-6
directionality and perception, 1933-4
formalizing local assimilation, 1936-40
nasal place assimilation, 1925-7
vowel and consonant place interactions, 1929-31
local conjunction (LC)
chain shifts, 1722-4
metaphony, 2646
morphologically derived environments, 2102-4
phonologically derived environments, 2098-100
vowel harmony, $\underline{2175}$
local constraint conjunction, 1462-76
coda conditions, 1464-6
counterfeeding effects, 1471-2
feature harmonies, 1467-71
markedness and faithfulness constraints, 1472-4
self-conjunction, 1474-6
universal markedness hierarchies, 1466-7
"local exceptional triggering," 2549
locality
assimilation, long-distance, 1821.-3
annsonant harmony in child language, $1691,1692,1696,1698-701,1703,1706$
derived environ ments, 2100
dissimilation, 1409, 1410, 1413-14
phonological sensitivity to morphology, 2481-4
Turkish vowel harmony, 2836-9
local ordering
red uplication, 2386
rule ordering, 174.3-4
local self-conjunction, 1474-6
locus of violation, 1484
long-distance assimilation of consonants, 1811-32
analyses, 1820-30
contrast, 1829-30
correspondence, 1826-9
spreading, 1820-6
consonant harmony, 1691, 1692, 1811, $1812,1820,1830-1$
markedness and faithfulness con.strainti;, $1499+1506$
typology, 1811-19
coronal harmony, 1814-17
dorsal harmony, 1818
laryngeal harmony, 1813-14
liquid harmony, 1817-18
nasal harmony, 1817
stricture/secondary articulation harmonies, 1818-19
long-distance consonantal spreading, 2523
long vowels
final consonants, 850-1
syllable antact, 1258
ternary rhytlom, 1230
loss
deletion, 1598
lenition, 1563
loudness, 1129
lower:ing, 2980, 2984
[low] feature, 508-10
T.orv Vorvel Dissimilation, 1412

Low Vowel Lengthening (LVL), 2973
LPM. See Lexical Phonology and Morphology
LSQ (Quebec Sign Language), 235
L tones
Bartu tone, 2731, 2740, 2742-4
category-specific effecte, 2443
downstep, 824, 826, 829-35, 838, 839
featural affixes, 1945, 1957-60
intunation, 769-71
markedness, 90
onsets, 1300, 1301
tonal alignment, 1187, 1.198
tone, representation of, 1079, 1082-99
tonogenesis, 2308

Lucanian Italian, 2012
Lugbara, 2318, 2319
Lugisu, 1482
Lummi, 1394
Luco
consonantal places of articulation, 526
contrast, 37-8
Lushootseed
reduplication, 2399
root-affix asymmetries, 2400
schwa, 1172
Luyana, 1655
Lyman's Latr', 175-6, 1475-6, 2052
Macuxi, 1515-16
Madurese, 1757
Mafa, 1963-5
magneto-encephalography (MEG) studies, 411
Maidu, 1109, 1110
MAIN-TO-WEICHT Principle, 934
Majorcan Catalan, 1754
major class features. See nlso [consomantal]; [sonorant] feature
proposed changes to universal feature set, 401-3
rhotics, 720
stricture features, $\underline{288}, \underline{289}, 298, \underline{300}, \underline{301}$
major rules (SPE), 2540-2
Malay
consonantal places of articulation, 532
hiatus resolution, 1437
positional effects, 1111
reduplication, 2397-8, 2401-2
Malay, lohore
nasal harmony, 1858
reduplication, 2397-8, 2401-2
Malay, Kelantan, $\underline{32}, 1111,1899$
Malay, Pattani, 888, 1297-8
Malayalam, 1789 , 1926
Malayalamn, Mapila, 1764, 1773, 1779-80
Maltese
consonant-vowel place feature
interactions, 1773
Inanwords, 2062-3
pharyngeals, 610
tier segregation, 2516-17, 2519
Maltese Arabic, 1764-5, 1770, 1779
Mambila, 841-4
Manam
final annsonants, 848
reduplication, 2410
Manchu, 29

Mandarin Chinese (MC)
autosegments, 329
category-specific effects, 2451
consonnantal places of articulation, 523-4
loanwords, 2264, 2266-8, 2272-4
Structure Preservation, 1800, 1803-4
tone sandhi, $2563,2577,2579$
Mandarin Taizvanese Clhinese, 2260, 2264
manner of articulation
acquisition, 2416
continuance, 679-80
contrasts, 420-1
dissimilation, 1422
features, organization of, 653-5
metałhesis, 1386-8
partially nasal segments, 559
proposed changes to unjversal feature set, 403-4
rhotics, 222
sonority, 1160
stricture features, 288,300
Maori, New Zealand, 2265-6, 2271, 2272
Mapila ß\alayalam, 1764, 1773, 1779-80)
mapping
autosegments, 319-21, 325-6
chain shifts, 1719-21
palatalization, 1685
Semitic templates, 2596-604
Mara, 527-8
Maranungku
contrast, 32-5
word stress, 956-7, 983, 992-4
Margi
autosegments, 152-3, 316-17
reature specification and unterspecification, 152-3
Mari
harmony, 940-1
schrwa fortition, 940-1
stress, 429-30, 941-2
vorvel place, 454-5
markedness, 79-101. See also Comparative Markedness (CM); Positional Markedness
acquisition, 2425
allomorph selection, 2377
chain shifts, 1727
conspiracies, $1650,1659,1660$
constraint conjunction, 1466-7, 1472-4
contrast, 32, 40, 14, 45
coronals, 268, 269, 273
criteria for predicting patterns of, 87-101
markedness (conf'd)
acquisition, 88-90
entropy and information content, 98-101
phonetic properties, 93-6
phonological patterns, 90-3
usage, 96-8
deletion, 1607-8
edge, 1028, 1045
The Emergence of the Unmarked, 1365
feature specification and underspecification, $148,163-4$
formal expression of, 81-7
hiatus resclution, 1452-5
lenition, 1567-9
mergers and neutralization, 188)7-902, 1908
metathesis, 1382
phonological represent ations, 121
and phonological theory, 82-3
predicting patterns of, 81-2
quantity-sensitivity, 1357-8
root-affix asymmetries, 2496-8, 2509
syllabic, 1.607-8
Turkish vowel harmony, 2842
use of term, 79-80
markedness and faithfulness constraints, 1491-51
faithfulness constraints
Constraint Definition Languages for correspondence, 1503-4
containment and correspondence, 1501-3
correspondence constraints, 1504-6
output constraints, 1493-501
function es, representation, 1495-8
regulaxities and irregularities in violation assignment, 1498-501
representation, 1494-5
overview of, 1491-3
possible and impossible constraints, 1507-9
extrinsic restrictions, 1507-8
origins and universality of constraints, 1.508-9
markedness conflation, 2453
markedness constraints. See nlso markedness and faithfulness constraints
Arabic word stress, 3012
chain shifts, 1727
contrast, 38
deletion, 1608
The Ennergence of the Unmarked, 1365-77
exceptionality, 2550
feature specification and underspecification, 164
fricatives, 672
hiatus resolution, 1453-4
markedness and faithfulness constraints, 1492
mergers and neutralization, 1899,1000
palatalization, 1684
reduction, 1882
Sanskrit reduplication, 2871
Semitic templates, 2601, 2602
speech perception, 2347
stress, 934-5
syllabic, 1608
markedness hierarchies
constraint conjunction, 1466-7
coronals, 276
root-affix asymmetries, 2496
markedness observations, 81
Markedness theory, 82-7, 1492
markedness threshold, 1475
markedness-through-formalism, $\underline{\text { BII }}$
markedness-through-mechanism, 81, 82
Marshallese, 695,696
masculine gender allomorphy, 2359-60, 2363-4
Maskelynes, 1412
NVatumbi
compensiatory lengthening, 477-80
glides, 350
vowel height, 500
vowel length, 468-9, 472-3, 477-80, 483-4
vorvel place, 460
Maxakalí, 1765-6
Max constraint
hiatus resolution, 1450-1
metathesis, 1385
reduction, 1882
MaxEnt model, 2147, 2148, 2154
maximal scansion, 1822
Maximize Contrasts constraint, 2347-8
Max-IO constraint, 2868, 2869, 2871, 2872
Max-V constraint, 1389
Maya, Yucatec
affricates, 371-3, 379
consonant mutation, 1553-4
Mayak, 1815
Ivlayan, Aguacatec
extrametricality and non-finality, 1033, 1034
quantity-sensitivity, 1340-1

Mayrinax Atayal, 521
Mazateco, 787
Mbabaram, 2442
MC. See Mandarin Chinese
meaning
intonation, 762-5, 772
lexical, 2494-5
sentential promlnence in English, 2802
tonal alignment, 1184
meaning-based organization, 2070
medial cordas, 848
medial plain nasal, 565, 566
medial prenasalized stops, 565
medio-nasals, 556, 571
Meeussen's Rule
Bantu tone, 2733, 2736
conspiracies, 1657
melodic overwriting, 2600, 2601
inelody(-ies)
as gestalts, 760-3
intonation, 758, 762-4, 769
pitch accent systems, 1004, 1012
skeletorn, 1264-9
many-to-one relations, 1266-8
one-to-many relations, 1264-5
one-to-zero relations, 1268-9
zero-to-one relations, 1268-9
Slavic yers, 2944-8
tonal alignment, 1185
melody copy, 170.3
memory, 395
Mende
autosegments, 312
tone, representation of 312,2083
Mercian Old English, 253-5
mergers and neutralization, 1892-913.
See also neutralization
covert eontrasts as systems in transition, 1911-13
near mergers and incomplete neutralization, 1906-7
self-brganization, 140-2
sub-phonemic distinctions as covert contra.sts, 1907-10
synchronic mergers, 190t-13
theories of contrast reduction, 1896-904
licensing and markedness, 1897-900
richness of cues and contrast maintenance, 1900-4
typology of contrast reduction, 1893-6
common triggers and targets of contrast reduction, 1895-6
positions of contrast reduction, 1894-5
metaphony. Set urfor Romance languages ineta thesis, 1380-402
child language, $1712,2418,2431$
compensatory, 1390
contact, 1316
liquid, 1167, 1250, 1380
local, 1381-96
CC, 1167, 1381-8
CV, 1388-95
VC, 1394
VV, 1395-6
metaphony as part of, 2649, 2652
non-local, long-distance, 1396-401 diachronic, 1397
synchronic, 1397-9
pseudo-, 1389
related processes of, 1.399-402
repair strategy, $282, \underline{1165,1256,1577,}$ 1622
rhotics, 725-6
sonority, $1167,1170,1249,1256$
speech perception, $1382,1416, \underline{1418,}$ 1424, 2221-2
syllable contact, 1170, 1248-50, 1256
tier segregation, 2525-7
Metrical Consistency, 2110
metrical feet, 330
metrical grids
Arabic word stress, 2997-8
autosegments, 325
foot, 962-4
sentential prominence in English, 2782
metrical invisibility, 849, 865-8
metrically harmonic constituency-driven segmental alternations, 935-8
foot-final lengthening, 936-7
foot-initial fortition, 935-6
iambic/trochaic length a.symmetries, 937-8
inetrical patterns, 1586-7
metrical structure
autosegments, $315,324,325$
vowel epenthesis, 1578
metrical theory, 322-3, 924-43, 949-77, 980-1001, 1027-48, 1052-74
Arabic word stress, 2995
foot, 951-5
pitch accent systems, 1002
syllable-in ternal structur:e, 788
ternary rhythm, 1231, 1232, 1232
metrical trees
autosegments, 325
sentential prominence in Englisht, 2781

INIetrical Weight Consistency, 2672
MMexican Spanish, 1802
Mliddle Chinese, 2311
Nliddle English
compensatory lengthening, 1521.
cyclicity, 2036
skeleton, 1275,1276
Middle High German (MHG), 1275
Mlid-Waghi, 733
Jvidwestern American dialect, 2039

## Min

chain shifts, 1726
lateral consonants, 238
Min Circle, 2565, 2575
MINERVA model, 2126
Mlinimality Principle, 1803
Milinimal Sonority Distance (MSD)
onsets, 1288
sonority, $1168,1169,1175,1127$
minimal werd
Phonological Word, 1219
vowel epenthesis, 1587, 1521
minimal word constraint, 877
minimal werd requirements, 1258
Minimumbistance constraint, 2347-8
minimum word size, 973-4
minor rules (SPE), 2540-2
Misantla Totonac, 530-1
misperception, 2345-6, 2348-9
mistake bounds
learning theory, 61, 62
in OT and $\mathrm{HG}, 70-1$
mixed mutation, 2817
Mixtec, Acatlán, 835
Jvixtec, Ayulta, 987-8
Piliyakonojo Japanese, 2880-1.
Mìbà Yoruba, 1850-1
mobile stress, 2450
Màcheno dlalect (German), 2365-6
modeling segmental deletion, 1602-7
Mrodified Coda Condition, 279
lvordified Contrastive Specification, 248
Mohawk
phenological sensitivity to morphelogy, 2465
vorvel epenthesis, 1587
Mokilese
reduplication, 1271-3
vowel length, 481-2
Mokša Mordvin, 930
Mono, 1577, 2441, 2454
monolinguals, 2338
monophthongization, 1530-1
monosyllabic affixes, 1479
monosyllables/monosyllabicity
French liaison, 2690
root-affix asymmetries, 2499
monotorall units, 1187
monovalence, 163
monovalent closed vowels, 514-15
monovalent open vowels, 514
mora-counting allomorphy, 2371
moraic geminates, 3008
moraic initial geminates, 1133-4
moraic model, 1292-3
moraic segments, 1172
moraic structure
partially nasal segments, 568
phonological representations, 116
Moraic Theory/Phonology
compensatory lengthening, 1514
glides, 346
initial geminates, 1132-4
onsets, 1297
quantity-sensitlvity, 1351
syllable-internal structure, 791-2
vowel length, 482-5, 487
moraic truchee, 975
moras
Arabic word stress, 2994, 3008-10
compensatory lengthening, 1533
feature specification and underspecification, 159, 161-2
final, 1032-8
rhythmic lengthening, 1035-7
weight-sensitivity, 1032-5
genimates, 875, 877, 881, 1134-6
Japanese pitch accent, 2902-4
partially nasal segments, 568
quantity-sensitivity, 1344-5
Sanskrit reduplication, 2862
skeleton, 1274-8
syllable-internal structure, 79:1-2
mora-timed languages, 1149-52, 1154, 1156
Mordvin, Mlokša, 930
Moroecan Arabic
loanu'ords, 2265, 2274
phonological representations, 121
morpheme-based locality, 2482-4
morpheme concatenation, 160
morpheme constraints, 1546
morpheme-internal consonant clusters, 383-4
morphemes
category-specific effects, $\underline{2443}, \underline{2459}$
Chinese syllable structure, 2770-1, 2773-4
conspiracies, 1652
derived environments, 2093
exceptionality, 2551
reatural affixes, 1946, 1955 , 1957
reature specification and underspecification, 151
French liaison, 2695-6
Japanese pitch accent, 2894-6
Lexical Phonology and Morphology, 2245
metathesis, 1386
phonological sensitivity to morphology, 2464-8, 2480, 2483
reduplication, 2388-9
sign language movement, 588-94
sign syllables, 1311
skeleton, 1269
tier segregation, 2521-3
tonal, 1082-3
underlying representations, 16-17
morpheme structure conditions (MSCs)
conspiracies, 1648
morpheme structure constraints, 2049-55, 2058-62
root-alfix asymmetries, 2507
Sanskrit reduplication, 2867
morpheme structure constraints, 2049-67
as absolute constraints es. statistical tendencies, 2062-5
defined, 2049
domains and strata, 2061-2
duplication, 2058-62
expressive value of phonotactics, 2065-6
Hungarian vowel harmony, $\underline{2982}$
learnability, 57
morpheme structure conditions, 2049-55,2058-62
Optimality Theory, 2057, 2060-1, 2063
redundancy,2053-8
simplex and complex words, 2057-8, 2060-1
Turkish vowel harmony, 2839, 284
morphological accent, 2504-5
morph logical alignment, 2364-6
morphological boundaries, 1206
morphological bracketing, 2970
morphological conditioning, $\underline{2872}$
morphological context, 1389-91
morphological domains, 1538-42
inlorphological Doubling Theory (MDT), 2403-6, 2408
morphological lenition, 2809
morphologically derived environments, 2092-5
boundary contexts, 2092-3, 2101-4
entailments-based approach, 2101-2
local conjunction approach, 2102-4
non-boundary contexts, 2093-5, 2107-11
morphological processes
gradience and categoricality, 2130-1
inorphological stems, 2469
morphological structure, 2473
morphological word, 1210, 1211, 1214
morphology
Arabic word stress, 2993-4
autosegments, 318-21
Celtic mutations, 2824-5
reature specification and underspecification, 149-52, 159-60
final consonants, 864
French ljaison, 2699
Lexical Phonology and Morphology, 2245-9
metaphony, 2656-8
paradigıns, 1972
Phonological Word, 1205
Polish syllable structure, 2624-6
reduplication as, 2384-7
Sanskrit redupl'ication, 2872-5
morphological conditioning, 2872
patterns and templates, 2872-4
syllable transfer effects, 2874-5
Semític templates, 2587-r92
templatic
autosegments, 318,321
metathesis, 1392
tier segregation, $\mathbf{2 5 2 5}$
inorphology-phonology interface, 2472-9. Sce also phonological sensitivity to morphology
external control, 2473-6
Optimality 7heory, 2472-3
phonology-morphology communication, 2476-9
morphophonemes, 2818
morphophonemic theories, 7-9, 13-18
morphophonology, 2142-4
morphosyntactic bracketing, 2451
morphosyntactic oonditioning, 2019, 2020
morphosyntax, 2476-7, 2483
movement, 1311
movement morphemes (sign language), 588-94
mouth, 592
predicates of motion and location, 592-4
templates for temporal aspects, 588-92
MISCs. See morpheme structure conditions
MSD. See Minimal Sonority Distance
M tones
donvnstep, $831, \underline{832}$
onsets, 1301
tone, representation of, 1086-92
Mullukmulluc, 216
multivalued features, 1090
Muna, 521
Munduruku, 1086
Murik, 1033
Murintata, 1114, 1927
Murut, Timugon, 1366
Musey, 1300, 1301
mutation(s)
aspirate, $\underline{2816}$
back, 254
category-specific effects, 2452
Celtic (see mider Celtic)
consonant (sce consonant mutation)
consonantal places of articulation, 531
segment, 1952-7
Mutsun, 1392, 1395, 1400-1
Mwini, 1744
Nahuat, North Puebla, 372
Nakh-Daghestanian, 1629
Nakhorn Sithammarat Thai, 2314-15
narrow transcription, 242, 243
nasal assimilation
assimilation, local, 1.924, 1934, 1939
coronals, 270-1
derived environments, 2103
mergers and neutralization, 1896
morpheme structure constraints, 206il
place of articulation, 430
underlying representations, 1.0-11
nasal a()-articulation, 571
nasal consonant harmony, 1854-8
nasal consonants
conspiracies, 1654-5
morpheme structure constraints, $\underline{2053}$
stricture features, 292, 302
[nasal] feature, 1843, 1845
nasal gliding, 378
nasal harmony, 1838-62
assimilation, long-distance, 1817, 1830
consonant harmony, 1854-8
directionality, 1858-61
reduplication, 2397-8
sonorants, 180,181
vowel-consonant harmony with opaque segments, 1839-47
vowel-consonant harmony with transparent segments, 1848-54
nasality
assimilation, local, 1924
clicks, representation of, 421
phonetic implementation of, 571
nasalization
French liaison, 2690
lenition, 1572
sonorants, $180,181,187$
syllable-internal structure, 784
Terena, 1961-3
nasal mutation, 2816, 2822
nasal-oral order, 567
nasal place assimilation
derived environments, $\underline{2097}$
features, organization of, 644
mergers and neutralization, 1898
speech peroeption, 2344, 2346, 2347
nasals
consonant mutation, 1540
double articulation, 705
final consunants, 850
lateral consonants, 738-9
partially nasal segments, 561
sonorants, 174-5
syllable contact, 1249
nasal stops
assimilation, Jong-distance, 1825-6
nasal harmony, 1838, 1839, 1841, 1843, $1844,1846,1847,1.849,18.54-8$
nasal substitution, 2552-3
nasal transparency, 1962-3
nasal-voiceless consonant sequences, 1655
nasal vowel-consonant harmony
with opaque segments, 1839-47
with transparent segments, 1848-54
nasal vowels
French liaison, 2690
Polish syllable structure, 2621-2
*Nas-ObstrlentStop constraint, 1846
rative phonology, 2261-2
natural class(es)
affricates, 381-2
assimilation, long-distance, 1826
defined, 408-10
natural class(es) (coni'd)
fricatives as, 670-3
palatalization, 1676
sonority, $1162,1176-8$
tone, representation of, 1089
naturalness, 1679
Natural Phonology
acquisition, 2414
and rule ordering, 1742
assimilation, local, 1.934-5
conspiracies, 1651-2
reduction, 1869-70
Navajo
assimilation, long-distance, 1816
root-affix asymmetries, 2490
tone, 1342
NC clusters, 564, 1.654-5
NC sequences, 560-6
contrast in languages, 562-3
phonetics of NC, 563-6
phonological distinction, 561-2
NUEB. Sce non-derived environmental blocking
ND patterns, 558, 561-3, 565
Neapolitan Italian
clitics, 2011
tonal alignment, 1190, 1195, 1196
near mergers, 1906-7, 1909, 1914
Nederlandse Gebarentaal (NCT), 223, 224, 226, 227, 229, 231, 234, 236
negative feedback, 131-3, 142
Negev Arabic, 611
Negev Bedouin Arabic, 533
Neighborhood Activation Model (NAM), 2071
neighborhood density, 2071.-7
neighborhorod effects, 2070-83
acquisition, 2077-8
competition for lexical selection, 2070-1
frequency effects, 2139, 2141
future directions for research on, 2081-3
language impairment, 2078-80
in orthographic processing, 2080-1
in spoken word production, 2075-7
in spoken wrord recognition, 2071-5
in visual and audiovisual speech processing, 2081
Nengone, 991-2, 996-7
Neogrammarianism, 2208, 2202
Nepali, 1565, 1566
neutral vowels, 2166, 2168, 2169, 2174, 2176, 2177
neutralization
apical, 1114-15
assimilation, long-distance, 1829-30
challenges to corinnal unmarkedness, 540-1
coda, 1913
consonantal places of articulation, 538
contrast, 2e 30, 38-42
formal and functional constraints, 39
positional effects, 1108
positional licensing and positional faithfulness, 39-42
speech perception, 2344-5
coronals, 269
deletion, 1612-13
exceptionality, 2545
firtal laryngeal (see final laryngeal neutralization)
flapping in American English, 2716-19, 2725
formal and functional constraints, 39
fricatives, 673-4
gradience, 2121-5
incomplete
gradience and categoricality, 2121-5
mergers and neutralization, 1906-7
markedness, 91
mergers and (see mergers and neutralization)
obstruent, 1624
place (see place neutralization)
positional effects, 1108-15, 1117, 1119-20
positional licensing and positional faithfulness, 39-42
speech perception, 2344-5
uriderlying rep resen tations, 4-6
vowel height, 502-3
neutralization, incomplete
gradience and categoricality, 2121-5
neutral vowels
Hungarian vowel harmony, 2971-3
vowel harmony, 2166-7
New Zealand Maori, 2265-6
Ngalakgan, 885, 890-1
Ngamambo, 335
Nganasan
consonant gradation, 924-5, 938-40
stress, 924-5, 942
Ngizim, 1812, 1813
Ngkot, 1391
NCT. See Nederlandse Gebarentaal

Nguni group, 331-2
Nimi'ipun, 451
Nisgha, 373-5
Nivkh
categrory-specific effects, 2455
fricatives, 672
phoneme, 247
Njebi, 496, 508
NoCoda constraint
a)nstraint conjunction, 1464-5
deletion, 1609-10
The Emergence of the Unmarked, $1363-5,1367,1376-7$
finul consonants, 858-9
Sanskrit reduplication, 2864
NoComplexCoda constraint, 1609 , 1611
no-crossing condition. 2518
Ne-Crossing Constraint
assimilation, long-distance, 1821
precedence relations, 813-14
NoDeletron constraint, 859, 863
No Gap, 2743, 2244
NoHiatus constraint, 1448-50
noise, 1882
non-alternating vowels, 2937-8
non-assimilatory neutralization, 1108-12
non-automatic downstep, 827-8, 83(\}
nonce words, 2128-9
non-cohering affixes, 1219-20
non-concatenative morphology, 2510-11
aut (ssegments, 318-21
root-affix asymmetries, 2510-11
non-conservation, 1526-7
non-derived environmental blocking (NDEB)
derived environments, 2090-3, 2095, 2098-101, 2104-6
Lexical Phonology and Merpholeyy, 2237, 2244
phonological sensitivity to morphology, 2467
root-affix asymmetries, 2506-7
rule ordering, 1745-6
non-deminance, 1462
non-eventive sentences, 2794-6
non-exhaustivity, 1028
non-finality, 1027-48. See also extrametricality/extraprosodicity
arguments in support of, 1040-5
elimination of ternary foert templates, 1040-2
licensing segments, 1044-5
similarities betrveen lexical classes, 1042-4
edge asymmetry, 1045-7
rhythmic and phonetic evidence, 1045-6
stress typelogies, 1046-7
final consonants, 1038-40
final feet, 1031-2
final moras, 1032-8
rhythmic lengthening, 1035-7
weight-sensitivity, 1032-5
final syllables, 1029-31
Iambic-Trochaic Law, 1069-74
restrictions with, 1028
Nun-Finallty constraint
final consonants, 867-8
foot, 975-6
Iambic-Trochair Law, 1070-2
word stress, 983, 993, 994
non-isomerphism
autosegmental tonology, 1080-2
l'honological Word, 1207-8
non-line ar analyses, 1.603-4
non-linear generative phonolegy, 1444-7
non-linearity, 2182
non-linear phemolegy. Sce also Autosegmental Phonelogy
Arabic word stress, 2945
a utosegments, 311, 322, 3261, 326
Chinese fone sandli, 2571
conspiracies, 1645
French liaison, 2694
phernological representations, 109
Servitic templates, 2593
non-linear representation, 2518
non-linear system.s, 1.31
non-lencal interactions, 655-8
non-asisaic coda corssonants, 856
non-neutral vowels, 2972
non-palatalized consonants, 2814
non-prominent positions, 1103
non-recussivity, 2008, 2009
Non-Recursivity constraint
clitics, 2009, 2010, 2012, 2013
Phennological Werd, 1213, 1214.
non-reductive sound change, 2231-2
non-stress accent languages, 1008
non-strident affricates, 381
non-syllabic sequential constraints, 2055-6
non-tunal languayes, 832-3
Nootka, 260
Norse, Old, 2651

Northeast Bizkaian Basque, 1011
Northern Italian, 1211
Northern Salentino Italian, 2638-9
Norivegian, 2056
not surface-apparent, 1755
not surface-true, 1755
noun-noun compounds, 2786
nouns
French liaison, 2690
Semitic templates, 2590-2
verbs iss. 2439-48
category-specific effects, 2440-5
distinct restrictions, 2445-8
phonological privilege in nouns, 2440-2
phonological privilege in verbs, 2443-5
novel word formation, 12-13
NSR. See Nuclear Stress Rule
NT patterns, 554, 558, 563
Nubj
pitch accent systems, 100 ,
sentential prominence in English, 2785, 2786,2796
Nubian, Dongolese, 1480-3
nuclear accents, 2789
nuclear pitch accent, 773
Nuclear Stress Rule (NSR)
foot, 951, 953
sentential prominence in English, 2780, $\underline{2792}$
Nuer, 1953-6
Nunggubuyu, 526
Nuorese Sardinian, 2653, 2654
Nupe, 30, 1669
Nluu, 426, 428-30, 432-3, 435
Nuu-chah-nulth
The Emergence of the Unmarked, 1363-4
root-affic asymmetries, 2512
Nyainbo, 2749
OB (obligatory-branching), 961
obligatoriness
Bantu tone, 2733
pitclı accent systems, 1006-7, 1017, 1018, 1022
obligatory-branching (OB), 961
Obligatory Branching Parameter, 1032
Obligatory Contour Principle (OCP). Sce also OCP-Place
affricates, 372-3, 375, 379, 380, 383, 385-6
autosegments, 319, 326-8

Bantu tone, 2736
Chinese syllable structure, 2765
Chinese tone sandhi, 2582
consonnantal places of articulation, 523
consonant-vowel place feature interactions, 1776
conspiracies, $1653,1656,2657$
constraint conjunction, 1474
dissimilation, 1415, 1421
downstep, 833
featural affixes, 1959
features, organization of, 658, 662
frequency, 2145-55
fricatives, 679-80
Inetathesis, 1342
morpheme structure constraints, 2051-2
pharyngeal.s, 607. 609
phonological representations, 121
precedence relations, 80) 806,807
Semitic templates, 2597
skeleton, 1268, 1274
tier segregation, 2517-18, 2523-5, 2531
tone, representation of, 1081, 1082, 1084
observational adequacy, 2538
obstruent clusters
fricatives, 679
metathesis, 1380
onset clusters, 1290
sC clusters, 898-902
[obstruent] feature, 181-2
obstruent-glide sequences, 1253
obstruent-nasal metathesis, 1249
obstruent neutralizations, 1624
obstruents
assimilation, local, 1921-4, 1927-8, 1936-7
category-specific effects, 2455
consonant mutation, 1538, 1539, 1541, 1542
coronals, 280-1
distinctive features, 404, 4029
featural affixes, 1963
final laryngeal neutralization, 1626
fricatives, $680,681,684$
laryngeal contrast in Korean, 2671
markedness, 22
mergers and neutralization, 1894-6, $1901,1902,1905,1906,1911-13$
nasal harmony, 1852-3
in Pirs), 384-6
Polish syllable structure, 2611, 2613
positional effects, 1104-5, 1109, 1113
sonorants, 185186
obstruents (conf'd)
stricture features, 291, 306
tonogenesis, 2309
voiced
consonant mutation, 1538
distinctive features, 409
final laryngeal neutralization, 1635
markedness, 2?
positional effects, 1104-5, 1109
sonorants, 185, 186
stricture features, 297, 306
obstruent-soncrant clusters
positional effects, 1115-19
vowel epenthesis, 1592
obstruent-sonorant codas, 1577
obstruent stops, $1840,1847,1853,1854$
obstruent voicing, $\underline{5}$
OCP. See Obligatory Contour Principle
OCP-Place
and coroccurrence frequency, $\underline{2145,} \underline{2147}$, 2148
metalinguistic judgments for, 2154-5
modern interactive anstraint models of, 2152-4
morpheme structure constraints, $\underline{2052,}$ 2062-3
quantitative, 2148-50
and similarity, 2151-2
offset(s), 1778,1779
Ojibwa, 850
Okpe, 1438-9
Old Chinese, 2311
Old Czech, 2950
Old English, Mercian, 253-5
Old French
Eompensatory lengthening, 151.4, 1530-1
syllable contact, 1247
Old Norse, 2651
Old Polish, 2950
Old Spanish, 1247, 1248
Ondarroa Basque
final consonants, 852
sound change, 2217
one-handed signs, 223-6, 234, 236
Onendaga, 480-1
onset(s), 1285-303
Chinese syllable structure, 2772
complex, 1286-90
consonant-vorvel place feature interactions, 1778-9
final consonants, 856-7
initial gencinates, $1133,1134,1136$
markedness, 81
metathesis, 1398
onset-coda weight symmetry, 1302-3
l'olish syllable structure, 2612
status of, within syllable, 1290-3
moraic model, 1292-3
onset-rime nodel, 1290-2
suprasegmental phonology of, 1293-302
compensatory lengthening, 1296-8
geminates, 1297-8
stress, J293-6, 1298
tune, 1300-2
word minimality, 1298-300
syllable-internal structure, 784, 786-7, 789, 790
in unmarked syllables, 1285-6
Onset Capture, 2038-9
onset clusters
deletion, 1600
frequency effects, 2142
onsets, 1288,1200
phonological representations, 117-18
Sanskrit reduplication, 2870
sonority, 11.64-5, 11.69
onset-a)da weight symmetry, 1302-3
Onset constraint
constraint conjunction, 1465-6
The Emergence of the Unmarked, 1366
hiatus resolution, 1449-50
stress, 934
Onset Creation Rule (OCR), 48?
onset-first mapping, 2597
onset-rime model, 1290-2
onset simplification, 1608-9
"On the functional unity of phonological
rules" (FUPR) (Charles W.
Kissberth), 1644-6, 1651-3
O-correspondence
cyclicity, 2028-9, 2031-3, 2037, 2039-44
markedness and faithfulness constraints, 1506
OO faithfulness. See output-هutput (OO) faithfulness
Oowekyala
assimilation, local, 1929, $\underline{1931}$
fricatives, 681
opacity
abstractness, 15-17
allomorph selection, 2373-4
ard acquisition, $2423, \underline{2424}, \underline{2425}$
Arabic word stress, 3012
Bantu tone, 2744
chain shifts, 1721
deletion, 1605, 1606
opacity (conf'd)
Lexical Phonology and Mivorphology, 2240, 2252-3
na.sal harmony, 1839-47
phonological sensitivity to morphology, 2471, 2476
Slavic palatalization, 2910, 2920-6
underlying representations, 15-17
voivel harmony, 2171-85
opaque interactions, 1756-7, 2402, 2405
opaque segments, 1838-47, 1851, 2166-85, 2483
opaque voiced stops, 1853
opaque vowels, 2166-85, 2483
[open] feature, 2646-7, 2652
Optical Paradigms, 1985-6
Optimal Dortains Theory
prosodic groupings of autosegments, 331-4
tone, representation of, 1096
Optimal Interleaving, 2017
Optimality Theory (OT)
allomorph selection, 2375-6
Arabic word stress, 3012
assimilation, long-distance, 1826
category-specific effects, 2451
Celtic mutations, 2822, 2825
chain shifts, 1722-5, 1727-4
Chinese tone sandhi, 2581-3
compensatory lengthening, 1525
consonant harmony in child language, 1701-6
consonant-vowel place feature interactions, 1761
conspiracies, $1650,1661-2$
constraint conjunction, 146.1-2
contrast, 28 30 38-48
coronals, 269, 273, 274, 277
directionality in vowel elision, 1450-2
dissimilation, 1425
distinctive features, 907
drivers of hiatus resolution, 1449-50
The Emergence of the Unmarked, 1363-5, 1376-7
epenthetic consonants and markedness, 1452-5
exceptionality, 2548-53
extrametricality and non-finality, 1028
featural affxes, $\underline{1965}$
features, organization of, 655, 658-63
feature specification and underspecification, 162, 164-5
final consonants, 853
foot, 475, 977
frequency effects, $2152,2155-8$
fricatives, 682, 683
glides, 346
gradience, 1455-6, 2129
grammars, 68
hiatus resolution, 1447-54
Hungarian vowel harmony, 2982
inventories, 42-8
laryngeal contrast in Korean, 2673
lenition, 1568, 1569
Lexical Phonology and Morphology, 2236, 2240, 2251
loanwords, 2259
inarkedness, 29 86 87
markedness and faithfulness constraints, 1491, 1492, 1494, 1509
mergers, 1899
metaphony, 2644, 2645, 2652
metathesis, 1383, 1394
mistake bounds in, 70-1
morpheme structure constraints, 2057, 2060-1, $\underline{2063}$
neutralization, 38-42, 1899
OT-CC, 1401
OT constraint, 1491
OT with contrast, 1724-5, 1727-31
OT without contrast, 1727, 1728
palatalization, 1684-6
paradigms, 1984
phoneme, 250-1
phonetic contrast, 38-48
phonological sensitivity to morphology, 2472-3
Phonological Word, 1213, 1214
positional effects, 1107
precedence relations, 809, 810
Probably Approximately Correct, 69-70
quantity-sensitivity, 1357, 1358
reduction, 1880,1883
reduplication, 2405
root-affix asymmetries, 2507-10
rule ordering, 1756, 1757
Sanskrit reduplication, 2864, 2867, 2870, 2871, 2873
schiva, 630, 639
Semitic templates, 2596
Slavic palatalization, 2926-33
sonority, 1169
speech perception, 2347
stress, 932
Structure Preservation, 1801-2
ternary rhy thm, 1236-8

Optimality Theory (cont'd)
tier segregation, $\underline{2528,} \underline{2530}$
tone, representation of, 1087, 1095
underlying representations, 1.8-19
variability, 2194-5
vowel harmony, 2174, 2175
word stress, 295
optimization, 2375-9
optionality, 2199
oral constituents, 535
oral constriction gestures, 1191
orality, 571
oral-ncasal alternations, 180
oral-nas.al order, 567
Oral Vocal Tract, 617, 618
organization of features, 321-2, 643-65
geometry, 646-9
лол-local feature interaction, 655-8
in Optimality Theory, 658-63
classes in OT, 659-61
in serial OT, 662-3
strict Iccal ity in spreading, 661-2
recent developments, 663-5
sets, 644-8
vowels, 649-55
articulator theory, 649-50
manuer features, 653-5
Unified Feature Theory, 650-3
Oromo, Boraana, 1259
Oromo, Southern, 277
orthographic neighbors, 2080-1
orthography
French liaison, 2687
mergers and neutralization, 1007
syllable-internal structure, 793
Osage, 1422
OSTTA, 6t $_{2} 67$
OT. See Optimality Theory
output candidates without dominating constraints
The Emergence of the Unmarked, 1366-9
phonological phrasing, 1368-
output constraints
consonant harmony in claild language, 1697
function $v$ s. representation, 1495-8
markedness and faithfulness constraints, 14*3-501
regilarities and inregularities in violation assignment, 1498-501
representation, 1494-5
output-output (OO) faithfulness
derived environments, 2109
The Emergence of the Unmarked, 137.1-2
morpheme structure constraints, 2061
paradigms, 1985-93
output segments not evaluated by specific faithfulness
'Ithe Emergence of the Unmarked, 1369-73
output-r)utput faitllfulsess, 1371-2
positional faithfulness, 1370-1
output segments/structures without input correspondents
The Emergence of the Unmarked, 1365-6
epenthesis, 1365
output template, 1697-8
overapplication
reduplication, 2389
Sanskrit reduplication, 2869-70
overlapping foot, 980 , 991-3, 995, 996, 1000
OXIGEN (Oxford Intonation Generator). 760
Oykangand, 1286

## Paamese

category-specific effects, 2444-5
reduplication, 2402
paddlewheel graphs, 801 .
Pairwise Algorithm
contrast, 31-3
fricatives, 677
pairwise variability indices, 1153-4
Paiute, Southern
consonant mutation, 1542-5, 1552
foot, 958
ploneme, 259-60
vowel length, 469
palatality Morplieme Structure Constraints, 2839
palatalization, 1666-87
assimilation, local, 192-30
Celtic mutations, 2815
consonant-vowel place feature interactions, 1763
constraints/representations in Optimality Theory, 1684-6
early generative phonology, 1676-9 distinctive features and marking conventions of SPE, 1676-8
naturalness and phonological rules, 1678-9
featural affixes, 1951, 1962
palatalization (comy'd)
feature geometry, 1679-84
[coronal] spreading, 1681-3
[dorsial] spreading, 1679-81
feature specification and underspecification, 162
fricatives, 676
paradigms, 1978, 1979
recent alternatives, 1686-7
Sanskrit reduplication, 2866
secondary articulation, 696, 698
Slavic languages (sec under Slavic languages)
typological patterns, 1670-3
typology, 1670-3
vorvel place, 457
Zoque, 1950-2
palatized consonants, $\underline{2814}$
palatals, 6-7, 404, 2166-7, 2815
palater-alveolars
assimilation, long-distance, 1814
palatalization, 1667, 1671
Palauan, 2269
Palestinian Arabic
pharyngeals, 613
templates, 2587, 2589
underlying representations, 16
vowel place, 459
word stress, 2993, 3000, 3013
Pali
deletion, $1600,1610,1611$
mergers and neutralization, 1897-8
PaL- $i$ constraint, 2927-33
Panini's Theorem on Constraint-ranking (PTC). 1746
Panoan languages, 2368-9
Panobo, 1169, 1173
paradigm(s), 1972-97
defined, 1972, 1994-6
eye-tracking, 1190-1
as factor in conditioning diachronic change, 1973-4
grammatical mechanisms, 1983-94
synchronic paradign effects, 1976-83
uniformity in language change, 1974-6
paradigmatic structure, 2471-2
parallel computation, 870
Parallel Structures model, 664
Päri
assimilation, long-distance, 1815
consonantal places of articulation, 526
PaRSE constraint, 1232
parsimony, 2348
parsing asymmetries, 98 )
partially nasel segments, 550-72
articulation, manner of, 559
articulation, place of, 559
definition of, 550
phonetic implementation of nasality and orality, 571
representations, 567-70
terminology, 551
types of, 552-7
medio-nasals, 556
prenasalized segments, 552-4, 522
prestopped segments, 554-6, 572
tinning distinctions, 556-7
unary us. cluster NC sequences, 560-6
contrast in languages, 562-3
phonetics of NC, 563-6
phonological distinction, 561-2
voicing, 557-8
participating features, 1409-13
l’asiego Spanish, 2654, 2655
Passamaquoddy, 1046
passive articulators, 491
Pattani Malay, 888, 1297-8
Paumari
extrametricality and non-finality, 1031
lambic-Trochaic Lawr, 1056
PAV. See Pitch Accent View
PC econstraints, 1724-5, 1730
P-Celtic mutations, 2816-17
PC (Preserve Contrast) theory, 1724-5
peak
foot, 970
syllable-internal structure, 283
Prak-Prominfnce constraint, 1032
Pende, 497
Pengo, 1385
penultimate lengthening, 1615-16
perceptibility, 298
perception, 1933-4
perception/production feedback loop. 139, 140
perceptual adaptation, 2262-3, $\underline{2267}$
perceptual assimilation, 2337-8
Perceptual Assimilation Model, 2337
perceptual distinctiveness, 94-6
Perceptlal Faithfuliess ranking, 2179-80
perceptually motivated approach, 916-18
perceptual metathesis, 1386,1388
perceptual similarity, 2263-4, 2266
perfect grid, 965
performance, 2115-16
peripherality, 1028
Peripherality Condition
final conironants, 856
sC clusters, 904, 906
Persian. See Farsi
Persistence of $\mathrm{V}_{2}, 1451$
"persistent" rules, 1743
pharyngeal(s), 532-4, 604-20
articulation, 614-18
pharyngeal vowels, 616
primary pharyngeal consunants, 614-15
secondary pharyngeal consonants, 615-16
superordinate laryngeal class, 616-18
onnsonantal places of articulation, 535
consonant-vowel place feature interactions, 1763, 1766, 1271
defined, 604
fricatives, 672
metathesis, 1400
primary, 614-15
representation, 618-20
secondary, 615-16
secondary articulation, 695
typology, 605-14
dorsal pharyngeal class, 613
glottal primary pharyngeals, 613-14
pharyngeal class, 607-9
primary pharyngeal class, 609-11
secondary pharyngeal class, 612-13
vowel place, 449-52,455
[pharyngeal] feature, $1771,1772,1774$
Phase Impenetrability, 2952
Phase Theory, 2952
phatic element deaccenting, 2796-8
phonaesthemes, 2065
phoneme(s), 241-62
Chinese syllable structure, 2761-3
content of, 245-52
contrastively underspecified feat res, set of, 245-9
fully specified basic variant phoneme, 249-50
phonemic concept, 250-2
contrast, 22
distinctive features, 393
emergence of, 138-40
as entity, 243-55
fictitious unit, 24.5
physical reality, 244
psychological concept, 244-5
evidence for, 259-61
awareness of phonente, 259-60
psycholinguistic/neurolinguistic evidence, 260-1
frem synchronic/diachrenic patterning, 261
frequency effects, 2144-5
general concept, 242-3
glides, 348
gradience and categoricality, 2128-30
identification of, 252-5
allophones nert in complementary distribution, 253-5
commutation test, 252
complementary distribution, 252-3
lenition, 1565
and levels, 255-9
in pest-Bloomfieldian American linguistics, 255-7
systematic phoneme, 256-9
morpho-, 2818
origins of term, 241-2
pitch accent systems, 1006
precedence relations, 799-802
r-, 213
rhertics, 713-15, 717, 726
sound change, 2218-21
speech perception, 2334-6
Structure Preservation, 1787, 1702
systematic, 256-9
taxonomic, 258
underlying representations, 2
phorneme deletion, 1798-803
phoneme inventories, $92,789,1787,1788$ 。 1807
phonemic awareness, 260
phenemic contrast, 28-38
challenges $t$ (s contrastive specification. 31-4
contrastive hierarchy and its uses, 34-8
speech perception, 2335-6
Structiane Preservation, $1787,1803-4$, 1807
phonemic malformations, 1795
phernemic evverlap, 1565, 1570, 1572
phernemic secondary articulation, 695
phernemic theories (underlying representations), 2-7
phonetic appreach
to) lenition, 1568-70
vowel harmony, 2165-6
phernetic characteristics, 1582-3
phonetic conditions, 1792-3
phonetic conservation, 1519-20
phonetic contrast
contrast, 28-30
Optimality Theory, 38-48
jnventorjes, 42-8
neutralization, 38-42
phonetic detail
gradience and categoricality, 2125-7
underlying representations, 19-20
phonetic edge effects, 373
phonetic erasure, 1605
phonetic properties, 93-6
phonetics
final laryngeal neutralization, 1633-6, 1639
French liaison, 2697-9
frequency effects, 21.37-8
glides, 342-4
laryngeal eentrasts in Korean, 2664-7
Lexjical Phonology and Morphology, 2251-2
mergers and neutralization, 1907-10
phonology 2 2s.s 2283-4, 2289-90, 2309-1.0
voivel place, 440-4
phonetics/phonology split, 1533-4
phonetic syllables, 2619-20
phonetic variability, 24
phonologically derived environments, 2089-91, 2096-J01
entajlments-based approach, 2096-8
local conjunction approach, 2098-100
serial Optimality Theory, 2100-1
phonological patterns, sources of, 2284-93
Phonological Phrase (PhP)
Bantu tone, 2748
French liajson, 2701-3
two-handed signs, 232
phonological privilege, 2439-45, 2452, 2453
phonological sensitivity to morphology, 2464-86. Sec also Lexical Phonology and Morphology ( $\mathrm{Ll}{ }^{\prime} \mathrm{M}$ )
category-specific effects, 245
morphological function of moipheme, $\underline{2468}$
adjunets vs. complements, 2468
heads vs. non-heads, 2468
nuorphology-phonology interface, 2472-9
paradigmatic structure, 2471-2
presence of morpheme boundaries, 2466-8
presence of morpheme/morpheme type, 2464-6
restrictions on, 2479-86
impoverisliment, 2480-1
indirect reference, 2485-6
locality of sensitivity, 2481-4
stems, 2469-71
Phonological Utterance, 2748
Phonological Word (PW), 1204-23
Clinese tone sandhi, 2575
function of, 1205
Hungarian vowel harmony, 2281
laryngeal contrast in Korean, 2675
and Prosodic Hieranchy, 1206-8, 1216-21
phonotactics and syllabification, 1219
segmental rules, 1217
stress and tone, 12.17-18
recursive, 1221-3
Strict Layer Hypothesis, 1209-13
Weak Layer Hypothesis, 1213-14
phonologization, 1911-12
phonology, phonetics ws., 2116, 2283-4, 2289-90
phonotactic adaptation, 2269-74
co-oceurrence restrictions, 2273-4
epenthesis $u s$. deletion, 2270-3
phonotactic constraints
gradience, 2128-30
precedence relations, 800
syllable-internal structure, 789-90
phonotactic knowledge, 56-7
phonotactic patterns
formal language theory, 55
learnability, 72
phonotactics
consonantal places of articulation, 527
deletion, 161.1-12
final laryngeal neutralization, 1639
freчиепсу, 2144-55
base phonotactic frequency, 2144-5
constraints and ee-eccurrence
frequency, 2145-8
metalinguistic judgments for OCP-Place, 2154-5
modern interactive constraint models of OCP-Place effects, 2152-4
quantitative OCP-Place effects, 2148-50
similarity and OCP-place, 2151-2
subsidiary features and underspecification, 21.50-1
lateral consonants, 735
morpherne structure constraints, 2065-6
nejghborhood effects, 2073-5
phonotactics (cont'd)
Phonological Word, 1219
syllable-internal structure, 787
PhP. See Phonological Phrase
phrasal accents, 1009
phrasal branching, 2801
phrasal metrical structure, 1578
phrasal stress rule. See Nuclear Stress Rule (NSi天)
phrase commands, Z66
phrase-finally (final consonants), 852
phrase-fiinal words, 2789
phrase-level intonational prominence, 927
phrasing, 1368-9, 2576
Phuthi, 2742
PIE (Proto-Indo-European), 1526
Pintupi, 982, 983, 993, 994
Pinyin Chinese, 2770
Pipil, 1562
Pirahã
onsets, 1295-6
quantity-sensitivity, 1355-6
Piro
affricates
obstruent co-occurrence restrictions in, 384-6
phonetic transitional vowels and syllabic consonants in, 386-7
vowel epenthesis, 1584-5
word stress, 982
pitch
feature specification and underspecification, 161, 162
Phonological Word, 1218
skeleton, 1263
pitch accent(s)
autosegments, 314
category-specific effects, $\underline{\mathbf{2 4 4 0}, \underline{2441}}$
intonation, $757,769,773$
intonational, 1009
lapanese (see under lapanese)
sentential prominence in English, 2783-7, 2798, 2800
tonal alignment, $1187, \underline{1189}, \underline{1192}$
pitch accent languages, 757
pitch accent systems, 1003-23
accent and its cues, 1003-4
accent and stress, 1003-4, 1016-17, 1021-2
in Bantu languages, 1012
in Basque, 1010-11
culminativity and obligaturiness, 1006-7
distinctivity, 1009-10
intonational pitch accents, 100 ,
in Japanese, 1010-12, 1018-21
representational issues, 1007-8
tone, 1005-6, 1013-16
word prosodic types, 1.004-5
Pitch Accent View (PAV), 2779, 2791, 2800-2
pitch contours, 757-8
pitch levels
Chinese tone sandhi, 2572
intunation, 766-73
autosegmental-metrical model of intonational phonology, 768-73
early level-based models, 766-8
pitch plionemes, 1006
Pitta-Pitta (Pama-Nyungan), 243. 248, 250, 251
place
primary, 453-4
proposed changes to universal feature set, 404-5
sC clusters, 899-901
secondary, 452-3
vowel (see vowel place)
place assimilation
coronals, 269-75
gradience and categoricality, 2117-18
markedness, 90-1
mergers and neutralization, 1896, 1898
nasal
derived environments, $\underline{2697}$
features, organization of, 644
mergers and neutralization, 1898
speech perception, 2344, 2346, 2342
positional effects, 1105-6, 1111, 1114
speech perception, 2344-5
place-changing palatalization, 1.682, 1683
place-changing processes, 1671
place features
acquisition, 2216
consonant-vowel interactions (sec consonant-vowel place feature interactions)
distinctive features, 399
secondary articulation, 699
stricture features, 288
place neutralization
coronals, 278-80
coronals as output of, 278-80
mergers and neutralization, 1899,1900
pusitional effects, 1110-12, 1114
Place node
features, organization of, 645, 646, 648
mergers and neutralization, 1898
places of articulation ( POA )
clicks, representation of, 426-30
consonantal (see consonantal places of articulation)
consernant harmony in child language, 1692-3, 1707-14
consonant mutation, 1538
coronal inventories, 524-5
coronals, 274,275
featural affixes, 1052
frequency effects, 2145
hiatus resolution, 1452-3
initial geminates, 1130
labial, 520-4
lenition, 1562
markedness, 86-9
metathesis, 1.384-6
nasal assimilation, 430
nasal harmony, 1855,1856
partially nasal segments, 559
pharyngeals, 5:2-4
two-handed signs, 230
velar and post-velar, 529-34
dorsals, 529-32
laryngeals, 532
phatyngeals, 532-4
plain stops, 1627
planar segregation, 1699-700
plasticity, 2588
pluralization
French liaison, 2695
Semitic wemplates, 2591
plurals, broken, 2591, 2599, 2600
P-map
loanurords, 2263, 2264, 2272, 227
speech perception, $\underline{2348}$
PoA. See places of articulation
protic meter, 968-71
poetry, 236
Pohnepian, 536
pointless onsets, 1273-4
point of reference, 207
Polish, 247
affricates, 377-9
assimilation, local, 1930
consonantal places of articulation, 528-9
contrast, 41
derived environments, 2092
Iaryngeal neutralization, 41-2, 1.109, 1623
morpheme structure constraints, 2056
output-output, 1995-6
palatalization, 2909, 2910, 2912-16, 2918-23, 2925, 2927-8, 2430
paradigms, 1980-1, 1987, 1989-90, 1942
positional effects, 1164
rule ordering, 1799
syllable structure, 2609-27
morphology, 2624-6
syllable margins, 2609-20
syllable nucleus, 2621-4
yers, 2940-2, 2950, 2953, 2955-6
1'olish, Eastern, 2912, 2913, 2916, 2930
Polish, Old, 2950
polysyllabic compounds, $\underline{2565}, \underline{2568}$
Polysystemic Speech Perception (PolySP), 2127
Ponapean, 1031
Portuguese
phoneme, 260
rhotics, 720
sound change, 2228
Portuguese, Brazilian, 2468
Portuguese, European
Phonological Word, 1212
sC clusters, 90-10
Portuguese Creole, Sri Lankan, 272-4
positional augmentation, 2442-3
positional effects in consonant clusters, 1103-20
apical neutralization, 1114-15
$\mathrm{C}_{2}$ dominance effect, 1104-8
cue-based approach, 1112-15
non-assimilatory neutralization, 1108-12
prosody-based approach, 1115-19
positional faithfulness (PF)
The Emergence of the Unmarked, 1370-1
final consonants, 859-61
neutralization, 39-42
phonological sensitivity to morphollogy, 2465-6, 2472, 2482
root-affix asymmetries, 2508-9
stress, 932-4
posisional identification, 1015
pusitional licensing
metaphony, 2645
neutralization, 39-42
Positional Markedness
root-affix asymmetries, 2509-10
stress, 934-5
positional tone saddhis, 2562, 2564-5
pasitive feedback, 131.-3, 138-42
positive typological enterprise, 1240
possible and impossible constraints, 1507-9
postalveolar affricates. See also palatals
palatalization, $1.677, \underline{1678}$
Slavic palatalization, 2912-13
postalveolar fricatives, 2912-13
post-Bleomfieldian American linguistics, 255-7
Pusteriok constraint, 2929-31
posterior coronals, 1668 . See also palatals
post-lexical generalizations, 2791-2
post-lexical rules
exceptionality, 2554
Lexical Phonology and Morphology, 2238, 2241
Structure Preservation, 1790, 1791
post-nasal voicing (PNV), 687
Post-Obstruent Tensing (POT), 2673-5, 2677-8
Post-Sonorant Tensing, 2678-9
post-stopped nasal, 557
post-velar fronting, 45-7
post-velar places of articulation. Sce velar and post-velar places of articulation
PPhrases (Phonological Phrases), 2007-10, 2012,2016
Prague School
Arabic word stress, 2993
mergers and neutralization, 1896
phoneme, 245-6, 258
underlying representations, 2, 5, 8, 12
Precedence Based Phonology
precedence relations, 88
reduplication, 2400-3
precedence relations, 799-820
and autosegmental phonology, 801, 805-8
and deletion, 808-12, 816-18
and discrete point theory, 812-13
and epenthesis, 81.6-1.9
and graph theory, 800-5, 813-20
extensions of precedence graphs, 816-20
no crossing constraint, 813-14
as primitives of phonolegrical representatives, $\underline{800}$
tier segregation, 2522
predicate deaccentuation, 2793-6, 2798
prefixes. See also featural affixes
consonant mutation, 1549
CV, 2862, 2872, $\underline{2873}$
featural affixes, 1948
phonological sensitivity to morphology, 2466
Slavic yers, 2953-6
prenasalized fricatives, 559
prenasalized segments, 552-4, 572
prenasalized stops
autosegments, 313
partially nasal segments, 550, 552-4, 560, 565-70
prenasalized trills, 559
prenasalized voice stops, 1956
prenuclear accents, 2789, 2800
prepositions
French liaisen, 2689
Slavic yers, 2953-5
Preservation Principle
Structure Preservation, 1797-8, 1801
vowel epenthesis, 1590
Preserve Contrast ( FC ) theory, 1724-5
prestopped nasals, 552, 554-5
prestopped segments, 554-6, 572
primary pharyngeals, 609-11, 619
consemnants, 614-15
defined, 605-6
primary place of articulation, 1693
primary stress
onsets, 1298
sentential promineate in English, 2780, 2784, 2787-8
Principles and Parameters Theory, 1376
Probabalistic Optimality Theory, 212
Probably Approximately Correct (PAC) learning
learning frameworks, 60-2
of rankings and iveightings in T and HG, 69-70
Vapnik-Chervonenkis dimension, 66
procedural conditioning, 201.9, 2028
processing, auditery, 932
proclities, 2002, 2004
progressive devoicing, 2625
progressive harmony, 1846
Projection relation, 1908
prominence. Sec also English, sentential prominence
pitch accent systems, 1003-4
positional effects, 1103
stress, 927
prominent positions, 1103
pronunciation, 296
Pronuncjation relation, 1908
Proper Inclusion Precedence, 1742
Prosodic Analysis, 2835
prosodic boundaries, 862-4
prosodic compound, 1221-2
prosodic conditions
flapping in American English, 2720-2
Japanese pitch accent, 2896-7
morpheme structure constraints. 2054-5
prosodic constituents
final consonants, 855
French liaison, 2701
prosodic constraints, 1317
prusudic domains, 1538-42
prosodic domination, 1213
prosodic edges, 1187
Prosodic Faitheulness constraint, 2010-13
Prosodic Features (PF), 1321, 1324
prosodic groupings
of autesegments, 328-36
headed span theory, 334-6
optimal domains theory, 331-4
tonal complexes, 330-1
tonal feet, 328-30
nvo-handed signs, 232
l'rosodic Hierarchy
Arabic word stress, $\underline{2994}$
Bantutone, 2748
clitics, 2008-10
final laryngeal neutralization, 1637
French liaison, 2701
phonological sensitivity to morphology, 2478
Phonological Word, 1205-8, 1214 , 1216-21, 1223
phonotactics and syllabification, 1219
segmental rules, 1217
stress and tone, 1217-18
quantity-sensitivity, 1335, 1356-7
prosiodic length analysis, 874
Prosodic Licensing, 856
Prossodic Mlondel
handshape in sign language phonology, 202, 208, 209, 218-1
sign language movement, 586, 587
sign syllables, $1325,1326,1329,1330$
prosedic morphology
Sanskrit reduplication, 2872-5
morphological conditioning, 2872
patterns and templates, 2872-4
syllable transfer effects, 2874-5
Semitic templates, 2593
torne, representation of, 1079
prisusudic patterning
acquisition, 2417-18
geminates, 892
Japanese pitch accent, 2898-900

1'rosodic lhonology
phonological sensitivity to norphology, 2477, 2480
Phonological Word, 1204, 1207, 1208. 1211, 1214, 1217, 1220-2
prosodic phrase
Bantu tone, 2749
quantity-sensitivity, 1356-7
prosodic positions, 1703
prosudic reduplication, 1326-9
prosodic shape, 2441-2, 2446-7
prosodic specification, 159-60
prosodic streng thening, 1140
prosodic structure
category-specific effects, 2458-9
clitics, 2014
lenition, 1569
Lexical Phenology and Morphology, 2248
phonological representations, 117-18
sentential prominence in English, 2783
ternary rhy thm, 1238
prosodic templates
Sanskrit reduplication, $\underline{2856}$
Sernitic templates, 2593-6
Prosodic Word (PW)
Hungarian vowel harmony, 2981
Polish syllable structure, 2615
sign syllables, 1318-19
tonal alignment, 1206
two-handed signs, 232, 233
prosodification, 2614
prosiody
assimilation, long-distance, 1824-5
cyclicity us., 2025-8
featural affixes, 1964
feature specification and underspecification, 159-60
metathesis, 1382
morpheme structure constraints, $\underline{2054}$
Polish syllable structure, 2621
positional effects, 1107, 1115-19
sign syllables, 1317-20
Prosodic Words, 1318-19
stress assignment, 1319-20
Proto-Greek, 1272
Proto-Huon Culf (PHC), 2305
Proto-Indo-European (PIE), 1526
P-sules, 2058, 2062
pseud()-metathesis, 1389
psycholinguistics
French liaison, 2697-9
neighborhood effects, 2071
root-affix asymmetries, 2512

I ulaar
glides, 358
vowel harmony, 2168, 2169
pull shifts, 1720, 1727-8
push shifts, 1719-20, 1726-7
PW. Ser Phonological Word; Prosodic Word
PWords, 2004, 2005, 2007-16
Qafar, 609
Q-Celtic mutations, 2814-16
Quantal Theory, 394-5
quantifiers, 2191
quantitative patterss, 2192-201
quantity
initial geminates, $\underline{1124,}, \mathbf{1 1 2 5}, 1128$
markedness, $\underline{\underline{85}}$
quantity-sensitivity, 1335-58
binary os multivalued weight distinctions, 1345-7
final consonants, 866
foot, 956, 959-60, 1350-4
of foot, 1350-4
geminates, 885
Iambic-Trochaic Law, 1057-65
asymmetric foot inventory, 1059-62
symmetric foot inventory, 1062-5
inconsistencies in weight patterns, 1348-50
markedness, 1357-8
and prosodic hierarchy, 1335, 1356-7
scalar quantity systems, 1354-6
and syllable, 1336-45
patterns of quantity-sensitivity, 1337-43
syllable quantity, representation of, 1343-5
ternary rhythm, 1230-1
and vowel length, 1345
quaternary suffixes, $\underline{2969}, \underline{2980}, \underline{2983}$, 2984
Québec French
acquisition, 2416
final consonants, 857
loanwords, 2266
Structure Preservation, 1790, 1297
Quebec Sign Language (LSQ), 235
Quechua, 176
Rabbit Talk, 1220
Radical Templatic mudel, 2427
Radical Underspecification, 1112
Raise constraint, 1989
raising
output-output, 1995-6
paradigms, 1980-1, 1989
randomness, 2196-7
ranking reversal, 2259
Raoping Chinese, 2565
realis paradigm, 2305
RealizeMorpieme constraint
constraint conjunction, 1476
metathesis, 130
recategorization, 2223-6
recoverability, 1603
recursion, 1221-2
Recursive Constraint Demotion (RCD), 68-71
recursive Phonological Word, 1221-3
RrD constraint, 148()
reduced vowels, 465
reduction, 1866-87. See also deletion
historical perspective, 1869-73
motivations, 1880-1
phenomena, 1873-80
alterations to segments, 1873, 1875-6
deletion and syllable ocunt, 1876-9
duration, 1873, 1874
shrinkage of acoustic spaces, 1879-80
phonological representations, 120
representational consequences, 1881-5
abstractionist theories of spoken word recognition, 1884-5
articulatory phonology, 1883-4
formal phonology, 1881-3
schwa,629-33, 1870, 1872
in Dutch, 629-30
in English, 631-3
reductive sound change, 2221-3
redundancy
exceptionality, $\underline{2542}$
morpheme structure constraints, 2053-8
non-syllabic sequential constraints, 2055-6
phonotactic differences between simplex and complex words, 2057-8
word edges, 2056-7
tier segregation, 2522
redundurnt tone, 2305-6
reduplication, 2383-411
category-specific effects, 2450-1
Chinese tone saudh.i, 2566, 2567
classic models of
ful copy model, 2394-6
reduplication as morphology, 2386-7
reduplication as phonology, 2387-94
reduplication (cont'd)
strong hypothesis for reduplication, 2383, 2396
contemporary models of, 2396-406
Correspondence Theory model, 2396-400
Morphological Doubling Theory, 2403-6
precedence-based phonology, 2400-3
defined, 2383
laryngeal contrast in Korean, 2671-2
markedness and faithfulness constraints, 1505-6
precedence relations, 812
root-affix asymmetries, 2511
Sanskrit (see under Sanskrit)
sign syllables, 1.326-9
sonority, 1165, 1167
speech pereeption, 2345
strong hypothesis for (see strong hypothesis for reduplication)
tier segregation, 2530
register
Chinese tone sandhi, 2572, 2574
tonogenesis, 2307
Register Tier Theory, 829
regressive assimilation. Sec also regressive voicing assimilation (RVA)
consonant mutation, 1532.
mergers and neutralization, 1893
positional effects, 1105,1107
regressive directionality, 1824-5
regressive nasalization, 1842
regressive voicing assimilation (RVA)
paradigms, 1097
phoneme, 256-8
regularities, 1498-501
regular shifts, 1.720-1, 1730
Relative Prominence Projection Rule, 963
remote licensing, 862
Rendaku
constraint conjunction, 1475-6
feature specification and underspecification, 156
sonorants, 175-6
Rendille, 1386
reordering, 1388-9
r-epenthesis, 725-6
representation(s), 107-22
acquisition, 2420-1, 2424-6
assimilation, 118-19
Celtic mutations, 2820-2
consonant mutation, 1549-54
coronals, 277, 281
cyclicity, 2033-4
dissimilation, 1414, 1415, 1420
double articulation, 697-704
Dependency Phonology, 702-4
feature geometry, 699-702
pharyngeals, 618-20
in SPE, 697-9
final consonants, 842 853-7
geminates, 873-7, 892-4
gestures as units of action, 110-13
gestures as units of phonological contrast, 113-15
unarkedness and faithfuluess constraints, 1494-8
overlap, 119-20
palatalization, 1686
partially nasal segments, 567-70
pitch accent systems, 1007-8
Polish syllable structure, 2614
positional effects, 1107
prosodic structure, 117-18
reduction, 120, 1881-5
skeleton, 1263-82
speech production: gestures, segmen ts, and split-gesture dynamics, 115-17
tone (sce tone(s))
Turkish vowel harmony, 2839-48
limits of harmony and disharmony in roots, 2840-5
root (dis)harmony vs. suffix harmony, 2839-40
vowel harmony in roots, 2847-8
two-harided signs, 230-1
underlying (sec underlying representations (URs))
representational conditioning, 2019, 2028
Representational Entailments Hypothesis
derived environments, 2096, 2098, 2100, 2102
output-output, 1996
reset, 836
resolution rule, 2651-2
restressing, 2040
restricted tone language, 1006
resyllabification
deletion, 1614-16
gradience and categoricality, 2124
Polish syllable structure, 2616-19
precedence relations, 800
retracted tongue root (RTR)
clicks, representatjon of, $4 \underline{2 \underline{9}}$
consonant-vowel place feature interactions, 1763
pharyngeals, 619
vowel place, 450-2, 455
Retraction, 2921-4, 2928, 2932, 2933
retreat to the unmarked, 2260-1
retroflex click, 418
retroflex harmony, 1815-16
retroflexion
distinctive features, 405,406
glides, 349
mergers and neutralization, 1894, 1900, 1901
retroflex segments, 449,450
reversal of co-articulation, 1.416-20
Reverse Compound Rule, 2789
reverse compounds, 2790
reversed gradation, 1548
Revised Articulator Theory, 347-8
Revised Dominance Condition, 229
rhotacism
paradigms, 1974, 1975, 1978
rhotics, 724-5
sound change, 2217
rhotics, 711-27
class of, 711-20
alternative classification, 722-4
evidence, 715-17
frequency/distribution in languages, 713-15
IPA classification, 711-12
variability, 717-20
definition of, 211
featural basis of, 720-2
lateral consonants, 739
liquids, 726
r-epenthes'is and metathesis, 725-6
rhotacism, 724-5
Structure Preservation, 1798-801
syllabic position of, $\mathbf{Z 2 2}$
rhyme
dissimilation, 1424
sentential prominenoe in English, 2785
syllable-internal structure, $784,791-3$
rhyme weight, 1171-3
rhyth m, 1147-57
acquisition, 1155-6
as alternation, 1147-8, 1151.-3
infants' sensitivity to rhythmic classes, 1151
as isochrony, 1148-51
and pairwise variability indices, 1153-4
sign syllables, 1321
Rhythmic Law, 1266
rhythmic lengthening/shortening
compensatory lengthening, 1516
extrametricality and non-finality, 1035-7
Iambic-Trochaic Law, 1065-74
lapse avoidance and non-finality, 1069-74
rules, J068-9
rhythmic organization, 2995-7
rhythmic structure, 323
Rlyythm Rule
exceptionality, 2554
foot, 963
sentential prominence in English, 2781, $2787, \underline{2791}$
Riau Indonesian, 2408
Richness of the Base
contrast, 28 30 39
feature specification and underspecification, 165
fricatives, 683
Lexical Phonollogy and Morphology, 2243
morpheme structure constraints, 2060
Sanskrit reduplication, 2867
tier segregation, 2528
right-edge faithfulness, 860
right-headed onsets, 902-4
rime
Chinese syllable structire, 2757-9, 2768-70
tonogenesis, 2312-13
Rimi, 1658
rise-falls, 765
rising tones, $311,312,764-5$
Romance languages
dissimilation, 1408
The Emergence of the Unmarked, 1370
metaphony, 2631-59
Italian, 2632-8
morphology, 2656-8
typological variation as height assimilation process, 2653-5
vervel systems, 2632-3
words with antepenultimate stress, 2655-6
tonal alignmest, 1193-4
Romanian
allomorph selection, 2361
palatalization, 1675
Romansh, 291-2
root-affix asymmetries, 2490-512
approaches to, 2505-10
form-function mappings, 2510-12
morphologically conditioned alternations, $\underline{2511}$
non-concatenative morphology, 2510-11
psycholinguistic grounding, 2512
identifying asymmetries, 2492-3
identifying roots and affixes, 2493-5
root-affix alternation asymmetries, 2500-5
consonant harmony, 2502
deletions, 2503-4
morphological accent, 2504-5
vowel harmony, 2500-2
root-affix einctrasts, 2496-500
root-affix shapes, 2499-500
segmental contrasts, 2496-8
root-affix faithfulness metaconstraint (RAFIVI), 2508-9
root-final palatal laterals, 2845
root-final stops, 852
root markers, 2835
root nodes
geminates, 874-5
skeletor, 1278
roots
allomorph selection, 2367
feature specification and underspecification, 153
Hungarian vowel harmony, 2965-8
Senvitic templates, 2596-8
tier segregation, 2520-2
Turkish vowel harmony, 2840-5, 2847-8
Rotuman
metathesis, 1.389-90
tier segregation, 2526-9
[round] feature
distinctive features, 405
featural affixes, 1950
rounding
consonant-vowel place feature interactions, 1772,1773
Hungarian vowel harmony, 2979
roundness/rounding harmony, 2170-1
Hungarian vowel harmony, 2965, 2969, 2970, 2978-80, 2985
Turkish vowel harmony, 2833-4, 2838, 2840, 2848-9
r-phonemes, 213
r-schiwa, 630

RTR. See retracted tongue root
ruki rule, 2869-70, 2876
rule-based alternations, 66-8
rule-based phonology
chain shifts, 1721-2, 1726-7, 1729, 1736
exceptionality, 2539-48
diacritic features in Sound Pattern of English, 2539-45
representational approaches, 2545-8
variability, 2194
Rule Definition Language (RDL), 1493 , 1494
rule ordering, 1736-58
approaches, 2863-4
Bantu tone, 2742
bases of, 1736-9
chain shifts, 1721.-2
cyclic ordering, 1746-9
Elsewhere Condition, 1744-6
extrinsic ordering, eliminating, 1740-2
feeding and bleeding, 1749-56
global rules, 1744
Lexical Phonology and MMorphology, 1748
local ordering, 1743-4
multiple application, 1742-3
ordering relations, 1740-6
serial/ parallel approaches, 1756-7
Russian
allomorph selection, 2374-5
assimilation, local, 257-8, 1921, 1930
consonant-vowel place feature interactions, 1763
contrast, 29, 36-7
distinctive features, 398
feature specification and underspecification, 162
laryngeal neutralization, 11.09
palatalization, 45-8, 162, 1668-9, 1676, 2911-13, 2915, 2924, 2928, 2932
phoneme, 256-8, 261
phonological sensitivity to morphology, 2468
positional effects, 1104-5
secondary articulation, 695
sonorance of $r$, 682-4
Structure Preservation, 1804-5
2. 682-4

Russian Doll Theorem, 2023-5, 204.3
Rwanda, 378, 383
Saanii, 538
Saami, Inari, 1412-13

Saami, Skolt, 1529-30
Saanich, 1393-4
Sahaptin, 2505
Salenting Italian, 2638-9
Salish, Interior
consonantal places of articulation, 530
pharyngeals, 612
Sami, 1547-9. See also Saami
Samoan, 1597-9, 1602, 2262, 2270, 2273
Samothraki Greek
compensatory lengthening, 1281-2, 1514
onsets, 1292
skeleton, 1281-2
San'ani Arabic, 887-8, 2998, 2999. 3006-10
sandhi. See also ljaison
Celtic mutations, 2809
Chinese (sec under Chinese)
phonological representations, 118
Sanskrit
assimilation, local, 1114, 1923, 1427
compensatory lengthening, 1526
consonantal places of articulation, 526, 539
deletion, 1610
glides, 349
lateral consonants, 246
palatalization, 15
Phonolomical Word, 1207
positional effects, 1114
reduplication, 1165, 2390-1, 2394-5, 2855-76
models, 2862-6
prosodic morphology, 2872-5
segmental phonology, 2866-72
root-affix asymmetries, 2490-1
rule ordering, 1736-7
sonority, 1165
Sanuma, 1560-1
Sardinian, 2653-4
Sardinian, Campidanese, 2653, 2091.
Sardirian, Nuorese, 2653, 2654
Saxon, Late West, 1.382
scalar mutation, 1538, 1549-51
scalar quantity systems, 1354-6
Scanian, 513
SC clusters, 898-920
altemative rep resentations for, 904-11
and branching onsets, 902-4
cluster phonotactics, 899-902
different representations, within languages, 911-16
onsets, 1290
and perceptually motivated approach to cluster behavior, 916-18
sonority, 11.64
sound change, 2215
schemas, 1548
schwa, 628-41
coronals, 272
markedness, 81
metathesis, 1394
paradigms, 1983, 1992
phoneme, 256
reduction, 629-33, 1870, 1872
release into, 633-6
schrra-zero alternations, 636-40
in Chuk chi, 638-40
in Hindj, 637-8
Slavic yers, 2958
sonority, 1172
Turkish vowel harmony, 2844
vowel epenthesis, 1578, 1583, 1584, 1587
schwa deletion, 211.9
schwa epenthesis
category-specific effects, 2447
paradigms, 1980, 1986, $1 \underline{2} \underline{1}$
schwa fortition, 940-1
Scots Caelic, 1579, 1581, 1582
Scortish dialects, 1371.-2
Scoltish Enylish
cyclicity, 2027
phoneme, 255
Scottish Caelic, 1840-1, 2815-16
Sea Dayak, 1722-4
secondary articulation
articulation, 694-704
assimilation, long-distance, 1819
features, organization of, 652
secondary ourrelates, 1137-8
secondary palatalization, 1682,1683
secondary pharyngeals, 612-13, 620
consonants, 615-16
defined, 606
secondary place of articulation, 1692-3
secondary stress, 2787-8
Second Germanic Consonant Shift, 221
second language acquisition, 89
second occurrence focus (SOF), 2801
Second Velar Palatalication, 2909, 2910, 2917, 2924
Seereer Siin, 1956-7
segment(s). See also autosegment(s); compensatory lengthening; segmental deletion
ambisyllabic, 316, 324
clicks, representation of, 416
complex
clicks, representation of, 416
partially nasal segments, 567
sC clusters, 914
compound, 313-14
contour, 552, 567
doubly articulated, 704-7
labial-velars, 704-6
representation of, 706-7
epenthetic, 275-8
flapping in American English, 2713-16, 2719-20
floating, 2694
ghost, 151-2
inert, 155-6
initial geminates, 1125
licensing, 1044-5
markedness and faithfulness constraints, 1505
metathesis, 1402
moraic, 1172
opaque, 1838-47, 1851
output, 1365-6, 1369-73
partially nasal (see partially nasal segments)
phonological representations, 115-17
reduction, 1868, 1870-3, 1875-6, 1878-80, 1882-4, 1886
sign syllables, 1320
skeleton, 1263-6
stress, 932-5
syllabic, 171
target, 1838
transparent, 1838, 1848-54, 1851
trigger, 1838
segmental adaptation, 2261, 2265-9
borrowing language representation, 2265-7
input language representation, 2267-9
segmental adjacency pattern learning, 71-2
segmental alternations, 941-2
segmental anchoring, 1186
Segmental Anchoring Hypothesis (SAH), 1195
segmental contrasts
category-specific effects, 2447-8
distinctive features, 406-8
root-affix asymmetries, 2496-8
segmental deletion, 1598-607
category-specific effects, 2444-5
consonant deletion, 1598-600
deletion, 1598-607
consunant deletion, 1598-600
vowel deletion, 1600-2
gradience and categoricality, 2119-21
voisel deletion, 1600-2
segmental dissimilation, 2358-61
segmental immunity, 849-65
alignment, 858-9
examples in languages, 850-1
licensing parameters, 861-2
morphology, 864
perception and adjacency to prosodic boundaries, 862-4
positional faithfulness, 859-61
representations, 853-7
segmental processes, 851-3
segmental inventories, 2465
segnientalization, 1710
segmental length analysis, 874
segmental patterns, 2415-16
segmental phonotactics, 2361-2
segmental realization, 1963-5
segmental rules, 1217
segmental theories of representation, 467-73
segment mutations, 1952-7
Nuer mutation, 1953-6
Seereer Siim consionant mutation, 1956-7
Sekani, 1560-1
Selayarese
coronals, 279-80
final consonants, 848
lateral consonants, 743
loanswords, 2266-7, $\underline{2273}$
neutralization, 279-80
phonolos.gical sensitivity to morphology, 2455
self-organization, 130-43
formation of structure
actuation vs. propagation of change, 137-8
conspiracies in historical phonology, 136-7
early phonological acquisition, 136
emergence of phonemes and inventory structure, 138-40
merger 25 contrast maintenance, 140-2
role of, 130
speech perception, 2346
Selkup, 889-90

Semitic languages
compensatory lengthening, 1517
morpheme structure constraints, 2051
pharyngeals, 60 .
rooot-affix asymmetries, 2511
templates, 2586-604
tier segregation, 2520-5, 2529-31
language games, 2525
Obligatory Contour l'rinciple, 2523-5
roots and patterns, 2520-2
templates, 2522-3
sentential prominence in English. See under English
Separability Hypothesis, 97
Serbian, 456, 457, 460 528, 540, 240
Serbo-Croatian
aut(usegments, 329-30
soncority, 1165-6
Seri, 1299, 1301
serialization, 810
serial Optimality Theory, 2100-1
Serrano, 2385-6
Servigliano, 496, 26,35
Sesotho, 1615, 2261, 2270, 2271, 2273
Seto, 884
sets, 644-8
Setsivana, 1925
seven-vowel system, 2632, 2634, 2638, 2643, 26.17
Shambaa
autosegments, 328 330
conspiracies, 1658
Shambala, 1081-2
Shan, 2315
Shanghai Chinese
autosegments, 329
Chinese syllable structure, 2755,2766, 2767
Chinese tone sandlui, 2568-9, 2576, 2579
[sharp] feature, 405
Shipibo
allomorph selection, 2368
word stress, 989-90
Shona, 2262, 2270, 2273
Shoshone, Tïmpisa, 1561, 1563
sibilant harmony
assimilation, long-distance, 1814-15
features, organization of, 656
sibilants
metathesis, 1382-4
positional effects, 1116,1118
self-organization, 141-2
underlying representations, 5-6

Sidaama, 1814
Sidamo, 1249-50, 1256
Sierra ['opluca, 370
sign-based phonology and morphology, 2474-5, 2483
sign language
handslape (see sign language handshape)
movement (ser: sign language movement)
sign syllables (see sign syllables)
two-handed signs (see two-handed signs)
sign language handshape, 195-218
classifications of finger and joint features, 206-8
consequences of selected-unselected fingers distinction, 204-5
general characteristics off, 203-4
at granımatical interfaces, 210-18
core-periphery framework, 210-12
phonology-morphology interface and selected finger complexity, 213-16
phonology-phonetics interface and joint features, 212-13
phonology-syntax interface and orientation features, 216-18
and larger feature hierarchy, 208-10
phonological nature of handshape, 198-204
josints, 200-3
selected fingers, 199-200
Prosodic Model notation system for, 218-19
secondary selected fingers, 205-6
sign syllables, 1314, 1316-17
tw()-handed signs, 229, 231
sign language movement, 577-601
of body and face, 594-5
emergence of movement category, 595-8
Al-Saygid Bedouin Sign Language, 596-9
amorphous movement, 597-9
in lexical signs, 578-88
evidence for movement category, 580-1
and meaning, 587-8
phonological representation, 582-7
morphemes, movement, 588-95
mouth, 592
predjcates of mortion and location, 592-4
*mplates for temporal aspects, 588-92
in spoken language ors. sign language, 595
sign syllables, $130-30$
consistency in movement, 1317
contact inetathesis, 1316
early research on, 1309-12
evidence for sonority hjerarchy, 1315
fingerspelling/fingerspelled loan signs, 1314-15
handshape change, 1316-17
internal structure of, 1320-4
backwards signing, 1322-4
slips of the hand, 1321-2
tapping, 1321
measurements, 1312-13
minimal word, 1322
prosodic constraints, 1317
and prosody, 1317-20
Prosodic Words, 131.8-19
stress assignment, 1319-20
simultaneity in syllable structure, 1324-9
reduplication, 1326-9
sonority, 1325-6
syllable weight, 1324-5
similarity
assimilation, long-distance, 1825-6, 1829
between lexical classes, 1042-4
loanwords, 2263-4, 2266
OCP-Place, 2151.-2
output-output, 1995
perceptual, 2263-4, 2666
similarity avoidance, $1416,1420-2$
similarity maximization, 2345
simple rise-falls/fall-rises, 765
simplex words, 2057-8
simplification, 156n6-8
Singaporean English, 2788
single-feature mosphem.es, 149-51
singletons
geminates, 873, 880
initial geminates, $1124,1125,1130-3$, 1137-9, 1141, 1142
laryngeal contrast in Korean, $\underline{2668}$
partially nasal segments, 561, 563
Sino-Japanese, 1475
Siouan, 1376
Siriano, 1859-60
skeletor, 1263-82
CV, 1269-71, 1278-82, 2390, 2391
initial geminates, 1132, 11.33
meludy-skeleton relations, 1264-9 many-to-ane relations, 1266-8 one-to-many relations, 1264-5
one-to-zero relations, 1268-9
zero-to-one relations, 1268-9
moras, 1274-8
X slots, 1271.-4
Skolt Saami, 1529-30
[slack] feature, 2309
Slave, 188, 1101
Slavic, Late Common
compensatory lengtłening, 1519-20
paradigms, 1091
Slavic languages
compensatory lengthening, 1519-20
palatalization, 1677, 1678, 2900-33
inventories, 2911-13
opacity, 2920-6
restrictions, 2910
types of processes, 2913-20
yers, 2937-59
alternating wr. non-alternating vowels, 2937-8
autosegmental analyses, 2941-8
distribution of vocalized and unvocalized alternation sites, 2938-9
Havlik pattern, 2950-3
Lower rule, 2939-44, 2950-3
Polish syllable structure, 2616-18
prepositions and prefixes, 2953-6
yers, non-etymological, 2948-9
Slovak
consonantal places of articulation, 536-7
consomant-vowel place feature interactions, 1766, 1774
derived environments, 2091
dissimilation, 1412
palatalization, 2912, 2913, 2915-16, 2927
phoneme, 246
Rhythmic I.aw, 1266
Sonority sequencing, 11.62
Slovene, 2910
sociolinguistics
French liaison, 262?
rhotics, 717
variability, 2202-6
suft consonants, 2911, 2913, 2915
soft mutation, 2812-13, 2816, 2817, 2820
soft palate (SP) node, 1851
Somali
consonantal places of articulation, 534
lenition, 1562
Soninke, 1540
sonorant(s) (sonorancy), 171-90
assimilation, local, 1922-3
sonorant(s) (sonorancy) (comt.'d)
as class, 171
conspiracies, 1660
distinctive features, 404
feature specification and underspecification, 156
final laryngeal neutralization, 1624
fricatives, 680-5
fricatives as. glides, 685
fricatives iss. stops, 684-5
glottals, 680-2
Russian v, 682-4
fuzzy class behavior with, 179-82
glottals, 680-2
laryngeal contrasts alloived by, 176-8
lateral consumants, 236
mergers and neutralization, 1905
morpheme structure constraints, 2056
onsets, 1296, 1301
phonetic definitions of, 183-9
obstruents, sonorant, 187-9
[sonorant], 183-7
Polish syllable structure, 2611, 2613-15, 2620
representations of, 172-5
Russian v, 682-4
sonority, 1176
and voicing, 175-6
Sonorant assimilations, 1269
sonorant clu ster's, 899-902, 913-14, 918-19
sonorant consonants
assimilation, local, 1922
rhotics, 223
[sonorant] feature
fricatives, 673, 680, 685
rhentics. 720
sonorants, 173, 174, 181-7
stricture features, 289, 290, 295-7
in lenition, 300-1
in sonority sequencing, 297-300
syllable weight, 300
sonorant laterals, 302
soncorant obstruents, 179-82, 187-9
sonorant stops, 182,188
sonorant voicing (SV). See alse) spontaneous voicing
lateral consonants, 742, 745-7
supporting evidence for, 246
sonority, 1160-80
category-specific effects, 2444, 2445
cons()nant mutation, 1541, 1550, 1551
coronals, 276
defined, 2160
deletion, 1607, 1612, 1616
fricatives, 684
functions of, 1160
Jenition, 1566-8
metathesis, $1167,1170,1249,1256$
phonological evidence for, 1161-73
nuinimum sonority distance, 1167-9
rhyme weight, 1171~3
Sonority Sequencing Principle, 1161-7
Syllable Contact Law, 1169-71
physical substance of, 1179-80
Polish syllable structure, 2609-16
rhotics, 724
Sanskrit reduplication, 2870-2
sign syllables, 1325-6
sonorants, 183
Sonority Dispersion Principle, 1173-5
sonority hierarchy, 1168, 1176-9
stricture features, 290, 294-6
syllable contact, 1245-6
syllable-internal structure, 282
sonority constraints, 901-2
Sonority Dispersion Principle
sonority, 1173-5
syllable contact, 1251
sonority hierarchy, 1168, 1176-9, 1315
sonority scale
onsets, 1287
syllable contact, 1253
sonority sequencing
[consonantal] feature in, 297-300
morpheme structure constraints, 2056-7
partially nasral segments, 561
[sonorant] feature in, 297-300
Sonority Sequencing Principle, 1160-9, 2343-4, 2613
fricatives, 684
onsets, 1287-9
Sorbian, Upper, 2912-13
Sotho, 1591
sound change, 2214-32
conventionalization, 2222-5
effect of, on phonemes, 2218-21
lapanese pitch accent, 2900-1
Lexical Phonology and Morphology, 2251
non-reductive, 2231-2
recategorization, 2222-7
reductive, 2221-3
rhotics, 717
speech perception, 2343
and synchronic phonology, 2214-18
word boundary effects, 2227-31

Sound C'attern of English (SPE)
autosegments, 311
consonantal places of articulation, 542 . 543
consonant mutation, 1540
consonant-vowel place feature interactions, 1771
dissimilation, 1414
distinctive features, $395,398,401$, 403-5
double articulation, 706
exceptionality, 2539-45
major vs. minor rules, 2540-2
rule-environment features, 2542-5
foot, 949-52
learnability, 56
markedness, 83, 84
palatalization, 1676-80
phonological sensitivity to morphology, 2476, 2477
Phonological Word, 1206
representation in, 697-9
rule ordering, 1740
secondary articulation, 697-9
sonorants, 172, 183, 184
tjer segregation, 2516
Turkish vowel harmony, 2837
vorvel height, 510
vorvel length, 466,467
vorvel place, 453
sound symbolism, 2065
Southern Barasano, 180, 181
Southern Oromo, 277
Southern Paiute
consonant mutation, 1542-5, 1552
forst, 958
phoneme, 259-60
vorvel length. 469
Spanish
allomorph selection, $\underline{2360,2368,2370}$
assimilation, local, 1925,1939
category-specific effects, 24.40, 2456-7
consonant harmony in child language. 1694
consonant mutation, 1551-2
exceptionality, 2551
feature specification and underspecification, 165
final ernsonants, 848
fricatives, 675, 685
lateral consonants, 240
Lexical Phonology and Morphology, 2252-4
metathesis, 1397
onsets, 1289
output-output, 1995
paradigms, 1981--2, 1987-9
phonological sensitivity to morphology, 2481
positional effects, 1110, 1111, 1117-19
rhythin, 1148-9
rule ordering, 1742
sound change, 2214-15
spirantization, 675
stricture features, 303-6
Structure Preservation, 1885
/s/-voicing, 2029-33
syllable contact, 1247, 1248
underlying representations, 13
Spanish, Andalusian
aspiration, 1118
metaphony, 2655
positional effects, 1117-19
Spanish, Caribbean, 745
Spanish, Castilian, 120
Spanish, Chicano
conspiracjes, 165.3-4
hiatus resolution, 1440
paradigms, 1982
Spanish, Eastern Andalusian, 1117-19
Spanish, Havana
assimilation, local, 1932
lateral consomants, 743
Spanish, Judeo, 1250
Spanish, Latin American, 1742
Spanish, Mexican, 1802
Spanish, Old, 1247, 1248
Spanish, Pasiego, 2654, 2655
Spanist, Standard Peninsular, 111.7-18
Spanish, Tudanca, 930, 2654-5
SPF.. Sec Sound Pattern of F.nglish
speaker intuitions, 1583-4
speaker's syllable, 281
specification, feature. See feature specification and underspecification
specification algorithms, 164
specific faithfulness, 1369-73
speech error
assimilation, long-distance, 1830
dissimilation, 1422
distinctive features, 396-7
metathesis, 1397-8
nasal harmony, 1.856
neighborhood effects, 2075
syllable-internal structure, 793-4
Speech Learning Model, 2339.
speech perception, 2334-50
acquisition, 2428-32
development of lexical representations, $\underline{2429}$
phenological categeries in child language, 2430-2
influence of, on phonology, 2342-9
contrast enhancement, 2342-4
contrast neutralization, 2344-5
mechanisms, 2345-9
similarity maximization, 234.5
lenition, 1569-70
and loanu'ords, 2339-42
metathesis, 1382, 1386
in native languages, 2334-6
in non-native languages, 2337-9
vowel epenthesis, 1578-9
speech processing
consonant harmony in child language, 1700-1
gradience, 2125-7
speech production
assimilation, lony-distance, 1816
distinctive features, 396-7
gradience and categoricality, 2126-7
phensological representations, 115-17
speech rate, 2704
spirantization. See also sibilant harmony; sibilants
assimilation, leocal, 1924-5
consonant mutation, 1538, 1541-3, 1545
continuance, 675-7
flapping in American English, 2723
fricatives, 670, 675-7
lenition, 1561, 1570-2
palatalization, 1.667-8
Slavic palatalization, 2922
sound change, 2227
vowel epenthesis, 1588
spirant mutation, 2817
split-cue stress systems, 926.
split-gesture dynamics, 115-17
splits, tonugenesis us., 2317-18
split vorvel gestures, 116-17
SP (soft palate) node, 1851
Spokane, 819
spoken sword production, 2075-7
spoken sword recognition, 2071-5
spontaneous speech
French liaison, 2687
reduction, 1867-8, 1871, 1872, 1878-9, 1882
spontaneous voicing (SV). Sere also sonorant voicing
nasal harmony, 1851
sonorants, 174,175
[spread glottis] feature
assimilation, Jong-distance, 1825
final laryngeal neutralization, 1626
Spread High, 2316-17
spreading. Ser also assimilation
assimilation, long-distance, 1820-6, 1830-1
autosegments, 334
consemant mutation, 1549
consonant-vowel place feature interactions, 1774
[corenal], 1681-3
distinctive features, 400
[dorsal], 1679-81
feature, $1566,1567,1830-1$, 1853
metaphony, 2631
palatalization, 1679-83
tone
autosegments, 312, 316-17, 330-2
Chinese tone sandhi, 2562, 2568-70
two-handed signs, 232-3
vewel harmony, 2174
Sranan, 2262, 2270-3
Sri Lankan Portuguese Creole
assimilation, local, 1926
coronals, 272-4
St'át'imets
pharyngeals, 608
root-affix asymmetries, 2504
statistical methods, 246
stem-based leocality, 2483-4
stem-final consonants
frecpuency effects, 2142-3
tonegenesi's, 2312-13
stem-final vowels, 2143
stem-level outputs, 2245
stem rimes, 2312-13
stems
autosegments, 316, 319, 320
consonant harmony in child language, 1695
consennant mutation, 1544
featural affixes, 1946
Hungarian vowel harmony, 2971-81, 2983-5
phonological sensitivity to morphology, 2469-71
Sanskrit reduplication, 2857-62
[stiff] feature, 2309
stochastic generalizations, 2207

Stochastic Optimality Theory
frequency effects, 2158
gradience and categoricality, 2129. 2131
Hungarian vowel harmony, 2981
variability, 2198-9, 2205-6
sted, 2321-3
stop(s)
acquisition, 2431
affricates, 367-8, 374-5
autosegments, 313
clicks, representation of, 419
consonant mutation, 1538-42, 1546, 1542
dissimilation, 1425
distinctive features, 404
final consonants, 850
final laryngeal neutralization, 1624
fricatives, 673-5, 679, 684-5
initial germinates, $\underline{1129,} 1130,1138$
lateral consonants, 238
lenition, 1560-2
partially nasal segments, 561
Polishi syllable structure, 2620
reduction, 1873
sonorants, 179,180
sonority, 1165, 1173
speech perception, 2344
stricture features, 299, 304-6
voiced
featural affixes, 1956
final laryngeal neutralization, 1631
flapping in American English, 2712
initial geminates, 1137, 1138
markedness and faithfulness constraints, 1508-9
nasal harmony, 1849
sonorants, 1.79-81
sonority, 1178
stricture features, 304, 306
tonogenesis, 2308
stop approach, to affricates, 376-83
[cont], reanalyses of cases where affricates are specified as, 379-80
natural classses, 381-2
phonological contraste in, 380-1.
strident stops, affricates as, 377-9
stop deletion/debuccalization, 379-84)
stratal miodel of grammatical computation, 2372-3
Stratal Optimality Theory
cyclicity, 2022-3
exceptionality, 2554
Lexical Phonology and Morphology, 2252-4
faradigrns, 1993
phonological sensitivity to ntorphology, 2476, 2480, 2481
reduplication, 2408
rule ordering, 1748-9
Stray Adjunction, 2012, 2015
stray epenthesis, 1166
Stray Erasure
extrametricality and non-finality, 1038, 1044-5
laryngeal contrast in Korean, 2668, 2676. 2677
sonority, 1166
stray erasure, 1604-7
stress, 322-3, 924-43, 949-77, 980-1001, 1027-48, 1052-74. See also foot, metrical theory
acquisition, 2417-18
in Arabic, 2990
category-specific effects, 2440-1, 2445-6
Chinese syllable structure, 2767
Chinese tone sandhi, 2578-9
clitics, 2003
constraint conjunction, 1480-1
cyclicity, 2040-2
deletion, 1614
derived environments, 2094
extrametricality and non-finality, 1027-48
flapping in American English, 2720
formal analysis of stress-driven alternations in segments and syllables, 932-5
positional faithfulness, 932-4
positional markedness, 934-5
fortition, 928-9, 932, 935-6, 940-1.
harmony, 929-31
lenition, 928-9, 931-2
metaphony, 2654-6
metrically harnionjc oonstituency-driven segmental alternations, 935-8
foot-final lengthening, 936-7
foot-initial fortition, 935-6
jambic/trochaic length asymmetries, 937-8
onsets, 1291, 1293-6, 1298
paradigms, 1987-8
phonological sensitivity torphology, $\underline{2470}$
Phonological Word, J217-J8
pitch accent syswerns, 1003-4, 1016-17, 1021-2
quantity-sensitivity, 1336-7
stress (cont'id)
segmental alternations predicted by foot structure, 938-41
Eastern Mari schwa fortition, 940-1
Nganasan consonant gradation, 938-40
sentential prominence in English, 2779-85
sonority, 1171-3
sound change, 2230
suprasegmental phonetic correlates of, 925-8
ternary rhythm, 1231, 1232
underlying representations, 16
vowel epenthesis, 1586
stress algorithms, 3002-14
stress alternation
output-output, 1995
paradigms, 1981-2
rhythm, 1147-8
stress assignment
final consonants, 866,867
sign syllables, 1319-20
stress clash, 1196
stress-driven alternations, 932-5
pasitional faithfulness, 932-4
pesitional markedness, 934-5
stressedness, 2366-8
stressed rhyme, 2785
stressed syllables
intonation, 769
sentential prominence in English, 2781, 2785
ternary rhythm, 1228
[stress] feat ıre, 950-3
stresslessness, 996-1000
stress pattern I.earning, 72-3
stress patterns
derived environments, 2108
syllable-internal structure, 790-1
ternary rhythm, 2237
Stress Retraction Rule (SRR), 953
stress rule, alternating, 950
Stress Subordination Convention (SSC), 951
stress-timed languages, syllable-timed languages r s., 1147-57
Scrass-to-Weight constraint, 1032
Stress-te-Weight principle
allomorph selection, 2366
Chinese syllable structure, 2767
stress, 934

Strict Cycle Condition (SCC)
Lexical Phonolegy and Morphology, 2244
rule ordering, 1747-8
strict cyclicity
derived environments, 2105
rule ordering, 1742
strict domination, 1461-2
Strict Layer Hypothesis, 2022
clitics, 2008, 2010
Phonological Word, 1207, 1209-13
Polish syllable structure, 2615
sC clusters, 905
strict order, total, 1740-6
stricture harmony, 1818-19
stricture features, 288-307
as articulator-free, 288-9
[consonantal], 289-95
in lenition, 300-1
in sonority sequencing, 297-300
[continuant], 301-7
[sonorant], 295-7
in lenition, 300-1
in sonority sequencing, 297-300
syllable weight, 300
Stridejacy constraint, 2929-31
strident assimilation, 378-9
strident harmony, 1828
strident stops, 377-9
strong hypothesis for reduplication (SHR), 2383-5, 2396-7, 2400, 2405, 2406, 2411
structural asymmetries, 92
structuralism
intonation, 267
underlying representations, $\underline{2} \underline{8}$
variability, 2104
structure
role of, in generalization, 62-6
finiteness as structure, 62-3
tell-tale sets and the subset problem, 63-4
Vapnik-Chervonenkis dimension, 64-6
self-organization, 130-43
about, 131-6
actuation os. propagation of change, 137-8
conspiracies, 136-7
early phonological acquisition, J36
emergence of phonemes and inventory structure, 138-40
merger as. contrast maintenance, 140-2

Structure Preservation (SI), 1787-807
adaptation/deletion, 1795-803
history of, 1788-94
importation, $1805-6$
L2 phonemic eontra.st patterns in L 1 , 1803-4
L2 syllabic contrasts in L1, 1804-5
laryngeal contrast in Korean, 2678
loanwrord adaptation, 1794-5
mergers and neutralization, 1893
metaphony, 2640
structure-preserving reduction, 1893
subcategorization, 2372
sub-phonemic distinctions, 1907-10
Subregular Hierarchy, 58
subsegmental structure, 568
subset problem, 63-4
sub-syllabic constituents, 784
Successive Division Algorithm
contrast, $34,35,37$ 38, 49
fricatives, 672
Sudanese
assimilation, local, 1924
glides, 358
nasal harmony, 1844
Sudanese Arabic, 2096
suffixation
Chinese syllable structure, 2768-70
featural affixes, 1957
reduplication, 2405
suffixes. See also featural affixes
autosegments, 316
featural affixes, 1948
final consonants, 864
Hungarian vowel harmony, 2969-72. 2980, 2981, 2983-4
morpheme structure constraints, 2050
nasal harmony, 1.859-60
phonological sensitivity to morphology, 2466
Slavic palatalization, 2921
Slavic yers, 2952-593
Turkish vowel harmony, 2833, 2835-8
vowel harmony, 2167
suffix harmony, 2839-40
Sundanese, 1818
superheavy rimes, 2757-9
superheavy syllables, 2991, 2993, 3001, 3003, 3004,3009
superordinate laryngeal class, 616-18
superp(ositional models (intonation), 766 1192
supralaryngeal node, 1938
supralexemic morphology, 2825
supraphonemic malformations, 1795
suprasegmental phonetic correlates. 925-8
suprasegmental phonology, 1293-302
compensatory lengthening, 1296-7
geminates, 1297-8
stress, 1293-6
tone, 1300-2
urord minimality, 1298-300
Supyire Sencouf(s), GB1
Surface Palatalization, 2908-10, 2914-15, 2921, 2928, 2930, 2932, 2933
Surface Phonetic Constraints (SPCs), 2059
Surmiran Rumantsch, 2367
Surilwaha, 982-6, 992, 993
SV (sonorant/spontaneous voice) hypothesis, $172,174,176,177,184$
nasal harmony, 1851
sonorants, 174, 175
Swabian German
paradigms, 1983
pharyngeals, 609
phonological sensitivity to morphology, 2466-7
Swati, 1669
Swedish
allomorph selection, 2363
geminates, 883
intonation, 768
pitch accent, 768, 1187-8, 2320-2, 2324
stricture features, 291, 293
tonogenesis, 2320
vocalization, 291, 293
vowel height, 513
Swedish, Eskilstuna, 2322
Swiss German
final consonants, 867
initial geminates, $1125,1138-9,1141$, 1142
rule ordering, 1255
Suriss German, Thurgovian, 1125, 1138-9
Sye, 2403, 2404
syllabic consomants, 386-7
syllabic contrasts, 1804-5
[syllabic] feature, 402
syllabicity, 1396
syllabic markedness, 1607-8
syllabic markedness constraints, 1608
syllabic segments, 171
syllabic templates, 2594-6
syllabic trochee, 975
syllabification. See also resyllabification deletion, 1607, 1.611-14
final consonants, 848, 856
geminates, 882
glides, 345
onsets, 1289
phonological sensitivity to morphology, 2462
Plonological Word, 1219
Polish syllable structure, 2609-16
Slavic yers, 2942
syllable-internal structure, $\mathbf{7 8 1}, \underline{782,792}$
vowel epenthesis, 1577, 1580, 1585
syllable(s)
Arabic word stress, 2990-3014
closed, 1229-30
final consonants, 855
as phonological molecules, 117-18
precedence relations, 800
quantity-sensitivity, 1336-45
patterns of quantity-sensitivity, 1337-43
syllable quantity, representation of, 1343-5
sonority, 1160-3
stress, 926, 932-5
syllable-internal structure, 281
tonal alignment, 1187,1196
tonogenesis, 2320-1
syllable cordas, 1464-6
syllable constituency, 793
syllable ountact, 1245-60
gradient us. categorical nature of, 1252-5
as language-specific constraint on minimal sonority distance, 1255-7
phonological change as optimization of, 1247-51
diacluronic change, 1247-9
synchroric change, 1249-51
sonority, 1245-6
Sonority Dispersion l'rinciple, 1251
Syllable Contact Law, 1245-7, 1251.-2, 1255, 1257-(, 0
Syllable Contact Law (SCL)
sonority, 1169-71
syllable contact, 1245-7, 1251-2, 1255, 1257-60
syllable contact scale, 1253
syllab le-counting al homorphy, 2371
syllable-internal structure, 781-95
allomorph selection, 2362-4
Chinese (see under Chinese)
coronals, 280-3
in early 20th century linguistics, 782-3
The Emergence of the Unmarked, 1366
evidence for constituents within the syllable, 783-92
development of models of internal structure, 788-91
flat models, 785-7
hierarchical ordering of constituents, 787-8
moraic phonology, 791-2
syllable structure, 784
experimental studies on, 792-4
hiatus resolution, 1799
markedness, 81
Polislı (see under Polish)
syllable-internal structure, 284
syllable licensing. 1852
syllable-timed languages, stress-timed languages vs., 1147-57
syllable transfer, 2874-5
syllable trees, 1273
syllable weight
Chinese syllable structure, 2765-8
foot, 95
quantity-sensitivity, 1336-7, 1345-50
sign syllables, 1324-5
[sonorant] in, 300
sonority, 1178-9
word stress, 989-90
symmetric foot inventory, 1062-5
Symmetry Condition, 227, 228
synchronic chain shifts, 1718
synchronic change
dissimilation, 1408-9
mergers and neutralization, 1892
syllable a)ntact, 1249-51
synchronic/diachronic patterning, 261
synch ronic grammars
compensatory lengthering, 1520
conspiracies, 1653-6
synchronic paradigm effects, 1976-83
anti-homophony, 1982-3
misapplication, 1981-2
overapplication, 1976-9
underapplication, 1980-1
synchroric variation, 215,5-60
multiple optimality-theoretic grammars, 2155-6
non-crucial constraints, 2157-8
quantitatively ranked constraints, 2158
token frequency, 2159-60
unranked constraints, 2156-7
synchronous coordination, 112
synchreny
compensatory lengthening, 1532
markedness, 88
metaphony, 2643, 2651-3
sound change, 2214-18
variability, 2194,2208
syncope
Arabic word stress, 3006, 3011-14
deletion, 1601, 1614
paradigms, 1983
Sanskrit reduplication, 2875
syncretism, 1973
syntactic boundaries, 1206
syntactic sensitivity, 2374-5
syntax, 2745-50
syntax-first model, 1208
Syrian Arabic
assimilation, losal, 1931
consonantal places of articulation, 533
consonant-vowel place feature
interactions, 1766, 1773
pharyngeals, 608
systematic phoneme, 256-
Szu ta chai, 2315
table of correspondence, 283
Tagalog
deletion, 1601
exceptionality, 2552-3
frequency effects, 2144
reduplication, 2386-7, 2408-10
Tahltan
assimilation, Iong-distance, 382, 1812, 1823
consonantal places of articulation, 528
Tamambo, 552-3, 557
Tamang languages, 2311
Ta ugale
tone, representation of, 1083-4, 1086
voivel harınony, 2169
tapping, 1321.
target-based theories of intonation, 1186, 1197-2000
Targeted Con,straints of Wilson, $\underline{2101}$
target segment, 1838
target undershoot, 1880
Tarok, 2404
Tashlhiyt Berber
dissimilation, 1411
initial geminates, 1141-2
Task Dynamics, 109-13
Tati, Southern, 278
tautosyllabic cluster, 568-70
taxonomic phoneme, 258
TBUs. See tone-bearing units
Telegu, 397
tell-tale property, 63-4
tell-tale sets, 63-4, 67
Temiar, 160,1580
templates
metathesis, 1392-5
Sanskrit reduplication, 2863-4, 2872-4
Semitic (sieer under Semitic languages)
tier segregation, 2522-3
templatic languages, 2520
templatic inorphology
autosegments, $\underline{318,321}$
inetathesis, 1392
templatic reduplication, 1326-9
templatic tone sa radris, 2562, 2565-8
tempo, 1045
tense consonants, 2663-75, 2677-81
Tepehua, Tlachichilco
assimilation, long-distance, 1818
consenantal places of articulation, $\mathbf{5 3 1}$
Terena, 1961-3
na.sal transparency, 1962-3
obstruents and co-occurrence, 1963
termination node, 789
ternary branching, 785-6
ternary feet
extrametricality and non-finality, 1040-2
ternary rhythm, 1232-6
amphibrachs, 1233-5
weak local parsing, 1235-6
ternary height, 515
ternary rhythm, 1228-41
extrametricality ${ }^{2}$ 's. ternary feet, 1232
future directions for research, 1239-41
modeling, 1232-3
in Optimality Theory, 1236-8
ternary feet, 1232-6
amphibrachs, 1233-5
weak local parsing, 1235-6
theory and analysis, 1231
in various languages, 1228-31
ternary suffixes, 2969, 2971, $\underline{2980}$, 2983-4
terracing, 827-9
TETU. See The Emergence of the Unmarked
textual markers, 2797
Thai, 1630, 1800, 2259-61, 2272, 2281
Thai, Nakhorn Sithammarat, 2314-15

The Emergence of the Unmarked (TETU), 1363-77
derived environments, 2110
the emergence of the faithful, 1375-6
gradient TETU, 1373-5
laryngeal contrast in Korean, 2673
-ptimality Theory, 1363-5
reduplication, 2398, 239
root-affix asymmetries, 2509
Sanskrit reduplication, 2871, 2822
tone, representation of, 1096
typology of, 1365-73
output candidates without
dominating constraints, 1366-9
output segments not evaluated by specific faithfulness, 1369-73
outpui segments/structures without input correspondents, 1365-6
Thurgovian Swiss Gerınan, 1125, 1138-9
Tianjin Cluinese, 2563
Tiberian Hebrew
degemination, 1560
derived environments, 2091
metathesis, 1.3 . ${ }^{2}$.
pharyngeals, 611
spirantization, 670-1
vowel epenthesis, 1587-8
tier-based locality, 1822-4
Tier Conflation
reduplication, 2391, 2393, 2396, $\underline{2401}$
tier segregation, 2522
tier segregation, 2516-34
behavioral evidence for, 2531-3
non-Semitic language evidence for, 2525-9
Rotuman, 2526-9
Yawelmani, 2525-6
Y'okuts, 2527-8
as phonological representation, 2516-20
Semitic language evidence for, 2520-5, 2529-31
language games, 2525
Obligatory Contour Principle, 2523-5
roots and patterns, 2520-2
templates, 2522-3
Tigre
pharyngeals, 611
templates, 2591, 2599
TIGRE (Time-Intensity Grid Representation), 1152
Tigrinya
pharyngeals, 610
templates, 258

Time-Intensity Grid Representation
(TICRE), 1152
timing, 551, 556-7
Timugon Murut, 1366
tip-of-the-kengue (TOT) state, 2075
Tiv, 150-1, 153, 1173
Tlachichilco Tepelıua
assimilation, long-distance, 1818
consonantal places of articulation, 531
Trba Batak
lateral consumants, 746
lenition, 1562
precedence relations, 819
syllable contact, 1259
Toda, 734
Tohono O'odham
constraint conjunction, 1466-7
root-affix asymmetries, 2498
Tojolabal, 850
token frequency (usage frequency)
defined, 2138
frequency effects, 2138, 2139
markedness, 97-8
tokens, 2772
Tokyo Japanese
category-specif.c effects, 2440-1
Japanese pitch accent, 2881-97, 2900-1
pitch accent, 2881-97
accent-tur-pitch conversion, 2882-3
generalization of accent rules, 2883-92
unaccented words, 2892-7
pitch accent systems, 1011, 1018-21
tonal alignment, 1185-200
intonational categories, 1185-92
and models of prosijdy/intonation, 1186
phonetic model.s of, 1.186, 1194-7
phonological encoding, 1192-4
target-ba,sed os connfiguration-based theories of intonation, $\underline{1186}$. 1197-200
Tonal Root Node (TI2N) tier, 820
tone(s), 1078-99. Ser also tonogenesis
autosegments, 311-13, 316-18, 325, 328-31, 335, 336, 1089-84, 1091-5
Bantu (sery under Bantu)
boundary, 1187
category-specific effects, 2440-1, 2443-4
Chinese syllable structure, 2763, 2773
constraint-based tonology, 1095-9
contour, $311,858,1078,1080,1348$, 2571-4, 2582
deletion, 1603
tone(s) (conn'f)
dynamic, 773-4
falling, 311-12
feature specification and underspecification, 152-3, 161-2
floating, 335, 336, 1017, $1083,1092,1094$, 1096,1605
H (see H tones)
HL, 830
inturation, 257
L (sec L tones)
laryngeal contrast in Korean, 2666
level, 767, 768, 771, 773-4, 1078
lexical, 329, 926
light, 2578-9
M, $831, ~ 832,1086-92,1301$
markedness, 90
nodes, 1505
nоп-isomorphism, 1080-2
onsets, 1300-2
patterns, 2446
Phonological WVord, 1217-18
pitch accent systems, 1005-6, 1008, 1.009, 1013-16
problems with, 1079
redundant, 2305-6
rising, 311,312
skeleton, 1263
sonorants, 185
stability, 1603
tonal asseciation, 1186
units, 765
tone-bearing units (TBUs)
autosegments, 315-18, 333-5
downstep, 829833
intunation, 771
onsets, 1302
tone, representation of, 1080, 1082-4, 1086, 1091, 1094
tone heights, 1086
tone languages
downstep, 824,825
inturation, 757
Japanese pitch accent, 2883
tone melodies, 2736
tone sandhi, Chinese. See umder Chinese
tone shifting, 331-2
tone splitting
Chinese syllable structure, 2765-8
unogenesis, 2314-17
tone spreading
autosegments, 312, 316-17, 330-2
Chinese tone sandhi, 2562, 2568-70

Tone-Stress l'rinciple, 2767
"tongue reot" harmony, 2167-70
Tongue Tip Construction Area (TTCA), 1823
Tongue Tip Construction Orientation (TTCO), 1823
Tonkawa, 1601, 1602
tonogenesis, 2304-27
exaggeration and then transfer, 2307
from following consomants, 2310-14
Athabaskan, 2311-14
Vietnamese and Chinese, 2310-11
in Cermanic languages, 2320-6
Central and Low Franconian dialects, 2323-6
Danish stod, 2321-3
North Germanic word accents, 2320-1
Kammu, 2306-7
Korean, 2306
onsets, 1301
phonetics of low tone from voiced stops, 2308
and phonetics vs. phoncilogy, 2309-10
splits vos, 2317-18
[stiff] and [slack], 2309
tones from uncommon sources, 2318-19
tone splitting in East and Southeast Asia, 2314-15
and Yabem, 2305-6
toncology, aunstraint-based, 1095-9
too-many solutions problem, 2259
total strict order, 1740-6
Totonac, Misantla, 530-1
TOT (tip-of-the-tongue) state, 2075
transcription, narrow/bread, 242-3
transclerjvational correspondence, 1988
transformational rule, 1444
transitional frequency (transitional probability), 2139
transitional vewels, 386-7
transitive precedence, 815-16
transitivity, 804
transparency
assimilation, long-distance, 1821-5
Bantutone, 2743-4
coronals, 283-4
cyclicity, 2029
featural affixes, 1962-3
Hungarian vowel harmony, 2979, 2984-5
nasal harmony, 1838, 1848-54
Polish syllable structure, 2614
vowel harinony, 2166-85
transparent interactions, 1756-7
transparent Vowels, 2166-85
trigger segment, 1838
trigger vowel, 499-500
trills
partially nasal segments, 559
rhotics, 214
Tripura Bangla, 1229-30
I'RN (I'onal Root Node) tier, 824
trochaic length asymmetries, 937-8
trochaic lengthening
extrametricality and non-finality, 1035-7
Iambic-Trochaic Law, 1066
trochaic patterns, 1031, 1353
Trochaic Shortening
Iambic-Trochaic I.aw, 1067
Lexical Phonology and Morphology, 2238-41
trochees
Arabic word stress, 2996
lambic-Trochaic Law, 1055, 1058-64, 1067-72, 1075
ternary rhythm, 1236
word stress, 980-2, 987-93, 996-1000
troughs, 2181
Trukese, 877-80, 894, 1134, 1298, Sew niso Chuukese
truncation, 402, 1598. Sec also deletion; reduction
*t+ Sibilant constraint, 1383-4
Tsilhgot'in, 612
Tsonga, 2747-9
Tsou, 1422-3
Tswana
affricates, 375
palatalization, 1669,1675
Tübatula bal
foot, 259
Iambic-Trochaic Law, 1057
vowel length, 469
Tucano, 18i8-9
Tudanca Spanish, 930, 2654-5
Tukang Besi, 353-4
Tulu, 1930
Tümpisa Shoshone, 1561, 1563
tunes, 760, 769, 772
Tunisian Arabic
compensiatory lengthening, 1524
metathesis, 1392-3
Turkana
metathesis, 1398
root-affix asymmetries, 2501-2

Turkisl
affricates, 372
allomorph selection, 2374
assimilation, local, 1921
consonant-vorvel place feature interactions, 1775
distinctive features, 392, 393
The Emergence of the Unmarked, 1367-8
exceptionality, 2551
features, organization of, 659-60
final lay ngeal neutralization, 179,372 , 1623
glides, 356
morpheme structure constraints, 2058-9, 2062
phonological sensitivity to morphology, 2474
root-affix asymmetries, 2491
sonorants, 179
syllable types, 1346-7
vowel harmony, 2058-60, 2181, 2831-51
epenthes'is-driven, 2818-50
front-back harmony, 2832-3, 2838, 2840
limits of harmony and disharmony in roots, 2840-5
norot (dis)harmony vis. suffix harmony, 2839-40
rounding harmony, 2833-4, 2838, 2840, 2848-9
vowel harmony in roots, 2847-8
vowel length, 475, 480, 481
voivel place, 458
turning points, 768, 770
Tuscan Italian, 374
Tuu langılages, 417-19, 424
Twi, 1924
Twin Vowel Deletion, 1446
twvo-handed signs, 223-38
Battison's conditions, 227-9
distinction in sign types, 225-7
functions of hands outside the lexicon, 235-6
modality difference of one-handed signs and, 223-5
phonological representations, 230-i
processes affecting non-dominant hand, 232-5
perseveration and anticipation, 232-4
Weak Drop, 232, 234
terminolegy, 225
type frequency (lexical frequency)
defined, 2138
frequency effects, 2138-40
markedness, 97-8
var' lability, 2209-10
typology
assimilation, long-distance, 1811-19
chain shifts, 1718-21, 1725-30
consonant-vorvel place feature interactions, 1762-7
initial geminates, 1124-31
palatalization, 1670-3
Tyrone Irish, 1524-5
U (language), 2318, 2319
UCLA Phonological Segment lnventory Database (UPSID)
initial geminates, 1125, 1126
rhotics, 214
Udi
clitics, 2007
speech perception, 2344
Udihe, 2361-2
UG. See Universal Grammar
Ukrainian, 2917, 2927
ultimate transparency, $\underline{2029}$
Ulwa, 1353
Umbundu, 1655
umlaut
exceptionality, 2540
sound change, 2225-6
unaccented systems, 1011
unaccented words, 2892-7
unary sequences, 551, 560-6
contrast in languages, 562-3
phonetics of NC, 563-6
phonological distinction, 561-2
unbounded feet, 959-60
underapplication, 2389
underlying representations (URs), 1-23
allomorph selection, 2379
conspiracies, $1645,1648-50,1652$
derived environments, 2090, 2107-9
in Generative Phonology, 9-1.3
maximization of grammatical generalization, 10-11
novel word formation, URs and, 12-13
underspecification in UR, 11-12
of initial geminates, 1132-3
Japanese pitch accent, 2883
markedness, 85
in morphophonemic theories
generally, 7-9
indeterminacy, 13-18
non-segment based theory of, 21
in Optimality Theory, 18-19
in phonemic theories.
generally, 2-3
indeterminacy, 3-7
phonetic detail in, 19-20
reduction, 1883-5
Slavic palatalization, 2919
Slavic yers, 2943
sonority, 1165, 1166
underlying syllabification, 1132-3
underspecification. See also feature specification and underspecification
assimilation, long-distance, 1824
consonant harmony in child language, 1698-9
consonant-vowel place feature interactions, 1762
conspiracies, 1645
derived environments, 2106-7
exceptionality, 2551-2
frequency, 2150-1
intonation, 770, 771
nurkedness, 83 , 85
mergers and neutralization, 1897
phoneme, 248-9
tone, representation of, 1084-8
Turkish vowel harmony, 2847
undirected graphs, 803
Unified Feature Theory
consonant-vowel place feature interactions, 1771-5
features, organization of, 650-3
Uniformity Principle (Government Phonology), 908
unit analyses of clicks, 423-6
universal feature set, 401-5
laryngeal features, 404
major class features, 401-3
manner features, 403-4
place, height, and other features, 404-5
Universal Grammar (UG)
conspiracies, 1656-9
constraint conjunction, 1461
distinctive features, 407
feature specification and underspecification, 163, 164
final laryngeal neutralization, 1638
lenition, 1567
loanivords, 2262
markedness, $8 \mathrm{ll} 82,23$
sonorily, 1161

Universal Grammar (UG) (conf'd)
sound change, 2214
ternary rhythm, 1234,1235
tier segregation, 2516
vowel harmony, 2181
universality
coronals, 269
distinctive features, 393-7
variability, 2141
universal markedness hierarchies, 1466-7
univerial rules, 1649,1650
unmarkedness
allomorph selection, 2377
coronal (sec coronal unmarkedness)
The Emergence of the Unmarked, 1375
markedness, 80
root-affix asymmetries, 2509
unmarked rule order, 174.3
unmarked syllables, 1285-6
unnecessary repair, 2260
unparsed syllables, 2998-9
unstressed rhyme, 2785
unstressed syllables
sentential prominence in English, 2784, 2785
ternary rhythm, 1228
word stress, 987-8
Unstressed Vowels are short constraint, 1003
Upper Sorbian, 2912-13
UPSID. Sec UCLA Phonological Se.gment Inventory Database
upstep, 834-5
Urali, 1114
Uralic languages, 941-2
UR.s. See underlying representations
usage frequency. Sce token frequency
Usel.istan constraint
The Emergence of the Unmarked, 1372-3
exceptionality, 2553
U'sat. 2302
uvular fricatives, 223
uvidars
a)nsonant-vorvel place feature
interactions, 1765
distinctive features, 403
Uyghur, 291, 2176
Uzbek, 394
Vapnik-Chervonenkis dimension (VCD) of Optimality Theory/Harmonic Crammar, 68
structure, 64-6
variability, 2190-211
flapping in American English, 2725
generality
contextual limits, 2206-7
lexical limits, 2207-10
quantitative limits, 2192-202
social limits, 2202-6
meanings of term, 2190-1
variable Optimality Theory, 2205
variable rule (VR) model, 2197-8, 2205
variant pruning, 2346-7
variant trading, 2346-7
VC demisyllables, 299, 300
VC metathesis, 1394
VC syllables, 1286
velar and post-velar places of articulation
consonantal places of articulation, 529-34
dorsals, 529-32
laryngeals, 532
plarymeal and epiglotal sounds, 532-4
pharyngeals, 532-4
velar consonants, 2846
velarization
acquisition, 2426-7, 2430-1
secondary articulation, 695
Slavic palatalization, 2911-12
velar palatalization
palatalization, 1675 , $1677,1678,1687$
voivel place, 457
velars. See alse dorsals
acquisition, 2422-3
consonant-vorvel place feature interactions, 1766
distinctive features, 403
Sanskrit reduplication, 2866
Slavic palatalization, 2909
Structure Preservation, 1790
velar softening
derived environments, 2092, 2109
palatalization, 1667
V element, 1550-1
Venda, 1657
verbs
Bantu tone, 2731
French liaison, 2690
nouns tis., 2439-48
category-specific effects, 2440-5
distinct restrictions, 2445-8
phonological privilege in nouns, 2440-2
phonological privilege in verbs, 2443-5
Semitic templates, 2587-90
weak, 2533
Verner's Law, 672

Vietnamese, 2259, 2271, 2272, 2310-11
Vielation Assigner (VR) algorithm, 1496-501, 1503, 1502
violation assignment, 1498-501
violation marks, 1491-504, 1507
visual speech processing, 2081
"vocalic" languages, 351-2
vocalic patterns, 2532
vecalized prefixes, 2955
vocoids
glides, 346, 347,350-3
palatalization, 1679, 1683
vocoid systerns, 353-61
Vogul, 997-1000
voice assimilation
gradience and categoricality, 2118
Folish syllable structure, 2611, 261.3, 2615,2625
voiced consenants
conspiracies, 1655
markedness, 21
voiced continuants, 306
voiced fricatives
sonorants, 179
stricture features, 309
Voiced High, 2314-17
Voiced Low, 2314-17
voiced obstruents
consonant mutation, 1538
distinctive features, 409
final laryngeal neutralization, 1635
markedness, $\underline{92}$
positional effects, 1104-5, 1109
senorants, 185, 186
stricture features, 297, 306
voiced stops
featural affixes, 1956
final laryngeal neutralization, 1631
flapping in American English, 2712
initial geminates, 1137, 1138
markedness and faithfulness constraints, 1508-9
nasal harmony, 1849
somorants, 179-81
sonority, 1178
stricture features, 304,306
tonogenesis, 2308
voice facilitation, 187, 188
[voice] feature
final laryngeal neutralization, 1624 . $1626,1627,1632,1635,1639$
mergers and neutralization, 1905, 1909-10
sonorants, 173
voiceless consonants
conspiracies, 1654-5
markedness, 91
voiceless fricatives
fricatives, 686, 687
sonorants, 179
senority, 1178
voicelessness, 2723
voiceless obstruents
consonant mutation, 1538
fistal laryngeal neutralization, 1629, 1635
markedness, 22
nasal harmony, $1843, \underline{1844}, \underline{1848}, \underline{1849}$, 1851-3
positional effects, 1104-5, 1109
voiceless rhotics, $\mathrm{Z13}$
voiceless sonorants, 177-8, 184
voiceless stops
featural affixes, 1956
initial geminates, 1137, 1138, 1140, 1141.
loanwords, 2268
nasal harmony, 1849-51, 1853, 1855, 1856
partially nasal segments, 553, 561
sonority, 1162,1164
Structure Preservation, 1804
syllable contact, 1253-4
syllable-internal structure, 786
voiceless syllables, 2759-61
voice onset time (VOT)
clicks, representation of, 419, 421
fistal laryngeal neutralization, 1633
initial geminates, 1138-42
laryngeal contrast in Korean, 2664, 2666, 2680
neighborhood effects, 2077
voicing. See aliso devoicing; sonorant voicing (SV); spontaneous voicing (SV)
assimilation, local, 1921-4, 1038
assimilation, long-distance, 1813
contrast, 40. 41
distinctive features, 404
linal laryngeal neutralization, 1626, 1631
foot, 967
lateral consonants, 236
lenition, 1560-1, 1571
obstruent, $\underline{5}$
partially nasal segments, 557-8
post-nasal, 687
sonorarts, 174-8, 186, 187
stricture features, 300
synchrenic final, 1629
voicing assimilation
derived environments, 2096
tier segregation, 2517, 2519
voicing harmony, 1826
voicing shift, 2712
"Volobst constraint, 1465-6, 1475
VOT. See voice onset time
vowel(s)
abstract, 2940-1, 2985
acquisition, 2420
alternating, 2937-8
assimilation, local, 1924, 1933
consonant harmony in child language, 1702
contrast, 46
distinctive features, 392,405
excrescent
consonant-vowel place feature interactions, 1765, 1766
vowel epenthesis, 1584-5
extrametricality and non-finality, 1034
features, organization of, 649-55
feature specification and underspecif'ication, 157, 158
fricatives, 676-7
front, 2909
full, 465
geminates, 881
glictes vs., 348-6J
lateral consunants, 739-40
lexical, 1582-4
long
final consonants, 850-1
syllable contact, 1258
ternary rhythm, 1230
markedness, 84, 93, 95
metaphony, 2631
metathesis, 1394
morpheme structure constraints, 2057
nasal, 2621-2, 2690
neutral, 2166-7, 2971-3
non-alternating, 2937-8
поп-neutral, 2972
on sets, 1297
opaque, 2166-85
pharyngeals, 608, 676
Polish syllable structure, 2621-2
reduced, 465
representation of length (sees vowel length, representation of)
rhotics, $712,724,725$
ruot-affix asymmetries, 2502-3
self-organization, 138-9
sonority, 1171
speech perception, 2342-3
stem-final, 2143
stress, 928-9
tier segreşration, 2519
tonogenesis, 2312-13
transitional, 386-7
transparent, 2166-85
trigger, 499-500
vowel alternations, 240-1
vourel-consonant harmony
with opaque segments, 18:39-47
with transparent segments, 1818-54
vowel deletion
deletion, 1600-2, 1613-16
final consonants, 853
hiatus resolution, 1445
vowel drop, 2543-4
vowel duration, 2717, 2718
vowel elision, 1434, 1438-9, 1442, 1448, 1450-2
vowel epenthesis, 1576-93, 2887
conspiracies, 1645-7
excrescent vowels, 1584-5
final consonants, 852
function/cause of, 1576-9
lexical vowels vs., 1582-4
loanu'ords, 1588-92
function of vowel epenthesis, 1589-90
native phonology, 1590
perceptual origins, 1588-9
quality, 1590-1
vou'el placement, 1591-2
location determinants, 1579-80
metrical patterns, 1586-7
phonetic characteristics, 1582-3
Pol'ush syllable structure, 2617
quality of, 1581-2
segriental processes, 1587-8
speaker intuitions, 158.3-4
vowel fronting
consonantal places of articulation, 528
vowel place, 456
vowel harmony, 2164-85
assimilation, long-distance, 1820
autosegments, 316
conspiracies, 1650
constraint conjunction, 1467-70
coronals, 283-4
dissimilation, 1419-29-20
earlier aocounts of, 2171-80
features, organization of, 660
vowel harmony (cont'd)
feature specification and underspecification, 160-1
frequency effects, $\underline{2143}$
future directions for research on, 2184-5
"height" harmony, 2171
Hungarian (see under Hungarian)
metaphony, 2631, 2644
morpheme structure constraints, 2057-62
phonetic bases, 21.80-4
phonological sensitivity to morphology, 2477-8, 2481
Phonological Word, 1207-8
root-affix asymmetries, 2500-2
rounding harmony, 2170-1
"tongue root" harmony, 2167-70
Turkish (see under Turkish)
vowel place, 454-5
vowel height, 491-516
defining, 491
distinctive features for, 507-15
arguments for height class, 510-11
feature geometry with [high] and
[low], 509-10
"height" features, 508
[high] and [low] features, 508-9
properties of height class, 511-15
Hungarian vow'el harmony, 2964-5, 2983
phonetics of, 492-3
phonological height patterns, 494-507
coalescence, 506
diphthongization, 506-7
harmonic shifts, 499-502
interactions of consonants and voisel height, 503-6
neutralization, 502-3
vowel lowering, 497-9
vowel raising, 494-6
quantity-sensitivity, 1356
tonogenesis, 2318, 2319
typology, 493-4
vorvel place, 446
vowel height dissimilation, 1419
vowel height harmony, 181.7-18
vowel hiatus, 1434
vowel inventories, 138
vowel length
Bantu tone, 271
derived environments, 2093-4, 2107, 2ग10-11
final consonants, 867
morpheme structure constraints, 2065
quantity-sensitivity, 1345
skeleton, 1266-7
Slavic yers, 2957
vow'el length, representation of, 465-87
degrees of length, 485-7
moraic accounts, 482-5
nกп-linear, 473-4
segmental theories, 467-73
skeletal accounts, 474-82
vou'elless prefixes, 2954
voivel lowering
assimilation, local, 1930-1
vowel height, 497-9
lowering tolow, 497-8
lowering to mid, 497
one-step (chain slijfts), 498-9
voivel place, 440-62
contrasts, 446-52
pharyngeal, 449-52
retroflex, 449, 450
definitions of, 440
phonetics of, 443-4
phonetics of "place," 440-3
phonology of, 445-61
consonant place contrasts, 452-4
consonant-vowel alternations, 459-61
consonant-vowel interactions, 455-9
vowel place contrasts, 446-52
vowel place harmony, 454-5
vowel place interactions, 454-5
uses of "vowel place" label, 444-5
vowel epenthesis, 1591-2
Vowel-Place (V-Place) node
consonant-vowel place feature interactions, 1772-4, 1776, 1777, 1781
features, organization of, 650-4, 656, 657
palatalization, 1681.-2
Turkish vowel harmony, 2845-6
vowel polarity, 2599
vowel quality, 2366-8
vowel raising
palatalization, 1683
voivel height, 494-6
one-step (chain shifts), 495-6
raising to high, 495
raising to mid, 494-5
vowel reduction, 929
vow'el sequences, 1449-50
vorvel shifts
chain shifts, 171 .
sound change, 2220, 2231
vowel space expansion, 2076
vowel-zero alternations, 2616, 2617.
See also yers ander Slavic languages

V-1'lace node. Ser: Vowel-Place node
VRVC sequences, 1579
V-to-V co-articulation, 2165, 2166
Vute, 831
VVC rhymes, 906-7
VV rhymes, 907
VX rime, 2755-9, 2769

Walmatjari, 526
Wanrong Chinese, 2565-7
Warao, 957
Warlpiri
morpheme structure constraints, 2058
reduplication, 2403, 2404
rhotics, 214216
Washo, 1436
weak contrast, 2342
Weak Drop, 232, 234
WeakEbee constraint, 862
Weak Layer Hypothesis, 1213-14, 1221
weak local parsing
Arabic wrord stress, 2949
ternary rhythm, 1235-6
weak parsing, 2999
Weak Prop, 235
weak verbs, 2533
weight. See also Moraic Theory/Phonology; moras
initial geminates, 1136
partially nasal segments, 569
quantity-sensitivity, 1336-7, 1345-50
sign syllables, 1324-5
wejght analysis, 875-85
avoidance of CVVG syllables, 881-5
patterning of geminates and consonant clusters, 879-81
Trukese initial geminates, 877-8
Weight-by-Position
Arabic word stress, 2994, 3008
geminates, $883,888,849$
weightless geminates, 1133
weight patterns, 1337-43, 1348-50
weight-iensitivity, 1032-5
weight symmetry, 1302-3
Weight-to-Stress Principle
Chinese syllable structure, 2767
Iambic-Trochaic Law, 1061, 2063
Weight-to-Stress constraint, 984, 289
well-formedness
final consonants, 864
gradience and categoricality, 2128-30
Polish syllable structure, 2612
tier segregation, 2518

Well-Formedness Condition (WFC), 314-19, 325-6
Welsh
consonantal places of articulation, 531-2
lateral consonants, 734
mutations, 2807, 2810, 2812-13, 2816, 2820, 2823
stress, 926
vowel epenthesis, 1577, 1581
Wergaia, 1034-5, 1037
Weri, 957-8
West African languages, 181
Western Basque, 1471-2
Western Farsi, 1162
West Germanic, 1248-9
West Greenlandic
pharyngeals, 609
positional effects, 1106
vowel length, 469,470
Westphalian German, 1525
WFC (Well-Formedness Condition), 314-19, 325-6
whole-segment deletion, 1597
Wolof
partially nasal segments, 553, 554
phonological sensitivity to morphology, 2465
vowel harmony, 2168, 2169
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word edges
deletion, 1607
featural affixes, 1966
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Word Formation Rules, 2006
word-initial clusters
loanwords, 2270-1
syllable-internal structure, 790-1
word-internal cluster simplification, 1609
word-level prominence, 1003-4
word-level stress, 927
wordlikeness, 2074. See also neighborhood effects
word minimality
category-specific effects, 2443
onsets, 1298-300
sign syllables, 1317
word prosodic systems, 1003-23
word relatedness, 17-18
word stress, 980-1001
Arabic (sec under Arabic)
evidence for foot structure, 987-90
characterization of donnains, 988-9
syllable weight, 989-90
unstressed syllables, 987-8
and feet, 980-1
and parsing asymmetries, 981-7, 990-6
phonological sensitivity to morphology, 2478
stresslessness $\mathrm{u}_{\mathrm{s}}$. headlessness, 996-1000
word trees, 956-8
written language production, 2080
Wu Chinese, 2561-2, 2568, 2569, 2582
Wug tests
loanwords, 2258
sound change, 2216
Xhosa
Bantu tone, 2738, 2741
hiatus resolution, 1439, 1442-4
Xiamen Chinese
chain shifts, 1726
Chinese tone sandhi, 256.1-5, 2575-6
XMOD model, 2126
XP Trigger Hypothesis, 2824
X skeleton, 1271-4
$X$ slots
geminates, 874
precedence relations, 814812
X-theory, 346
Yabem. 2305-6
Yagaria, 733-4, 246
Yakut, 1105
Yala-lkom, 831, 832
Yaminahua, 2368-9
Yanggu Chinese
Chinese syllable structure, 276-70
lateral consonants, 739, 743
Yao, 1922
Yapese, 853, 858
Yawelmani
conspiracies, 1645-9
glides, 355-6
Yawelmani Yokuts, 151-2, 154, 155, 159. 1645-9, 2525-6
Yelentyne, 704, 206

Yemeni Arabic, 2549
yers. See minder Slavic languages
Yiddish
assimilation, local, 1921, 1936-7, 1939
paradigms, 1975-8, 1980, 1986, 1987. 1991-4
Yidin, 971
Yimas, 1413-14
Yine
exceptionality, 2543
phonological sensitivity to morphology, 2484
Yiyang Chinese, 2572-3
Yokuts, Yawelmani, 151-2, 154, 155, 159, 1645-9, 2525-6
Yolngu, 1563
Yombe, 835
Yongfu Chinese, 2573, 2574
Yoruba
assimilation, local, 1232
hiatus resolution, 1434
mergers and neutralization, 1896
tone, representation of, 1087
vowel place, 460
Yoruba, Mòbà, 1850-I
Yu, 521
Yucatec Maya
affricates, 371-3, 372
consomant mutation, 1553-4
Yuhup, 181
Yung-chiang Kam, 2314-15
Yupik, 935-6
Yurok, 535
Zapotec, 1014, 1164
zero allomorph (e), 2358-9, 2361, 2375, 2377
7hangzhou Chinese, $\underline{2574}$
Zigula, 329
Zoque
affricates, 370, 372
assimilation, local, 1926
extrametricality and non-finality, 1035-6
featural affixes, 1950-2, 1967
Iambic-Trochaic Law, 1055
metathesis, 1401
palatalization, 1673, 1680
post-nasal voicing, 307, 370
Rulu, 678-9
assimilation, local, 1926
assimilation, long-distance, 1813
clicks, representation of, 416, 424, 4,30
lateral consonants, 734

# 10 The Other Hand in Sign Language Phonology 

Onno Crasborn

## 1 Introduction

Signed languages used by Deaf communities use the visual channel for communication. Multiple articulators are involved in producing all phonological material, including the head (its rotation around all three axes), many if not all aspects of facial expression (including eye gaze), the position of the upper body, and of course the two hands. It is only slowly becoming clear how linguistic the use of some articulations, e.g. eye gaze, really is (Metzger 1998; Meurant 2008). For most articulators and their phonological representations in the lexicon, we still have a very limited view on their actual use across the sign languages of the world (Eccarius and Brentari 2007).

The linguistic status of the two hands has been argued for from the very start of research on sign phonology, together with the features that niake up their shape, rotation, location, and movement (chapter 9: mandshare in sign lancuace phonologr; charter 24: the phonology of movement in sign lancuace; chapter j6: sign syllables): Stokoe's (1960) ground-breaking analysis of the lexicon of American Sign Language (ASL) showed that some signs only have specifications for one hand, while others have a specification for two hands. That is, the distinction between one-handed and two-handed signs plays a role in the lexicon and needs to be specified there. While this has not been contested in any phonological analysis since, researchers have proposed different models of the two lands. This chapter will primarily focus on the possible phonological representations in the lexicon ( $\$ 2$ and $\S 3$ ), yet will also look beyond the lexicon to see to what extent the two hands cal function independ ently in expressing separate morphemes simultaneously ( $\$ 4$ ). An overview of open questions is presented in $\S 5$.

### 1.1 The two hands and the modality difference

All sign languages thent have been described so far show a lexical distinction between one-handed and two-handed signs, as a quick look through any (picture) dict ionary will show. Some examples from NGT (Nederlandse Gebarentanl; Sign Language of the Netherlands) are presented in Figure 10.1.


Figure 10.1 Examples of ene-handed and two-handed signs from NGT. (a) One-handed signs: TIRED, HOLIDAY, DOG; (b) two-handed signs: TEA, GIFT, PROCESS

In principle, the fact that there are two symmetrical articulators in the visuospatial modality used in signed languages is one of the most salient differences between sign and speech. Humans have one mouth, but two hands. The fundamental question one would like to answer is whether this does or does not have an inpact on the linguist ic structure of the twe types of languages. It is clear that deaf signers do not "speak twith two tongues" - their left and their right hand do not continuously convey independent messages. At a phonetic level, aside from the motoric difficulty of permanently controlling the two symmetrical limbs completely independently, it would be impossible to visually perceive two completely independent moveinents (CHAPTER 98: sPEECH PERCEPTION AND PHONOLOGY). At a higher cognitive level of processing as urell, it is not easy to express two independent thoughts at the same time, and the same holds for parsing two information streams in perception. In social interaction between humans, there might be great advantages to being able to utter statements on a primary level while commenting on them on a "neta" level. One could thus conununicate along two independent paths simultaneously, but this is clearly not how human interaction works in daily life, even though "tone of voice" may reveal some of our attitudes toward whit is being said. The impact of having two symmetrical articulators on the linguistic structure of signed languages is thus likely to be more subtle in nature.

This chapter summarizes the different proposals that have been made to describe the lexical phonology of two-handed signs and their relation to one-handed signs, but it will also look at some of the other roles that can be played by the "other hand" outside the lexicon. The overall conclusion will be that, given the many possibilities for simultaneous activities of the two hands, primarily at the grammatical and discourse levels, many questions remain open for investigation. Thus we cannot yet give a satisfactory answer to the question of the possible impact
(1953) and Stokoe (1960) were devoted to making the case for signed languages as real languages. In phonology, this involved the investigation of the extent to which the structure of lexical signs could be characterized with the same types of structures proposed for spoken language phonology. While it is clear that the phonetic content of signed and spoken languages differs, the hypothesis was tested that grammars, as more abstract properties of phonological structure, are highly similar, if not identical. Thus, for example, Stokoe (1960) proposed the decomposition of the form of lexical itens in terms of phonemes (giving them a different name, "cheremes," to emphasize the differences in phonetic content and the fact thent they were structured simultaneously rather than sequentially), similar to the phonemic analysis of that time (see chapter 11: the fhoneme). Later, Sandler (1989) proposed a model of ASL phonology in terms of feature trees, similar to Clements's (1985) feature geoinetry model for spoken language phonology (see CHAPTER 27: THE ORGANIZATION OF FEATURES). In each of these models, the role of the second hand did not require any specific theoretical concept. It was one of the parameters or one of the features - but not something outside the spectrum of phonological constructions found up to that time. As Sandler and Lillo-Martin (2006) surnmarize, the grammars of signed languages studied so far strongly resemble those of spoken languages when one abstracts away from the concrete phonetic substance of the two modalities. For this reason, there is no doubt that signed languages are "true languages." whatever definition one likes to use. Still, it remains an interesting question how the particular phonetic substance of a second symunetrical articulator finds a place in a phonological model.

Stokoe (1960) considered the miain phonological paranteters of a lexical sign to be handshape ("dez"), location ("tab"), and movement ("sig"). Orientation was regarded as "minor parameter," because it typically does not fulfill any distinctive function and its phonetic form is predictable in many signs. Interestingly, although one-handed signs were clearly set apart from two-handed signs in the notation (using one vis. two handshape symbols), somerhing like "handedness" was not explicitly considered to be a distinctive property of the phonology of the sign. Whether a sign has one or two hands needs to be specified, but this parameter was not assigned the status of the basic aspects, handshape, location, and movement. The lack of a large set of minimal pairs involving orientation may have been the reason for this choice.

In all studies since, whether on ASL or other signed languages, there has never been a claim that one-vs. two-handedress is predictable on the basis of other phonological properties, or of semantic (or iconic) properties of the sign. Thus it needs to be lexically specified, and as such is a distinctive phonological feature of lexical items (see chapter 2: contrast; Chapter 17: Distinctive features). In the languages studied to date, very few minimal pairs have been identified in support of this distinctive nature of two-handedness. A rare example from NGT isi presented in Figure 10.2.

Stokoe introduced a basic distinction among two-handed signs that has been taken over by most phonological models since then: in some signs both hands move, while in others one hand appears to function as the location of the other hand ("double dez" and "tab-dez," respectively, in Stokoe's terminology). Some examples of such more symmetric and less symmetric signs from NGT are presented in Figures 10.3 and 10.4. When both hands move, this can be fully symmetric (Figure 10.3a), or in an alternating fashion (Figure 10.3b, c). Various


Figure 10.2 Minimal pairs in NGT based on number of hands: (a) HUMAN-BEING and (b) BEHAVIOR


Figure 10.3 Examples of symmetrical signs: both hands move: (a) STAND, (b) TRAFFIC, (c) WEAKLING


Figure 10.4 Examples of asymmetrical signs: one hand acts as the location for the other hand: (a) EVIDENCE, (b) ILL, (c) PHONOLOGY
types of asymmetry are further discussed in Padden and Perlmutter (1987) and Crasborn (1995).

### 2.2 Battison's conditions

Battison $(1974,1978)$ elaborated on the basic distinction between symmetric and asymmetric signs by observing two phonological regularities in the set of two-handed signs, which he characterized as morpheme structure constraints. They are the Symunetry Condition and the Dominance Condition, given in (1).


Figure 10.6 Classifier constructions from NGT. (a) 'Human or animal jumps onto a flat surface'; (b) 'Human stands on an airplane'
two-landed classifier constructions in many signed languages. These oumplex morphological constructions feature classifier hand configurations that each represent a separate morpheme, a nd (typically) the location and movement of each involves additional morphemic nater ial. Two examples are presented in Figure 10.6.

While the example of a classifier construction from NGT in Figure 10.6a obeys the Dominance Condition for lexical items in (lb), the example in Figure 10.6b would be ruled out for monomorphemic signs, in ASL as well as in NGT: the $Y$ handslape found in the non-dominant hand in Figure 10.6 b does not occur on the weak hand in asymmetric signs in these languages. Eccarius and Brentari (2007) focus on this type of sign and classifier construction, to which Battison's Dominance Condition applied: the handshapes are different. Rather than looking at the two handshapes as a whole, they compare the selected fingers and their configuration within the handshapes. Each feature class can have marked or unmarked values (see chaiter 9: handshale in sign language rhonology). This allows the revision of the Dominance Condition as in (2), quoted from Eccarius and Brentari (2007: 1187), which also covers constructions such as the one in Figure 10.5 b (italics in the original):

## (2) Revised Dominance Condition

(a) If the two hands do not share the same specification for both selected fingers and joints (i.e., the handshapes are different), then (b) one hand must be passive while the active hand articulates the movement, and (c) the form as a iwhole (i.e., selected fingers and joints for both hands) is limited to two marked phonological structures, only one of which can be on the passive hand.

In ternis of handshape features, the construction in Figure 10.6 b shows a marked finger selection for the dominant hand (index and middle finger) and on the nondominant hand (thumb and pinkie), making for a total of two marked structures in the whole form. All selected fingers are extended (unmarked), and thus do not add to the complexity beyond what the Revised Dominance Condition allows. A combination of the two hands where the dominant hand shows curved fingers, as in Figure 10.6a, is thus predicted to be unacceptable (a prediction that has yet to be tested for NGT). Thus, it would appear that the phonological complexity allowed for monomorphemic two-handed signs within the lexicon is not exceeded in inorphologically complex forms.


Figure 10.9 The poem "Hope," by Wim Emnlerik, Left hand: GUN, SHOOT-GUN, HUMAN-FALL; right hand: HOPE, DO, LIFE
finger for a certain time span ("theme buoy"). In an analysis of NGT poetry by Wim Emmerik, Crasborn (2006) shows that various types of buoy constructions occur in addition to the simultaneous realization of unrelated lexical items; this happens so frequently that one-handed articulations are virtually absent. When they are present, or when the two hands take turns in articulating a string of one-handed signs, this has a narked poetic effect. Figure 10.9 shows one of Emmerik's poems, in which each hand articulates three signs in sequence, the two hands articulating two different phrases at the same time. In this case, the left hand signs the optiinistic Dutch expression hoop doet Ieven ("where there's hope, there's life"'), while the other hand is pointing a gun at the head and shooting someone. Enunerik (1993) explains that this poent aims to express the two sides of the coin of a medical development (coctulear implants that promise to make deaf people hear) that was starting to gain pupular ity at the time. Similarly, Brentari (1998) discusses an example from a poem by the ASL poet Clayton Valli in which the hands act independently to express two different phrases simultaneously.
While this chapter inostly focuses on the phonological analysis of one-handed $v s$. two-handed lexical iteins, it is clear that the non-dominant hand also plays a role outside the lexicon, and that the uses of the two hands beyond the lexicon have been understudied. ©n the basis of the review of phonological representations in $\S 3$ and the discussion of some phonetic and phonological processes in §4, some of these open questions will be discussed in $\S 5$.

## 5 Conclusion

In sumunary, the striking modality difference of having two symnetrical articulators in signed but not in spoken languages does not appear to lead to wildly different lexical structures. Although in the signed languages that have been studied there is no protninent distinctive role in the lexicon for one-handedness vs. two-handedness, it is also clear that two-handedness has to be specified in the lexicon for each lexical item: whether one or two hands are involved in the articulation is not predictable from other properties of a sign. The actual phonological role of the second hand is rather restricted: it can be a copy of the dominant hand, or a place of articulation. The possibility of independence of the two hands is, however, exploited at the prosodic level, where spreading of the non-dominant articulator across one or tnore lexical items on the dotninant hand can visually
mark the size of certain prosodic units. In addition, the prolonged presence of certain morphernes can be exploited by the syntactic and discourse levels of the grammar, often yielding complex structures that await further investigation and analysis. These "simultaneous constructions," including the classifier constructions, reveal new questions about the relation between the lexical form of one and twohanded signs and their appearance in discourse. I briefly discuss some of these and related questions in the rest of this section.

While in the introduction it was stated that many signers by default use their preference hand as the domítant hand, it has also been observed that people can quite ea sily switch the left and the right hand. It is not yet clear when exactly this "dominance reversal" occurs in different languages, and to what extent its occurrence interacts with the lexical distinction between symmetric and asymmetric signs discussed in this chapter. Can some types of one-handed or two-handed sign perhaps block dominance reversal, or force it to occur at a different point in the discourse? Also, to what extent is the choice of dominant articulator influenced by the use of spatial locations on the left vs. on the right? Referents and parts of discourse can be localized by employing a left-right contrast (e.g. Friedman 1975; Lillo-Martin and Klina 1990); a question that arises is to what extent this triggers left-handed vs. right-handed articulations of sentences.

Several researchers have noted that classifier morphemes, as well as other types of articulations of the non-dominant hand, can be held at their (final) location for not just one Phonological Phrase (as with "meaningless," purely prosodic, spreading of the non-dominant hand), but for a number of sentences (Liddell 2003; Sandler 2006). How can we analyze such structures in terms of prosodic units? The largest unit in the prosodic hierarchy proposed by Nespor and Vogel (1986) is the Utterance, which can encompass several connected Intonational Phrases (or in syntactic terms, several clauses or even whole sentences joined by connectives). But is this unit large enough for the types of constructions that we are discovering in signed languages? Or is there a larger, discourse-level unit that simply forns a "Discourse Phrase," say, that can join several prosodic Utterances?

Longer simultaneous constructions at a morphosyntactic and discourse level also open up a new area of evidence for the study of Weak Drop: which types of signs block weak hand spreading because they do not allow for a one-handed articulation, and which do not? Are there circumstances where the process of weak hand spreading is so dominant that all two-handed signs are affected? The arrival of large corpora of semi-spontaneous signed language interaction promises to provide an important source of evidence for the investigation of these types of topics (Crasborn et al. 2007; Crasborn 2010; Jolunston and Schembri, forthcoming).

Finally, as in other domains of sign language research, questions about linguistic typology remain largely open in the field of phonology. Although we have a reasonable number of elementary sign language dictionaries available from inany non-Western signed languages, it is clear that most signed languages have not yet been analyzed in great detail, even at a lexical level. How universal are the (revised) Symmetry and Donninance conditions, for example? Eccarius and Brentari (2007) looked at Hong Kong Sign Language in addition to the Western languages ASL and Swiss German Sign Language, but this study is quite exceptional in this respect. The similarities across unrelated languages found so far, together with the strong phonetic origin of the phonological symmetry patterns,
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## 11 The Phoneme

B. Elan Dresher

## 1 Introduction

The concept of the phoneme was central to the developnent of phonological theory. In the early twentieth century, phonological theory was all about the phoneme: how to define it, how to recognize it, how to discover it (see, for example, the articles selected for inclusion in Joos 1957 and Makkai 1972). The Aınerican structuralist term for phonology, phoneınics, indicates to what extent the field was considered to be about the phonente.

Things have now changed. The phoneme, to all appearances, no longer holds a central place in phonological theory. Two recent and voluminous handbooks devoted to phonology, edited by Goldsmith (1995) and by de Lacy (2007), have no chapter on the phoneme. It is barely mentioned in the indexes. This does not neean that the phoneme plays no role in modern phonology; closer inspection reveals that the phoneme is far from dead. However, it is not much talked about, and when it is, it is more often to dispute its existence than to affirm it.
Such a dramatic change in fortunes for a concept bears some looking into, and this chapter will be devoted to trying to understand what has happened to the phoneme in its journey into the twenty-first century, and what its prospects are for the future.

## 2 Origins of the term

S. R. Anderson (1985: 38) cites Godel (1957) and Jakobson (1971) as locating the origin of the term phoneme in the French word phoneme, coined in the early 1870s by the French linguist Dufriche-Desgenettes. He proposed the term to substitute for the German Sprachlaut ("speech sound"), so it did not have the modern sense of phoneme, but rather corresponded to what we would now call "speech sound" or "phone." The term was taken up by Saussure (1879), who used it in yet a different sense, and from Saussure it was taken up by the Polish Kazan scherol linguists Jan Baudouin de Courtenay and Mikołaj Kruszewski.
S. R. Anderson (1985: 60-68) traces how the meaning of the term evolved from Saussure's use to the one that ultimately emerged fron the Kazan school (for
detailed accounts of the history of the phoneme see also Krámský 1974; FischerJorgensen 1975). Saussure (1879) used it in his historical work on Indo-European to refer to a hypothesized sound in a proto-language together with its reflexes in the daughter languages, whent we night call a "correspondence set." For example, if a sound that is reconstructed as ${ }^{*} g$ in the proto-language has reflexes $g, h$, and $k$ in three daughter languages, then the set $\{8, h, k\}$ would constitute a "phoneme" for Saussure.

Kruszewski recast the notion in synchronic terns to refer to a set of alternating elements; for example, if the same morphente has a final [g] before suffixes beginning with a back vourel, a palatalized [gi] before suffixes beginning with a front vowel, and a [k] when it is word-final, the alternation " $[g]$ before a back vowel, [ $g$ ] ] before a front vowel, and [ $k$ ] when final" would constitute a "phoneme." Subsequently, Baudouin reinterpreted the term "phonemes" as referring to the abstract, invariant psychophonetic elements that alternate; in the above example, one could posit a phoneme /g/that participates in the alternations that cause it to be realized as $[\mathrm{g}],[\mathrm{g}]$, or $[\mathrm{k}]$, depending on the context.
In a final step, the term was extended also to sounds that do not alternate, thereby arriving at a conception of the phoneme as "the psychological equivalent of a speech sound" (Baudouin de Courtensy 1972: 152). It is in this sense that the phoneme entered phonological theory in Europe and North America.

## 3 General concept of the phoneme

The general concept of the phoneme preceded the term or its exact definition, which is a more difficult enterprise. The basic concept is that of the unity of sounds that are objectively different but in some sense functionally the same. As Twaddell (1935:55) observes, this concept is not new: if a special term was not needed before the late nineteenth century, it is because in the absence of close phonetic observation, it is not necessary to distinguish between "phoneme" and "speech sound." Alphabetic writing systems tend to have separate letters only for sounds that have a distinctive function, though deviations from this principle occur (Krámský 1974: 10; Fischer-Jørgensen 1975; 4). In ordinary parlance one talks of the sound " d " $\circ r^{\prime \prime} \mathrm{k}$ " as if each of these represents a single sound, rather than, as is the case, a range of sounds.

Parallel to the development of the phonemic concept as part of phonological theory mentioned above, British and French phoneticians who laid the foundations for what became the International Phonetic Association (IPA) arrived at a similar notion motivated by 1 nore practical concerns. According to Jones (1967: 256), Henry Sweet (1877) was the first to draw a distinction between "narrow" and "broad" transcription: narrow transcription ains (in principle) to record sounds in as much detail as possible, whereas broad transcription records only distinctive differences in sound. It was recognized early on that the goal of assigning a unique symbol to every sound in every language, even if it could be realized, would lead to transcriptions for particular languages that would be impractical and virtually illegible. Therefore, Paul Passy insisted in 1888 that only distinctive differences should be recorded, and called this principle une règle d'or ("a golden rule") from which one should never depart (cited in Jones 1967: 256). Thus, while the IPA is popularly known for developing a universal phonetic alphabet that is associated with
phonetic ("narrow") transcription, its founders insisted on "broad" (i.e. phonemic) transcription for purely practical reasons. The practical strain remained influential in phonological theory, as attested by the subtitle of Pike's (1947) Phonemics: A technique for reducing langunges to writing.

It is hard to imagine what linguistic description would be like without a phoneme concept of some sort. To take one entirely typical example, the Australian language Pitta-Pitta (Pama-Nyungan) is said to have three vowels, $i, a$, and $u$ (Blake 1979: 187). In describing their pronunciation, Blake writes that they "are similar to the vowels of 'been', 'balm', and 'boot' respectively' (presumably [i], [a], and [u]). Further reading reveals that this is only true in open syllables, and when stressed, and when near certain consonants. In a closed syllable, "they are similar to the vowels of 'bin', 'bun', and 'put'" ([I], [ $\Lambda$ ], and [U]). Further, the vowel $a$ is pronounced [æ] in the vicinity of a palatal consonant, and unstressed a has a schwa-like pronunciation, [e]. Objectively, then, Pitta-Pitta has at least eight different vowel sounds, and probably many more if we were to attend to further distinctions in different segmental and prosodic contexts, and in different situations and for different speakers.

This variation does not detract from the fact that there is an important sense in which this language has three vowels. In the distribution given above, we recognize that the variation is a consequence of the influence of context, and has no contrastive function: [i] and [l] are variants of a phoneme we can designate as $/ \mathrm{i} / \mathrm{L},[\mathrm{u}]$ and $[\mathrm{ic}]$ are variants of $/ \mathrm{u} /$, and $[\mathrm{a}],[\Lambda],[\mathrm{c}]$, and $[\mathrm{e}]$ are var iants of $/ a /$. Put differently, in every slot where a vowel belongs we have only three choices in this language. If we are told that a word begins with the sequence $m$-vowel-rr-, we know that the vowel must be one of the variants of /a/ (e.g. marra 'open'), /i/ (e.g. mirri' little girl'), or /u/ (e.g. murra 'stick').

## 4 Defining the phoneme

In the 1930s many linguists came to share the intuition that a concept like the phoneme is needed in phonological description. ${ }^{1}$ Pinning down the definition of this concept proved to be difficult. Like other linguistic notions, such as "sentence," "syllable," and "topic," what starts out as a relatively unproblematic intuitive concept inevitably gets caught up in theory-internal considerations. In the case of the phoneme, three issues have been particularly contentious: (i) what sort of entity is the phoneme (physical, psychological, other); (ii) what is the content of the phoneme; and (iii) how does one identify phonemes?

### 4.1 What type of entity is the phoneme?

Twaddell (1935) surveyed the various definitions of the phoneme that were then in circulation, and classified them as being of two main types. One type assumes that the phoneme is a physical reality, and the other assumes that it is a psychological notion.

[^468]be empirically tested. While it is no doubt correct that appealing to a vague and unknown "mind" cannot serve as an adequate explanation (explanans) of any phenomenon, the cognitive revolution that began in the 1950s has shown the fruitfulness of studying mental representations and processes as things to be explained (explananda).

### 4.1.3 The phoneme as a fiction

The consequence of rejecting both physical and psychological reality for the phoneme is that Twaddell (1935) is forced to conclude that the phoneme, though an "eminently useful" term, is a fictitious unit. There exist philosophies of science in which useful, indeed indispensible, units can be fictions, but most linguists since the 1950s have taken a "realist" view of linguistics (Chomsky 1980: 104-110). From this perspective, a unit that is required to give an adequate account of some phenomenon must be real at some level. Once we abandon empiricist assumptions about science and psychology, there is no obstacle to considering the phoneme to be a psychological entity.

### 4.2 What is the content of the phoneme?

It is one thing to locate the phoneme as a psychological (or physical) concept; it remains to try to characterize the content of the phoneme. What are phonemes made of? How are they represented? In this section I review some different approaches to these questions.

### 4.2.1 The phoneme as a set of contrastively underspecified features

Snpir's "point in the pattern." A particularly influential psychological conception of the phoneme was that of Sapir $(1925,1933)$. For Sapir $(1925)$, each phoneme occupies a particular point in the sound pattern of a language. For example, he proposes that the hypothetical languages he calls $C$ and $D$ have the identical pattern, even though phonetic details differ. What is important is that each consonant in $C$ has a corresponding eonsonant in $D$ that occupies the same point in the pattern (the inventories in (1) maintain Sapir's arrangement, though I have updated his notation to modern IPA symbols).
(1) Phonemes ivith identical patterning (Sapir 1925)
a. Pattern of C

| h |  | w | j | l | n | n |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| p | l |  | $\mathbf{k}$ | q |  |  |
| b | d |  | g | c |  |  |
| $f$ | s |  | x | X |  |  |

b. Pattern of $D$


In other terms, Sapir's "point in the pattern" refers to the contrastive status of a phoneme, and the way it relates to other phonemes in the system. Though Sapir did not assumie a theory of distinctive features (Chal'ter 17; distinctive features),
some such notion appears to be needed to make this notion explicit (Dresher 2009: 38-39). Thus, the series /b dg c/ in language $C$ can be characterized as being contrastively obstruent and voiced, properties it shares with the series / $\beta$ д у ı/ in language D .

Sapir points out further that the sound pattern of a language is guided by the phonetics but may dev tate from it. For example, $/ \xi /$ in language $D$ is not classified with the voiced obstruents, but rather with the sonorants, corresponding to $/ \mathrm{j} /$ in language $C$. Thus, this sound is physically an obstruent, but psychologically and functionally a sonorant.

Sapir (1933) goes furtluer in characterizing the phoneme as a psychological unit, arguing that "the phonemic attitude is more basic, psychologically speaking, than the more strictly phonetic one," setting off a debate about the psychological reality of phonemes that is still ongoing. He argues that perception in terms of phonemes accounts for difficulties native speakers have in grasping certain phonetic facts about their language, or perceiving "correctly" the objective sounds before them (see $\S 6$ ). Sapir's interpretation of these "errors" has been disputed over the years, but his work did much to establish the phoneme, and the "-emic attitude" more generally, as an important psychological and symbolic unit.

Prague School: Phonemic make-up or content. We observed that an explication of Sapir's notion of "point in the pattern" benefits from thinking of phonemes as possessing contrastive properties. This idea was carried further by phonologists of the Prague School, notably Jakobson and Trubetzkoy. The notion of opposition (or contrast between two phonemes) was central to their conception (chaister 2: CONTRAST). Analysis of the nature of oppositions requires that phonemes be characterized as possessing features. The contrastive features necessary to distinguish a phoneme from others in the same system contribute to the phonemic make-up (Jakobson) or phonemic content (Trubetzkoy) of the phoneme.

Jakobson (1962) cites the observation of Hála that the simple vowels of Slovak are alnost identical to the vowels of Standard Czech except for an additional short front vowel, /æ/, that occurs in dialects of Central Slovak (2).
(2) Czech and Slownk voivel systems (Jakobson 1962: 224)
a. Standard Czect i
د
b, Standard Slounk
$i \quad u$
e
を a

Jakobson notes (1962: 224) that the presence of /æ/ in Slovak, though "a mere detail from a phonetic point of view ... determintes the phonemic make-up of all the short vowels." Th.us all the short vowels in Standard Slovak corne in pairs that contrast in the frontness/backness dimension, so that the vowels / iex / are contrastively front (acute, in terms of Jakobson's features), and / 1 a o a/ are contrastively back (grave). Lip rounding, though present phonetically in $/ u /$ and $/ \sigma /$, is not contrastive and therefore does not enter into the phonemic make-up of these vowels.

In Czech the lon vowel /a/ is not opposed to another low vowel. Therefore, even though it is almost identical to the Slovak/a/, Jakobson considers it to be neutral with respect to tonality, having no contrastive value except for its height.

Trubetzkoy (1969:66-67) uses the term "phonemic content" to refer, like Jakobson, to those contrastive properties that characterize phonemes:
b. Underlying representations
$\left.\begin{array}{ccc}\text { /I/ } & \text { /A/ } & \text { /U/ } \\ {\left[\begin{array}{l}\text { +high } \\ - \text { round }\end{array}\right]} & {[- \text { high }]}\end{array} \begin{array}{l}\text { +high } \\ + \text { +round }\end{array}\right]$
c. Some realization rules

$$
\begin{aligned}
& \text { i. [ ] } \rightarrow \text { [+tense] / _ in an open syllable } \\
& \text { ii. [ ] } \rightarrow \text { [-tense] / _ in a closed syllable } \\
& \text { iii. } \\
& {\left[\begin{array}{l}
- \text { high } \\
\text { atense }
\end{array}\right] \rightarrow\left[\begin{array}{l}
\text { alow } \\
\text { +back } \\
- \text { round }
\end{array}\right]} \\
& \text { iv. }\left[\begin{array}{l}
\text { +high } \\
\text { around }
\end{array}\right] \rightarrow \text { [aback] } \\
& \text { v. }\left[\begin{array}{l}
- \text { high } \\
- \text { stress }
\end{array}\right] \rightarrow \mathrm{e}
\end{aligned}
$$

d. Sample derivations

|  | 'open' | 'little girl' | 'stick' |
| :--- | :--- | :--- | :--- |
| Underlying | /mAr.rA/ | /mlr.rl/ | /mUr.rA/ |
| Stress | 'mAr.rA | 'mlr.rl | 'mUr.rA |
| Rules (i)-(v) | 'nıar.re | 'inrr.ri | 'mur.re |

Other versions of lunderspecification theory have been proposed within generative grammar. In the 1980s, the most notable were Radical Underspecification (Kiparsky 1982, 1985; Archangeli 1984; Pulleyblank 1986) and Contrastive Specification (Steriade 1987). In the 2000s, a number of theories were proposed in which notions of contrast and phonological activity play key roles. Besides MCS, these include the minimalist theories of phonological representation of Hyman (2001a, 2001b, 2003) and Moren (2003, 2006), the theory of feature economy of Clements (2001, 2003, 2009), and the representational economy and underspecification proposal for laryngeal systems of Avery and Idsardi (2001). Other versions of phonological minimalisnt can be found in Dependency Phonology (Anderson and Ewen 1987; J. M. Anderson 2005; some of the papers in Carr et al. 2005) and Radical CV Phonology (van der Hulst 1995, 1996, 2005).

### 4.2.2 The fully specified basic variant phoneme

The model in (4), with each phoneme represented in the lexicon by a single underspecified representation, is not the only view of phonemic representation. S. R. Arderson (1985) traces it to subsequent interpretations of Saussure's notion that what is important in language is differences. Anderson (1985: 43f.) argues that this view, which he calls the "incompletely specified" theory of the phoneme, is not the only, or even the best, interpretation of what Saussure intended. He presents two alternative views. One is what he calls the "fully specified basic variant" phonemic theory. On this approach, one of the surface allophones of a phoneme is chosen as the basic underlying representation. That is, the representation of a phoneme is a full-fledged segment, with all its properties. A set of rules then changes the basic variant to its allophones in the appropriate contexts. Some
on underlying representations, a principle known as Richness of the Base. In PittaPitta, for example, the grammar would be required to derive the correct vowel allophones no nuatter what input vowels are presented to the grammar. A simplified set of constraints governing the Pitta-Pitta high vowel allophones is given in (6) and a sample evaluation is shown in (7).
(6) Pitta-Pitta in OT

Some constrnints for high worevels
TnsOren Vowels are tense in open syllables.
LaxClosed Vowels are lax in closed syllables.
Ident[high] Preserve underlying values of [high].
Ident[round] Preserve underlying values of [round].
$\mathrm{R}_{\mathrm{D}}=\mathrm{Bk} \quad$ The value of [back] must be the same as [round].
ldent[back] Preserve underlying values of [back].
ldent[tense] Preserve underlying values of [tense].
(7)

| /mirri/ | TrsOp | LaxCl | In[hi] | $\mathrm{ld}[\mathrm{rd}]$ | $\mathrm{RD}=\mathrm{Bk}$ | lo[bk] | Id [tns] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a. mirri | *! |  |  |  | * |  |  |
| b. mìrri |  |  |  |  | *! |  | * |
| c. morri |  |  |  | *! |  |  | * |
| d. mirri |  | *! |  |  |  | * | ** |
| cas e. mirri |  |  |  |  |  | * | * |

The input in this example is /mirri/, an impossible surface form in which both vowels are "wrong": the first vowel, /i/, is not a possible surface vowel in PittaPitta, according to the description above; the second vowel is possible in a closed syllable, but not in ап ореп one. Therefore, the "faithful" candidate (a), which preserves both input vowels, violates two constraints, one for each vowel. Candidate (b) has a legal vowel in the open syllable but the back unrounded vowel is illicit. Candidate (c) repairs the unattested /i/by inaking it correspond to [u], a possible sound in this context, but not in correspondence with an underlying [-round] vowel. Candidate (d) changes both vowels to [ttense], incurring a fatal violation of LaxClosed. Candiutate (e) is the winner because it alone respects all the constraints in the highest tier, though violating the two lower-ranking constraints.

In this kind of grammar there is no representation of a phoneme /I/ or /i/, nor is there any statement to the effect that [i] and [ I ] are allophones of a single phoneme. The latter is a consequence of the constraints and the way they interact, ensuring that any input vowel bearing the feature specifications [+high, -round] will surface as [i] in an open syllable and as [ I ] in a closed syllable, whatever other specifications they start with.

This view of the phoneme has certain affinities with Exemplar Theory and related proposals (Johnson 1997; Bybee 2001; Pierrehumbert 2001; Välitnaa-Blum 2009), whereby multiple copies of lexical items are stored in great detail, forming exemplar "clouds" of remembered episodes of individual experience. On this view, speech sounds, too, are stored in terms of exemplar clouds. Some exemplar theorists posit that there are exemplar clouds of phonemes as well as of vords


Figure 11.1 Levels in post-Bloomfieldian A merican structuralist phonology
final obstruent. Voicing is a contrastive feature in Russian that distinguishes pairs of obstruent phonemes: /t/ and /d/ have opposite specifications for the feature [voiced], as do $/ \mathrm{k} /$ and $/ \mathrm{g} / \mathrm{l} / \mathrm{s} /$ and $/ \mathrm{z} /$, and so on. Since RVA mainly turns one phoneme into another, it nust apply in the inorphophonemic component:
(13) Russian regressive voicing assimilation
a. Morphophonemic component

| Morphophonemes | //'nok bi// | //'mok I'i// |
| :--- | :---: | :---: |
| RVA | 'mog bi | - |
| Phonemes | $/ ' m o g ~ b i / ~$ | /'mok lii/ |

b. Allophonic component
Phonemes /'inog bi/ /'mok Ii/
Other rules 'mog bi -

Phonetic form ['mog bì] ['mok lii]
'were (he) getting wet' 'was (he) getting wet?'
In (13), the phrase 'were (he) getting wet' is realized as ['mog bí], where underlying / $\mathrm{k} /$ voices to / $\mathrm{g} /$ before voiced obstrilent /b/ (compare [mok jij] 'was (he) getting wet?', with a $/ \mathrm{k} /$ preceding the sonorant $/ \mathrm{l}^{\mathrm{j}} /$ ). The rule that changes $/ \mathrm{k} /$ to /g/ changes one phoneme to another, and so it nust be a morphophonemic rule. This result is forced in any phonemic theory that observes the constraint that allophones of different phonemes may not overlap; in this case, [k] may not be an allophone of both $/ \mathrm{k} /$ and $/ \mathrm{g} /$.

Halle (1959: 22-23) points out that there are Russian obstruents that do not have voiced counterparts, /ts $t \mathrm{x}$ / (that is, there are no contrasting phonemes $/ \mathrm{dz} \mathrm{d} \mathrm{f} /$ ). He observes that these phonemes participate in voicing alternations in the same way as other obstruents; in particular, they trigger and undergo RVA (14). Thus, we have [' $j^{2} d_{3}$ bi] 'were one to burn', where [ $A_{3}$ ] is the voiced counterpart of [t'] (compare ['zety lij] 'should one burn?', with voiceless [ $t$ ] before [ $\left.\mathrm{l}^{\mathrm{j}}\right]$ ). Because [ $d_{3}$ ] is not a phoneme in its own right, but exists only as an allophone of $/ 5 /$, this application of voicing is an allophonic rule, and must be assigned to the component that maps phonemic forıns into phonetic forms.

Sapir's (1933) arguments for the phoneme as a unit of perception are early examples of this type. Fromkin $(1971,1973)$ argues that slips of the tongue are a window on linguistic representations and processes. Errors like teep a cape for keep a tape and [funt mijving] for feet moving show transpositions of individual segments cut out of the speech stream. Fromkin argues that errors where only one segment in a cluster is involved provide further evidence that individual segments are units of speech performance: examples are fish grotto > frish gotto and sticky point > spicky point. ${ }^{\text {s }}$

Language games exist in nany languages and involve manipulations of various kinds of linguistic units (see Sherzer 1982 and Bagemihl 1995 for overviews). Cames that pick out individual segments appear to presuppose a linguistic analysis in which such units are represented. For example, some games involve the exchange of segments: Tagalog /'dito/ >/'doti/ 'here', or Javanese /satus/ > /tasus/ '100' (cited in Bagemihl 1995: 704). Again, much of this does not specifically show evidence for phonemes as opposed to segments.

Neurolinguistic evidence is becoming increasingly influential in finding out about the sort of representations speakers have. Kazanina et al. (2006) report that magneto-encephalographic brain recordings reveal that Russian and Korean speakers react differently to tokens of [d] and [t]. In Russian, these sounds are contrastive, members of different phonemes, /d/ and /t/; in Korean, both sounds exist, but they are not contrastive and map into a single phoneme /T/. Russian speakers showed evidence of separating the sounds into two categories, whereas Korean speakers did not. Kazanina et al. (2006) conclude that a speaker's perceptual space is shaped not only by the phonetic distribution of sounds, but also by a more abstract phonemic analysis of speech sounds.

### 6.3 Evidence from synchronic and diachronic patterning

The nost pervasive sort of evidence for phonemic representations comes from synchronic and diachronic phonological processes, which typically target individual segments, or classes of segments. It is hard to see how phonology could operate without some representations of the affected units. Of course, whether or not a phonemic representation is required depends on what alternate units are posited. Thus, some processes that apply to initicl or final consonants could be recast as applying to syllable onsets or codas (citapter 33: syitiabite-internal. structure). Even in such cases, it may still be necessary to be able to identify individual phonemes, apart from their positions in syllables. As Idsardi (2010) points out, Russian /ivan/ 'Ivan' and /kivanu/ 'to Ivan' have no syllables in common: 'Ivan' is syllabified /i.van/ and 'to Ivan' is syllabified /ki.va.nu/ (cf. Halle and Clements 1983: 149). A representation in which syllables are primitives would have difficulty showing how these words are related.

[^469]
## 7 The phoneme in the twenty-first century

As the above survey shows, the phoneme has not disappeared from phonological theory. The fact that recent handbooks of phonology have no chapters devoted to it is not a sign of its demise; rather, it is a function of the development of phonological theory. The time is past when one can attempt to provide an exhaustive definition of the phoneme and its properties apart from elaborating a complete theory of phonology. Many current topics in phonology can be viewed as being about aspects of the phoneme, even though the phonente is not invoked. For example, the content of the phoneme is stadied in distinctive feature theory (Chapter 17: distinctive features), feature organizat "on("geometry"; charter 27: the organization of reatures), underspecification (chapter 7: feature stecifictation and undersiecification), markedness theory (charter 4: markedness) and notions of contrast (CHAPTER 2: CONTRAST). Constraints on the relations between phonemes and phonetics on one side, and lexical representations on the other, are bound up with the question of the organization of the phonological grammar, whether parallel or derivational, or divided into lexical and post-lexical components, and the relation between lexical storage and productionand perception.

When one reads the pioneering works of phonology in the late nineteenth and early twentieth centuries, one is struck at their sense of excitement and revelation when discussing the phoneme. This same feeling continues to exist in introductory courses, where the phoneme retains a central place. That phonological theory has subsumed it into more specialized issues and sub-theories does not detract from the fact that it remains, in the words of Krámský (1974: 7), "one of the most nagnificent achievements of linguistic science."
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## 12 Coronals

T. A. Hall

## 1 Introduction

Numerous studies in the past two decades have argued that coronals like /t/ and $/ \mathrm{n}$ / have properties that differentiate them from labials like /p/ and /m/ and dorsals like /k/ and /n/ (e.g. Paradis and Prunet 1991b). For exannple, in many languages coronals are the only sounds that undergo place assimilation or rules of epenthesis. Sounds like $/ \mathrm{t} /$ and $/ \mathrm{n} /$ are likewise often the output of rules neutralizing place contrasts. The present chapter summarizes the special properties of coronals and evaluates a number of theoretical and emipirical claims made in the literature concerning these sounds.
In (1) I provide some background information for readers unfamiliar with the term "coronal." We can observe here several common IPA symbols for coronal consonants for four manmers of articulation. Note that there are four major places, namely labial, coronal, dorsal, and glottal. The present chapter concerns itself with the sounds in the box in (1).


From the point of view of phonetics, coronal consonants include at least the following four places of articulation: (denti-)alveolar (e.g. /t d/), post-alveolar (e.g. /f $3 /$ ), retroflex (e.g. $/ \mathrm{f} \AA /$ ) and palatal (e.g. $/ \mathrm{c} \jmath /$ ). ${ }^{?}$ From the perspective of

[^470]phonology there is general consensus that the boxed sounds in (1) form a natural class that is captured with the privative feature [Coronal]. Within that class, it is often useful to draw a distinction between "anterior coronals" like/t d s z n l/ and "non-anterior coronals" like /i of c $\int 3$ § $2, \eta \pi / .{ }^{2}$

As noted above, a number of studies have argued that coronals like the ones in (1) display a unique set of properties not shared by labials or dorsals. Put simply, the properties of sounds like /t/ have led many linguists to the conclusion that coronal is the least marked ınajor place of articulation (e.g. Kean 1975; Paradis and Prunet 1991a). By contrast, much recent work has argued that the unmarked major place is glottal (e.g. Lombardi 2002; de Lacy 2006), dorsal (e.g. Trigo 1988, who uses the term "velar") or even labial (Hume and Tserdanelis 2002; see also charter 22: consonantal place of articulation). In light of these apparently conflicting claims, it is natural to ask whether or not coronals are indeed endowed with special properties, or if coronal is simply another place on par with dorsal and labial (Blevins 2004). It is the purpose of the present chapter to evaluate the special status of coronals and to show where the areas of controversy lie.

The special status of coronals is clearly connected to the question of how markedness is defined in general and in phonology in particular (see Hume 2003, de Lacy 2006, and Rice 2007 for recent discussion). Rice draws a distinction between properties of "natural markedness" and those of" structural markedness," where the former term refers specifically to non-phonological criteria, e.g. frequency, acquisition, and saliency, and the latter term to phonological criteria.

The present chapter focuses only on phonological argunents for markedness (i.e. structural markedness). According to Rice (2007), three of these criteria are assimilation, neutralization, and epenthesis. This means that coronals like /t/ are unmarked if they undergo place assimilation, if they are the output of place neutralization, or if they can be epenthesized. ${ }^{3}$

The reınainder of this chapter is organized as follows. In §2 I sumnarize some of the general questions concerning the status of coronals that are currently in dispute. All of these questions will be referred to extensively in the following sections. The following three sections concentrate on the role of coronals with respect to the three properties of structural markedness referred to above, namely assimilation (§3), epenthesis (§4), and place neutralization (§5). In §6 and §7 I consider two additional properties of structural markedness, namely the role of coronals in syllable structure and the transparency of coronals in place spreading. In $\S 81$ provide a brief summary of each of the main theoretical and empirical issues addressed in the preceding sections.
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## 2 General research questions

In the following sections I discuss the five very general questions in (2) pertaining to coronals, all of which are open to debate.
(2) a. Markedness: Are coronals endowed with special properties that differentiate them from the other major places and, if so, what are they?
b. Universality: Are the propertis characterizing coronals (or other places of articulation) universal or language-specific?
c. Representations: To what extent do the properties of coronals (or other places of articulation) require unique phonological representations?
d. Manner: Why do unmarked coronals belong to certain manner categories and not to others?
e. Coronal subilaces: Why do unmarked coronals belong to certain subplaces and not to others?

While the unmarkedness of coronals (i.e. (2a)) is the position usually taken in the literature, this question is still a controversial one. It also needs to be clarified whether or not the special properties for ouronals can vary within a single language. For example, if coronals are unmarked relative to labials and dorsals in Language A with respect to assimilation, will they also be unmarked in Language A with respect to epenthesis or neutralization? If not, how does one account for this asymmetry? One of the most controversirll questions concerning markedness in linguistics pertains to universality (i.e. (2b)): are cononals less marked than labials and dorsals in all languages without exception? It is sometimes assumed that this is the case, but much current work has questioned this assumption. If the unique properties of coronals are language-specific, does this imply that there are no constraints on possible targets for place assimilation and outputs of place neutralization?

Regardless of what one's answer is to the question of markedness and universality, one needs to provide a formal analysis for the unmarkedness of coronals with respect to other major places of articulation in at least some languages (i.e. (2c)). Many phonologists argue that the special status of coronals in such languages requires that they have a particular representation that makes them unique from other major places of articulation. By contrast, much recent work in Optimality Theory (OT) has denied the role of representations. It will be clear below that many adherents of OT argue that the special properties of coronals (i.e. their unmarkedness) should be captured not with representations, but instead with a markedness hierardly. Is the rejection of unique representations for coronals warranted?

It will be clear below that for those languages in which coronals are unmarked, it is only certain sounds within that class that display these properties. For examıple, many languages have place assimilations that affect coronals, but these assimilations will only apply to nasals but not to fricatives (i.e. (2d)), and only to alveolars and not to palatals (i.e. (2e)). What kind of cross-linguistic variation is attested with respect to manner and coronal subplaces? And how should generalizations concerning inanner and coronal subplaces be captured theoretically?

## 3 Coronals as the target for place assimilation

A number of linguists have argued that sounds like $/ \mathrm{n} /$ and $/ \mathrm{t} /$ are more prone to place assimilation than the corresponding labials or dorsals (e.g. Kiparsky 1985; Avery and Rice 1989). Consider the Catalan data in (3) below frorn Kiparsky (1985: 95), whose source is Mascaró (1976).
(3) a. so[n] mimics 'they are friends'
so[m] pors 'they are few'
$s o[\tau]]$ grans 'they are big'
b. $s o[\mathrm{~m}]$ dos 'we are two'
$t i[\mathrm{t}] \mathrm{p} \quad$ 'I have bread'
a[n] felif 'happy year'
In (3a) we can observe in the second and third example that the $/ n /$ in the morpheme 'they' assimilates to the place of articulation of a following labial or dorsal. By contrast, none of the other three underlying nasals (i.e. $/ \mathrm{m} \mathrm{g} \mathrm{g} /$ ) assimilates to the place features [Labial] or [Dorsal]; see (3b).

One way of capturing the special status of $/ \pi /$ is to posit a representation for that segment which is underspecified for all place features (e.g. Kiparsky 1985: $97-99$ ). This idea is captured in the representations in (4), where (4a) is the structure for $/ \pi /$ and (4c) for labials and dorsals, and (4b) for nonanterior coronals like $/ \mathrm{n} /$. I refer to (4) henceforth as the "coronal underspecification" approach, although it should be clear from (4) that it is only anterior coronals that are underspecified. ${ }^{*}$

> a. underlying anterior coronal
b. underlying non-anterior coronal

Piacf.

c. underlying

Inbial or dorsal


An important assumption made in the coronal underspecification approach is that nasal assimilation in Catalan involves the spreading of a feature to a segment lacking that feature. Given the structure-building nature of nasal assimilation, the rule can spread [Labial] to the left in (5a) but not in (5b).
a. Place



* Kiparsky (1985) assumes that palatals like / $\boldsymbol{N}$ / are dorsal, but I follow the consensus view that fluey are corolial. His representatiolns differ slightly from the ones in (4) becallse he does not assume the existenve of a [PI.ACF] node. Structures like the ones in (4) are endorsed by several of the authors in Paradis and Prunet ( 1016 ), although opinions differ on whether or not anterior coronals like /t/


The model in (7) can account for the pattern of assimilation in Korean in (6). Unmarked coronals like /t/ assimilate to a following labial or dorsal. Significantly, labials can assimilate to dorsals (by the spreading of [DORsal]), but dorsals cannot serve as the targets of place assimilation.

Mohanan (1991), McCarthy and Taub (1992) and Hall (1995) all point out a potential problem with the coronal underspecif ication approaches in (4). It will be clear below that these criticisms also hold for (7). In many of the languages in which sounds like /n/ are argued to be underspecified for place features, we also find rules that crucially require /n/ to be marked for place features. For example, like Catalan, English and Cermen / n / assimilates to a following labial or dorsal. Since this assimilation is post-lexical, it would be necessary to analyze $/ \mathrm{n} /$ as underspecified for place features at that late stage in the derivation. The problem is that there are lexical rules (or static constraints) that require that coronal sounds like $/ n /$ be specified for place features. For example, in German there is a lexical rule of schwa epenthesis that inserts a schwa only between a coronal stop and a coronal obstruent in verbs (e.g. arbeitect [aebaitat] 'works' vs. lern-t [leent] 'learns'). Clearly, the rule of schwa epenthesis can only go into effect if sounds like /t/are [Coronal]. In American English, initial coronal consonant plus [ju] is prohibited. Thus the constraint banning '[Coronal] [ju]' sequences nust nake reference to the feature [Coronal].

The pattern of place assimilation in Sri Lankan Portuguese Creole is problematic for both of the representational models discussed above because labials and dorsals but not coronals serve as the target. Consider the data from that language (from Hume and Tserdanelis 2002) in (8), which illustrate the pattern of place assimilation across morpheme boumdaries:

| nom. sg. | gen.sg. | dat. sg. | verbal noun |  |
| :---: | :---: | :---: | :---: | :---: |
| a. [vairzin] | [va:rzin-su] | [vaırıiniopa] | [vairsir.jek] | 'harvest' |
| [ma:m] | [ma:n-su] | [ma:m-p.] | [ma:ı-ki] | 'hand' |
| [mi:tir)] | [mitin-su] | [mistim-pa] | [mistir)-ki] | 'meeting' |
| b. [bataan] | [bataan-su] | [bataan-pa] | [bataan-ki] | 'button' |
| [si:n] | [si:n-su] | [si:n-pa] | [si:n-ki] | 'bell' |

In the first column of (8a) we can observe monontorphemic wrords in the nominative singular ending in a labial or dorsal nasal. Before the genitive singular suffix /-su/ in the second column, both the labial and dorsal assimilate to the place of articulation of the following /s/. The third column is important because it illustrates that the dorsal nasal assimilates to the place of the following /p/. Finally, we can see in the fourth column that $/ \mathrm{m} /$ assimilates to dorsal before $/ \mathrm{k} /$. The data in (8a) can be contrasted with the examples in (8b), which show that the coronal nasal $/ \mathrm{n}$ / resists place assimilation to both a labial and a dorsal.

What the data in (8) tell us is that in Sri Lankan Portuguese Creole, labials and dorsals undergo place assimilation but that coronals do not. Hume and Tserdanelis (2002) argue that the pattern of assimilation in (8) poses a serious problem for the coronal underspecification approach in (4). The reason is that coronal underspecification presupposes that only the marked features (e.g. the ones that resist place assimilation) are underlyingly specified for place features., while the unmarked features (e.g. the ones that undergo place assimilation) are the ones
a list of other languages in which palatals fail to undergo place assimilation, but impressionistically, this generally appears to be the case.? If the constraint ranking approach taken in (8) were to be extended to include the constraints referring to the subplaces within the coronal range, then one would expect there to be a language in which the palatal stop /c/ or the retrofleex stop /t/ undergoes place assimilation, while the alveolar stop $/ t /$ does not. To the best of my knowledge, such a pattern of assimilation is not attested, but the question of whether or not "everything goes" amıong coronal subplaces clearly needs to be left open for further research.

## 4 Coronals as epenthetic segments

There is general agreement in the literature that epenthesis is a valid markedness diagnostic. Clottals ([? h]) are the most common epenthetic consonants from a cross-linguistic point of view, but coronals have been argued to be less marked than labials or dorsals in terms of epenthesis. For example, in their defense of the clain that coronal is the least marked place, Paradis and Prunet (1991a: 20) write: "In initial and intervocal ic positions, coronals (including fricatives) are inserted more often than noncoronals." The language most often cited with coronal epenthesis (i.e. the unmarked voiceless stop /t/) is Axininca Campa, although sometimes other languages are cited as well (e.g. Gokana and Amharic).
Consider first languages with epenthetic glottals (i.e. [ ${ }^{7}$ ]). According to the survey provided in Lombardi (2002), there are languages attested in which [?] is epenthesized initially (presumably to avoid vowel-initial syllables), medially (as a means of resolving hiatus), or finally. In many languages with an epenthetic glottal, the sound being epenthesized is not phonemic, but there are languages attested in which a glottal is epenthesized even if that sound belongs to the underlying consonants (e.g. Selayarese; Lombardi 2002). Some of the languages with epenthetic glottal include Arabic (word-initial) and Selayarese (between identical vowels). The coda context for glottal epenthesis is illustrated in the Cupeño excamples in (13) from Lombardi (2002: 229), who cites Crowhurst (1994).
(13) /ţil [tyi?] 'gather'
/kwa/ [kwa?] 'eat'
According to the sources cited above, epenthesis of a consonant in final position in Cupeño is necessary to satisfy a bimoraic minimal word requirement. The reason [?] is epenthesized, as opposed to some other consonant, is that glottal is seen as the least marked place. The unmarkedness of place of articulation is accomplished with constraints similar in function to the Preserve constraints discussed in (9)-(11) above. In particular, the constraints penalize the relevant major place category (i.e. *Lab, *Cor, *Dors, *Phar). Lombardi (2002) assumes

[^472]that the constraint penalizing glottals is *Phar, because in her system glottals have pharyngeal place features (i.e. [Phar, +glottal]). Lombardi (2002) also operates under the assumption that glottals are obstruents and not sonorants. As I point out below, the treatnent of glottals as obstruents is not universally accepted.

Lombardi's (2002) markedness hierarchy is presented in (14). In contrast to the markedness hierarchy posited in the previous section, the one in (14) is assumed to be universally fixed. See de Lacy (2006) for a similar markedness hierarchy.

$$
\begin{equation*}
{ }^{*} \text { Dors, }{ }^{*} \text { Lab } \gg \text { *COR } \gg \text { * Phar } \tag{14}
\end{equation*}
$$

According to the hierarchy in (14), glottals are the optimal epenthetic consonants because their place markedness is even lower than that of the relatively unmarked coronals. Consider the evaluation of the first exanple in (13), given the hierarchy in (14):

| Infut: /tyi/ | MinWo | ${ }^{*}$ Dors | *Lab | *Cor | ${ }^{*}$ Phar |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. [ti] | *! |  |  |  |  |
| Lear b. [ty $\left.\mathrm{i}^{\text {² }}\right]$ |  |  |  |  | * |
| c. [tit] |  |  |  | *! |  |
| d. [tik] |  | *! |  |  |  |
| e. [tyif] |  |  | *! |  |  |

In this tableau, candidate ( 15 b ) is selected over candidates ( $15 \mathrm{c}-15 \mathrm{e}$ ) because the latter three insert consonants that have a place of articulation other than glottal.
In other languages a coronal is epenthetic. The intuition behind the ranking in (14) is that coronal is the next best place in terms of epenthesis. Thus, if there is some independent reason for why a glottal carmot be epenthesized, then a coronal (and not a labial or a dorsal) will be.

Consider now the Axininca Campa examples in (16) from Lombardi (2002), who cites McCarthy and Prince (1993) and Payne (1981). This example is usually considered to be a paradigm case for a language with an epenthetic [t]. /N/ represents a nasal consonant unspecified for place features.

$$
\begin{array}{lll}
\text { /i-N-koma-i/ } & \text { [ir)komati] } & \text { 'he will paddle' }  \tag{16}\\
\text { /i-N-koma-aa-i/ } & \text { [irkomataati] } & \text { 'he will paddle again' }
\end{array}
$$

These examples illustrate that [ $\mathbf{t}$ ] is epenthesized intervocalically in order to ensure that every syllable has an onset. Given the rnarkedness hierarchy in (14), the challenge posed by these examples is that they require that a coronal rather than a glottal be epenthesized.

Both Lombardi (2002) and de Lacy (2006) argue that a coronal, rather than a glottal, is epenthesized for reasons of sonority. The generalization is that onsets with a stop are nore harmonic than those with a fricative, nasal, or liquid, because stops are the least sonorous segment type on the sonority hierarchy. Assuming that de Lacy (2006) is correct in his analysis of glottals as sonorants, [t] is selected over glottals because the latter make worse onsets than the former. This intuition is captured in the following tableau:

For example, de Lacy ( $\mathbf{2 0 0 6}$ ) discusses languages with an epenthetic rhotic [r], e.g. English and Southern Tati, and shows that this process applies only in the context of low vowrels. Consider the latter language. In Southern Tati the approximant [r] is epenthesized after low vowels, but after non-low (unrounded) vowels (e.g. /i e/) the epenthetic segment is [j], and after non-low (rounded) vowels (e.g. $/ \mathrm{yu} /$ ) it is [ w ]. In this language, epenthetic consonants copy the place and manner features of the preceding vowel; hence, [j] appears after/i e/because all of these sounds have the same value of [sonorant] and [approxintant] (and the place feature [CORONaL]). The sound [w] likewise appears after sounds like /y u/, because all of these segments share the same manner and place features. After /a/ the epenthetic consonint is the approximant [r], because the latter sound copies the preceding vowel's manner features (i.e. [sonorant] and [approximant]). Significantly, the epenthetic consonant cannot copy the preceding vowel's place features because /a/ is neither [Labial], [CORONAL], nor [DORSAL] (de Lacy 2006 : 101-102, after Clements and Hume 1995).

Since there appear to be no languages in which a non-anterior coronal like [j] can be freely epenthesized regardless of the quality of an adjacent vowel, I conclude that the approach described by de Lacy (2006) makes the correct predictions. This approach could potentially be falsified by a language in which [j] (or some other non-anterior coronal) is epenthesized in the context of any vowel (and not simply in the neighborhood of /ie/). Whether or not there are such languages is a question that clearly needs to be left open for further study.

## 5 Coronals as the output of place neutralization

Many languages are attested in which a multiple place of articulation contrast is neutralized in coda position, but these languages can vary concerning the output sound. Some languages have been argued to involve a place neutralization to coronal, thereby providing evidence for the chaim that coronal in these languages is less marked than labials or dorsals. Some of the languages cited with a place neutralization to coronal are Finnish (Yip 1991), Greek, Italian, Croatian dialects, as well as Fante (Kiparsky 1995: 669), Castilian Spanish, and Koyukon (Rice 1996). Many well-known languages are attested in which the output of place assimilation is glottal, i.e. debuccalizations converting sounds like /s/ to [ h ] (in dialects of Spanish) or /t/ to [?] (in dialects of English). More interesting for purposes of the present chapter are languages reported to neutralize place contrasts to dorsal (Selayarese) or labial (Manam).

Languages referred to above which debuccalize sounds like /s/ or /t/ to glottal are unproblematic given the markedness hierarchy in (14). Given an input like /tat/, the most harmonic output is [ta?], because the canditates [tak], [tap] and [tat] incur violations of the high-ranking narkedness constraints *Dors, *LAB and *Cor. If the faithfulness constraint militating against the change from $/ t /$ to some other sound is ranked lower than *Phar, then the output [ta? will be selected as optimal. An approach to neutralizations that accepts coronal underspecification would need to explain why the output of /tat/ is [ta?] and not [tat]: since debuccalization is usually assumed to delete all and only place features, one might expect the output to be a coronal if coronals lack place features. However, the problem night be solvable if glottals are analyzed as having even less structure than

In Rice's (1996) representational approach, final nasals in Selayarese - like the final coronals in languages like Finnish - have the representation in (7a), which lacks [Place]. In Finnish a default rule applies specifying that consonants unspecified for [Place] are [Coronal]. Unlike Finnish, Selayarese does not have the default rule assigning [Coronal] to placeless consonants, and thus the consonant that lacks [PIACE] is interpreted phonetically as velar.

Languages that neutralize place of articulation to dorsal can be captured in an OT approach with a freely rankable inarkedness hierarchy. The correct output can be achieved by ranking the constraint militating against dorsals lower than the constraints militating against coronals or labials. By contrast, in approaches to OT with a fixed markedness hierarchy (as in (14)), it is not clear hour the examples in (20) can be accounted for. De Lacy (2006) ultimately argues that place neutralizations can have only two possible outputs, namely coronal and glottal. He argues that the cases of neutralization to dorsal can be explained in other ways; recall from $\xi 4$ that he re-analyzes dorsals that are apparently epenthetic as being morphological in nature. In the case of Selayarese in (20) (and other languages), de Lacy (2006) argues that the dorsal nasal is really glottal. In Oceanic languages the neutralization of $/ t /$ to [ $k$ ] is a comnon historical process, but de Lacy (2006) clains that there are no languages in which such neutralizations can be motivated as synchronic processes on the basis of alternations. Whether or not de Lacy's (2006) re-analysis of apparent cases of neutralization to dorsal can be extended to other languages is - in this writer's view - doubtful. See also Rice (2008) for criticisms. Rice also points to Manaın as a language that neutralizes a multiple place contrast to labial, but it is not clear how these data can be accounted for with the fixed markedness hierarchy in (14).

Not much attention seems to have been paid in the literature to questions (2d) and (2e). Given that there are languages in which the output of place neutralization is a coronal, why is the subplace anterior and why is the inanner a stop or nasal? Could a language with /p tc $\mathrm{k} /$ neutralize the four-way contrast to the palatal stop [c]? While it is conceivable that such a neutralization might occur in the neighborhood of a front vowel (since front vowels are often assumed to be [Coronal] and (redundantly) [-anterior]), there appear to be no attested cases of this type of a neutralization that are not assimilatory. Could a contrast among fricatives /f $s \mathrm{x} /$ be neutralized to [s]? Again, this type of neutralization appears not to be attested.

## 6 Coronals and syllable structure

A number of linguists have observed that there are languages in which coronal obstruents have a privileged position in syllable structure in the sense that they can occur in contexts where labial and dorsal obstruents cannot. Examples like the ones to be discussed below can be thought of as a particular type of neutralization to coronal, although they do not involve active neutralizations like the one discussed above for Pawnee. In this section I discu.ss a familiar case study from Cerman and English syllable structure illustrating the special status of coronals.

Many writers have made the following observation for German and English: if a syllable ends in a sequence of two obstruents and if the first one is a stop, then the second one must be a coronal obstruent (see Hall 2002 and references
representation as in (22a). Thus, on this view, all wrords are fully syllabified, as in (22b). In order to explain the apparent SSG violations in (21), Hall restates the SSG as follows: "A sonorant consonant in the syllable coda may only be preceded by segments of higher sonority." Given this constraint (which Hall refers to as Son), the final sequences in (21) have a well-formed sonority profile because SON does not refer to sequences of adjacent obstruents.

One way of capturing the fact that the underlined sounds in (21) are coronal is to adopt the following context-sensitive markedness constraints (modified slightly from Hall 2002: 47):
(23) Context-sensitive markedness constraints
a. ${ }^{*}$ TP/TK: $\left.\left[\begin{array}{l}- \text { son } \\ -\operatorname{cont} \\ \text { CORONAJ. }\end{array}\right]\left[\begin{array}{l}- \text { son } \\ \text { Peripheral }\end{array}\right]\right]_{\text {O }}$
b. *pk/kp: *[Peripheral] [Peripheral] ]s

The constraint ${ }^{*} \mathrm{TP} / \mathrm{TK}$ in (23a) is necessary to rule out sequences like [atk] and [atp], and the constraint ${ }^{*} \mathrm{PK} / \mathrm{KP}$ in (23b) likewise rules out sequences like [apk] and [akp]. Note that (23a) and (23b) cannot be combined into a single constraint (i.e. ${ }^{*}[-$ son, cont] [Peripheral $\left.]\right]_{c}$ ), because the first segment referred to in (23a) is a stop only (cf. [sk] clusters, e.g. nsk), but the two segments referred to in (23b) can be any peripheral segment.

The constraints in (23) are advantageous because they are also able to account for the fact that sequences like [tk tp] are repaired in other languages by processes like epenthesis, deletion, or metathesis. A typical example is discussed by Kenstowicz (1994:300), who shows that in Lebanese Arabic word-final sequences like /tk db/ are split up by vowel epenthesis (see (24b)), but the mirror image sequences /kt bd/ are not (see (24a)). Lebanese Arabic also provides evidence thet sequences of two peripleral obstruents are narked as well, since they are separated by an epenthetic vowel (see (24c)).

$$
\begin{array}{llll}
\text { a. } & \text { /sakt/ } & \text { [sakt] } & \text { 'act' }  \tag{24}\\
& \text { /「abd/ } & \text { [「abd] } & \text { 'slave' } \\
\text { b. } & \text { /fatk/ } & \text { [fatik] } & \text { 'eradicating' } \\
& \text { /nadb/ } & \text { [nadib] } & \text { 'wailing' }
\end{array}
$$

Consider now the data in (25) from Cerman and English, which illustrate a slightly different generalization than the ones in (21): after VXC, where $X=$ a short vorvel or a consonant, i.e. after a short vowel plus two consonants, a long vowel plus one consonant or a diphthong plus one consonant, the only type of consonant that can follow is a coronal obstruent. In (25a) the coronal and the preceding consonant are tautomorphemic and in (25b) they are heteromorphemic. Generalizations similar to the ones in final position also hold in initial position as well, but I concentrate below only on data like the ones in (25). As in (21), the wordedge sounds in (25) subsume anterior coronals and non-anterior coronals.

In at least three languages (Guere, Fula, and Miau), vowel harmony has been shown to apply across coronals but not across labials and dorsals (or non-anterior coronals), thereby implying that coronals are less marked than the latter two major places (Paradis and Prunet 1989). Paradis and Prunet argue that the aforementioned languages require coronal underspecification: only coronals lack [Place] (and hence [Coronal]), but labials and dorsals are specified for [Place] and their dependent articulator features [Dorsal]/[Labial]. Given representations like the ones described, only coronals should allow vowel harmony to apply across them, because vowel harmony is argued to spread [Place] (and the dependent feature [DORSAI]). Vowel harmuny is blocked when a dorsal or a labial (or non-anterior coronal) intervenes, because these segments all have [PLACE], which inhibits spreading. A potential problem for this representational approach would be a language in which labials or dorsals but not coronals are transparent to spreading. Paradis and Prunet (1991c, 1994) discuss apparent examples of languages with transparent dorsals (e.g. Choctaw, Chinook, Ennemor) and re-analyze the data in ways that are compatible with coronal underspecification. A question that clearly needs to remain open is whether or not the same strategy holds for all languages with transparent dorsals. A second question is whether or not there are languages in which labials are transparent, but not coronals or dorsals. Finally, it remains to be seen how an OT analysis might account for languages with transparent coronals.

## 8 Conclusion

The present chapter has examined a number of theoretical and empirical issues with respect to the special status of coronals. Emphasis was placed on the behavior of coronals from the point of view of structural inarkedness, in particular epenthesis, assimilation, neutralization, syllable structure, and transparency. In (2) I posited five general research questions, which I repeat in (26) for convenience:
(26) a. Markedness: Are coronals endowed with special properties that differentiate then from the other najor places and, if so, what are they?
b. Universality: Are the properties characterizing coronals (or other places of articulation) universal or language-specific?
c. Representations: To what extent do the properties of coronals (or other places of articulation) require unique phonological representations?
d. Manner: Why do unmarked coronals belong to certain manner categories and not to others?
e. Coronat subpiacf.s: Why do unmarked curonals belong to certain subplaces and not to others?

Concerning point (26a), the examples discussed in the preceding sections have demonstrated that there are underiably languages in which coronals have a special status, e.g. languages like Catalan, in which only / $\pi /$ and not other nésals undergo place assimilation. However, one cannot conclude that coronals are unique in all languages (i.e. (26b)). I draw this conclusion in light of some of the examples discussed above. For exaınple, in Sri Lankan Portuguese Creole labials are unnarked with respect to place of assimilation. It also appears to be the case

## 13 The Stricture Features

Ellen M. Kaisse

The late 1980s and early 1990s saw the publication of a large number of articles treating features and feature geometry, following on the highly influential article by Clements (1985) that had argued for the organization of features into a hierarchically arranged tree. But if one takes a look at the features whose position and orgarization were so often debated, they fall into only a few groups: first, the vocalic features typically involved in vorvel harinony - features of height, backness, rounding, or tongue root position; second, laryngeal features such as glottalization, voicing, and aspiration; and third, the place features labial, dorsal, and coronsal and their dependents, especially those of coromal (see citapter 27: the organization of features; chapter 21: vowel height; chapter 19: volvel place; chapter 69: final devoicing and final larynceal neutralization; chapter 22: consonantal place of articulation; charter 12: coronals). Such a concentration can be traced back in part to the nuaterial covered in Clements's seminal article. But it also reflects those features that seem most often and most unequivocally involved in assimilation, or, to follow McCarthy's (1988) diagnostics, the tris of assimilation, dissimilation, and reduction or deletion. There was also notable interest in the position and behavior of [lateral] (Chal'ter 87: LOCAL ASSIMILATION; CHAPTER 60: DISSIMILATION; CHAPTER 79: REDUCTION; Cilapter 3i: laterai. CONSONANTS). But most of the traditional manner and major class features - [continuant], [consonantal], [sonorant] - received short shrift. ${ }^{1}$ These three, along with the less widely adopted feature [approxinnant], are sometimes called stricture features (Kenstowicz 1994: 480ff.), because they spec:fy how the articulators are brought together but are not theanselves inherently associated with any one articulator. They are "articulator-free," in the terminology of Clements and

[^473]Hume (1995) and must be associated with some art wulator to be fully inter preted. The inajor class features [consonantal] and [sonorant] do not participate often, if at all, in the archetypical phonological processes of spreading and delinking, and they do not form nice bundles of features that beg to be organized under a node of the feature geometry. The other major class features of Chomsky and Halle (1968), [syllabic] and [vocalic] (the latter already tentat ively withdrawn in a footnote in Chomsky and Halle 1968:302), have over the decades been subsumed in representations, with [syllabic] coming to mean head or nucleus of the syllable and not being specified as a distinctive feature of any segnent. ${ }^{2}$ As early as 1974, Hankamer and Aissen suggested that the major class features might be superf.uous, and in a more elaborated proposal, Selkirk (1984) proposed doing away with both [consonantal] and [sonorant] by replacing them with a multivalued sonorancy feature (see also Chapter 8: sonurants). Nonetheless, the consensus view seems to be that these features are still needed. Their necessity is taken for granted in many significant works on feature theory of the last decade or two, such as Clements (2003), to mention one representative example. As an independent issue, the proper definition of [continuant] has always been problematic: it has not been obvious exactly what natural classes should be delineated by this feature, nor how it should be placed on the feature tree (see also CHAPTER 28: the retresentation of fricatives).

In this chapter I will review some of the proposals to keep, redefine, or locate on the feature tree the problematic stricture features [consonantal], [sonorant], and [cont inuant], or to do away with them altogether. ln the spirit of the Companion, we will spend most of the time looking at the phonological and phonetic phenomena upon which these various proposals rested. The chapter is organized as follows. We begin with a discussion of the arguments for and against the existence of [consonantal]. In the second section, we turn a similar spotlight upon [sonorant]. The third section considers arguments that bear on the need for both features, hinging on the sonority sequencing principle, weight, and lenition. The fittal section treats the definition and feature geometry of [continuant].

## 1 The major class feature [consonantal]

Chomsiky and Halle (1968: 301-302) distinguished a group of binary "major class features" that segregate segments into the large groups of consonants and vowels, sonorants and obstruents, glides and liquids, and syllabic and nonsyllabic sounds. The binary feature [consonantal] makes the most obvious cut among segments, capturing the distinction between vowels and consonants.

Consonantal sounds are produced with a radical obstruction in the midsagital region of the vocal tract; nornconsonantal sounds are produced without such an obstruction. (Chomsky and Halle 1968: 302)

[^474](1) a. Cypriot Greek consomantalizatior:

The glide [j] becomes a voiceless palatal stop [c] after a consonant.
b. Bergimer Romansla consonnatalization

The glides [j] and [w] are realized as the voiced stop [g] before a consonant.
c. Uyghur voivel consomantalization

Devoiced high vowels become syllabic fricatives before a consonant. /i/ is realized as $[J], / u /$ as $\left[\varphi^{w}\right]$ and $/ \mathrm{y} /$ as $\left[\varphi^{4}\right]$.
d. Alitna zocal zzation

Certain consonants become vowels before a consonant. /b/and $/ \mathrm{x}^{\mathrm{w}} /$ are realized as [u], while / $8 /$ and /c/ appear as [i].
e. Halland Swedish vocalization

The uvular fricative $/ \mathbf{s} /$ is realized as the offglide [a] before any consonant.

Kaisse (1996) adds the debuccalization of [s] to [ h ] in Argentinian Spanish, which only takes place when a coda /s/ is preceded by a vowel or glide. Thus the rule appears to be a rightward spreading of the feature [-consonantal].

Let us consider the first two examples, Modern Cypriot Greek and the Bergüner dialect of Romansh, in a little more detail. These two have mirror-image environments that make it unlikely that alternative analyses will succeed by identifying a specific position in the syllable, be it onset or coda, as the cause for consonantalization. On the other hand, Cypriot also shows the sorts of complications that offer a wedge to alternative analyses that do not use the spread of [consonartal].

Newton (1972a) describes a defining characteristic of all Cypriot dialects: what would appear as the glide [ $j$ ] in other dialects is realized as a voiceless palatal stop after most consonants or as a voiceless velar stop after [r]. Numerous alternations in Cypriot support this consonantalization as a productive process. (The cognate form in non-consonantalizing dialects is the intermediate form shown to the right of the first arrow in the examples below.)
(2)


This last example show's the continuancy adjustment that complicates the phenomenon, and which Kaisse regards as orthogonal to it. In virtually all dialects of Modern Greek (Newton 1972b), sequences of obstruents are adjusted so that the first is a fricative and the second a stop (see also charter 28: the representation of fricatives). Though spread of [consonantal] seenis the nost obvious approach to the Cypriot alternation, J. Harris (1996) points out that the case is not straightforward, since we must devoice and obstruentize the glide, not merely turn it into a consonant.

Bergüner Roınansh (Kamprath 1986) displays a process of "glide hardening" that is practically the mirror innage of the Cypriot case: glides becone velar stops
before any consonant. Unlike Greek, R(omansh has a [w] as well as a [j]. Both glides become [g], which may then devoice before voiceless consonants.

| a. | kreja /krej+a/ | 'believes' |
| :--- | :--- | :--- |
|  | krekr /krej+r/ | 'to believe' |
| b. /skrejver / | $\rightarrow$ | skregver |
| 'to write' |  |  |
| c. /lavowra/ $\rightarrow$ lavogra | 'works' |  |

Note that both for Cypriot and Romansh, there is no place, continuancy or sonorancy assimilation. Thus the most likely first analysis is that this is a simple spread of the feature [consonantal], which is indeed how Kamprath formalizes the rule.

Since onsets tend to favor strengthening of consonants (Charter 59: onsets), the Ronansh case is useful in showing that position in onset is not a necessan.'y condition for consonantalization of glides. The Greek case slows it is not sufficient, either, since a word-initial or post-vocalic glide does not strengthen, lacking as it does a preceding consomant.

$$
\begin{align*}
& \text { jerakos 'falcon' }  \tag{4}\\
& \text { lojazo 'pay attention to' }
\end{align*}
$$

Cho and Inkelas (1993) attempt to re-analyze Cypriot and Romansh without [consonantal] spreading, and object that all the exanıples cited by Kaisse must refer to structural inforntation in addition to features. This seens a peculiar objection, as many voicing and place assinzilati.ons, for example, affect only segments in cuda position. Moreover, it is not true of all Kaisse's examples: Ahtna and Uyghur involve only features, not position in the syllable. And wre have just seen that the Cypriot Greek case involves segments in the onset, while its mirror innage in Romansh involves those in the coda. Nonetheless, with so few examples in the literature, there is indeed a danger that they can all be accounted for either by referring to syllabic position without [consonantal] or by replacing [consonantal] with some other active feature, and allouring consonantality to come along as a side-effect. Cho and Inkelas suggest that in Cypriot, consonantalization is a side-effect of the imposition of the [ + cont] [ - cont $]$ template that Kaisse argues must be imposed on all Moderı Greek cunsonant clusters.

Hume and Odden (1996) take a more ambitious and thoroughgoing approach in attempting to dispose of Kaisse's examples. Their ultimate goal is to remove [consonantal] from the inventory of features altogether, by demonstrating that it is superfluous. They give three types of arguments. ${ }^{4}$ First, no segnents are distinguished only by the one being [+consonantal] and the other [-consonantal]. Thus, the difference betwreen [ w ] and [ $\mathrm{\beta}$ ] is not only one of consonantality but also one of sonority, the difference between [j] and [ $\kappa$ ] lies in laterality as well as consenantality, and so forth. Second, [consonantal] is never employed crucially to describe a natural class. (The class would be vowels, glides, and possibly

[^475]Hume and Odden discuss two classes of phenomena where the class [-consonantal] does seem at first glance in be required. These are nasalization and the calculation of sonority. The first is exemplified by Arabela and several other languages, where nasality spreads to vowels, glides, and laryngeals (CHAPTER 78 : nasal tiarmony). However, Hume and Odden point out that the general hierarchy of segments able to be nasalized parallels the sonority hierarchy (see chapter 49 : sonority), so that in some languages, liquids are added in the class of nasalizable segments, in others voiced stops, and so forth. We will see in the next section that later research has suggested that the sonority hierarchy may in fact be a derivative notion. Hume and Odden anticipate this line of attack, arguing that the sonority hierarchy need not refer to [consonantal]; it can be unified with the nasalizability scale using the notion of impedance, "the resistance offered by a sound to the flow of air through the vocal tract above the glottis." Since laryngeals have no inupedance, they are vowel-like and nasalizable, but they are inadequate syllable peaks, because some impedance is required for a syllable peak.

The remaining cases of consonantal spread offered in Kaisse (1992) are reanalyzed by Hume and Odden as fortitions involving other features: continuancy in the case of Cypriot Greek, voicing in the case of Uyghur, and perhaps some combination of structural position and continuancy dissimilation for Romansh.
J. Harris (1996) also proposes to eliminate the major class features and takes on a re-analysis of the Cypriot case as his major example. His argument is that the Cypriot process specifically targets a glide in the onset position of a coda-onset cluster. I do not think this particular solution will work, since the rule applies word-initially:

$$
\begin{array}{lll}
\text { a. } / 0 \mathrm{ios} / \rightarrow 0 \text { jos } \rightarrow 0 \cos & \text { 'uncle' }  \tag{7}\\
\text { b. pi } & \text { 'drink' } \\
& \text { /na pito/ } \rightarrow \text { na pjo } \rightarrow \text { na pco or na fco } & \text { 'that } I \text { drink' }
\end{array}
$$

Greek is particularly coda-averse and accepting of complex onsets, as judged by the intuitive syllabifications of native speakers and the wide variety of complex onsets $u s$. the very strict restrictions on coda consonants. Consequently, native speakers do not judge that a word-initial consonant like the [f] in [na.fco] is syllabified into the coda of a preceding vowel-final word (Joseph and PhilippakiWarburton 1987: 24 7ff.).

In conclusion, the cases of consonantal spread advanced by Kaisse (1992) constitute a reasonable body of data that suggest that [consonantal] may be an active feature that is useful in describing cases of consonantalization of glides and vowels and vocalization of consonants. But there are not enough cases that are in monune from re-analysis to allow phonologists to rest comfortably in the knowledge that the feature is required in our theory. The rest of this section considers other evidence for the superfluity or redundancy of [consonantal].

Clements and Hume (1995) and Levi (2004) contain excellent demonstrations that [consonantal] in itself is inadequate to account for phenonena involving the transparency of consonants to vowel harmony and the distinction between underlying vorvels and true underlying glides; what we need is a featuregeometric distinction between vowels, which have a vocalic place node, and consonants, which do not (unless they happen to have a secondary vowel-like feature such as palatalization). Levi (2004; CHAPTER 15: GLiUEs) shows that if basic
are best described using a multivalued [sonorant] feature, dispensing with the other inajor class features altogether.

Parker (2002) takes on the frequent complaint that [sonorant] has vague or conflicting phonetic definitions; he shows that the traditional feature (for which he ultimately supports a scalar rather than a binary-valued feature) and the traditional sonority hierarchy have regular phonetic correlates, namely intensity and, to a lesser extent, intra-oral pressure.

Sonority certainly does seeın to be an important concept in speech perception, as one would expect if it is based in loudness. Recall that Stevens and Keyser (1989) pick it out as one of three perceptually salient features that can be expected to be used and enhanced in many segment inventories. This perceptual argument is reinforced from another angle in more recent work by Bates et al. (2007), who show that the feature [ $\pm$ sonorant] plays an important role in modeling pronunciation for speech recognition. Whether these perceptually based observations constitute arguments that impinge on the actual universal inventory of phonological features, however, is not entirely obvious. As we have noted already, the gold standard for motivating a phonological feature is its activity in one or more processes of assimilation, dissimilation, or deletion. Even less than [consonantal], [sonorant] does not seem to behave actively in such phonological processes. For this reason, McCarthy's (1988) survey article likewise locates it as an annotation on the root node. Furthermore, [sonorant] is subject to the same critique as [consonantal] when it comes to its use in defining the position of a segment in the sonority hierarchy and in sonority sequencing. We shall see in the next sect ion that many phoneticians have argued that universals of segment ordering are derivative from perceptual factors. If that argument is accepted, the feature [sonorant] may be superfluous.
I am aware of only two direct defenses of [sonorant] as an active feature that participates in an assimilation process. Milliken (1988) suggests that flapping in North American English (see chapter 113: flapping in american enclish) can be seen as the spread of [+sonorant]. In this process, a coronal stop becomes a voiced flap, roughly in inter-sonorant position. Olson and Schulz (2002) bring forward a much less familiar case, which thus bears presenting in some detail: the alternation of the 3rd person singular suffix /-na/ in the Nilo-Saharan language Bilaala. This suffix appears as [رa] after nasals, liquids, glides, and vowels. That is, it is a nasal sonorant when adjacent to a sonorant. Howvever, it appears as an obstruent following an obstruent, but maintains its place of articulation, ruling out spread of the entire root node. As the data below show, the process is not simply spread of [-sonorant]; the suffix also takes on the voicing and continuancy of the preceding obstruent, suggesting possible if unwieldy lines of re-analysis for some eone attempting to dispose of this case.

|  |  | 'his child' |
| :---: | :---: | :---: |
|  | - | 'his slave' |
|  | kuhul-ла | 'his hip' |
|  | kaw-ja | 'its lengt |
|  | te-ла | 'his mother |
| b. | - ${ }^{\circ}$ | ${ }^{\prime}$ |
|  | b-uta | 'his father' |
|  | gurus- - a | 'his mone |

Olson and Schulz have certainly found a very relevant case for the question of whether [sonorant] is an active feature. Still, this process is a morphologically circumscribed one in Bilaala. It applies only to this pronoun; the nasal-initial 1st person singular, /-ma/, is invariant. One would like more robust cases on which to base a decision. As Olson and Schulz tluemselves say, until more cases are found, the question of the cross-linguistic phonological activity of [sonorant] remains unresolved. They offer and argue against a less elegant solution, where [-nasal] rather than [-sonorant] spreads. Such a solution is hardly ideal, requiring that nasal be a binary, not a privative feature, but it would allow a way out of the current case.

Rice (1993) attacks the tradition il definition of [sonorant] from another direction. Summarizing and expanding work by Piggott (1990) and by Rice and Avery (1989), she proposes eliminating [sonorant] as an annotation on the root note and replacing it with a feature [spontaneous (or sonorant) voice], with dependents [lateral] and (predictable) [nasal].


Rice's proposal is based on the fact that even voiced obstruents in some systems, such as that of Southern Barasano (Piggott 1992) and Rotokas, can act like sonorants, take their voicing from sonorants or alternate with sonorants. These obstruents possess a spontaneous voicing node. In such languages, the basic division between consonants seems to fall not between the class of obstruents and the class of sonorants but rather between voiceless obstruents and everything else. Rice's proposal also encompasses the well-known fact that in many languages the voicing of obstruents acts very differently phonologically from that of sonorants. For instance, in Japanese, voiced obstruents block the voicing process known as Rendaku, but voiced sonorants do not block voicing. Rice shows that the familiar way of explaining suc:h facts - namely that sonorant voicing only becomes available post-lexically - is not empirically adequate, motivating her alternative proposal.

## 3 The features [sonorant] and [consonantal] in sonority sequencing, weight, and lenition

Another strong motivation for retaining the features [consonantal] and [sonorant] may be that they are critical in describing sonority sequencing, the general tendency of syllables to have the most obstructed, consonant-like segments at the nargins (the onset and the coda) and to progress to more vowel-like segments at tlue peak or nucleus. Clements (1990: 292) adds up the major class features [consonantal], [sonorant], and the less generally recognized [approx:mant] to give a sonority value for non-syllabic segnents, resulting in the widely known scale.
of segments maximizes the robustness of each segment's cues. The phonotactics of human language are arranged to maximize redundancy of cues, strong auditory i:mpact of each cue and resistance of cues to inasking by surrounding noise. Since some segments contain internal cues that do not depend on their flanking segments, they are expected to figure in apparent exceptions to segment sequencing generalizations. Noisy (strident) fricatives, for instance, can be recognized without a following vowel or sonorant consonant because the noise of frication allows them to be uniquely identified. Thus /s/figures repeatedly in clusters where sonority plateaus or is reversed (ChaPTER 3 : THE REPRESENTATION OF SC CLUSTERS). Similarly, nasal consonants contain nasal poles and zeros that allow their manner of articulation, though not their place, to be reconstructed without a flanking vowel. Thus, sonority-reversing onset clusters like [nd] are frequently found in the world's languages, and not all can be explained away as prenasalized stops.

Stops, on the other hand, do not contain internal cues - their formant transitions and noise bursts are best perceived if a vowvel or sonorant follows. Therefore, strings of stops not flanked by vowels or liquiets are hard to recover (charter to: rositional ertects in consonant clusters). The ideal encoding for all segments results from the alternation of vowels and consonants. This is not only for the sake of the consonants. Though cues to vowels are the formants of the vowel itself, in natural speech, where a steady state is frequently not achieved, the formant transitions from a preceding consonant can add valuable information. CV is an optimal syllable not only because the $\mathbf{V}$ maximizes the cues to the $C^{\prime}$ s identity but also because the $\mathbf{C}$ maximizes the cues for the $\mathbf{V}$.

Clements (1990) encodes the naturalness of CVCV sequences with his construct of the "demisyllable": a sequence of adjacent tautosyllabic consonants + vowel or of adjacent tautosyllabic vowel + consonants (chapter 33: syllable-internal structure). When conjoined with his Dispersion Principle, which favors maximal changes in sonority between adjacent segments in a syllable, the alternation of consonants and vowels becomes optimal. But without perceptual underpirining (Cilapter 98: speecit perception and phonology), we are still short of an explanation of why demisyllables with large sonority jumps are preferable.

A cue-based theory can also offer an explanation for the preference which languages demonstrate for onsets over codas, for obstruent onsets over sonorant onsets, and for sonorant codas over obstruent codas, tendencies that do not fall out from the sonority sequencing principle without additional stipulations. Clements (1990) stipulates that steep dispersion in the CV demisyllable and shallow dispersion in the VC demisyllable are favored. And indeed this observation was a significant step forward. But it need not be a stipulation. Wright (204) explains that the response pattern of the auditory nerves favors CV sequences over VC because of the perceptual boost that occurs at the beginning of a stimulus. An onset consonant, especially an obstruent, receives a boost but a coda consonant tends to be masked because the nerve fibers are already saturated by the sound of the vowel. (The nerve fibers recover quickly, in a matter of a few milliseconds, so that even the brief silence that occurs during a stop closure allows for the whole boost phenomenon to re-set; see Moore (1989). Therefore, ever the burst and transitions of a medial $C$ in a CVCV sequence get a boost, due to the silence created by the closure of that consonant.) Nasals are not particularly boosted in onset position, because the nerve fibers are saturated before the masal ends, so nasals are less favored in onsets than obstruents are, yielding an apparent favoring
of steep sonority dispersion in CV onsets and a shallow one in VC codas. Codas should be sonorous, because only stmorant consonants and fricatives, but not stops, can encode their own cues without needing release into a vowel. Cue-based sequencing explanations thus also cover the "Syllable Contact Law" (Murray and Vennemann 1983), which prefers a large fall in sinnority between the coda of one syllable and the onset of an adjacent syllable. Even the tendency of nasals to lose their place of articulation in codas is encompassed in the cue-based view, since nasals have good voicing and manner cues internal to their realization, but not good place cues. The apparent preference for gradual sonority slopes from nucleus to coda is thus a by-product of the poorness of the internal cues of stops.

To summarize our discussion of the relation between the major class features and phonotactic constraints, the current view of many phonologists is that [consonantal] and [sonorant] are needed to describe sonority sequencing. The sonority feature may be binary (Clements 1990; Zec 2007) or nultivalued (Selkirk 1984; Parker 2002). But there are also strong arguments that sonority sequencing is epiphenomenal, and that cue robustness covers the empirical ground better (Wright 2004). The last view, if accepted, undercuts one of the major arguments that we need [sonorant] or [consonantal] as a distinctive feature.

One might also think that the feature [sonorant] would be required to define syllable weight in languages where this concept is needed to describe the distribution of stress or contour tone or to define the minimal word. Zec (1995), for instance, makes major strides in demonstrating how something like sonority can operate in defining what constitutes a heavy syllable in a given language. However, Gordon (2002, 2004) argues that weight is a non-uniform, phonetically driven concept, not best captured with a feature. The definition of a heavy syl lable can differ within even a single language, with the stress systern, for instance, treating one kind of syllable as heavy while the tone system employs a different definition. Gordon finds that the energy within the syllable rhyme correlates with the tendency of a stress systen to treat it as heavy, while the portion of the rhyme characterized by sonorant energy best determines whether it can bear contour tone. (For more on this discussion see cifapter 39: stress: rhonotactic and phonetic evidence and charter 57: quantity-sensitivity.) So once again, the issue of whether [sonorant] is required remains without complete consensus.

Finally, the features [sonorant] and [consonantal], along with [continuant] and [voice], have been repeatedly argued to participate in weakening or lenition processes, especially those occurring intervocalically (chiarter 6g: lenition). The typical lenition pattern is summarized by Lass and Anderson (1975) as follows:


For instance, the pre-Old English phoneme / $/$ / weakens to / $/$ / in Old English and to /w/ in Middle English before being lost altogether in late Middle English. While such developments are both common and intuitively natural, they are difficult to describe in a unified or coherent fashion using the binary distinctive features. Voicing and continuancy are kinds of manner features, while sonorancy and consonantality
are major class features. Dependency phonologists (see for instance van der Hulst and Ewen 1991) have proposed that what is going on is the gradual addition of a $|V|$ component, a sonorancy feature that is more present in voiced sounds than voiceless ones, more in fricatives than stops, more in sonorants than obstruents, and more in vowels and approximant consonants than in non-approximants. A similar solution has been proposed within Government Phonology by I. Harris (1990), which sees lenition as a loss of the elements representing occlusion and noise.'

## 4 The manner feature [continuant]

Three major issues dog the discussions of [continuant] in the literature (see also charter 16: affricates; charter 28: the representation of fricatives). First, there is debate on the proper definition of the feature and thus about its values for laterals. Second, there is the question of what kinds of processes [continuant] participates in and what these tell us about where is it located on the feature tree. In particular, is it a direct and independent daughter of the root node, or is it semelow implicated in a daughter relation with Place? Or is it, perhaps, the organizing node of the tree, as proposed by Steriade (1993)? The last issue deals with the structure of affricates: are they a sequence of [-continuant] and [+continuant] features characterizing a single root (Sagey 1986), an unsequenced complex containing both values (Hualde 1987; Lombardi 1990), or basically stops whose release is fricated rather than strictly open (Steriade 1993)?

The definition of [continuant] is intinnately bound up with an enupincal question: do lateral consonants form a natural class with stops, which are [-continuant], or with fricatives and other [+continuant] sonorants such as rhotics? (See also charter 30: the refresentation of rhotics; chapter 31: lateral consonants.) Chomsky and Halle (1968:317) adopt the following definition:
(14) In the production of continuant sounds, the primary constriction in the vowel [sic] Iract is not narrowed to the point where the air fllow past the constriction is blocked; in stops the air fow through the mouth is effectively blocked.

Since laterals have airflow along one or both sides of the tongue, they are [+continuant] by this definition, and we will want to adopt it if it can be denoonstrated that the great majority of phenomena bearing on the question categorize laterals with fricatives rather than with stops.

Halle and Clements (1983: 7), on the other hand, consider laterals to be noncontinuants, and therefore modify the definition.
(15) Continuants are formed with a vocal tract configuration allowing the airstream in flow through the midsagittal region of the oral tract; stops are produced with a sustained occlusion in this region. (Vowels, glides, $r$-sounds, fricatives $v$. nasal and oral stops, laterals.)

[^476]as well as obvious strengths. In a survey of some 6,000 languages, it is not practical to investigate each case in anything approaching the detail I was able to lavish on twelve cases. But sonnetimes the devil is in the details.

In Harris and Kaisse (1999: 142) we analyzed this process as spread of the feature [-continuant]:


Navarro Tomás (1965) describes virtually the same process for Castilian Spanish. Since this example manifestly involves a change from [+continuant] to [-continuant], Kaisse (2000) considered it to be the best kind of evidence for the continuancy of /l/. Mielke's Finnish case is not so obviously related to continuancy. It could, for instance, have to do with the tuurarked status of /t/. Nonetheless, it seems unlikel $y$ that such a stance could successfully dispose of all 30 of Mielke's examples. But since Finnish is the only [tcontinuant] case he reports in any detail, the matter carnot yet be fully resolved.

Mielke also discusses a different and intriguing kind of ambiguous behavior on the part of laterals. As has been much discussed, in Catalı $n \mathrm{n}$, Spanish, and Basque, the lateral acts as [+continuant] befure consonants at some places of articulation and [-continuant] before other places. In a related but distinct kind of case, some speakers of Hungarian add /l/ to the class of palatalizable non-continuants while others do not (Abondolo 1988: 64, cited in Mielke 2005). Again, let us consider the Spanish version of this phenomenon, as it is both well-known and frustratingly complicated. The process in question distributes the voiced obstruents, which come in stop and fricative variants. (J. W. Harris 1985; Kenstowicz 1994). But the case is really too vexed to draw any firm conclusion from. The judgments for these alternations are unstable - the same speaker can produce the stop and the fricative variant in the same environment - there are variations amongst idiolects and dialects that are not understood, and the tlueoretical bases for some of the analyses that have been proposed are shaky. Almost every analysis of the phenomenon one could think of has been vigorously defended by an excellent phonologist, and no consensus has einerged. The process works as follows. Spanish has no underlying contrast between voiced stops and voiced fricatives. Descriptions generally simplify the distribution as follows: after vowels, fricatives, and $r$, the voiced fricative allophones[ $\| \delta$ ] appear. The voiced stops appear initially, after a pause, and after stops and nasals.

| tu Beso | 'your kiss' | besos | 'kisses' |
| :--- | :--- | :--- | :--- |
| los ßesos | 'the kisses' | um beso | 'a kiss' |
| por ßesns | 'through kisses' | futbol | 'fontball' |

The behavisu of $l$ as a trigger is nore complex: following the lateral, we find the stop [d] but the fricatives [ $\beta \gamma$ ].

| el ßeso | 'the kiss' |
| :--- | :--- |
| el dinern | 'the Inoney' |
| el yato | 'the cat' |

Exactly what one is to make of even these simplified facts has been the subject of some debate, well summarized in Kenstowricz (1994:487-489) Apparently, the process involves the spread of [continuant]. If this is so, is the lateral showing its true colors in contact with the homorganic obstruent [d] or with the non-homorganic [ $\boldsymbol{\beta} \boldsymbol{\gamma}$ ]? We saw in the affrication process described earlier that some speakers may require homorganicity in order for a consonant to spread its continuancy to a palatal fricative. This suggests that it is in clusters with coronals that /l/ shows its continuancy - it is [-continuant] - and that fricatives are the underlying nembers of the voiced obstruent phonente, emerging unscathed after $l$ when not homorganic with it. On the other hand, the mixed environments in which the stop variants occur (after pause as well as after nasals and stops) suggests that the stops are underlying and the voiced fricatives are derived by spread of [tcontinuant]. Following that line of reasoning would suggest that /I/ is [+cont inuant].

But the facts are actually even more complicated. The rule is highly variable, and even utterance-initial fricatives are occasionally produced. I have had the same speaker produce a fricative and a stop in the same context, one after the other, in elicitation. Technically, the proposal of spread of [+continuant] is hard to execute in theories where non-contrastive features are not present in the lexical phonology, because vowels would have to be represented as [+continuant] at the point in the derivation where spreading occurs, while voiced obstruents were still [ 0 continuant] at that point (so as to be able to take on the continuancy of the preceding segment). The upshot is that we would do better to base our decision on the continuancy of laterals on less daunting cases. Mielke in fact uses this case to argue that even within a single process of a single language, the continuancy of a lateral may differ. But one stands on shaky ground at this point in drawing conclusions from this phenomenon. Similar comments can be made about two other Iberian languages, Catalan (Mascaró 1984, 1991) and Basque (Hualde 1991), whose continuancy alternations are remarkably similar to those of Spanish, probably due to areal influences. (See also Chapter 28: the representation of fricatives.)

An appealing recent proposal is that features are emergent, rather than innate (Pulleyblank 2003; Mielke 2004, 2005, 2008). Speakers are not born with a definition for continuant and a categorization of segments according to that feature (see also CHAPTER 17: DISTINCTIVE FEATUREs). Rather, they may group sounds together as a phonological category because those sounds have acoustic and articulatory similarities or because in the language they are learning, they act as a natural class. As Mielke puts it, stops and fricatives are archetypically and unmistakably [-continuant] us. [+continuant]. So we almost always find them patterning as such in phonological processes, whatever language they occur in. But laterals and nasals have antbiguous cues and may be categorized as [+continuant] in one language and as [-continuant] in another. Even more iconoclastically, perhaps, Mielke's survey of 571 languages found 6,077 phonologically active classes of sounds, only 71 percent of which were describable by any set of distinctive features at all.

We turn now to the question of where the feat ure [continuant] should be located in the feature geometry. Kenstowicz (1994) contains an excellent summary of the issues. As mentioned at the beginning of this chapter, there are comparatively few phonological processes which make use of the feature [continuant], so while the need to employ it to different late contrasting segments has not been challenged,

On the other hand, a rule like Zoque post-nasal voicing, which is looking at the left edge of the affricate, would treat it as a [-continuant] and class it with the stops, which voice after nasals, rather than with the fricatives, which do not:

$$
\begin{array}{lll}
\text { min-pa } & \rightarrow \text { minba } & \text { 'he comes' }  \tag{21}\\
\text { p } \wedge n-t b^{\prime} \wedge k i & \rightarrow \text { pAn-dis^ki } & \text { 'figure of a man' } \\
\text { winsa'u } & \rightarrow \text { winsa’u } & \text { 'he received' }
\end{array}
$$

Unfortunately, it turns out that there are also phonological processes that class affricates and stops together even if they are looking at the wrongedge of the affricate, such as a deletion rule in Basque (Hualde 1987) that deletes a stop before another stop but turns an affricate to a fricative in the same environment, as it were deleting the [-continuant] portion of the affricate:

$$
\begin{array}{lll}
\text { bat paratu } & \rightarrow \text { ba paratu 'pul one' }  \tag{22}\\
\text { hots bat } & \rightarrow \text { hos bat } \quad \text { 'a cold' }
\end{array}
$$

Kenstorvicz (1994: 499-503) contains an excellent summary of the various moves theoreticians made after Hualde's demonstration that affricates were not simply contour segments with the [-continuant] segment ordered first. The most comprehensive solution yet proposed is that of Steriade (1993). As mentioned above, Steriade treats affricates as a species of stop whose release feature has the same degree of stricture as a fricative's. Thus affricates are generally expected to pattern with stops, as in the Basque and Zoque cases. Howvever, the adjacent fricative releches that would result in English if the [s] or [ $\%$ ] allomorph was employed after an affricate prevent affricates from acting with the stops in this case.

To summarize this section, a number of proposals for the proper position of [cont muant] in the feature geometry have been proposed, many with positive empirical consequences. However, no consensus has been reached which would all.ow us to say that one of them has been the noost widely adopted by the phonological community. On a similar note, the proper extension of the feature io laterals remains troubled and may be a reflection of the emergent nature of features, which have no universal or innate definition. Finally, the behavior of affricates is not well explained by regarding them as segments with ordered ıninus and plus [continuant] values (see chapter 16: affricates).
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## 14 Autosegments

William R. Leben

## 1 Tonal autosegments

Autosegments are the central unit of representation in what generativists came to call non-linear phonology, an area described in earlier linguistic models uncter rubrics such as suprasegmentals (Trager and Bloch 1941), simultaneous components (Harris 1944), and prosodic analysis (Firth 1948). At the time autosegments were introduced by Goldsmith (1976), phonological and phonetic representations in the standard nodel of generative phonology were challenged for lack of adequate ways to express traditional prosodic features with the strictly segmental framework of Chomsky and Halle (1968; SPE). Even stress - ividely regarded outside the generative school as a property of syllables - was treated as a feature on vowels in SPE (see CHAPTER 40 : THE FOOT for more discussion), which in fact had no use for the syllable as a unit of representation, though it did posit a feature [syllabic] on individual segments (Citapter 3.3: syllable-internal structure).
If one of the early reasons for SPE's huge success was the scope of what it promised to describe and explain, the framework's formal precision quickly nade it apparent where to look for problems. Thus Woo (1969) hypothesized that contrastive lexical tones were level tones, like High, Mid, and Low, rather than contour (or "dynam ic") tones like Rising and Falling, and that tones were expressed as features on voivels or on sonorants following the vowel in the same syllable. Together these two hypotheses made a dranatic prediction: "no dynamic tone can occur on a short vowel distinctively." After re-analyzing a few potential counterexamples to this generalization, she concluded that her prediction was essentially correct. New counterexamples to Woo's prediction arose in Leben (1971). That study provided independent support for Woo's analysis of rising and falling tones as level tone sequences and thus concluded that what nust be wrong was W'oo's hypothesis that each level component of a contour tone was assigned to its own unique segment.

A simple sign that contour tones are decomposed into level tone sequences comes from downstep, the gradual change in register that is triggered in many languages by a Low tone following a High tone (charter 35: downster). Leben (1971) noted that in a falling tone, the High component is subject to the same
downstep effect as any level High tone, while the Low component triggers downstep just like any level Low tone. The same of course is true of the components of rising and rising-falling tones. Interestingly, this is true even in languages like Mende, where falling, rising, and rising-falling can all occur on single monosyllables. The conclusion is that contour tones do indeed behave like sequences of level tones, yet these level tones can be in a many-to-one relationship with a tone-bearing unit (TBU). ${ }^{1}$

Goldsnith (1976) supplies an equally elegant argument for one-to-many relationships betwreen tones and tone-bearing units. The familiar case of tone spreading (Hyman and Schuh 1974), in which a toneless syllable is assigned the tone of an adjacent syllable, creates a one-to-many relationship between a tone and a set of tone-bearing units. Following Goldsmith, rightward tone spreading consists in the change from (la) to (lb) and is schematized as in (2).



One-to-many and many-to-one relations antong tones and tone-bearing units provided early motivations for the autosegmental model. Also persuasive were linguistically significant tone melodies going well beyond the individual tonebearing unit. Drawing on work in some tone languages of West Africa by Weliners (1949), Rowlands (1959), and Ednondsen and Bendor-Samuel (1966), Leben (1973) argued that word-length tone melodies motivated a level of representation in which tones were not represented on individual segments but on whole words or morphemes. A striking example is Mende, in which nouns exhibit the tone melodies H, HL, LH, L, and LHL. The fact that these melodies all occur on nouns of one, two, and three syllables argues that at some level the inelody is independent of the number of syllables or segments in a word. Further, the non-occurrence of the melody HLH in words of any length strengthens the point. For Mende forms illustrating this point, see chapter 45: the representation of tone.

Hyman (1987) discusses a case "more like Mende than Mende" in a language from a very different group and region, namely Kukuya, analyzed by Paulian (1975). In the example below from Hyman (1987: 313-314), words of varying lengths are grouped by tone melody, given in the left-hand column. I.ike Mende, Kukuya has words of one, two, and three syllables, and attested tone melodies are combinations of High and Low. As in Mende, the melody HLH is not found. The second column shows the surface mappings schematically, A hyphen separates tones on adjacent syllables, e.g. L-L shows that an L appears

[^477]on the first and second syllable. Where two tones are not separated by a hyphen, they appear on the same syllable, e.g. LL-H indicates that both moras of the first syllable are L and the second syllable is H .
(3) Kukuya (Bantu, Congo)
underlying mapped example

| /L/ | L | (ki). ba | 'grasshopper killer' |
| :---: | :---: | :---: | :---: |
|  | LL | (ki). baa | 'jealousy' |
|  | L-L | (ki).bala | 'to build' |
|  | LL-L | (kì). baala | 'to cleave' |
|  | L-L-L | (kì).balaga | 'to change route.' |
| /H/ | H | (mà) ba | 'oi. palms' |
|  | HH | (nıà). baa | 'cheeks' |
|  | $\mathrm{H}-\mathrm{H}$ | (mà).baga | 'show knives' |
|  | HH-H | (li).baama | 'liana' |
|  | H-H-H | (li). balaga | 'fence |
| /LH/ | LH | (mò).sa | 'weaving knot' |
|  | LH | (mi).saa | 'seed necklace' |
|  | L-H | (mi). sami | 'conversation' |
|  | LL-H | .saabi | 'roofing' |
|  | L-L-H | .m"aragi | 'younger brother' |
| /HL/ | HL | (ki).kaa | 'to pick' |
|  | HL | (ki). ka a | 'to grill' |
|  | H-L | (ki).kara | 'paralytic' |
|  | HL-L | (kì). kaara | 'to be just right' |
|  | H-L-L | (kì).karaga | 'to be entangled' |
| /LHL/ | LHL | (.ndí).bvi | 'he falls' |
|  | LHL | (.ndi).kaaj | 'he loses weight' |
|  | L-HL | (.ndi).pali | 'he goes out' |
|  | LH-L | (.ndí).baami | 'he wakes up' |
|  | L-H-L | (.ndí).kalagi | 'he turns around' |

## 2 Compound segments

In another case that antedates and to some extent anticipates autosegnents, Anderson $(1974,1976)$ explicitly questioned the adequacy of SPE-type segments in complex cases involving phenomena like nasality, aspiration, and intrusive stop formation. The essential insight was that they functioned as single segments, yet comprised a sequence of articulations like contour tones above. Illustrated below are prenasalized, postnasalized, and "medio-nasalized" stops (see chapter 23: partially nasal segments). The last-mentioned are alternants of prenasalízed stops occurring betwreen vowels in Kaingáng, a language of Brazil (Wiesemann 1972):
(4)
a. prenasalized consonant ["b]
$C$
$[+$ nas $][-$ nas $]$
b. postnasalized consonant [ $\mathrm{b}^{\text {" }}$ ]
C
[-nas] [+nas]
c. "medio-nasalized" consonant ["b"'] C [-nas] [+nas] [-nas]

Drawing on a parallel between the level tone sequences making up rising and falling tones, autosegmental analyses began to represent prenasalized, postnasalized, and "medio-nasalized" segments like the above as siugle consonants asseciated with sequences of autosegments with contrasting values for the feature [nasal].

It is easy to see parallels with other segments that phonulogy treats as single units even though they consist of sequence articulations, and by the late 1970s this tivo-tiered approach spread to affricates, which SPE had analyzed with the implicit sequence feature [delayed release].

## 3 The autosegmental formalism

The core of the autoseginental model is a set of nulti-tiered linear sequences of feature bundles (segments), each tier linked to others by association lines. The "auto" of "atosegment designates the relative autonomy or independence of the "segments" on one tier from those on another. Linking between one autosegmental tier and another is carried out by a general convention, the Well-Formedness Condition, supplemented by language-particular rules. Goldsmith's (1976: 48) version of the Well-Formedness Condition linked autosegmental tones to the segmental tier as follows, leaving aside a variety of possible adjustments:

## (5) Well-Formedness Condition (WFC) ${ }^{2}$

a. All vowels are associated with at least one tone; all tones are associated with at least one vorvel.
b. Association lines do not cross.

The WFC interacts with a set of language-spec:fic rules and general operations linking one tier with the other. In the earliest analyses, the first tone of a melody would be assigned by a (possibly language-specific) rule linking a single tone with a single tone-bearing unit). Then, as we can see by inspection, the WFC would guarantee that all remaining tones and TBUs were linked. This elegant solution quickly became messier once it was applied to a variety of languages.

The first complication involved initial tone assignment. Since Williams (1976, circulated in 1971), the unmarked case in tone languages seemed to be that the first tone in a melody was assigned to the first TBU. But Goldsmith's (1977) analysis of English intonation, circulated in 1975, showed that an accented TBU would tend to attract a tone, whether or not the accented TBU or the tone it was to be paired with was leftmost in the string. Haraguchi (1975) established a similar result for lexical accents in Japanese, with additional complications (citarter l.20: Japanese pitch accent). The pairing of tones with accents was widely recognized by pre-generative traditions, as shorvn by the traditional term pitch accent, but the generative phonologist's need to account for this pairing in explicit terns led to new investigations of what aspects of tone association were and were not universal (Citapter 42: pitcil accent systems).

[^478]Kahn's (1976) dissertation explored the consequences of expressing the syllable as an autosegmental unit, with segments assigned to syllables by autosegmental association lines. Up to that time, syllable constituency lad been represented through the placement of syllable boundaries antong a linear string of segments. Kahn argued that the many-tor me associationstypical of autosegmental phonology predicted the possibility of the ambisyllabic segment, a single segment simultaneously belonging to two adjacent syllables. This insight led to even inore highly structured approaches to the syllable; see §8 and charter 33: syllable-internal structure.

Autoseginental association was also enlisted early on to account for phonological length (Leben 1977, 1980; McCarthy 1979; Hayes 1980; Ingria 1980; Clements and Keyser 1983; see also charter 2u. the representation of vowel length; charter 37: geminates). The basic idea, associating one length unit with a short segment and two with a long one, was incorporated into inoraic theory (Prince 1983; Hyman 1985; McCarthy and Prince 1986; Itô 1989).

By applying autosegmental notions to vowel harmony in Akan, Clements (1977) accounted for some of the defining properties of vowel harmony. These included the one-to-many relationship between a phonological feature and the featurebearing units of a phonological string and the tendency of such a feature to spread automatically to neighboring segments unspecified for that feature (CHAPTER 91 : vowel harmony: ofaque and trangparent vowels; citapter 11.8: turkisti VOWEL HARMONY; CHAPTER 123: HUNCARIAN VOWEL HARMONY).

These developments would eventually lead to a theory of feature geometry assigning structure to what had been "bundles" of unordered distinctive features in the SPE theory. The structure was a hierarchical arrangement into groups, reflecting ways in which one feature set affects others. In effect, as McCarthy (1988: 89) noted, feature geometry "constitutes a model of the phonologically relevant characteristics of the human vocal tract." We return to feature geometry in § $\wp$.

## 5 Autosegmental linking and spreading

As autosegmental analyses accumulated, conceptions altered about what the WellFormedness Condition could capture as truly universal. As noted in §3, initial tone linking was found to differ quite a bit from language to language. The same is true of tone spreading, for which Pulleyblank (1986) observed three basic situations: some languages don't allow spreading at all, while others spread tone only to a single adjacent TBU and still others apply spreading to an unbounded sequence of TBUs.

Pulleyblank (1986) shows that in Margi, stems and suffixes can bear either High or Low tones or, as in the examples below, one or the other can be toneless. When either is toneless, it gets its tone from its neighbor, whether on the right or on the left. The dotted line indicates the change:
(7) Margi (Chadic, Nigeria)
a. Toncless suffix

b. Toneless stem


Goldsmith's original formulation of the WFC accounted for this spreading automatically, but Pulleyblank (1986) proposed several modifications, observing that languages differ in how they treat tone spreading. Some don't allow spreading at all, while others spread tone only to a single adjacent TBU, and still others apply spreading to an unbounded sequence of TBUs. Pulleyblank (1986: 11) consigns spreading to language-specific rules and is left with (8) and (9) as the assumed universals. In the new formulation the only part of the process that is a constraint rather than an operation is (9).
(8) Association conventions (Pulleyblank 1986)

Map a sequence of tones onto a sequence of tone-bearing units,
a. from left to right;
b. in a one-to-one relation.
(9) Well-Formedness Condition (Pulleyblank 1986) Association lines do not cross.

Here is how these two principles apply in Kukuya examples drawn from (3):
(10) Kukuya
$\begin{array}{lcl}\text { a. baami } & \text { 'he wakes up' } \\ \vdots & \\ \text { LHL } & \\ \text { b. kaara } & \text { 'to be just right' } \\ \vdots & \\ \text { H' } & \end{array}$
c. Inwaragi 'younger brother'
I.H
d. kaaj 'he loses weight'

## LH L

In (10a) left-to-right mapping assigns a tone to each TBU. The fact that two tones are assigned to the binoraic vowel/aa/ suggests that the mora is the TBU. In (10b) H is assigned to the first mora and I. to the second. Kukuya-specific tone spreading needs to extend $L$ to the final vowel. In another language, spreading might not happen, in which case Pulleyblank's approach wrould place a Low tone on the final vowel by default if no other rule assigned a tone beforehand.

In (10c) the first two tones are assigned to the first two TBUs. As in (10b), the rightmost TBU receives its tone by spreading fron the left. However, this predicts the mapping LHH instead of the correct LLH. Another Kukuya-specific rule must be invoked - a very natural one, according to Hyman and Schuh (1974), which moves the transition from L to H in the sequence LHH one TBU to the right, giving LLH. An alternative that has received some attention wrould be to first
associate the tones at the left and right edges of the melody with the TBUs closest to the corresponding edges of the segmental string, with later adjustments for any remaining TBUs or tones. Edge-In Asseciation is illustrated in connect won with example (16) below.

In (10d) the first Low tone is assigned to the first mora of /aa/ and High is assigned to the second. A Kukuya-specific process needs to assign the Low foating on the right to a TBU. This process is subject to the WFC, preventing the rightmost Low fron going to the leftmost inora. As a result, the WFC guarantees that the last tone will go on the last TBU. For more detail on the WFC and autosegmental association, see Hamniond (1988).

## 6 Non-concatenative morphology

Another significant outgrowth of autosegmental phonology was the extension of multi-tiered representations to morphology, beginning with McCarthy's (1979, 1981) templatic analysis of Arabic, applying the notion of long components (Harris 1951) to morphemes in general, and using autosegmental notation instead of the boundary symubols used by SPE to delinit nnorphemes. The examples in this section illustrate some developments in templatic morphology that fed back into phonology, including the addition of a CV fier and some new principles for linking one autosegmental tier with another (see also chapter 105: tier secrecation; Chafter 108: SEmitic templates).

McCarthy illustrates the basic idea with this informal autosegmental representation of the English nolu and verb permit:

where $\mu$ is an autosegmental node representing a morphemic constituent lined by association lines to the sequences por and mil, which stand for the feature bundles that spell out the prefix per and the root mit. The Cs and Vs at the bottom shorthand for [-syllabic] and [+syllabic] segments respectively - represent the form's overall syllable pattern and are called the prosodic template. ${ }^{4}$ In templatic morphology Cs and Vs are the analog of the TBUs in autosegmental representations of tone, while the morphemes - segment sequences like par and mit - are the analog of tonal melodies in our earlier examples.

This approach provides a simple way for McCarthy to represent the phonological and morphological structure of forms in a language like Arabic, where roots typically consist of consonants, and wowel patterns are used to differentiate inflectional categories like active/passive and perfective/imperfective. In the example

[^479]below, the triliteral root / ktb / 'read' combines with the vowel pattern /aa/ to form the perfective active stem /katab/ and the perfective passive stem /kutib/.
(12)


The tiered analysis expresses each stem's two discontinuous morphenes and at the same time its resulting phonological form. Not only are the separate tiers ard the association lines borrowed from autosegmental phonology; to some extent, so too are the mapping principles. Note that the links between the morphemes in (12) and the C- and V-slots are consistent with principles (5), (8), and (9) above, as long as we require that [-syllabic] segments map onto $C$ and [+syllabic] segntents onto V. MlcCarthy makes a number of significant adjustments for more cormplicated cases, but the basic autosegmental framework provicles an elegant start.

The need to associate every $C$ position with a melody element leads to some interesting predictions. In (13) the bilateral root /sm/ conbines with the vowrel pattern /aa/ to form the perfective active stent / samam/. The structure is sketched in (13):


Surprisingly, the inapping procedure employed in (12) suffices for (13). Because the root contains only two consonants, and because the mapping procedure goes from left to right, we might expect the rightmost $C$ position to remain empty. But the WFC requirement that all $C$ positions must be filled will automatically add a link, and the prohibition against crossing association lines guarantees that the link will go to the second root consonant and not to the first. ${ }^{5}$

[^480]One complication in the autosegmental representation of morphological structure has led to a possible modification later applied to phonology. Consider how the proposal sketched in (12) would apply to the Arabic stem /kattab/, Form II of the active perfective Form I stem/katab/. Forms I and II have the same morphemic content and differ only in their prosodic template, CVCVC for Form Iand CVCCVC for Form II (McCarthy 1981: 385-386). The second is shown in (14), after applying the mapping principles form above. Note that we get */katbab/instead of the desired /kattab/.


For this purpose $\mathrm{McCar}_{\mathrm{C}}$ Chy devises a rule that results in a change frorin /katbab/ to /kattab/. This is fine, but one wonders whether a more general solution can be found. As an alternative, Yip (1988) proposes abandoning the left-to-right mapping principle for Arabic in favor of Edge-In Association, which wrould associate the leftmost and rightmost melody elements with the leftmost and rightınost Cs of the prosodic template: ${ }^{6}$
(15) template
melody

not

(16) gives a version of Yip's Edge-In Association:
(16) Edge-In Association (Yip 1988: 571)
a. Anchoring

Associate the outermost melodic elements te the outermost skeletal slots, one-to-one.
b. Filling

Associate the remaining melodic elements and the remaining slots in the same way.
c. Template satisfaction

Language-specific.
Yip goes on to mention tonal cases where (16) would be an improvement over left-to-right mapping, while allowing for the possibiity that mapping tones

[^481]onto TBUs is governed by different principles from these (see also Archangeli and Pulleyblank 1994; Zoll 1997, 2003). Back in templatic morphology, Buckley (1990) shows that Edge-In Association predicts the correct mapping of Tigrinya roots onto noun and verb templates, for example in the key case of mapping triliteral roots onto the quadrilateral plural template, where other approaches fail.

## $7 \quad$ Feature geometry

In light of the aulosegmental treatment of tone spreading and vowel harmony, which spread a given element across a string of feature-bearing units, consider now the standard assimilations of segmental phonology, such as voicing assimilation or nasal assimilation.

Phenomena like these could profit greatly from the autosegmental formalism if motivation could be found for abstracting features like [voice] and [nasal] from the segments.

This is exactly what Goldsmith (1981) proposed, and the idea was pursued in rigorous detail by Clements (1985) and Sagey (1986). Clements (1985) noted that distinctive features grouped into neat classes, including place, nanner, and supralaryngeal, which could be naturally represented by branching tree structures with phonological features as terminal nodes domincoted by nodes representing feature classes (chapter 27: the orcanization of features). Subclasses like place and manner could in turn be dominated by other classes, like supralaryngeal. In Clements's systemt, each feature and feature class was an autosegmental tier, and this tier in turn was linked to the tier above. (17) is a sketcl adapted from McCarthy (1988: 89):


The motivation for each grouping lies in the cross-linguist ${ }^{\text {t }}$ ctendency of features within a group to behave together. For example, the place node above groups together features that tend to undergo assmilation together. Independent motivation
postulating a metrical structure for autosegmental tunes ${ }^{7}$ (illustrated on the right in (20)) and a procedure using this structure to fit the tune to metrically congruent parts of the text (illustrated on the left in (20)). The binary metrical feet can be related to early work in generative netrics, e.g. Halle and Keyser (1972). (The nodes labeled $R$ are root nodes of metrical trees for text and tune.)


Liberman also included what he called a metrical grid to account for rhythmic structure. Across a fairly rich range of cases, these two additions enabled an English intonational melody to be linked to the right places in the intonational phrase. Liberman retained the autosegmental notion that complex tones were resolved as sequences of level ones, an idea pursued even further by others, beginning with Pierrehumbert (1980), as described in the following paragraphs.
On the right in example (20) above is an early autosegmental intonat wonal "tune." To Liberman and Sag (1974), these tunes were meaningful - Liberman (1975) called them morphenes and stored them in a lexicon. This notion soon led to work on the internal structure of the nuelodies, beginning with Pierrehumbert (1980), Beckman and Pierrehunbert (1986), and Pierrehumbert and Beckman (1988). The constituents of intonational melodies included pitch accents, phrase accents, and boundary tones. Each constituent is a sequence of one or more autosegments, with a few enhancements to designate which autosegment was assigned to an accented syllable or to a given position in the phonological or intonational phrase. (An intermediate phrese was also posited for sorme languages, e.g. Japanese in Pierrehumbert and Beckman 1988.) This fra mework served as the basis for the widely used ToBI intonation transcription system (Beckman and Ayers 1994; Jun 2005).
In the examiple below, from Pierrehumbert and Hirschberg (1990), the instances of $\mathrm{H}^{*}$ are pitch e.ccents, each associated with the accented element in the text just above it. The symbols H and L not followsed by an asterisk are called phrase tones: H is the phrase tone for the first phrase, and L is the phrase tone for the second. The L\% at the end marks the utterance boundary (see also charter 32: THE REPRESENTATION OF INTONATION; CHAPTER 116: SENTENTIAL PROMINENCE IN ENGIIST: CIIARTER 50: TONAI. ALIGNMENT).
(21) The train leaves at seven or nine twenty-five. $\mathrm{H}^{*} \mathrm{H}^{*} \quad \mathrm{H}^{*} \quad \mathrm{H} \quad \mathrm{H}^{*} \quad \mathrm{H}^{*} \mathrm{~L} \mathrm{~L} \%$

[^482]point out, every intonational contour obeys the OCP, i.e. consists only of sequences of unlike tones.

Tun (2005: 434-435) provides a table summarizing the ToBI analyses of intonation in a sample of 11 languages that are typologically quite diverse. Listed in the table are all of the attested ToBi tone sequences for pitch accents, phrase tones, and boundary tones in these languages. Jun's table includes 22 cases of pitch accents comprising two or more tones, such as $\mathrm{L}+\mathrm{H}^{*}, \mathrm{H}+{ }^{\downarrow} \mathrm{H}^{*}$, and $\mathrm{H}^{*}+\mathrm{L}$. Three of Chickasaw's four pitch accents violate the OCP: LHHL, LL, and LHH. The German pitch accent $\mathrm{H}^{* 1} \mathrm{H}$ either confornis or does not conform, depending on whether we regard the dow'nstep ${ }^{\downarrow}$ as a break between the adjacent $H$ tones. ${ }^{111}$ Aside from these cases, the remaining 18 sequences feature only unlike tones in adjacent positions. For phrase tones and boundary tones, the pattern is clear. The two bi-tonal phrase accents and 13 multi-tonal boundary tones all conforın to the OCP. ${ }^{11}$

However, the literature is rife with examples of tone languages violating the OCP in one way or another (see Myers 1997). Some of the most enduring results on the question were captured in Odden (1986), with additional details in Odden (1995). One of these is that languages differ in how they deal with sequences of identical tones across prosodic boundaries. Odden (1995; 462) suggests that Kipare fuses High tones across phrase boundaries into a single High tone. The evidence is that a prepausal sequence of High tones is realized as Low after a floating Low tone, even if they are from different prosodic words. Here is one of his examples:

Kipare (Bantu, Tanzania)
vá ${ }^{\text {ná }}$ vékíjílá nkhúkii ndórí nkhúndút jángúı
'while the children eat those little red chickens of mine'
The change that applies to this string is that all of the High tones following the downstep marker ${ }^{\downarrow}$ ) become Low, despite the fact that this expanse crosses many word boundaries.

A related observation comes from Hausa (Inkelas and Leben 1990), where emphatic intonation raises High tone to the extra-High register. Once the extraHigh register is triggered, all remaining High tones in the phrase are pronounced extra-High, even on words not emiphasized. In (28), the leftniost two syllables have a Low tone, marked with a grave accent, and the remaining ones are lexically High-toned. /neemoo/ 'look for', is emphasized in (28b) but not in (28a). In (28b), when the register shifts up for /neemoo/, it stays up for the remaining Hightoned words, even though they are not enphasized.
(28) Hausa (Chadic, Nigeria)
a. Normal

Bà mù neemoo awarwaron Maanii ba
'We didn't look for Maanii's bracelet.'
b. Emphatic

Bà mừ neemoo awarwaron Maanii ba
'We didn't look for Maanii's bracelet.' (neemoo is emphasized)

[^483]Otden's other seemingly inescapable result is briefly that in some languages the sequence HH can contrast with a single H. He analyzes Shambaa (Bantu, Tanzania) as having two types of High-toned sequence: one type that surfaces as level High, as in (29a), and another surfacing with a downstepping pattern, as in (29b):
(29) Shambaa (Odden 1986, 1995)
a. /njoka/ 'snake'

Surface pretterns

$$
\left[\begin{array}{c}
\text { njóká } \\
-
\end{array}\right] \quad[\stackrel{\text { ngójtó }}{-}]
$$

Odden argues that the OCP ought to reduce H and HH to the same melody, yet clearly H in (29a) contrasts with HH. Here then is a lexical tonal contrast that contradicts the OCP.

However, it should not be missed that Shambaa also exemplifies the principle underlying the OCP - avoidance of sequences of identical tones - since wherever two High tones come together, they are broken up by a downstep. The same happens in some other Bantu languages, e.g. Namwranga (Bickmore 2000: 302), and in some non-Bantu languages, e.g. the Chadic language Miya (Schuh 1998). Cassimjee and Kisseberth (2001: 329-331) offer examples of closely related languages that differ in the conditions for inserting downstep between adjacent High tones, if downstep is inserted at all.

Subsequent work, beginning with Myers (1997), has gotten considerable mileage from regarding the OCP as a violable constraint - reasonably enough, since most constraints can be violated. Again, see Myers (1997). We return briefly to Shambaa in $\S 10.1$ in connection with the tonal foot.

As with Yip's (1988) proposal for edge-in mapping, it is still an open question whether the OCP for tone is the same constraint as the OCP applied to other features. MlcCartly's (1986) suggestion to apply the OCP Io antigemination in general met with a prompt retort from Odden (1988), who wrote on anti-antigemination. The matter is still unresolved.

## 10 Prosodic groupings of autosegments

Two areas of current exploration concerning autosegments are groupings of autosegments into "foot-like" structures (van Oostendorp and Revith iadou 2005) and the possibility of deriving the results of aufoseginental theories of harmony fron connectionist accounts.

### 10.1 Tonal feet

From the beginning, some of the basic units of prosodic plenology - notably prosodic words in the case of harmony processes and phonological phrases in the case of intonation - were found to form natural domains for sequences of autosegments. The pioneering autosegneental accounts of intonation grouped tones into tunes,
while the enhanced autosegmental strings pioneered by Pierrehumbert (1980) and Pierrehumbert and Beckman (1988) went with phrase-like prosodic units.

Groupings of lexical tones into prosodic constituents came next. Rice (1987) and Goldsmith (1987) discussed cases in which High tone was attracted to a metrically strong position. Another early instance was Kenstowicz and Kisseberth's (1990) demonstration that metrical feet in Zigula (Bantu, Tanzania) determine where High tones shift to - in general, to the penult, the head of a disyllabic trochee. While Zigula lacks word stress phonetically, the TBU designated as the head typically attracts lexical High tones as well as intonational tones, and this has come to be regarded as a characteristic of feet in tonal languages.

For example, the Zigula 3rd person subject prefix /a-/ contributes a High tone to the verb. This High tone is realized on the penultimate syllable of the verb in the example below, where the other morphemes in the verb are toneless. The situation becomes nore complicated when other morphentes contribute a High tone.

## (30)



Duanmu (1999) portrays a more complex interrelationship between metrical structure and tone in his account of the differences between Mandarin and Shanghai, illustrated here in the way the two languages deal with tone for the foreign name Chicago:

```
a. Mandarin (transcribed in Pinyin)
    H-H-H }->\mathrm{ H-H-H
    zhi-jla-ge 'Chicago'
    b. Shanghai (transcribed in phonetic symbols)
    H-H-H }->\mathrm{ H-L-L
    tsz-ka-ku 'Chicage'
```

In Mandarin, which contrasts full and light syllables, (31a) has three full syllables, and by foot constraints which Duannu motivates independently, each syllable is stressed. This in turn guarantees, again by an independent constraint, that each syllable retains its High tone. Shanghai, on the other hand, does not contrast full and light syl)ables underl yingly (Duannou 1993), and so the three syllables of (3.1b) group into a single foot, preserving only the tone of the head, the first syllable. The two remaining syllables are realized as Low by default.

Zec (1999) shows that in the nen-Štokavian dialect of Serbo-Croatian, stress and tone are both critical factors in the definition of the foot. This can be seen from the following foot inventory.
(32) Serbo-Croatian (Zec 1999)

## zuithout tone

a. $\left[\sigma_{\mu_{11}}\right]_{\mathrm{rt}}$
b. $\left[\sigma_{\mu} \sigma_{\mu}\right]_{\mathrm{Ft}}$
with tone
c. $\left[\sigma_{\mu l}\right]_{\mathrm{Ft}}$
d. $\left[\sigma_{\mu}\right]_{\mathrm{Ft}}$
H
H

If a High tone (Zec's interpretation of a pitch accent; see chapter 42: pitch accent systems) is present, then a foot can be either one or two moras in length. In the absence of a High tone, the foot inust be binnoraic - either a long syllable or two short ones.

Foot structure has also figured in recent accounts of African tone languages. For example, in Kera (Pearce 2006) the metrical font, grounded phonetically, is the key to explaining the distribution and behavior of tone. She presents evidence (2006: 260) that when a word consists of exactly one foot, each syllable can carry a tone, but in words with two feet, each foot can only have one tone.

Leber (2002) offers a tonal foot reinterpretation of Odden's (1986) Shambaa data from (29) above. Odden proposes the underlying tonal contrast H vs. HH for the respective phonological representations in (29a) and (29b). But the only evidence for the underlying sequence $H H$ is its surface realization $\left[\mathrm{H}^{\downarrow} \mathrm{H}\right]$, the pattern that obtains in a phrase when a word ending in High directly precedes another High tone. This evidence is hardly conclusive. Suppose that some language inserts an epenthetic [ $t$ ] between words ending in [ $n$ ] and words beginning in [ $s$ ]. This would not necessarily mean that wrord-internal [nts] has to be analyzed phonologically as /ns/. Leben (2002), agreeing that there is an inportant contrast in (29), suggests that (29a) has one foot, while (29b) has two:
a. /njoka/ b. /ngoto/
(H)
(H)(H)

He suggests that this contrast is analogous to the familiar one in stress languages, between one foot (as in English attic) and two (as in English Aztec).

Pearce (2006: 260-261) offers a summary, with a dozen references, of ways in which tones interact with metrical feet:
(34) Types of interaction between tones and metrical feet (Pearce 2006)
a. In the association of tones to heads.
b. In the deletion of tones on non-heads.
c. In the spreading of tones within the foot.
d. In the preference for certain tones on heads and non-heads.
e. In associating certain melodies with certain foot types.

Taken together, Pearce's references offer consistent cross-linguistic evidence for the tone-bearing unit as either the entire anetrical foot or its head.

### 10.2 Tonal complexes

Akinlabi and Liberman (2001) argue for a similar entity. Their tonal complex is a grouping of lexisal tones into a structure broadly described as the "tonal analog of the syllable." The basic clainn is that constraints involving tonal complexes "can notivate deletion, epenthesis, spreading or reordering of tonal features, just as constraints on syllable or foot structure may motivate such processes in well-know'n cases of segmental phonology."

Tonal complexes help Akinlabi and Liberman explain why tone spreading in a schematic example like (35a) typically results in (35b) rather than (35c). (See Hyman 2007 for this observation.)
a. spreading

b. slufting


Cassimjee and Kisseberth's insight is that spreading and shifting are similar in expanding the $H$ domain. The difference is that on the surface $H$ comes to cover the entire domain, while shifting results in a single link at a domain edge.

The example below shows how closely spreading and shifting are related in three Ng uni languages! ${ }^{12}$
(39) Ngumi langunges (Cassimjee and Kisseberth 2001)

## Siuati

a. [ba-já]naitsa
'[cl.2] are drinking'
b. [bā-ja-khilikí]dze:la
'[cl.2] are stumbling' '[cl.2] are cultivating
c. si-ja-[sebé:]nta si-ja-[lalé:]la
'we are working'
(REP)'
Durborn Zulu
[́́-kú]-tfu-la
'to sing'
[bá-já-límá]li:ma
we listen'

Phuthi
[kú-límí]si:sa
'to cultivate intensively'
[bạ́-já-límé]la:na
[cl.2] cultivate for one another'
si-ja-[bóní!]sa
'we show'

The H domains in these three languages are all constructed according to the same principles (see Cassimjee and Kisseberth 2001:333-337). The surface tonal differences in the bracketed domains result from whether the underlying High tone (the underlined mora at the left edge of the bracketed expression) shifts or spreads or both. Cassimjee and Kisseberth informally represent a surface TBU that arises from underlying $H$ with an underline - [ba] in the left colunn of (39a) - and surface $H$ with an acute accent - [já] in the left colunun of (39a) - but this is purely a matier of rotation, not a formal difference from the standard autosegmental representation. The differences among the three languages are summarized in (40).
(40) a. In Swati, input H shifts to the final syllable of the H domair.
b. In Durban Zulu, input H spreads from prefixes to the final syllable of the H domain and shiffts from input stems to the final syllable of the H domain.
c. In Phuthi, input H spreads to the final syllable of the H donnain.

Thus Swati involves shifting, Phuthi involves spreading, and Durban Zulu involves both. The ODT analysis makes this difference - which leads to tomal strings that sound very different among the three languages - a highly natural, yet rather superficial one. What recommends their representation of High domains is that it captıres a basic fact about these three related languages, namely that the initial and final locations of N guni High tones are all determined by the same principles, despite the superficial differences.

[^484](47)


McCarthy opts for the format in (47) for the convenience of using just one line per candidate in an OT tableau. Autosegments are not being abandoned here but are acquiring more structure - namely, heads. ${ }^{13}$

McCarthy's approach is extended to tone with revisions by Key (2006). Volk (2008) observes that ODT differs fiom Headed Span Theory in a least one important respect: the former but not the latter sanctions representations in which a TBU is linked with several non-contiguous surface tones. This is also a key difference between ODT and standard autosegmental practice.

Another question that requires further study, attributed to Lee Bickmore (McCarthy 2004: 5, fn. 5), is floating features. The version of FaitilHeadSpan(aF) in (46) does not apply to floating elements in the input, but the fix may be simple, as McCarthy suggests: a reformulation along the lines suggested by Zoll (1996) and Lombardi (1998).

However, for output floating elements the solution is not so easy: a revision of any analyses that appear to require them. But any revisions would need in capture generalizations that floating tones famously have made so transparent. For example, tone assignment in Tiv normally places no more than one tone on any given TBU (Pulleyblank 1986). But in phrase-final position, a falling tone can appear on a single TBU, as shown by the two variants in (48), from Arnott (1964) (the arrow denotes downstep):

```
Tiv (Arnott 1964)
mbál kásév 'there are women'
[ - - - ]
    kásév mbâ 'there are women'
[ -- \]
```

A floating Low tone at the end of /mba/ accounts raturally for its downstepping effect on the following word and is motivated independently by the high fall on /mba/ before pause.

A more complex case for surface floating tones comes from Asongwed and Hyman's (1976) analysis of Ngamambo (Cameroon, Grassfields Bantu). They show that the five surface tone levels of Ngamambo, shown in (49), correspond to two surface tones, High and Low, which can be either docked on TBUs or floating in output forms. The hyphens at the beginning and end of the forms indicate whether they are a prefix or a root.
(49) $N$ gemmbo's five tone levels (A songwed and Нуman 1976)

| High | má- |
| :--- | :--- |
| Mid | $\overline{1}-$ |
| Lower Mid | ^- |
| Unreleased Low | -bà ${ }^{-}$ |
| Low | i- |

[^485]The Mid tone above is the alternant of High tone that appears on vowel-initial prefixes. The unusual number of foating tones in outputs helps to explain the complex morphotonentics of this language. For example, there are two types of High-toned noun. In isolation, both have the same tonal realization, but they differ systematically when a noun possessor follow's:

$$
\begin{align*}
& \text { a. máníp 'water' máníp ìbò 'water of slave' }  \tag{50}\\
& \text { b. máfóm 'fat' } \quad \text { máfōn ìbò 'fat of slave' }
\end{align*}
$$

Asongived and Hyman account for this by positing a High tone sequence for rools like ( 50 a ), while the High tone sequence in ( 50 b ) is followed by a floating Low. ${ }^{14}$

Larry Hyman (personal comnunication) adds that foating tones are also a problem in ODT, again due to faithfulness requirements. Clearly, floating tones have a special role to play in this discussion. Their existence is practically predicted by autosegmental theory in assigning tone to an independent tier. And we have seen clear parallels between standard autosegmental phonology and the newer domnain-based alternatives. The problen seems to be in formulating a version of faithfulness that will allow tone either to be asseciated with a position or to floal. See also ctiapter 43: tife representation of tone.
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## 15 Glides

Susannah V. Levi

## 1 Introduction

The division of sounds into two najor classes - consonants and vowels - is challenged by a set of sounds that exhibits characteristics of both categories. Variably referred to as "glides," "sermi-vowels," or "semi-consonants," these intermediate segments require an examination of those properties that differentiate vowels and consonants.' Clides have appeared problematic for phonological theories because of their (apparent) variable behavior. Glides can pattern with vowels -even alternating with thent in some languages - and can also pattern with consonants. This variable behavior has fueled a debate over the existence of glides als distinct phonemes that contrast with vowels. This chapter will present a typology of vowelglide systems in which glides can exist both as distinct phonemes and as allophonic variants of vowels (hereafter "phonemic glides" and "derived glides," respectively). Glides derived front vowels belave phonologically like vowels, while phonemic glides pattern with consonants to the exclusion of vonvels (Levi 2004), eliminating the varinbility in behavior. Hermon (1994) and Hume (1995) argue for a distinction between "consonantal" and "vocalic" glides based on these different behaviors. In this chapter, the distinction between glides will be grounded in their phonological status as allophones of vowels or as distinct phonemes. The major questions surrounding glides relate to their phonological status.
i. Can glides be distinct phonenes different from vowels or do they exist only as allophones of vowels, based on their phonological environment and/or position in the syllable?
ii. If glides can be phonemic, do they behave like vowels or consonants, or do they instead form a distinct third category of segments that has a unique belaavior different from either vowels or consonants?
iii. If they can be phonemic, how should they be represented? Is this representation more silmilar to vowels or consonants? Is the representation universal?
iv. How does the phonological status (phonentic or derived) relate to the surface phonetic realization? What does it mean to be a glide on the surface? What does it mean to be a glide phonologically?

[^487]Answering questions (i)-(iii) is crucial to all theories of phonology. Whether using a derivational SPE-style analysis (Chomsky and Halle 1968), a feature-geometric representation, a government phonology approach, or an Optimality Theory (OT) approach, it is necessary to establish the featural make-up of glides to determine whether phonological processes can or should apply or whether constraints - often formulated in relation to a particular phonological feature - are violated. Question (iv) will be discussed briefly in §4.

An example of predictable glide behavior will illustrate some of the issues surrounding the status of glides. Latin is a classic example of a language in which surface glides and vowels are found in predictable phonological environments. High vorvels surface as glides in wrord-initial position when they occur before another vorvel (la) and intervocalically (1b) (Steriade 1984). High vowels surface as vowels after consonants (2).

## (1) Glide realization

a. /iecur/ [je.kur] 'liver'
/ueniol [we.ni.o:] 'I come'
b. /ouis/ [o.wis] 'sheep'
/aulis/ [a.wus] 'grandfather'
/iuuenis/ [ju.we.nis] 'young'
(2) Voutel realization

| /mulier/ | [mu.li.er] | 'vonian' |
| :--- | :--- | :--- |
| /dies/ | [di.ess] | 'day' |
| /mutuus/ | [mu.tu.us] | 'mutual' |

Languages such as Latin that show this type of predictable behavior have been used to argue that glides are merely positional variants of vowels (see §3.1 and §3.2). §3.4 presents a typology of vocoid systems that include both derived and phonemic glides. Before examining the debate and typology, we first provide an overview of how glides have been discussed in the phonetic and phonological literature ( $\$ 2$ ). Following the typology section ( $\S 3$ ), we conclude in $\S 4$ with a brief discussion of the issues that remain.

## 2 A brief history of glides: Phonetics and phonology

### 2.1 Phonetics

As with all issues involving glides, there is little consensus as to how they should be characterized phonetically. The most commonly discussed phonetic properties of glides - and how they compare to vowels - are degree of constriction, duration, amplitude, and even syllable position. Discussion of constriction as a distinguishing phonetic correlate of glides dates back over 100 years. Whitney (1865: 239) describes glides in English as "vovels of so close a position that they verge upon the consonants" (see also charter 21: vowel heicht). Sweet ( 1877,1907 ) targets constriction as the defining difference between consonantal and vocalic sounds which eventually provides the basis for the features [consonantal] and [vocalic]

With the reintroduction of the syllable in phonological theory came a push in eliminate the feature [syllabic]. Kaye and Lowenstamın (1984) argue that syllabification processes, not features such as [syllabic], deternnine syllable position. In their view, glides and vowels are featurally identical ([-consonantal, +vocalic]) and should never be distinct segments. They use the symbols /I/ and / U/ to highlight that syllabification determines whether they surface as a glide or a vowel.

In theories that target the syllable, it is structure, not features, that distinguishes glides from vowels. Clements and Keyser (1983) introduce the CV tier between the segmental tier and the syllable tier, and eliminate the feature [syllabic]. The difference between vowels and glides is thus determined by whether the segment is dominated by a $C$ or a $V$ node, as in (4).
(4)



One criticism of CV theory was that it neglected to capture the empirical generalization that syllable position is largely predictable, making the CV tier redundant (Levin 1985). In a move to eliminate some of this redundancy, Steriade (1984) added $X$ as a possible element to the CV tier in account for the predictability of glide/vowel alternations in Latin. This representation allows high vowels in alternate between peak and non-peak elements in the syllable without requiring rules that change skeletal slots (e.g. $\mathrm{C} \rightarrow \mathrm{V}$ ). In Steriade's proposal, vowels and glides surface as in (5).
(5)
a.

b.


Noting the redıundancy of the CV tier in general, Levin (1985) eliminated CV in favor of $X$ for all skeletal positions. Non-peak elements are liriked either to $\mathrm{N}^{\prime \prime}$ (onsets) or to $\mathrm{N}^{\prime}$ (codas). The difference between vowels and glides thus remains on a higher structural level.
(6)
a.

b. $\quad \mathrm{N}^{\prime \prime}=$

(10) a. /u/ (and derived [w])

b. /w/


## 3 The debate: Is there evidence for a phonemic distinction between vowels and glides?

Despite abundant work on glides, vowels and their alternations, there remains no consensus on the existence of glides as distinct phonemes (citapter 11: tide phoneme). There are two common ways glides are treated in the literature. The first is to assume that phonemic glides do not exist and that glides are only allophones of vowels. In this view, glides are treated as "high vowels in a non-syllabic disguise" (Durand 1986), and are only distinct on a syllabic level (e.g. Jakobson et nl. 1952; Clements and Keyser 1983; Kaye and Lowenstamm 1984; Durand 1986; Deligiorgis 1988; Rosenthall 1994). The second treatment of glides has been to remain agnostic about their phonological status. Despite the rather prominent view that glides are only positional variants of vowels, many works include glides in consonant inventories.

As will be shown below, the confusion surrounding glides (i.e. their phonological status and the conflicting phonological evidence) can be attributed to the existence of two distinct types of glides. Specifically, glides can either be derived from vowels and thus be posit mal variants of vowels ("derived glides") or they can exist as distinct phonentes ("phonemic glides"). One reasen glides have not been understood and have been viewed as behaving differently from other segments (e.g. forming the class of [0 consonantal] segments; see Citapter 7: feature specification and underspecification) is that their onrioble behavior has been attributed to a single class of segments. Recognizing that glides can be derived from two distinct sources eliminates the variable behavior and the "duality" of glides.

### 3.1 Predictable alternations betzeen glides and vowels

A common type of language is one in which glides surface in predictable environments, and are thus positional variants of underlying vowels. Latin (discussed in §1)

The large proportion of predictable cases compared to the small proportion of lexically nuclear vorvels is expected in an analysis that treats the "special" vorvels as marked (Harris and Kaisse 1999: 185).

Data from Korean also provide evidence for both predictable glide/vowel alternations and unpredictable vowels. Unmarked, underlying high vowels surface as vowels between consonants (e.g. [tii-ta] 'lose') and as glides intervocalically (e.g. [moj-zt-ta] 'gathered') (Yun 2003). In C _ V environments there is variability; some lexical items allow a glide while others require a vowel, generating hiatus as in (16). Forms that surface with a vowel in gliding environments (16b) are rare; only six oult of 428 stems exhibit this pattern (Yun 2003). Here C' represents a fortis consonant (chapter 111: laryngeal contrast in korean).
a. Gliding alloived

| /Phi-/ | IP | [p | * [P ${ }^{\text {hi.zt.ta }}$ ] |  |
| :---: | :---: | :---: | :---: | :---: |
| /tiol | [tyi.ta] | [tyjat.ta] | * [ti.at ta] | 'lose' |
| /t'i-/ | [t'i.ta] | [t'jat.ta] | * [t'i.at.ta] | boi |

b. Gliding disallowed
/pi.-/ [pi.ta] [pi.ət.ta] *[pjət.ta] 'be empty'
/p'i.-/ [p'i.ta] [p'i.ət.ta] *[p'jzt.ta] 'sprain'

Analyses of these "vocalic" languages represent alternating vocoids like those from predictable languages in the previous section. Vowels that surface in unexpected environments are considered to be lexically marked as nuclear (e.g. Guerssel 1986; Ruca 1997; Harris and Kaisse 1999). Levin (1985) argues that the property of being a syllable head could be specified underlyingly. In this chapter, this lexical marking is represented as $/ \mathrm{i}=\mathrm{N} /$ or $/ \mathrm{u}=\mathrm{N} /$, indicating that they must surface as syllabic. Because these segments are lexically marked, they are expected to be less numerous than those that exhibit the basic alternating pattern. Indeed, this marginal status is confirned by Spanish and Korean.

Evidence suggesting that alternating segments and lexically marked vowels are featurally identical (though structurally distinct) comes from the Pasiego dialect of Spanish. In Pasiego, stressed high vowels cause harmonic raising of preceding mid vowels (Penny 1969a, 1969b; Hualde 1989), as in [be'ber] 'to drink' - [bi'biss] 'you (pi.) drink (indic)'. Raising is also triggered by derived glides in stressed syllables, as in [amfi'0jon] 'infection' (cf. [amfes'tar] to infect') (Kaisse and Levi 2004). Finally, lexically nuclear vowels, also trigger harmony, as in [bi'bi.a] 'he was drinking (indic)' (Penny 1969b) and [kuxi'ri.a] 'I would take' (Hualde 1989). That derived glides, plain high vowels, and lexically narked high vowels trigger raising suggests a featural identity between these segments. Recognizing that surface glides are derived from vowrels, and that the unusual vowels have marked structure but identical features unifies the analysis of vowel harmony to a single feature bundle associated with high vowels.

### 3.3.2 "Glide" languages

The prev"ious sections provided evidence for languages with predictable realization of vowels and glides, as well as unpredictable distributions in which vowels occur in unexpected environunents. There are also languages that exhibit glides in environnents where vowels are expected. These languages with phonemic glides will be
(23) Type IV


Thus far, no Type IV languages have been identifiied. As discussed in §3.4.2, languages that lack underlying high vowels are rare. The lack of Type IV (and also Type VII) suggests a possible implicational relationship: if phoneınic glides alternate, there must alse be underlying vowels that alternate. Determining whether a language is Type III or IV would require an examination of the phonology to consider whether other phonological processes could adjudicate between these two possible systems. For example, a Type III language with vowel harmony should show participation of both vowels and glides (as discussed for Pasiego), while a Type IV language should show transparency of vowels and glides. Other phonnlogical phenomena that target featural, rather than syllabic distinctions, would also establish a difference between Type IIII and Type IV languages.

### 3.4.5 Type V: Non-alternating underlying votvel and glide

Type V languages contain both phonemic glides and vowrels that do not alternate. Type $V$ is the second type of language with phonemic glides. Yawelmani, Tahltan, and Turkish are languages of this type (Levi 2004).

Type V


Yawelmani syllabification provides evidence for the absence of alternations between vowels and glides. Vowel hiatus is banned and repaired by [']-insertion and vowel deletion, as in (25). That gliding is not a legal repair for hiatus shows that high vowels cannot surface as glides (data from Newman 1944).

| a. [?]-insertion |  |  |  |
| :---: | :---: | :---: | :---: |
|  | /sasa:-in/ | [sasaa:->-in] | 'eye-ross' |
|  | /pana:-itı*/ | [pana:--iț ${ }^{\text {c }}$ ] | 'one who is arriving' |
| b. Vowel deletion |  |  |  |
|  | /wili: 1-da :-ihni: / | [wilal-d-ilıni?] | 'one always preparing to depart' |
|  | /paxju:-ila:-hin/ | [paxj-ula:-hin] | 'caused something to scatter' |

Consonant clusters are also prohibited. Thus, in clusters involving glides, the only legal repair is vowel epenthesis as in (26), and vocalization is prohibited.

$$
\begin{array}{llll}
\text { /?ulj-t/ } & \text { [?utj-u-t] } & \text { 'fall-a@rist' } & \text { *[?uti-t, Putu-t] }  \tag{26}\\
\text { /logw-k'a/ } & \text { [Ingiw-k'a] } & \text { 'pulverize-Imr' } & \text { *[logu-k'a] }
\end{array}
$$

Two other types of evidence suggest an underlying contrast between vowels and glides in Yawelmani. First, all consonants and glides have plain and glottalized series (represented as [C']) (see (27)), whereas vowels do not.
(27) t'ojix 'applying medicine' (Newman 1944: 19)
t'ojeix 'getting rusty' (Newman 1944: 19)
t'aw' 'throw' (Archangeli 1984: 285)
A second type of evidence for a phonological contrast between vowels and phonemic glides comes from vowel harmuny. In Yawelmani, glides are transparent to vowel rounding harmony (see chapter 91: vowel harmony: opaque and transparent vowels).
(28) Glide as a non-trigger

| /bo:wn-/ | [bown-it] | 'trap-rass aorist' (Archangeli 1984: 263) |
| :---: | :---: | :---: |
|  | *[bown-ut] |  |
| /jolo:n--/ | [jolo:w-hin] | 'assemble-a@RIST' (Kisseberth 1969: 24 ) |
|  | *[jolosw-hun] |  |

Evidence from hiatus and cluster resolution, sonorant series, and vowel harmony indicates thee presence of contrasting segments (vowel and phonemic glide) which do not show surface alterations.

Several other languages exhibit Type V patterns. In Tahltan, glides participate in consonant harmony (Hardwick 1984; Shaw 1991) while vowels do not, suggesting that vowels and glides are phonologically distinct (see also CHAPTER 77: LONGDistance assimitation of consonants and chapter 75: consonant-vowel. ri.ace. feature interactions). Additionally, there is no evidence from syllabification to suggest that these two segments should be treated as a single phoneme. In Turkish, vowels and consonants with secondary articulations participate in vowel harmony (charter 118: turkish vowel harmony), showing that vowel harmony is not based on syllable position (Levi 2001). In contrast, glides do not participate in vowel harmony, suggesting that they must be featurally distinct from vowels. Furthermore, phonemic glides in clusters force epenthesis (e.g. /mejl/ $\rightarrow$ [mejil] 'tendency'; Lewis 1967). Like Yawelmani and Tahltan, there is no evidence in Turkish suggesting alternations between vowels and glides.

### 3.4.6 Type VI: Alternating underlying vowel and non-alternating underlying glide

Type VI languages contain a vowel that alternates similar to Type III languages. In addition, Type VI languages contain a phonemic glide thett only surfaces as a glide. Languages of this type include Karuk, Sundanese, Pashto, and Pulaar (Levi 2004).
(29) Type Vl


In Karuk, the realization of an underlying vowel as a vowel or a glide is predictable based on syllabification parameters in the language. Tautosyllabic consonant clusters are banned, making the inaxinal syllable template CVC (Bright 1957). Thus, all medial CC sequences must be syllabified as VC.CV. The absence of sequences

The difference between phonemic and derived glides is also apparent in their behavior before vowel-initial suffixes. Phonemic /w/patterns with /r/and surfaces before vowel-initial suffixes as in (33a) and (33b). In contrast, morpheme-final derived glides pattern with other vocalic segments, exhibiting deletion and coalescence before vowel-initial suffixes, as in (33c).
a. Phonemic glide /w/

| /ikiiw/ | $\rightarrow$ | [ikjiw] | 'to fall' |
| :---: | :---: | :---: | :---: |
|  |  | [ikjíw-if(rih)] | 'to fall down' |
|  |  | [ikjiw-ûır] | 'to fall for a long time' |
| /iw/ | $\rightarrow$ | [ ${ }^{\text {iww }}$ ] | 'to die' |
|  |  | [1iw-apuh] | 'dead' |
|  | cf. | [’ím-kara] | 'to drown' |

b. Other consonants
/istfur-ahi/ $\rightarrow$ [iftur-ahi] 'to be cracked'
/pa日rih-a/ $\rightarrow$ [paӨrih-a] $\quad$ rain ( N )'
c. Final $/ \mathrm{u} / \rightarrow[\mathrm{w}]$
/ikriu/ $\rightarrow$ [ikriw] 'to sit'
/ikriu-is(rih)/ $\rightarrow$ [ikrisf(rili)] 'to sit down' *[ikriw-ij(rih)]
/ikriu-at/ $\rightarrow$ [ikrê:t] 'lived'
/ihiiu/ $\rightarrow$ [ihjiw] 'to shout'
/iliiiu-unis/ $\rightarrow$ [il jjû:nif] 'to shout at'

Other Type VI languages include Sundanese, Pashto, and Pulaar. In Sundanese, segments are divided into those that undergo nasal harmony and those that do not (Robins 1957; Cohn 1990, 1993). As expected, derived glides pattern with vowels in undergoing nasal harmony (e.g. /niar/ $\rightarrow$ [nijār] 'seek-aCtive'). In contrast, phonemic glides block nasal harmony (e.g. /rjajak / $\rightarrow$ [rajajak] 'sift-ACtive'). An analysis of Sundanese that recognizes a distinction between two types of glides and the relationship between derived glides and their vowel source on the one hand and phonemic glides on the other simplifies the harmony systern (Levi 2008a). In Pashto, glides surface in reverse sonority clusters (e.g. [wradz] 'day' (Penzl 1955); see also Charter 49: SONORITY), where they would otherwise be unexpected if they were derived from vowels (Levi 2004). In other environnents, glides and vowels surface predictably, suggesting that vowels can surface as either vowels or glides. In Pulaar, glides differ in how they behave in consonant alternations (Paradis 1992); one set of labial glides alternates with labial stops while another set alternates with velar stops, suggesting a distinction between two types of glades. Similarly, palatal glides are divided into two sets: those that alternate with velars and those that alternate with palatal stops. Using evidence from consonant gradation, vowel harmony, vowel epenthesis, and gemination, Levi (2004) argues that glides that alternate with labial or palatal stops are phonemic, while those that alternate with velar stops are derived.

French is another language that is often cited as including both derived and phonemic glides (Spence 1971; Valdman 1976; Walter 1977; Noske 1996; Hannahs
(i.e. glides surfacing as vowels) as different from underlying vowels (chapter w: derived environment effects).

### 3.4.8 Type VIII: Alternating underlying vowels and glides

Type Vill languages show a balanced pattern where both phonemic glides and vowels can surface as vowels or glides. Type VIII languages fit the generalization mentioned in §3.4.4 that a phonemic glide can only alternate if the vowel als alternates. Imdlawn Tashlhiyt Berber is an example of this type of language (Levi 2004).
(36) Type VIII


Evidence for predictable realization of underlying vowels comes from syllabification, as in (37) (Elnedlaoui 1985; 27).
(37) /i-kti/ [i-kti] 'he remembered'
/i-ura/ [j-ura] 'he wrote'
Evidence from syllabification of other segments and from sonority plateaux suggests a systematic partern (Dell and Elnedlaoui 1985), where the first mentber of a platea.u surfaces as syllabic (38) (Elmedlanui 1985: 39).
(38) /i-sui/ [i-suj] 'he passed'
/t-ikiu-t/ [t-ikiw-t] 'kind of plant'
Some words contradict this pattern. In these cases, the second of two vocoids surfaces as syllabic. Following Dell and Elmedlaoui, Levi (2004) analyses the first high vocoid of these sequences as a phonem 'icglide, making the sequence a sonority rise, rather than a plateau. Thus, the difference between the forms in (38) and (39) is that the former contain /CVV/, while the latter contain sequences of /CGV/ (Elmedlaoui 1985: 42).
(39) /i-swri/ [i-swi] *[isuj] 'excrement'

lmdlawn Tashllhiyt Berber is especially interesting because it allows any segment to surface as syllabic, including phonemic glides (Elmedlanui 1985). Data in (39) and (40) show that phonemic glides can surface as glides or vowels.
(40) /nw/ 'be cooked' [nwa] perfective
[nwi] nfgative

Taken together, these data provide evidence for a high vowel that surfaces as either a vowel or a derived glide and for a phonemic glide that surfaces as a glide or
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## 16 Affricates

Yen-Hwei Lin

## 1 Introduction

An affricate is a single segment that has a complete closure with a fricative or delayed release. Like stops, affricates consist of a closure phase followed by a release phase, but unlike stops, the release of affricates contains additional supralaryngeal properties. Phonological evidence based on phonotactics and sonorancy is often used to distinguish affricates from homorganic bisegmental stop + fricative sequences. For example, in English no stop + fricative sequences can occur in wordinitial or syllable-onset position, but [t] ] and [cty] can, and hence are treated as affricates. Kehrein (2002:5-6) groups affricates into four types as in (1), but considers them to be stops phonologically.
(1) The phonetic class of affricates
a. Orally centrally released strident affricates: e.g. [ts], $[\mathrm{t}],[\mathrm{tc}]$
b. Orally centrally released non-strident affricates: e.g. [pq], [t $\boldsymbol{\sigma}],[\mathrm{kx}]$
c. Orally laterally released affricates: e.g. [t t ]
d. Nasally released affricates: e.g. $[\mathrm{pm}],[\mathrm{m}],[\mathrm{k} \mathrm{l}]^{\mathrm{I}}$

In phonological theory, the formal characterization of affricates has been a much-debated issue (Clements and Huıne 1995: 256; see Kim 1997: 23-38 and Kehrein 2002: 11-15 for reviews of different proposals). What is at issue is how affricates should be represented to account for the way they pattern in phonological processes and segmental contrasts. More specifically, what phonological feature(s) should be adopted to represent affricates and how do affricates behave in phonological patterning? First, if affricates are represented as consisting of a stop component followed by a fricative component, one expects affricates to pattern with stops at their left edges and with fricatives at their right edges. Second, if the two components are unordered phonologically, affricates can pattern with stops or fricatives at either edge in phonological processes. Third, if affricates are phonologically just stops, they are expected to form a natural class with stops,

[^488]but crucially not with fricatives. If affricates are phonological stops, how are they to be differentiated from simple stops? Under the first approach, affricates have the same representation in phonology and phonetics, whereas under the second and third approaches, the phonological and phonetic representations are different, which leads to the question of when the stop-fricative sequence becomes linearly ordered or the fricative release projected.

This chapter describes different positions with respect to these questions and issues through presentation of relevant data and argunents. In terins of the phonological representation of affricates, 1 classify the approaches to affricates into three major categories: (i) the Stop Appronch, (ii) the Affricute Approach, and (iii) the Complex Segment Appronch. The Stop Approach can be traced back to Jakobson et al. (1952: 24), where affricates are treated as strident stops, specified as [-continuant, +strident]. One problem with this proposal is that not all affricates are strident. Chomsky and Halle (1968: 329) therefore propose to represent all affricates as [-continuant, +delayed release]. This then accords affricates an independent phonological status, contrasting with stops, which are [-continuant, -delayed release], and fr" catives, which are [+continuant,-delayed release]. This is the Affricate Apprcach (see Kehrein 2002: 11). The feature [delayed release] was later replaced by [+continuant] (Campbell 1974), leading to the Complex Segment Approach, in which affricates form a natural class with stops and with fricatives. Since [delayed release] has not been in common use in recent phonological literature, I focus in this chapter on proposals within the Complex Segment Approach and the Stop Approach since the early 1980s.

The proposals within the Comuplex Segment Approach differ in (i) how the stop and fricative components of affricates are organized and represented, and (ii) whether or not there is an asymmetrical relationship between the two components, and if there is, which component is the head. Within the Stop Approach, affricates are treated as stops with some additional feature(s) (e.g. [+strident]) monifested as part of the fricative release in articulation, and the proposals differ in what those additional features are in distingu is hing affricates from simple stops, and whether the fricative release is projected in the phonological or phonetic component.
Some of the proposals also make different predictions regarding edge effects, i.e. cases where affricates pattern with stops with regard to rules sensitive to their left edges and with fricatives with regard to rules sensitive to their right edges. The general assumption is that if or when the stop and fricative components are ordered or when the fricative release is projected, affricates are expected to exhibit edge effects.

In what follows, $\S 2$ reviews the proposals and data supporting the Complex Seginent Approach, §3 presents the evidence and proposals for the Stop Approach, and $\$ 4$ addresses the question regarding the point in the derivation at which the stop and fricative components are ordered or the fricative release is projected. In §5, additional data relevant to the debate are discussed, and the final section concludes with brief remarks on remaining issues.

## 2 The Complex Segment Approach

What I refer to as a complex segment is defined as a single segment with multiple articulations in manner or place features, and hence covers both contour segments, such as offricates and prenasal stops, and complex segments, such as labial-velars,
as proposed by Sagey (1986: §2.4). For Sagey, the multiple articulations in a contour segment are phonologically ordered, but those in a complex segment are not (see also chapter 29: secondary and vouble articulation). For our purposes, I make a distinction between complex segments with internal ordering and those without.

The major proposals under the Complex Segment Approach are summarized in (2) and (3). The contour segnent analysis in (2a), in which the ordered stop and fricative are linked to o ne single skeletal slot, and the contour feature analysis in (2b), in which the ordered [stop] and [cont] features ${ }^{2}$ are linked to a single seginental roont node, are analogous to the analysis of contour tones in autosegmental phonology (Goldsmith 1976; Chapter 14: autosegments; chapter 45: the representation Of TONE); e.g. a falling tone consists of a high tone at the left edge and a low tone at the right edge and is linked to one single tone-bearing unit. Evidence supporting this position comes from data showing edge effects for affricates.
(2) Affricates as complex segments with internal ordering
a. Clements and Keyser (1983)
b. Sagey (1985)

[stop] [cont]
With [stop] and [cont] on separate tiers, the two stricture features are phonologically unordered in the unordered feature analyses in (3). Affricates thus do not exhibit edge effects, and can pattern with stops or fricatives on either edge.
(3) Afficates as complex segments without intermal ordering
a. Lombardí (1990)

b. Hualde (1991)

c. van de Weijer $(1992,1996)$

d. Schafer (1995)


2 For the rest of this chapter, I use [stop] for [-continuint] and [cont] for [+continuant] for ease of unified exposition in dixussing different proposals. Sev also chapter 1a: the stricture features; Cifapter $28:$ the representatin-í of fricatives.
phonemic inventory of Nisgha and the rule is blocked by Structure Preservation (Kiparsky 1985).

Strengthening also shows that affricates pattern with stops. For example, in Tswana, continuants are turned into stops or affricates after a specific nasal morpheme (Schafer 1995: 71): $/ N+\beta$ ona/ $\rightarrow$ [mpona] 'see me', $/ N+$ sixa/ $\rightarrow$ [ntshixa] 'cut me', which is analyzed as spreading [stop] from the nasal to the continuants, resulting in stops or affricates.

Concluding that stops and affricates spirantize, and fricatives strengthen, Schafer argues that encoding the [stop] feature as the head stricture accounts for the patterning of stops and affricates in both strengthening and spirantization, whereas a principled explanition of such patterning is not available in a nonconfigurational representation.

The second piece of evidence comes from the restrictions on German morphemeinternal consonant clusters (Schafer 1995; 80-84). Fricative clusters are disallowed (e.g. ${ }^{*}[f-s],{ }^{*}[s-v],{ }^{*}\left[\int-z\right]$ ), as are affricate clusters (e.g. ${ }^{*}[t s-p f]$;) however, fricativeaffricate clusters are permissible (e.g. [f-ts] in seufzen [zoiftsan] 'sigh' and [x-ts] in jauchizen [jauxtsan] 'cheer'). As illustrated in (10a) and (10b), the OCP on [cont] can apply only to those [cont] features on the same tier. Since the [cont] feature of the affricate is secondary, it is not on the same tier as the [cont] feature of the fricative ( 10 c ). I will come back to the Cerman data in $\$ 5.1$.


Schafer demonstrates that affricates persistently pattern with stops phonologically. Assigning [stop] as the head stricture of the affricate means that the proposal actually shares some similarities with the Stop Approach. The main difference is that the [cont] feature is still retained in the representation of the affricate as a secondary stricture feature, and can be referred to by a rule or constraint.

### 2.3 Summary and predictions of the Complex Segment Approach

The different proposals under the Connplex Segment Approach share the claim that both [stop] and [cont] are contained in the phonological representation of affricates, but they differ in the relationship between the two stricture features. The major prediction made by the Complex Segment Approach is that affricates can pattern with either stops or fricatives phonologically. If the two features are ordered ( $\$ 2.1$ ), affricates are expected to show edge effects. If the two features are unordered with equal status ( $\$ 2.2 .1-\$ 2.2 .2$ ), affricates can pattern with stops or fricatives on either edge. Under the unordered approach, there are two propose 7 l that claim an asymmetrical relationship between the two stricture features. The first maintains that [cont], but not [stop], dominates place features, which predicts that a rule that targets a [stop] segment with place features does not affect affricates (\$2.2.3.1).

## (15)

Polishstrident assimilation
a. $[-$ son, Cor, +ant $] \rightarrow[\alpha$ Place $] / \ldots[+$ strid, $\alpha$ Place $]$
b. rozszerzyć [s J] ~[ [ J] 'broaden' oknze cierplizuości [sts] ~[6 15] 'example of patience' poodczas dzinlan $[\mathrm{z} \mathrm{dz}] \sim[\mathrm{b} \mathrm{d} 7]$ 'during the action'
c. chitopiect szukal [ts J] $\sim[t 5]$ 'the boy was seeking'

d. twardszy $\quad\left[\mathrm{t} \int\right] \sim[t 5]$ 'harder'
oddziclić $\quad\left[\mathrm{d}_{\mathrm{s}}\right]$ ~[ $\left.\mathrm{d}_{幺} \mathrm{~d}_{\mathrm{s}}\right]$ 'separate'
This can be viewed as an anti-edge effect, in which affricates and fricatives pattern together as triggers in a rule referring to the left-edge context, and hence as a counterexample to the ordered version of the Complex Segment Approach (cf. §2.2.1). This patterning of affricates with fricatives, however, can be attributed to shared [+strident] rather than [cont].

Additional examples illustrating the patterning of affricates with fricatives in terms of stridency include (i) strident dissimilation in Baztan Basque (Kin 1997: 49, 54-55), in which a strident affricate dissimilates to [-strident] after a strident fricative (e.g. /as+isen/ $\rightarrow$ [asten] 'to raise'), (ii) vowel insertion between strident fricatives/affricates and -s under English plural formation (\$2.2.2; Kehrein 2002: 55-56), and (iii) Hungarian strident coronal place assimiation (Kim 1997: 66-67), which assimilates coronal strident fricatives/affricates in place with the following coronal strident segment: e.g. /ege:s+ $+\int$ e:g/ $\rightarrow\left[\int+\int\right]$ 'health', /ege:s\#t|rala:d/ $\rightarrow$
 'obstinate kitter'.

### 3.2 Re-analyses of cases where affricates are specified as [cont]

One major obstacle for the Stop Approach is the presence of cases where affricates are claimed to be specified as [cont]. The first type of evidence for specifying affricates as [cont] is based on morpheme structure constraints and consonant harmony involving fricatives and affricates to the exclusion of stops. Recall that for Modern Yucatec Maya morpheme structure restrictions, Lombardi (1990: 389-390) proposes an OCP constraint on [cont] that affects both fricatives and affricates ( $\$ 2.2 .2$ ), arguing that affricates must be specified as [cont]. Kelhrein (2002: 46-51; cf. Rubach 1994: 141, fn. 24) suggests that the feature [strident] or Coronal (if ocronal stops are unspecified for place) can be used instead to replace [cont] for the analysis, a solution also applicable to cases of sibilant/coronal harmony in languages like Tahltan (Shaw 1991; §3.4 below) and Basque (Hualde 1991; van de Weijer 1996; see §2.2.2)."

The second type of evidence comes from stop deletion/debuccalization (\$2.2.1). For example, in Basque (5), a stop deletes before a stop, but an affricate loses the [stop] feature and becomes a fricative, and in Yucatec Maya, a stop becomes

[^489][h] and an affricate becomes a fricative before a homorganic stop. A unified account of stop deletion/debuccalization and affricate fricativization involves the deletion of the [stop] feature so that the stop becones deleted or debuccalized, leaving the affricate with the [cont] feature. Kehrein (2002: 51-55; cf. Rubach 1994: 141, fn. 24) proposes to treat the situation with two independent rules: simple stops delete (or debuccalize), but strident stops (i.e. affricates) spirantize. He also points out that if [stop] deletion were the correct unified generalization, one could imagine a logically possible process of [cont] deletion in which fricatives delete and affricates become stops, and yet such a process is unattested. ${ }^{10}$ In addition, the fact that in Yucatec Mcya stops become [h] seems to suggest a general spirantization account: stops $\rightarrow$ fricative [ h ] and affricates $\rightarrow$ fricatives. Kim (1997: 46-59) analyzes stop deletion in Baztan Basque as a unified process of spirantization motivated by the OCP constraint on [stop]: both simple stops and strident stops becone fricatives through dissimilation or spirantization, but the fricatives derived from simple stops, e.g. [x] from [k], [ $\check{c}]$ from [d], and [0] from [t], are deleted due to Structure Preservation (Kiparsky 1985; chapter 76: structure freservation: the resilience of distinctive information), i.e. the language does not have these fricatives.

The third type of potential problem concerns the affrication of stops before high vowels, which is typically amalyzed as spreading [cont] from the vowel to the preceding stop, creating an affricate with both [stop] and [cont]: e.g. /tat+i+mas+u/ $\rightarrow$ [tatyimasu] 'to stand (rolite rres)', /tat+u/ $\rightarrow$ [tatsu] 'to stand (rRes)' in Japanese (Clements 1999: 287; Kim 2001: 90). Under the Stop Approach, processes of affrication are argued to be feature insertion of [+strident] or addition of fricative noise between the stop and the vowel due to a phonology-phonetics mismatch (Kim 1997: 39, 2001: 102; Clements 1999: 289; see also Citarter 7.5: consonantvowel place feature interactions). This re-analysis is based on the observation that the release transition from a simple stop to a high vowel has the turbulence and spectral properties similar to the noise of a strident fricative, and can be interpreted as the release of a strident affricate (Kim 1997: chs. 3-4, 2001; Clements 1999: 287-289 and references therein).

In sum, for all three types of data that seem to require the [cont] specification for affricates, proponents of the Stop Approach offer re-analyses clainning that affricates need not bear [cont].

### 3.3 Phonological contrasts

One common argument against treating affricates as strident stops is the fact that not all affricates are strident (Chomsky and Halle 1968: 329; Lombardi 1990: 409), e.g. [te] in Tahltan (Shaw 1991) and [pf] in German. Under the Stop Approach, place features such as [distributed], [laminal], or Labial are typically used to specify non-strident stops (e.g. Shaw 1991: 146; Kim 1997: 39; Kehrein 2002: 9-10). A labio-dental affricate like [pf] has sometimes been proposed to be a [+strident] stop, in contrast to a bilabial stop (Kin 1997: 106-108). ${ }^{\text {th }}$

[^490]Examination of cross-linguistic phonological contrasts among affricates and stops leads Clements (1999) and Kehrein (2002) to argue that (i) affricates are phonological stops which bear no [cont] feature and are distinguished from nonaffricated stops by place features or manner features such as [strident], [lateral], [nasal], and (ii) affrication or fricative release is best accounted for at the phonetic level when the phonological feature combinations are spelled out as sequential phonetic events, which Kehrein (2002: ch. 2) proposes to be a phonetic strategy for increasing the perceptibility of phonological contrasts.

The main finding is that strident, lateral, and nasal affricates contrast with stops, but non-strident affricates do not. Coronal affricates can contrast with stops at the same place of articulation in terms of stridency in languages, e.g. the contrast of simple stop, strident affricate, and strident fricative: /t ts s/in Hamer and /t ts s/ in Burushaski (Kehrein. 2002: 17; cf. Cleınents 1999: 278-279), as can lateral and nasal affricates, e.g. the contrast of simple stop, lateral affricate, and lateral sonorant $/ \mathrm{tt} \mathrm{t} /$ in Navajo and the contrast of simple stop, nasal affricate, and nasal sonorant /b bm m/ in Zing Mumuye (Kehrein 2002: 18-19).
On the other hand, non-strident affricates occur as allophones of stops, or as phonetic realizations of aspirated stops or of stops contrasting withirı a major place category (Kehrein 2002: 21). That is, languages do not contrast stops and non-strident affricates. Examples of allophonic variation include free variation of $[k]$ and $[k x]$ for some speakers of Thai, and allophonic derivation of bilabial affricates from bilabial stops before [u], e.g. /p/ $\rightarrow[\mathrm{p} \psi] / \ldots / u /$ in Lahu (Kehrein 2002: 22). In addition, the aspirated stops in those languages with laryngeal contrasts are likely to show affrication; e.g. in Navajo, the three-way $/ k k^{\prime} k^{h} /$ contrast is realized phonetically as [ $\left.k k^{\prime} k x^{h}\right]$. Finally, apparent contrasts between stops and non-strident stops (e.g. /p/ vs. /pf/ in Cerman, and /t/vs. /t / in Chipewyan) are contrasts at minor places of articulation, e.g. bilabial ws. labio-dental within the major category of Labial in German, ${ }^{12}$ and apical [ $t$ ] ws. laminal $[\boldsymbol{t} \theta]$ in Chipewyan within the category of Coronal (Kehrein 2002: 23, 25; cf. Clements 1999: 275). Additional examples include palatal /cç/ us. /k/ in Irish and /k/ vs uvular /qx/ in Wolof within the Dorsal category (Kehrein 2002: 25; cf. Clements 1999: 283-285). In some cases, what were claimed to be palatal nonstrident affricates in contrast with palatal stops are actually alveo-palatal strident affricates, e.g. /cş/ should be /țc/ in Komi (Kehrein 2002: 28-29; Clements 1999: 281-282). Kehrein (2002: 29-30) thus concludes tliat (i) a stop and its homorganic лоn-strident affricate are never in contrast, (ii) non-strident affricates are phonetic realizations of their corresponding stops, and (iii) a stop is often realized as an affricate when it is in contrast with another stop within the same primary articulator with sniall place differences.

### 3.4 Natural classes

In all the analyses of affricates considered above, affricates have a stop component, and hence form a natural class with stops. Many of the examples we have seen earlier fall into this category. The Stop Approach differs from the Complex

[^491]suggesting an edge effect (cf. Piro $\S 5.2$ below). The solution offered by Schafer is that *affricate-affricate clusters are ruled out in the phonology when [stop] and [cont] are still unordered, but the lack of the *affricate-fricative clusters occurs in the phonetic component when the secondary [cont] stricture becomes ordered after [stop]. It is not specified, however, whether there is independent evidence in Cerman suggesting that some restrictions must be phonological and some must be phonet ic.

### 5.2 Piro obstruent co-occurrence restrictions

Following up on Steriade's (1989) initial analysis of consonant clusters in Pirn (see also Kenstowicz 1994: 502-503), Lin (2005) conducts a comprehensive examination of Piro consonant co-rccurrence restrictions, based on the data in Matteson (1965). Excluding a couple of ininor restrictions and accidental gaps, the major generalizations held for obstruents are given in (17). The obstruents in Piro include /ptktstftcs $\int \varsigma /$, with $/ \mathrm{t} \varsigma /$ and $/ \varsigma /$ as non-strideni palatal segments specified as both Coronal and Dorsal. The restrictions apply in underlying representation and/or during the derivation. When non-permissible clusters occur tlrough morpheme concatenation and boundary vowel deletion, the first consonant of the cluster deletes, with compensatory lengthening of the preceding vorvel (Mattesion 1965: 33-34; Lin 1997). ${ }^{75}$
(17) Piro obstruent co-occurrence restrictions
a. *[p-p] *[t-t] *[k-k] *fricative-fricative *affricate-affricate underlying morpheme and derivational restrictions (33)
e.g. nika 'he eats' $-k a$ 'passive' $\rightarrow$ nikka $\rightarrow$ ni.ka 'he is eaten' kose 'to pull' - çe 'always' - ta $\rightarrow$ knsçeta $\rightarrow$ ko:seta 'to always pull' çitçi-tti $\rightarrow$ çitç̧̆' $\mathrm{i} \rightarrow$ çi:ţi 'foot'
b. $\quad$ [ $[\mathrm{t}]$-affricate
underlying morpleme and derivational restrictions (33)
e.g. hits rukate-tyi $\rightarrow$ hitsrukaty $\mathrm{i} \rightarrow$ hitsruka:tfi 'chief'
c. affricate-[t] allowed
e.g. hajehitçtokota 'to hate secretly' (433)
d. fricative-affricate allowed
e.g. kaftra-ta 'to grab and eat' (350) wanestsi 'approximation' (383) sty'eha 'curl' (423)
e. *strident affricate-strident fricative underlying norpheme restrictions
f. [tç]-fricative and [ç]-affricate allowed
e.g. hafitçfima 'a kind of fish' (256) hitççetyawaka 'custom' (273) hiçtçipaka 'to sway, reel' (393)

The interests and challenges of the data are: (i) *affricate-affricate clusters are ruled out as a class (17a), suggesting that these affricates may either be Coronal stops to be ruled out together with ${ }^{*}[t-t]$ or have unordered stricture features simiar to Schafer's (1995) analysis of German (\$2.2.3.2); (ii) however, the edge

[^492]effects exhibited by ${ }^{*}[t]$-affricate $2 s$. affricate- $[t](17 b)$ and (17c) and by fricativeaffricate $\tau s$. *strident affricate-strident fricative clusters (17d) and (17e) suggest that [cont] Inust be present in the affricate and ordered at the right edge; (iii) affricate-fricative clusters are prohibited only when both are strident (17e) and ( 17 f ), which suggests the patterning of affricates and fricatives in term of stridency (Rubach 194; Kim 199), but this patterning involves edge effects, since strident fricative-strident affricate clusters are allowed (17d). As in Schafer's analysis of German consonant clusters ( $\$ 5.1$ ), one single affricate representation coupled with only one level of constraint evaluation seems impossible. If affricates are represented as ordered [stop-cont], the OCP on [cont] that rules out ${ }^{*}$ fricativefricative clusters would also rule out well-formed [tç]-fricative clusters. If the two features are unordered, the OCP on [cont] would rule out well-formed fricativeaffricative and [tc]-fricative clusters. If affricates are just stops, the OCP on homorganic [stop] that rules out * $[t-t]$ and ${ }^{*}[t]$-affricate, together with *[p-p] and $*[k-k]$, would also incorrectly rule out well-formed affricate-[ t$]$ clusters.

Lin (2005) proposes an optimality-theoretic (Prince and Smolensky 1993) account in which (i) affricates are stops underlyingly and in the lexical phonology but have fricative release at the right edge post-lexically, and (ii) different constraints are active at these two different levels. ${ }^{1.1}$ The independent evidence provided for the lexical-post-lexical division in Piro comes from cyclic boundary vowel deletion followed by cluster simplification, which shows that fricative clusters such as [ $s-c ̧]$ are simplified to [ç] cyclically in the lexical phonology but stop clusters such as [ $\mathrm{k}-\mathrm{k}$ ] are allowed lexically but prohibited and sinuplified to [ k ] post-lexically (Lin 1997, 2005: 133-134).

The relevant cunstraints and lexical us, post-lexical constraint rankings proposed by $\operatorname{Lin}$ (2005: 131-133) are given in (18).

## (18) Constraints and constraint rankings

a. Relevant constraints

C-Faitil
The corresponding consonants in the input and output are identical. OCP-[cont]
Adjacent [cont] features are prohibited.
OCP-[stop] \& OCP-Pl
Adjacent [stop] and identical major place features are prohibited.
OCP-aff
Adjacent [stop, cont] segments are prohibited. ${ }^{15}$
OCP-[cont] \& OCP-[+strid]
Adjacent [cont] and [+strident] features are prohibited.
b. Lexical constraint ranking

OCP-[cont] > C-FAITh > OCP-[stop] \& OCP-Pl, OCP-aff, OCP-[cont] \& OCP-[+strid]
c. Post-lexical constraint ranking OCP-[stop] \& OCP-Pl, OCP-aff, OCP-[cont] \& OCP-[+strid] >> C-Faith $\gg$ OCP-[cont]

[^493](19) Piro phonetic transitional vowel and sy/labic consomant
a. stop-stop [t'po] 'curve'
stop-fricative [k'su] '...'s house'
fricative-step [\$kota] 'low abdomen'
b. stop-affricate [p'towi] 'an edible root' fricative-affricate [joçtçita] 'he changes course'
c. affricate-stop [ty"kotu] 'cebus monkey'
affricate-fricative [petfity"çeta]
'low abdomen'
'he always lies in wait'

This looks like an unexpected case of anti-edge effects, because the process refers to the rightedge context of the first consonant, and yet affricates pattern with stops rather than fricatives.

The process applies also to sonorants, which always show up as syllabic consonants when followed by any consonant, and a transition from a fricative to a sonorant leads to transitional vowel insertion (e.g. [smota] $\rightarrow$ [ $s^{2}$ mota] 'blunt point’), unlike the syllabic fricatives in (19a) and (19b). Transitional vowel insertion al ways applies between a stop/affricate and any consonant. Lin (2005) gives a generalized sonority-based analysis in which (i) stops and affricates as a group are less sonorant than fricatives, which in turn are less sonorant than sonorants, (ii) a transitional vowel is inserted when the first consonant is a stop/affricate or it is less sonorant than the second consonant, and (iii) the first consonant becomes syllabic if it is a sonorant or it is more sonorous than the second consenant. It is concluded that if striciure properties deternine relative sonority of segments, as is commonly assumed, the fact that affricates and stops belong to the same sonority class suggests that the stop part of the affricates is primary and the fricative part is secondary even at the phonetic level.

Alternatively, it is also likely that affricates, like stops but unlike fricatives and soncorants, have release positions (Steriade 1993; (12) in §3), so) stops and affricates behave in the same way when the releases are not masked by the next consonant and thus perceptually interpreted as transitional vowels. Whatever the analysis and interpretation of the data, this phonetic patterning of affricates with stops in Piro may indicate the fundamental nature of affricates as being stops.

## 6 Concluding remarks

The Stop Approach has put forward cogent arguments and appears to have acquired a strong following in recent years. Sone studies from child language acquisition, such as Menn (1973) on English and Cook (2006) on Chipewyan, seem to provide additional support to the affinity between stops and affricates by showing that stops and affericates are acquired earlier than fricatives and that fricatives are often replaced by stops or affricates in children's speech (cf. Jakobson's 1941 claim that stops and fricatives are acquired before affricates). Moreover, some studies exploring the interaction beiween phonetics and phonology indicate that the fricative component of the affricate is phonetic in nature. For example, as mentioned in $\$ 3.2$. Clements (1999) and $\operatorname{Kim}(1997,2001)$ provide a phonetically based explanation for high vocoid conditioned phonological assibilation (e.g. /t/ $\rightarrow$ [ 5$] /$ _ [i]): the affricate is not created by assimilating [cont] from the vowel

## 17 Distinctive Features

Jeff Mielke

## 1 Introduction

Distinctive feature theory is an effort to identify the phonetic dimensions that are important for lexical contrasts and phonological patterns in human languages. The set of features and its explanatory role have both expanded over the years, with features being used to define not only the contrasts but the groupings of sounds involved in rules and phonotactic restrictions, as well as the changes involved in rules. Distinctive features have been used to account for a wide range of phonological phenomena, and this chapter overviews the incremental steps by which the feature model has changed, along with some of the evidence for these steps. An important point is that many of the steps involve non-obvious connections, something that is harder to see in hindsight. Recognizing that these steps are not obvious is important in order to see the insights that have been made in the history of distinctive feature theory, and to see that these claims are associated with differing degrees of evidence, despite often being assumed to be correct.

The structure of the chapter is as follows. §2 describes the ser ies of non-obvious claims that led to modern distinctive feature theory, and $\S 3$ briefly describes the particular features that have beer proposed. $£ 4$ reconsiders some of the earlier claims, and $\S 5$ looks at some ongoing investigations.

## 2 Building a model of phonological behavior

Distinctive feature theory began largely as a model for reducing the number of phonological contrasts in a language, and the feature system that was developed for this purpose was gradually embellished in order to provide an account for more and more facts about sound patterns and typology. Trubetzkoy (1939: 66-89) developed the study of oppositions between speech sounds, which grew into the study of distinctive features. After Trubetzkoy's death in 1938, the early years of distinctive feature theory were associlated most with Roman Jakobson.

### 2.1 Reducing contrasts with (mostly) binary features

Iakobson (1942: 235) hypothesized that differences that on their own are not meaningful, such as the differences between phonemes, are very demanding on perception and menory, and he concluded that the number of "primordial and unnotivated values" should be minimized. For example, the eight-vowel inventory of Turkish (/izy ueago/) involves 28 binary relations, as illustrated in Figure 17.1. Jakobson observed that many of these relations are essentially the same, e.g. the difference between $/ \mathrm{i} /$ and $/ \mathrm{y} /$ is basically parallel to the difference between /e/ and /o/. Both relate an unrounded vowel and a rounded vowel which are otherwise largely the same. In the fïgure, solid lines with black circles at the end are used to represent independent contrasts. The contrasts between the eight vowels can be reduced to three orthogonal dimensions (height, backness, and rounding), and any of the 28 binary relations can be represented as differences along one or more of these three dimensions (see CHApTER 2: CONTRAST). In this ıvay, 28 binary oppositions can be captured by three binary distinctive features. The vowel inventory of Turkish is a particularly clean example, because it happens to be "cubic," fully exploiting three features, but any inventory containing pairs of segments that differ from each other along similar phonetic dimensions is reducible in this way to some extent.

The assumption of binarity for these features since the early days of feature theory can be attributed in part to the influence of Information Theory (Shannon and Weaver 1949). Takobson et al. (1952) argued that Information Theory provides a sequence of binary selections as the most reasonable way to analyze communication, and that language is not merely amenable to such an analysis, but is inherently structured in this way. Some pairs of words, such as bill/pill and bill/dill, involve a difference of one feature, while pairs like bill/fell can be treated as a difference of more than one binary feature (since the difference between /b/ and /E/ can be reduced to two independently motivated dimensions, and the difference beiween / // and /E/ can be reduced to one). lakobson et al. (1952) noted that each of the phonetic dimensions related to a distinctive feature is continuous, but features consistently pick out two polar points. Since the dichotomous scale was believed to be the optimal code, they saw no reason why language would be organized according to a more complicated system. Some features, such as [compact/diffuse] (see next section) were considered to be equipollent, having three values (com pact, diffuse, or neither), based on the fact that there seem to be three degrees of vowel height along the same dimension (e.g. /i/-/e/-/ぇ/).


Figure 17.1 Reducing 28 binary relations to 3

The advances up to this point are summarized in (1).
(1) a. Claim: Segmental contrasts can be reduced to a smaller number of featural contrasts.
b. Claim: Features are (mostly) binary.

Miller and Nicely (1955) provided some phonetic evidence in support of the idea that contrast between segnents is divided into discrete channels. They showed that the distinctions between different consonants occupy different parts of the speech signal, and can be interfered with through different techniques for signal degradation. Miller and Nicely adopted voicing, nasality, affrication, duration (which could also be called "stridency") and place as features to distinguish /ptkf $\theta$ s $\int b \mathrm{dgv} \partial \mathrm{z} 3 \mathrm{~mm} /$. The oppositions associated with these features are affected differently by random nasking noise, high-pass filtering, and low-pass filtering. The idea is that the information content of a message is distributed among different acoustic channels, and can consequently be selectively and independently degraded. Random masking noise degrades affrication, duration, and place distinctions nore than it degrades voicing and nasality. Duration, on the other hand, is more resistant to high-pass filtering. These results are relevant to the design of telephone communication systems, but also supportive of the idea that different phonological contrasts are manifested in different parts of the speech signal. This provides evidence consistent with consolidating phonetic differences as in the Turkish exaınple above in Figure 17.1. Although the dimensions investigated by Iviller and Nicely are not the same dimension that distinguish the Turkish vowels, oppositions that are treated as parallel in phonological analyses were shown to be degradable in transmission, independent of other oppositions.

### 2.2 Abstractness, universality, and innateness

The reduction of segmental contrasts to a smaller number of distinctive features can be a purely language-particular endeavor. Jakobson (1942: 241) asserted that " $[t]$ he description of a system of values and the classification of its elements can be made only from that system's own perspective, that is, from the perspective of the tasks that the systern fulfills." He observed, though, that languages often make use of the same phonetic dimensions for contrasts (Jakobson 1942: 239). If two languages use the same phonetic dimension, then a distinctive feature in one language is fundamentally similar to the "same" feature used in the other. Jakobson contrasted this with the difference between similar-sounding phonemes in different languages. Since phonemes are treated as bundles of distinctive feature values, the phonological content of a phoneme depends on the segnemtal oppositions it is involved in. It was the features, then, that could be treated as basic building blocks, comparable across languages.

Jakobson et al. (1952: 40) reported that they detected only 12 distinctive features (Table 17.1) in the languages of the world "which underlie their entire lexical and norphological stock," but left open the possibility of adding more. These features were defined primarily in acoustic terms.

The universality of this kind of feature set can be interpreted as a fact about the plonetic dimensions that are available to the human vocal tract and the human auditory system rather than a clainn about the features themselves. That is, if humans

Table 17.1 Preliminnises (Jakobson et nl. 1952): Acoustically defined features
Fundomerans source featsures:
Vocalic (periodic voice source with non-abrupt onset)
vs. Ner-vecalic
Consonantal (acoustic zeros across the spectrum)
vs. Non-consonantal
Enielope formers:"
Interrupted (abrupt onset)
Checked (abrupt decay)
Strident (irregular waveform)
Voiced

## Continuant

Unchecked
Mellow
Voiceless
Resomance featares:
Compact (predominance of one formant region)
vs. Diffuse
Grave (low end of spectrum dominates)
Flat (formants shifted down)
Sharp ( F 2 and other formants shifted up)
Tense (longer and more energetic)
Nasal
vs. Acute (high end dominates)
s. Plain
vs. Plain
$\qquad$ res. Oral

* The term enzelope in the feature categories refers to the "temporal envelope of sound intensity" (Jakobson of sh. 1952: 21), i.e. how abruptly the sound starts or ends, and how smooth the intensity remains in between.
are physically limited to 12 phonetic dimensions for distinguishing sounds, then language is similarly limited in the range of distinctive features it can involve. The limiting factors are physiology and acoustics, not features. Jakobson et al. (1952: 31) argued that the feature [flat] (defined acoustically as downwardly shifted formants) could apply to both pharyngealization and labialization, since the two articulatory gestures have similar acoustic effects, since they appear never to be used contrastively in the same language, and since Bantu languages and Uzbek substitute labialized consonants for Arabic pharyngealized consonants in loanwords. This can be treated as an observation about acoustic and perceptual similarity or as the effects of a universal abstract feature. In later approaches, the features themselves were taken to be the basic limiting factor. While this practice of drawing explanations from (potentially innate) features themselves has been attributed to the influence of Chomsky's approach to syntax (e.g. Chomsky 1957, 1965), Halle (1983) reports that it was present all along:

Considerations [that languages apparently do not make use of acoustic or articulatory correlates of features alone] were in our minds thirty years ago when Jakobson, Fant and I were working on Preliminnries to Specch Annlysis, and it was these considerations that led us to draw a sharp distinction between distinctive features, which were abstract phonological entities, and their concrete articulatory and acoustic implementations. Thus, in Prelimitteries we spoke not of "articulatory features" or of "acoustic features," but of "articulatory" and/or "acoustic correlates" of particular distinctive features. The model we had in mind was, therefore, of the type ... where the abstract distinctive features constitute the link between specific articulatory and aeoustic properties of speech sounds.

Quantal Theory (Stevens 1972, 1989) attributes the phonological oppositions used by languages to the non-linear relationships between articulatory and acoustic

### 2.3 Features for alternations

While Jakobson et al. (1952) focused on identifying the distinctive features used for contrasting sounds, these features have since been put to other uses in describing phonological phenomena. For example, it was discovered that the features used to define lexical contrasts could also be used to formulate phorological rules. Halle (1959: 65) describes the assimilation pattern in Russian in (3) in terms of features as follows: "Before acute compact (palatal) consonants, strident acute noncompact (dental) consonants become compact (palatal)" (see Chal'ter 71: palatalization and chapter 12t: slavic palatalization).
(3) Russian sibilant assimilation (Halle 1959: 65)

$$
\begin{aligned}
& \text { /bez.-'testrijijo/ bij=t'tesititija 'dishonor' } \\
& \text { /bez-'zalostin-o/ biiz'zassna 'pitiless' } \\
& \text { /s-'Jum-om/ 'fjumam 'with noise' }
\end{aligned}
$$

This rule can be formulated in the SPE rule format (using Preliminaries features) as in (4).
(4)
$\left[\begin{array}{l}\text { consonantal } \\ \text { st rident } \\ \text { acute } \\ \text { non-compact }\end{array}\right] \rightarrow$ [compact $] /-\left[\begin{array}{l}\text { comsonantal } \\ \text { acute } \\ \text { compact }\end{array}\right]$

Here the feature [compact] is being used not simply to distinguish soumds from each other, but for two additional purposes. First, along with other features, it is being used to define the classes of sounds involved in a sound pattern, namely the class of sounds that become palatal in the context of the rule, and the class of sounds that trigger this change. Second, the feature [compact] is being used to define the change described by the rule. As a member of the set of distinctive features, [compact] can define contrasts, classes, and changes. These multiple functions mean that multiple types of evidence can be used to motivate a feature. Since there are often multiple ways to define the same class or the same segmental contrast, spreading of a single property is taken as particularly strong evidence for the existence of a feature.

The set of possible changes is identified with the set of possible contrasts, and the set of classes that are predicted to be involved in rules (or later, constraints) are defined as those classes of segments that share one or more feature values, to the exclusion of all other sounds in the inventory. Using the same features that define contrasts to describe classes of sounds involved in rules or to describe changes involved in rules is not a necessary step, and it interacts with the earlier clain that there is a particular feature set available to all languages.
(5) a. Claim: The distinctive features that define segmental contrasts also define changes in altemations.
b. Claim: The same features also define classes of sounds that may be involved in alternations.

Halle (1972: 62) summarizes the goals of feature theory as follows:


#### Abstract

I take it that a study of the speech sounds of a given language must account for, among others, the following three sets of facts: it must yield insights into the articulatory aspects of the sounds; it must concern itself with the acoustic and psychoacoustic character of the sounds, and, finally, it must allow us to make sense of various regularities that can be observed in the behavior of different speech sounds and sets of speech sounds, regularities that have traditionally been referred to as phonological or morphophonological. The task of the student of speech sounds then is to discover a theory that will do justice to these different aspects of speech.


A further developnent of feature theory that was motivated in part by the account of alterations involve the number of values possessed by features. For example, Sagey (1986) argued that place features are privative (have only one value). This clain helps account for the observation that the negative values of these features do not seem to be involved in sound patterns. Dependency Phonology and Element Theory (Harris 1994; Harris and Lindsey 1995) take this further. See also citapter 7 : feature specification and undergpecification.

### 2.4 Characterizing functional subgroupings of features

A further developnient of the feature model was the hierarchical organization of features, in a way that is consistent both with the interdependence of their phonetic correlates and with the way they are grouped together in phonological patterns. In inotivating constituency among distinctive features, Clements (1985: 229) observed that at least four articulatory parameters show considerable independence front each other: (a) laryngeal configuration, (b) degree of nasal cavity stricture, (c) degree and type of oral cavity stricture, (d) pairing of an active and a passive articulator:

For example, one can maintain a certain oral tract configuration constant, say the one appropriate for producing the vowel [a], while varying the type of laryngeal configuration, or the position of the velum. Or one can hold the laryngeal configuration constant while varying the internal geometry of the oral tract.

However, within each category, it is diffiicult or impossible to vary one gesture while maintaining another. Clements observes thent with the exception of laryngeal, which seems to be completely independent, there is limited mutual dependence between these parameters. Clements enmphasizes that the justification for a model of feature organization nust come from observed sound patterns rather than physiology, even if there is an apparent physiological basis to the organization. This move to features organized hierarchically was accompanied by a move to autosegmental rules, in which assimilation is treated as an association between a set of features forming a constituent in the hierarchy and the representation of a segment undergoing assimilation. Since there are assimilatory patterns that spread only laryngeal features, these features are grouped together as a constituent in the hierarchy, and such patterns are formalized as spreading of the laryngeal node, which dominates these features. Spreading of place features independently of other features is handled similarly. After the addition of feature organization
and [vocalic], changing the definitions from acoustic to articulatory without changing much in the way of segments they apply to. In both cases, phonetic definitions were chosen to match the traditional understandings of consonants and vowels. Clements and Hume (1995) later advocated rebranding [consonantal] as its opposite [vocoid]. Chomsky and Halle (1968: 302) also added the feature [sonorant], and later entertained the idea of dropping [vocalic] in favor of [syllabic] (1968: 353-355). The difference between these two is that [+vocalic] includes both syllabic and non-syllabic liquids and excludes nasals, while [+syllabic] includes syllabic liquids and nasals, but excludes their non-syllabic counterparts. The motivation for making this change is accounting for truncation phenomena occurring before foreign words in French, whereby vowels truncate before vowels, while consonants truncate before consonants (including l'iquids and glides), so there is no elision in le yogi and no liaison in les yogis, as in (8). When the following word is part of the native vocabulary, glides pattern with vowels.
(8) Elision in Erench native and foreign woords (Chomsky and Halle 1968: 353)
a. Native vocabulary: Glides pattern with vowels
le garçon
l'oisean
l'enfant
b. Foreign vocabulary: Glides pattern with consonants
le yogi
"I'yogi
The feature [syllabic] is needed to capture the distinction between the classes involved in truncation before foreign words (Chomsky and Halle 1968: 355):

This example is, thus, of the greatest importance for our feature framework. If, as it now appears to us, [(9)] is indeed the correct formulation of the phonetic facts just disn:ussed, and if, moreover, this example is shown to be more than an isolated instance, the feature framework will have to be revised along the lines [of replacing [vocalic] with [syllabic]].

$$
\left[\begin{array}{l}
-\alpha s y l j  \tag{9}\\
\alpha c o n s
\end{array}\right] \rightarrow \varnothing /\left[\begin{array}{l}
\# \\
-\alpha \text { syll } \\
+ \text { foreign }
\end{array}\right]
$$

History has shown that this example is indeed more than an isolated instance, and that the distinction between vowels and consonants is referred to by rules. [syllabic] is not typically necessary to contrast the segments in inventories, because [vocalic] dores basically the same work, but the issue is capturing classes of sounds that pattern together. More recently, the feature [syllabic] has been mostly abandoned as a segmental feature, because its work (distinguishing segments that are or are not syllable nuclei) is done by prosodic structures (see e.g. Anderson 1981). But there are two important points here. First, the distinction made by the feature [syllabic] turned out to be supported by cross-linguistic evidence, showing that the initial proposal was on the right track. Second, theugh, the feature [vocalic] is automatically jettisoned as a consequence. The problem is that subsequent work in phonology has shown a need for this dist unction too, but a
one allomorph is treated as basic and the other derived, there is no way to characterize a derived class in terns of traditional distinctive features, or to describe it in terms of shared phonetic properties. The nost straightforward reason for the umaturalness of this class is the fact that the dental nasal patterns with the retrofiex stops and not with the dental stops.
(12) Kolami plural /-(u)l/ allomorphly (Emeneau 1961: 46-50)
a. [-1] after /t da nii: e e: a a:/
singular plural
dut dutl 'hips'
ed edl 'bullock'
to:ren to:ren I 'younger brothers'
sir sidl 'fentale buffalo'
kaje kajel 'fïsh'
bi:-am bi:l 'rice'
kala kalal 'dreams'
b. [-ul] after /pttkdgsvzmyj/
singular plerral
ro:p ro:pul 'plant'
ket kețul 'winnowing fans'
ma:k ma:kul 'tree'
mood moodul 'particular man...'
deg degul 'heaps, masses'
kis kisul 'fires'
a:v a:vul 'fathoms'
ga:z ga:zul 'bangle'
dem demul 'draws on a pipe'
nenjer) nenjersul 'meat'
poj pojul 'hearth'
An alternative to a universal feature set as an explanatory force in phonology is that inventories and sound patterns are limited by phonetic and historical factors (factors often invoked to explain "crazy" phenomena), and the appearance of a single feature set responsible for disparate phonological phenomena nay be due to the role of phonetics in all of these phenomena. This is consistent with Blevins's (2004) approach to sound patterns in general and Mielke's (2008) approach in feature effects. A move away from a small feature set is also seen in some approaches to Optinality Theory, such as Flemming (1995), Kirchner (1997), and Boersma (1998).

### 4.1 Segmental contrasts

The idea that features play a limiting role in determining possible contrasts in inventories has for the inost part not been accompanied by a null hypothesis about what segmental contrasts would be like in the absence of features. Mielke (2008) argues that the record of sound patterns does not support the literal interpretation of a restricted universal set of features. The nain criticism is that the similarity between sound patterns in unrelated languages can be accounted for in terms of shared historical and phonetic factors.

An example of this type of argument is final devoicing, which is documented in a wide range of unrelated languages (see chapter 69: final devoicing and final laryngeal neutrali¿ation). Blevins (2006: 136-140) describes the sources of these final devoicing patterns in detail. To summs rize briefly, the phonetic sources of phrase-finnal devoicing include the use of laryngeal spreading and closing gestures to mark phrase boundaries in many languages, phrase-final lengthening, and difficulty perceiving phrase-final consonant release. Further, since children are typically exposed to a high number of single-word utterances, there is a tendency for them to generalize phrase-final phenomena to the word-final context. Since final voicing does not have the same phonetic sources, it is not widely observed. Mielke (forthcoming) shows that uses of the feature [voice] to characterize sound patterns are dominated by a small number of phonetically motivated patterns that are noostly assimilatory. As long as there are phonetic and historical explanations for the recurrence of certain sound patterns, feature theory can be interpreted as a model of these historical and phonetic effects (and this is how it is interpreted by many linguists), but the nature of sound patterns does not support features as a primary source of explanation or the restrictive nature of a small universal feature set.

If features are not universal as a part of Universal Grammar, then there is no reed to explain how they could have emerged in the human genome over a short period of time, or why signed and spoken languages appear to have completely different features (or how signed language features could have developed in the human genome at all). See chal'ter 9: handshale in sign language PHONOLOGY, CHAPTER 10: THE OTHER HAND IN SIGN LANGUAGE PHONOLOGY and Cilarter 24: tile pionology of movemient in sign language on features in sign language phonology. There is, however, a need to show how features are learned, and this is a topic of ongoing research (Lin 2005; Lin and Mielke 2008; Mielke 2010).

Also, if features are not innate, then there are consequences for other arguably universal primitives, such as constraints in Optimality Theory (Prince and Smolensky 1993). Many of these constraints refer to features, so if the features are not innate, the constraints referring to them cannot be innate either. Some approaches to Optimality Theory, such as Hayes (1999), involve universal constraints that are induced from phonetics. Features referred to by these constraints would need to be either innate or similarly induced from available data. See chapter bo: morpileme structure constraints and citapter fis: markedness and falthrulness constraints.

Crucial evidence for features as the basis of segmental contrasts would be contrasts that appear to be ruled out by features but not by phonetics, such as (perhaps) the unattested apical retroflex vs sub-apical retroflex contrast. However, it remains to be shown whether the cross-linguistic frequency distribution of both types of retroflex is such that they would be expected to co-occur in the same language anyway.
On the other hand, proposed features predict a wide range of unattested contrasts, and overdetermine the representation options for many attested ones. As discussed above, it has been possible to maintain the claim that there are only three vowel heights by making use of auxiliary "height" features like [ATR]. This is possible in part because it is difficult to falsify without articulatory imaging. While there is X -ray evidence for English to support the use of [ATR] to distinguish, e.g.

The last definition requires reference to a feature theory:

## (15) Natural class: Feature theory-dependent definition

A group of sounds in an inventory that share one or more distinctive features within a particular feature theory, to the exclusion of all other sounds in the inventory.

The reason for breaking the definition down in this way is that natural classes and phonologically active classes are implicitly treated as the sante thing in many approaches to phonology. It is worthwhile to seriously ask whether these definitions all refer to the same thing. The identification of natural classes with phonologically active classes is an explicit working assumption in some approaches, e.g. Halle (2002), who argues that the position that phonologically active classes are featurally natural has led to improvements in analyses of phonological phenomena. Mielke (2008) collected a database of phonologically active classes in the world's languages based on grammars of 549 languages and conducted feature analyses on the 6,077 resulting phonologically active classes involved in alternations, using Prelimimaries (Jakobson et al. 1952), SPE (Chomsky and Halle 1968), and Unified Feature Theory (Clements and Hume 1995) features. Chomsky and Halle (1968) does the best, but still leaves a residue of about 29 percent of the unnatural classes, which is not easily handled using feature proposals subsequent to SPE (e.g. the Kolami example above and hundreds of others).

The way in which natural classes are traditionally defined (conjunction of distinctive feature values, yielding the intersection of the classes defined by each feature value individually) is also non-obvious. This technique has allowed many phonologically active classes that are not defined by a single feature to be represented, providing support for the idea that features used for contrast are also accounting for phonologically active classes, but it also massively overpredicts the range of phonologically active classes. It is not obvious that phonologically active classes defined by more than one feature are less atomic than classes defined by one feature. For instance, the class defined by [tvoice, -sonurant] (voiced obstruents) is more frequently active than the class defined by [ + voice] alone, and the class of glides (which requires reference to syllabicity and something like [-consonantal] or [+vocoid]) is inore frequently active than the class defined by [-consonantal]/[+vocoid] alone. The fortunate fact that these active classes can be defined in terms of features needed to define contrasts has made it unnecessary to propose features for them, but their reasons for being involved in sound patterns may have more to do with the phonetic properties of the sounds involved in a way that is not directly related to the features used to describe them.

If there is a mismatch between phonologicatly active classes and the features used for lexical contrast, an alternative is a separate model predicting classes that are likely to be involved in sound patterns, perhaps in terms of common sound changes affecting more than one segment (Blevins 2004; Mielke 2008, forthcoming). The phonetic paraıneters defining these classes would not necessarily correspond directly to the parameters needed to contrast segneents from one anotler. The class of voiced obstruents can be defined atomically in terms of non-spontaneous voicing - consistent with feature analyses by Rice and Avery (1989) and Rice (1992) that use the feature [sonorant voice], distinct from [voice] - which is relevant for many of the sound patterns this class is active in;
moreover, the class of glides is frequently involved in sound changes resulting in vocalization/devocalization alternations.

Flenıming (2005) argues for another type of phonologically active class that is a consequence of constraint interaction. In this view, classes of sounds that pattern together can do so as a result of separate constraints, each targeting a different featurally natural class. The resulting (apparent) phonologically active class is not necessarily featurally natural, since it is determined by constraint interaction, not directly by features. See also Yip $(2004,2005)$ for a constraint-based approach to the cross-linguistic variability of laterals.

Mielke (2005) argues that examining a large sample of plomologically active classes shows that they range quite continuously from phonetically natural to phonetically unnatural, and that there does not appear to be evidence for a distinct cut-off between natural and unnatural classes. In cases where phonetic correlates are less clear, phonological patterning is also less clear, indicating that it is the phonetic properties in which features are grounded that are important, and features themselves do not make more specific predictions about sound patterns. For example, the feature [continuant] appears to be categorical for segments such as stops and fricatives, which strongly display its phonetic correlates, but laterals - whose specification has been controversial and whose phonetic cues are ambiguous - pattern with continuants about as often as with non-continuants. See chapter 31: lateral consonants for more on this issue.

### 4.3 De fining alternations

If the features needed for defining the change in alternations do not match the features needed for other purposes, they could be accounted for by a model of likely alternations. For example, it is known that not all features appear to spread. This observation was addressed within feature geometry by placing non-spreading features such as [consonantal] and [sonorant] in the root node. If assimilation is the result of phonologized co-articulation (Baudouin de Courtenay 1.972 [1895]; Ohala 1993; Blevins 2004), then an account of co-articulation and its phonologization could possibly account more directly for sound patterns interpreted as feature spreading. Mlelke (forthcoming) surveys the behavior of classes det ined by various features, and concludes that the phonological behavior of particular features can be attributed to the phonologization of phonetic effects. Features that are frequently spread in assimilatory patterns are features whose phonetic correlates are believed to be easily co-articulated. Features that rarely or never spread seem to be those that are not easily involved in co-articulation without involving the correlates of other features. Feature values that are frequently involved in dissimilation ([-voice] and [-nasal]) are the opposite values of the feature values that assimilate most frequently, consistent with Ohala's (1981) claim that dissimilation is the result of mistakenly undone assimilation (see chapter 60: dissimilation). As such, dissimilation is dependent on the phonologized co-articulation of an opposite value.

## 5 New types of experimental evidence

Regardless of whether features are needed to account for the typology of contrasts and sound patterns, behavioral studies such as Studdert-Kennedy et al.
(1972) indicated that features are involved in representations used in language processing. More recently, advances in brain innaging technology have opened new lines of research into the mental organization of phonology, building on earlier behavioral research (see CHAPTER 96: EXPERIMENTAL APPROACHES in tifeoretical pionology). Two big questions here are whether brain activity provides evidence for abstract features in adults, and the separate issue of whether this organization is a consequence of language exposure or a consequence of innate aspects of the language faculty.

In a ntagneto-encephalography (MEG) study, Phillips et al. (2000) report evidence for the feature [voice] in the left-hemisphere auditory cortex of adult English-speak ing participants. This is similar to Studdert-Kennedy of al.'s (1972) dichotic listening experiment. Since acoustic similarity is similarly controlled for, an abstract feature can be notivated over acoustic similarity. Acoustically distinct but featurally identical stimuli were treated as identical in the auditory cortex. Other MEC studies report evidence of abstract vowel features (Obleser et al. 2004) and featural underspecification in the mental lexicon (Eulitz and Lahiri 2004). Dehaene-Lambertz and Pena (2001) report electrophysiological evidence that newborns distinguish [pa] and [ta] in a way that they do not distinguish repetition of the same syllable produced by different speakers. Studies with infants have the potential to address more directly the questions about whether these abstract representations are rooted in innate features or in exposure to language data.
These are a few examples of types of evidence that were not available in the early years of distinctive feature theory. New techniques for studying phonetics and phonology - such as brain and vocal tract imaging, new behavioral methodologies and computer modeling, and electronic databases of inventories, sound patterns, and sound changes - stand to improve our understanding of sound patterns and our understanding of how features are involved in accounting for them.
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# 18 The Representation of Clicks 

Amanda Miller

## 1 Introduction

Click consonants are a type of complex segment. Complex segments are defined as single segments that have two oral constrictions that are nearly simultaneous (Sagey 1990). Click consonants have an anterior constriction, which is either labial or coronal, and a posterior constriction, which is uvular in those Khoesan languages in which posterior place of clicks has been investigated with articulatory methods. The posterior place of clicks in Zulu starts out as velar in the closure, and releases at a uvular place of articulation. Clicks are unique in that they are produced with an ingressive lingual (also known as velaric) airstream mechanism, which is produced by trapping air between a lingual or linguo-labial cavity formed between the two oral constrictions. The tongue moves, in different ways for different clicks, to expand this oral cavity and thus to rarefy, or decompress, the air within it. When the anterior constriction is released, air rushes in to make the characteristic popping sound. The lingual ingressive airstream differentiates clicks from pulmonic stop consonants, which are produced on an outward foow of air fron the lungs, and from other complex segnents, such as labial-velars and labial-coronals, which are produced using a pulmonic or glottalic airstream.

Clicks have played an important role in phonological theory because of the phonological complexity that they exhibit, and the large number of click contrasts found in Khoesan language inventories. Clicks exhibit at least three major areas of complexity that are not found in most other consonants: (1) the double place of articulation features; (2) the overlap of the two constrictions for the length of the segneents; and (3) the mon-pulmonic airstream inechan ism. In early representations of clicks, the suction used to form the airstream was recognized. However, later proposals capture the two places of articulation features in clicks, and assume that the non-pulmonic airstream is a redundant feature that is predictable from having Ifoo sinnultaneous oral places of articulation. Recent representations incorporate features capturing the unique airstreams involved in clicks.

In order to capture the pluonological representation of clicks, there are five major dimensions that must be accounted for. First, there are the four major dimensions used for all stop consonants: place of articulat ion, manuer of articulation (including lateral contrasts), laryngeal setting, and nasality (see CHAl'TER 22: CONSONANTAL

Table 18.1 Recegnized and unrecognized click types

| Click | Symbol | Source |
| :--- | :---: | :--- |
| bilabial | $[0]$ | IPA (2006) |
| dental | $[1]$ | IPA (2006) |
| alveolar (Nluu), <br> postalveclar (Jul'hoansi) <br> lateral alveolar | $[!]$ | IPA (2006) |
| palatal | $[I I]$ |  |
| retroflex | $[\neq]$ | IPA (2006) |
|  | $[!!]$ | IPA (2006) |

PIACE OF ARTICULATION, CITAPTER I.3: TIIE STRICTURE FEATURES, CIIAPTER 3: LATERAL CONSONANTS, and CHAPTER 29: SECONDARY AND DOUBLE ARTICULATION for more discussion). In addition, clicks involve a non-pulmonic airstream, referred to as velaric (Beach 1938; Ladefoged and Traill 1984, 1994; Ladefoged and Maddieson 1996) or lingual (Miller et al. 2007; Miller et al. 2009a), which is unique to these consonants. Click languages exhibit a range of inventory sizes, and the languages exhibit a range of complexity on each of these five dimensions.

Place of articulation features for clicks are complicated, because both the anterior and posterior places of articulation must be accounted for, as well as the relative timing of these features. Histor ically, researchers thought that all clicks had a velar posterior place of articulation (Doke 1923; Beach 1938; Traill 1985; Ladefoged and Maddieson 1996). Thus it was thought thet posterior place was not contrastive. Click types are therefore named according to the anterior place of articulation. Recent phonetic and phonological studies have provided evidence that the posterior constrictions of clicks are post-velar, and that sonie of the clicks involve tongue root retraction.

Six distinct click types have been attested in Khnesan languages. These are provided in Table 18.1. The bilabial click occurs only in the related Tuu languages !Xóó (Traill 1985) and Nluu (Miller et al. 2009a), and in the Ju-łHoan language \#Hoan (Bell and Collins 2001).' Other languages with a bilabial click, such as IXarn, are now extinct. The retroflex click has been described phonetically by Doke (1925) and Miller et al. (2009c) in Crootfontein ! Xung. Snyman (1997) provides a survey of ! Xung languages, and transcribes the retroflex click in several !Xung-speaking areas surrounding Grootfontein. Heine and König (2010) describe a different click in Ekoka !Xun as retroflex, but phonetic description of this click is lacking. Sands (2007) suggests that it nay be a retracted lateral, based on preliminary acoustic analysis of a few tokens. The click corresponds historically to the palatal click in other Ju- $\ddagger$ Hoan languages, and behaves synchronically similarly to the palatal click with respect to the Back Vowel Constraint, described in §4.1.

Language inventories display a wide range of variation in the number and types of clicks. Table 18.2 lists the languages that contain one-, three-, four-, and five-click inventories. The Cushitic language Dahalo and the Bantu languages Rumanyo

[^494]Table 18.2 Number of click types in consonant inventories of languages

| One-click inventories | Dahalo, Rumanyo, Southern Sotho, Mbukushu |
| :---: | :---: |
| Two-click inventories | - |
| Threeclick inventories | Hadza, Xhosa, Zulu, Sandawe |
| Four-click inventories (all coronal clicks) | Ekoka !Xung, G\|ui, Jul'hoansi, Khoekhoe, Khwe, Mangetti Dure ! Xung, Naro, Yeyi |
| Five-click inventories (including the labial click) | $\ddagger$ Horın, Nluu, ! Xóõ |
| Five-click inventories | Grootfontein! ${ }_{\text {Uung }}$ |

Mbukushu has only one click type - the dental click. ${ }^{2}$ Southern Sotho contains only the alveolar clisk type. There are no languages exhibiting two click types. The Bantu languages Xhosa and Zulu, and the isolates Hadza and Sandawe, each have three-click inventories, containing the dental, central alveolar, and lateral alveolar click types. Many languages have four-click inventories, containing the four coronal click types recognized by the IPA. These languages contain all languages of the Khoe-Kwadi group, as well as most of the members of the Iu branch of the Ju- $\ddagger$ Hoan family. The Ju- $\ddagger$ Hoan language Ekoka ! Xung has four click types, but with the retracted lateral click type in place of the central palatal click type [ $\ddagger$ ].

Most of the languages that have five-click inventories are Tuu languages, but $\ddagger$ Hoan also has five click types. These languages include the four coronal click types recognized by the IPA, as well as the labial click type. However, Grootfontein ! Xung has the four coronal click types recognized by the IPA, as well as a retroflex click type, [!!], yielding five coronal click types in all (Miller et al. 2009c).

Clicks also occur paralinguistically in many languages throughout the world. For example, a lateral click is used in English to encourage a horse to trot (Ladefoged 1982), and a dental click is used to express disapproval, commonly represented as tsk-tsk. Clicks are also used as discourse markers in English (Wright 2007), and have been reported to occur in an auxiliary language of Lardil, Damin, which has bilabial, dental, apico-alveolar, and apico-domal nasal clicks (Dixon 1980; Hale and Nash 1997). Clicks are also found in Chinese nursery rhymes (Nathan 2001). Extremely weak clicks have also been shown to occur in German, when alveolarvelar stop sequences overlap at word boundaries (Fuchs et al. 2007).

The phonetic characteristics of the retroflex click and the laterally released palato-alveolar click are still being explored, but Miller et al. (2009c) describe the retroflex click as a postalveolar click in Grootfontein ! Xung. One of the speakers produced this click with a sub-apical contact, but there was both inter-speaker and intra-speaker variation. Grootfontein ! Xung is a centrally located lect. Jul'hooansi, spoken to the east, has an alveolar click in cognate words, and Mangetti Dune ! Xung and other northern lects have a lateral alveolar click in the same words (Miller-Ockhuizen and Sands 1999).

[^495]The manner of articulation of clicks is relatively complex. All clicks involve two complete constrictions, and are thus non-continuants. Clicks contrast in the nanner of articulation of their release properties. They can have either a release with a complete constriction or a fricated release, as in pulmonic affricates. Thus clicks can be either stops or affricates. The stop and fricative portions of the releases are mostly uvular, though there are additional release properties that may be epiglottal (Miller 2007). The affricates are also airstream contour segments, and will be discussed with the airstream contrasts in §6. There is clear phonological evidence from positional distribution that all click consonants, including nasal clicks, behave phonologically as obstruents. Thus clicks only occur in initial position of roots in the Ju- $\ddagger$ Hoan, Khoe-Kwadi, and Tuu language families.

Click languages display a large range of variation in terms of the complexity of laryngeal contrasts. Table 18.3 lists the languages according to the number of voice onset time (VOT) contrasts contained in the oral click inventories. Languages of the lu branch of the Ju- $\ddagger$ Hoan language family, and the Tuu language ! Xóre, display the most complexity on the laryngeal dimension, with four-way VOT contrasts. The voiced aspirated clicks are parallel to the voiced aspirated pulmonic stops in Tul'hoansi in exhibiting a voiceless interval, which Miller-Ockhuizen (2003) attributes to a larger glottal opening gesture than is found in Hindi voiced aspirates. The Bantu language Mbukushu has a simple two-way VOT contrast. The laryngeal settings are independent from the click mechanism. Eleven out of the 19 languages included in this survey contain a three-way VOT contrast.

The fourth dimension that ınust be accounted for in clicks is the airstream dintension. Miller et al. (2007) and Miller et al. (2009a) introduce the tern "lingual airstream" to replace the term "velaric airstream." They note that the term "velaric" suggests that this airstream is somehow initiated by the velum or that it involves a velar stop, and provide evidence that the posterior release in clicks is uvular not velar. The term "lingual" ref.ects the anatomical source of air. The tongue is used to create a low-pressure cavity, the anterior release of which initiates the ingressive flow of air. Sagey (1990) argues that airstream is a matter of phonetic implementation, and does not need to be specified in the phonological representation of clicks. I provide evidence that Nluu contains sounds that differ solely in terms of airstream. There are stops that are produced fully with a lingual airstream mechanisın, with the shift from ingressive lingual airstream to pulmonic egressive airstreant occurring at the CV boundary between a click and a following vowel. These stops contrast solely with a class of stops that involve a shift from lingual ingressive airstream to a

Table 18.3 A subset of VOT contrasts found in click languages ${ }^{\text { }}$

| No, voicing contrast | Dahalo, Hadza, ${ }^{\text {b }}$ Khoekhoe |
| :---: | :---: |
| Two-way VOT contrast | Mbukushu |
| Three-way VOT contrast | Grootfontein !Xung, Gfui, $\ddagger$ Hoan, Xhosa," Zulu, Khwe, Mangetti Dune !Xung, Naro, Njuu, Sandawe, Yeyi |
| Four-wray VOT contrast | Ekoka !Xung, Jul'hoansi, !Xiōos |

[^496]
## 2 Background

Clicks occur prinnarily in southern African and east African languages in seven language families. The east African click languages, Hadza and Sandawe, are both spoken in Tanzania, and there has thus for been little diachronic evidenot to link them genealogically to southern African Khoesan languages, or to each other (Sands 1998), though see Güldemann and Elderkin (2010) for evidence that Sandawe is related to the Khoe-Kwadi language family. Hadza is currently thought to be a language isolate. Dahalo is a Cushitic language with clicks (Maddieson et al. 1993) which is spoken in Kenya. Dahalo has thus far not been shown to be related to the geengraphically closest click languages, Hadza or Sandawe. However, Ten Raa (1969) has suggested that there might be a common substratum between Dahalo and Sandawe.

The majority of click languages are spoken in southern Africa. The non-Bantu seuthern African click languages were described by Greenberg (1966) as belonging to one language family called Khoisan. They were grouped together as the Northern, Southern, and Eastern Southern African Khoisan branch of the Khoisan family, along with Hadza and Sandawe. The southern African Khoesan languages are currently spoken mainly in Namibia, Botswana, and South Africa, but related languages were historically present in Zimbabwe, Zambia, and Angola, and there are still small pockets of speakers in these countries loday (Brenzinger 2001).

Güldemann (2006) argues that the non-Bantu southern African click languages belong to at least three distinct families: the Khoe-Kıradi family, the ]u-fHoan family, and the Tuu family. He has demonstrated that similarities in the number of clicks in the inventories of Tuu and Khoe-Kwadi languages can be attributed to a substrate, rather than a genealogical relationship between these languages. I follow Giildemann in using the term "Klwesan" as a reutral way of referring to click languages that do not belong to the well-established Bantu or Cushitic families, with no implied genealogical relationship. I use "Khoesan" rather than"Khoisan" because the spelling natches the orthographies of the languages involved.

In southern Africa, clicks also occur in a number of Bantu languages, nuost notably southern Bantu languages of the Nguni group, including Zulu and Xhosa. These languages have been shown to have adopted clicks through the process of Hlonipa and regular borrowing (Herbert 1990), but they are now a fully functional part of the language inventories. Clicks also occur in the Namibian Bantu languages Runanyo (Gciriku), Mbukushu, Mbalan'we, and Fwe (Baumbach 1997) as well as Yeyi, spoken in both Namibia and Botswana (Fulop et al. 2003), and Tumbuka, spoken in Malawi.

In this chapter, I focus mainly on phonological patterns found in Khoesan languages, though I also refer to evidence from Zulu. Many of the Khoesan languages are underdocumented and underdescribed. The patterns discussed in this chapter all come from a subset of languages that contain sufficient description of phonological patterns. The languages discussed, and their sources, are listed in Table 18.6.

## 3 Unit vs. cluster analyses of clicks

The presence of clicks in a consonant inventory increases the size of the inventory. However, there is a large range in inventory sizes among the different languages

Table 18.6 Click languages discussed in this chapter and their sources

| Language | Farnily | Senerce(s) of phomological description |
| :---: | :---: | :---: |
| Datalo | Cushitic | Maddieson et al. (1993) |
| Ekoka ! Xung | Ju-ұНоап | Heine \& König (2010) |
| Grootfontein !Xung | Ju-ifHoan | Doke (1925) |
| Glui | Khoe-Kwadi | Nakagawa (2006) |
| Hadza | Jsolate | Sands et al. (1993) |
| $\ddagger$ Ноап | Ju-ұНоал | Bell \& Collins (2001) |
| Jul'hoansi | Ju-キНоап | Snyman (1970, 1975); Miller-Ockhuizen (2003) |
| Khoekhoe | Khoe-Kwadi | Beach (1938); Brugman (2009) |
| Khive | Khoe-Kivadi | Kilia,n-Hatz (2003) |
| Mangetti Dune ! Xung | Ju-キНпап | Miller et al. (2008) |
| Naro | Khere-Kwadi | Visser (2001) |
| Nluu | Tuu | Miller et al. (2009a); Miller (2010a) |
| Rumanyo (Gciriku) | Bantu | Mölig \& Shiyaka-Mbereme (2005) |
| Sandawe | Isolate | Wright el al. (1995); Hunziker et al. (2008) |
| !Xóo | Tчи | Traill (1985, 1994) |
| Xhosa | Bantu | Ladefoged \& Traill (1994) |
| Yeyi | Bantu | Fulop ef af. (2003) |
| Zulu | Bantu | Doke (1926); Thomas-Vilakati (20.10) |

containùng clicks. Gialdemann (2006) provides inventory size, as well as the proportion of non-clicks to clicks in the inventories of Tuu and Khoe languages, showing a range of inventory sizes within each of these fantilies. The Bantu language Zulu has 45 segments, 12 of which are dicks (Tliomas-Vilakati 2010). The Tuu language ! Xṓ has the largest number of segments that has been documented so far, with a total of 119 contrastive segments, 83 of which are clicks. Nluu has 73 segnents, 45 of which are clicks. Glui is described by Nakagawa (2006: 259) as having 53 segments and a number of clusters involving clicks, but he notes that under a unitanalysis it would have 89 segments. Jul'hoansi has 89 contrastive. segments, 47 of which are clicks. $\ddagger$ Hoan has 55 clicks, and Khwe 32.

Traill (1993), Güldemann (2001), and Nakagawa (2006) argue that a click containing a pulmonic release should be represented as a consonant cluster comprised of a sequence of a lingual segment and a pulmonic segment. Giildeınann's (2001) and Nakagawa's (2006) arguments for a cluster interpretation of clicks are that the interpretation decreases the size of the consonant inventory, and that under a cluster interpretat inп all of the second members of the cluster exist as independent segments in the inventory. Further, Giildemann (2001) argues that the simple stop types that are contained in the clusters are nore frequent than the cluster types.

Ladefnged and Traill (1984:11) note that cluster analysis of clicks for ! Xón would result in clusters of segments that differ in voicing, which was a language type not known to exist at the time.

Miller et al. (2009a) argue that not all click release types in Nluu occur as single segments in that langrage. This is problematic frer cluster analyses of clicks, because segments that occur in clusters almost always occur as single segments as well. Further, Miller et al. (2009a) argue that if airstream contours are represented as consonant clusters with clicks as their first inembers, then languages such as Glui would be the only languages in the world with obstruent-obstruent clusters but not obstruent-sonorant clusters. A survey of cluster types by Kreitman (2008) found no languages with obstruent-obstruent clusters that did not also have obstruent-sonorant clusters. Kreitman's study did find languages with clusters of mixed voicing - inost notably Modern Hebrew. I argue that large inventories arise in languages with clicks, because these languages make full use of airstream as a contrastive dimension. Miller-Ockhuizen (2003) show's that pulmonic stopsonorant clusters that occur in lnanwords from English and Afrikaans intn Jul'hoansi are broken up by epenthesis, providing phonological evidence that Jul'hoansi does not allow stop-sonorant clusters.
(1) lists the inventory of Glui consonants, including the interpretation of all of the clicks as single units, in the spirit of Miller etat. (2009a), and Nakagawa's (2006) interpretation of some of the clicks as clusters. Nakagawa's analysis transcribes a distinction between "velar" clicks and "uvular" clicks, and transcribes all clicks with either a " $k$ " or a " $q$," following Ladefoged and Maddieson (1996). Miller et al. (2009a) and Miller (2010a) have shown, using ultrasound imaging of the tongue during click production in N|uu, thent the posterior release of $[\neq]$ and [ $\overline{\ddagger q}$ ], on the one harct, and [!] and [!q], on the other, occurs at the same location, and that in
 is back uvular and does not involve tongue-root retraction, while in [!] and [! $[7]$, the posterior release location is front uvular and involves a ballistic tongue-root retraction movernent. Miller et al. (2009a) argue theרt the glotal stop in N|Luu is allophonic in vowel-initial words, and thus does not occur as a single segment in the language. Furthermore, the glotral fricative in Nluu and most Khoesan languages is voiced, and thus does not correspond to the voiceless aspiration found in the voiceless nasal aspirated click.
(1) a. Unit analysis Cluster amalysis b. Linit amalysis Cluster analysis

| $!$ | $/ k!/$ |
| :--- | :--- |
| $\mathrm{g}!$ | $/ \mathrm{g} / /$ |
| $\mathrm{m}!$ | $/ \mathrm{r}!/$ |
| $!\mathrm{h}$ | $/ k!^{h} /$ |
| $!$ | $/ k!^{?} /$ |


| ! ${ }^{\text {¢ }}$ | $/ k!/+/ x /$ |
| :---: | :---: |
| ! ${ }^{\text {a/a }}$ or ${ }^{\text {H }}$ | $/ \mathrm{k}!/ \mathrm{l} / \mathrm{q} \mathrm{X}^{\prime}{ }^{\text {a }}$ |
| !q | $/ k!/+/ q /$ |
| 6! | /k!/ + /G/ |
| $!9^{n}$ | $/ k!/+/ q^{h} /$ |
| $!q^{\prime}$ | $/ k!/+/ q^{\prime} /$ |
| in? | $/ k!/+/{ }^{\prime} /$ |
| !! ${ }^{\text {a }}$ | $/ k!/+/ h /$ |

[^497]
### 4.1 The Back Vowel Constraint

The Back Vowel Constraint is a CV co-occurrence restriction that blocks the co-occurrence of front vowels with a class of consonants, including labial and alveolar clicks (see also chapter 73: CONSONANT-vowel place feature interactions). In this section, I discuss the BVC patterns in Glui (Nakagawa 2006), Jul'hnansi (Miller-Ockhuizen 2003), Nluu (Mi.ler 2010a), and !Xóō (Traill 1985; Sagey 1990), and provide different analyses of the BVC. Most authors (Traill 1985; Sagey 1990; Clements and Hume 1995; Miller 2010a) analyze the BVC as assimilation between the posterior place of articulation of clicks and following front vowvels. Earlier analyses viewed the posterior constrictions in clicks as velar, based on early phonetic studies. Mi.ler (2010a) views the posterior constrictions of clicks as uvular, based on her ultrasound investigations of the posterior constrictions in clicks (Miller et ol. 2007; Miler et al. 2009a; Miler 2010a), and she states the BVC as assimilation to an [RTR] feature of clicks. Nakagawa (2006) analyzes the BVC as assimilation between the anterior tongue shape of clicks and following front vowels. Miller's (2010a) and Nakagawa's (2006) analyses capture different patterns of lingunpulmonic contour segments (Miller et al. 2009a) in Nluu and the phonetically similar clicks that are analyzed as clusters of clicks followed by uvular pulnonic segments in Glui. The two analyses also make different predictions about the patterns found with non-click consonants, particularly labials.

Previous phonetic literature has described the posterior constriction in all clicks as velar (Doke 1923; Beach 1938; Ladefoged and Trail 1984, 1994; Traill. 1985; Ladefoged and Maddieson 1996), and phonological representations of clicks have captured the posterior constriction with the phonological feature [+back] (Clwomsky and Halle 1968; Sagey 1990) or the feature [dorsal] (Traill 1993; Clements and Hume 1995). The initial description of the BVC (Traill 1985) in ! Xóō treats all clicks, as well as velar stops, as being subject to the constraint. The BVC, stated in (4), changes a front vowel to a [+back] vowel by assimilation to the [+back] feature of the click.

Back Vowel Constraint (Traill 1985)

if: |  | $C_{1}$ | $V_{1}$ |
| :---: | :---: | :---: |
| <+back> |  |  |
| then: | $C_{1}$ | $V_{1}$ |
|  | <+back> | <+back> |

A second process, Dental Assinuilation, changes back vowels following dental [I] and palatal [ $\ddagger$ ] clicks to front vowels, in effect undoing the BVC. Chomsky and Halle (1968) and Sagey (1990) use the feature I+anterior] to classify the dental and palatal clicks separately from the central and lateral alveolar clicks. The Dental Assimilation rule in Sagey (1990) crucially requires palatal clicks in be [+anterior], in keeping with the fact that the palatal click has a long lam:ital constriction stretching from the dental place of articulation to the post-alveolar place of articulation (see Sands et al. 2007 and references therein).
Mi.ler-Ockhuizen (2003) argues that there are two classes of clicks: those that are subject to the BVC, and those that are not. She proposes that the central alveolar [!] and lateral alveolar [II] clicks that are subject to the BVC have a uvular
posterior constriction, which is specified for a [pharyngeal] feature. She proposes the BVC in (5), using Clements and Hume's (1995) feature theory (see chapter 27: the organization of features):
(5) Back Voruel Constraint (Miller-Ockhuizen 2003)
$\left.*^{[ }[\text {pharyngeal }]_{\text {vploce }}[\text { coronal }]_{\text {vplacu }}\right\}_{\sigma}$
[pharyngeal] and [coronal] cannot be specified on the same or different V-place within a syllable.

She argues that front vowels are underlyingly present in Jul'hoansi following dental and palatal click types, and dental and palatal clicks are unspecified for the feature [pharyngeal].

Traill (1997) proposes the acoustic feature [+grave] to account for BVC patterns in ! Xóo, which also contains the labial click. His analysis captures the fact that labial and alveolar clicks pattern together with respect to the BVC. However, Miller-Ockhuizen (2000) shows that pulmonic lab ial consonants and labial clicks pattern differently in !Xóoi, and thus this feature is problematic. Traill (1985) considered initial labial consonants to be only found in loanwords in !Xóo. Labial consonants are low frequency in root-initial position, but extremely frequent in root-medial position in most Khoesan languages (see Miller-Ockhuizen 2003: 131 for Jul'hoansi and Miller (2010a) for N|uu).

Niller (2010a) provides the results of a database study over the Nluu lexicon. The phonological patterning of Nluu consonants with respect to the BVC is summarized in Table 18.7. Miller (2010a) analyzes the BVC as assimilation of a front vowel to an [RTR] feature on the consonant.

Table 18.7 Patterning of Nluu consonants with respect to the BVC

|  | Occur with fromt and back voruels | Occur with back votuels nond the [ai] and [re] nllophones of /i/ and /e/ |
| :---: | :---: | :---: |
| Pulmonic stops | Labial [b $\beta$ ] <br> Alveolar [ $\mathrm{s} \% \mathrm{r}$ ] <br> Palatal [c If 3] <br> Velar [kg] | Uvular [ $1 \times k \times{ }^{\prime}$ ] |
| Clicks | Dental click [1] <br> Palatal click [ $\ddagger$ ] | L.abial click [ $\odot$ ] <br> Central alveolar click [!] <br> Lateral alveolar click [II] |
| Clicks with airstream contours (stops) | Dental clicks [化] <br> Palatal clicks [扣] | Labial click [ $\cdot \overline{4}$ ] <br> Central alveolar click [:̣q] <br> Lateral alveolar click [lTa] |
| Clicks with airstream contours (affricates) |  | Uvularized labrial click [ ${ }^{-}$- $]$ <br> Uvularized dental click [ $\bar{x}$ ] <br> Uvularized central alveolar click [ $\sqrt{x}$ ] <br> Uvularized Interal alveolar click $[\\| x]$ <br> Uvularized palatal click [ $\bar{f}$ ] |

The patterning of dental and palatal lingun-pulmonic stops, [ $[\bar{q}]$ and [ $\ddagger \bar{q}]$, in Nluu provides evidence that these clicks are unspecified for [RTR] (see CHAPTER 25: pharyngeals). Herzallah (1990), Elorietta (1991), McCarthy (1994), and Rose (1996) have shown that both uvulars and pharyngeals cause retraction of front vowels in Semitic languages. Uvular and pharyngeal sounds are thus generally characterized as all being specified for the feature [RTR]. The N|uu click patterns suggest that there are uvular constrictions that don't involve the feature [RTR]. Phonetically, the posterior place of articulation in Nluu palatal clicks is back uvular, at the point where the oral tract and pharynx meet, and it does not involve tongue-root retraction (Miller et al. 2009a; Miller 2010a). The posterior constriction in dental and palatal clicks is more like the production of [u] (Miller et al. 2009b), which involves tongue-root raising (Esling 2005), not tongue-ront retraction. Miller (2010a) notes that these differences in articulation are consistent with their differences in featural specification. The alveolar click is specified for the feature [RTR], while the palatal click is unspecified for the feature.

Nakagawa (2006) describes the patterning of Glui consonants with respect to the BVC. The patterns seen in Glui largely mirror those found in N/uu, except that the click clusters with uvular offsets, [lq !q |lq $\ddagger \mathrm{q}]$ (Miller et al.'s 2009a linguo-pulntonic stops), are all subject to the BVC in this language. Nakagawa aocounts for the BVC in Glui using the two constrain ts in (6). One constraint acoounts for the click patterns, and the other for the non-click patterns. Nakagawa notes that Cq represents a non-click uvular consonant, i.e. / $q$ c $q^{h} q^{\prime} q x^{\prime} \times /$, whether it occurs as an independent consonant or as a cluster offset, and "!/ll" stands for an apical click. The alveolar clicks would thus be captured with his feature [+apical], and the uvulars would be captured with the feature [+grave], though this would predict that velar and labial pulmonic consonants are also subject to the constraint. However, Nakagawa (2006: 229) notes that there are 17 words in Glui that have a velar consonant followed by a [-back] vowel. Nakagawa attributes the presence of front vowels following some velars to the phonetic antbiguity of velars.

```
a. *Cq V[-back]
    b. *!/|| V[-back]
```

Miller-Ockhıizen (2003) notes that the velar stops [k] and the velar fricative " $x$ " (Snyman 1970, 1975; Dickens 1994) pattern differently in Jul'hoansi, and she re-analyzes the fricative as uvular $[x]$ and the velarized clicks $[\mid x!x \| x \neq x]$ as uvularized clicks [ $\left.\left.\right|^{x}!^{x} \|^{x} \ddagger^{x}\right]$, based on the raised F1 values in vowels following these sounds. The place difference accounts for the different BVC patterns, as the uvular fricative and the uvularized clicks are [RTR]. This sante disparity in [ $k$ ] and " $x$ " is found in Glui (Nakagawa 2006: 231), although Nakagawa maintains the traditional description of the dorsal fricative as "velar" and the [ $\mid x!x \| x \neq x$ ] clicks as velarized. As a result, he describes velars as patterning ambiguously. The velar stop [k] in !Xóõ is phonologically an biguous (Traill 1985). There are both forms with the [ai] allophone of /i/, as in kai 'grow', and the [e] allophone of [e] as in the word kèm 'being' in Traill's (1994) dictionary. Further, Traill (1985) notes that the concordially determined forms ki (class 1) and ke (class 3) are often realized in speech as [ti] and [te], due to the BVC, and Afrikaans loanwords containing [ $k$ ] are realized with [ $t$ ] in !Xóõ. The dorsal fricative " $x$ " occurs only with

Table 18.8 Distribution of segments in Khowkhoe (Brugman 2009)

(9) *Ons(Approximant) $\gg$ *ONs(Nasal) $\gg$ *ONs(Obstruent)

These constraints are ranked with Jdent[manner] constraints, and the constraints are relativized to different positions. In order to capture the unique positioning of clicks, she uses the constraint *ComplexSec. The complete ranking of constraints that accounts for the Khoekhoe patterns is provided in (10), where "Iw" is "initial" and "IM" is "medial."
(10) Constraint ranking for Khookloo segment distribution (Brugman 2009)


Additional evidence for *CompiexSeg comes from the distribution of clicks in three different forms of pronouns found in $\mathbb{N}$ luu. Table 18.9 provides a list of three forms of all of the pronouns found in N|uu, which Collins and Namaseb (2007) describe as the simple form, the click form, and the "a" form.

The distribution of these forms of pronouns is syntactically determined (Collins and Namaseb 2007). The simple forn7s occur in subject position (for non-questions), object position, and possessor position. Collins and Namaseb note that they are not syntactically weak in the traditional sense, since they can appear in coordinate structures, can be inodified by numerals and "only," and can be clefted. The click forns of the pronouns appear obligatorily as the subject in yes-no questions

Table 18.10 !Xóō onsets in different morpho-prosodic positions (Brugman 2009)

| Segiment | Root-inifial | Clitic-inifind | Rovet-medial |
| :---: | :---: | :---: | :---: |
| clicks | $\checkmark$ |  |  |
| $\begin{aligned} & {\left[t^{\prime} e^{x} d^{x} \mathrm{t}^{x^{\prime}} d^{x \prime}\right]} \\ & {\left[\mathrm{ts}^{\prime} d z^{\prime} \mathrm{ts}^{x} d z^{x} t s^{x^{\prime}} d z^{x^{\prime}}\right]} \end{aligned}$ | $\checkmark$ |  |  |
| [ $\mathrm{m}^{\text {m 7n] }}$ | $\checkmark$ |  |  |
| [ $t^{1 / 1} t s^{1 /} d d^{1 /} d z d z^{1 /}$ ] | $\checkmark$ |  |  |
| [ $q^{\prime}$ ts $\mathrm{f} \times \mathrm{h}$ ] | $\checkmark$ |  |  |
| [ p ¢ ks ] | $\checkmark$ | $\checkmark$ |  |
| [mn] | $\checkmark$ | (n) | $\checkmark$ |
| []] |  | $\checkmark$ | $\checkmark$ |
| [ ${ }^{\text {j j n] }}$ |  |  | $\checkmark$ |

Table -18.111 Featural specification of guttural Eonsconants and vowels

| Value for [pharyngeal] | [pharyngeal] |  | LInmarked for [pharyngeal] |  |
| :---: | :---: | :---: | :---: | :---: |
| [spectral slope] vatue | [high] | [low] | [high] | [low] |
| aspirated conswnants/breathy vowels |  |  | $\checkmark$ |  |
| glottalized consonants/glottalized vowels |  |  |  | $\checkmark$ |
| uvularized consonants | $\checkmark$ |  |  |  |
| epiglottalized consunants/epiglottalized vowels |  | $\checkmark$ |  |  |

A constraint, Align([spectral slope] ${ }_{y}$, L; $\left.\mu_{1}, L\right)$, is proposed by Miller-Ockhuizen (2003: 138) to account for the distribution of guttural voluels within the first syllable of a root. Given the recent advances in positional augmentation, we can capture the distribution of both guttural consonants and vowels in the first syllable of a root by ranking the constraint *Gutturai below Ident[Guttural]/汹, and above Iment[Guttural].

Clui limits the needial consomants to the set of /bwrj rn n/(Nakagawa 2006: 1.14), and allows the full set of 89 consonants (or 53 segments plus all possible clusters) initially. Thus, Glui seems also to have a constraint licensing obstruents in initial position, and sonorants in medial position, just like the other Khoesan languages. However, Nakagawa (2006) reports nnonomoraic non-root words that contain clicks in Clui. It is possible that these words may have the same prosodic status as roots, similar to the post-positions and complementizers in Khoekhoe (Brugman 2009: 202). It is also possible that the constraints are ranked differently in Glui. Clicks are l:mited to ront-initial position in all of the other documented Ju-fHoan, KhoeKwadi, and Tuu languages, though their distribution in non-roots is unexplored.
a re-analysis in either of these languages. The diachronic evidence from click change provided in $\S 3$ suggests that, at least historically, these segments may have also differed in posterior place phonologically. Without further phonetic studies, we do not know if these clicks may also differ, or have differed in the past, in speakers' productions or in listeners' perceptions. Any theory that accounts for clicks needs in account for airstream contour segments in N|uu.

## 7 Conclusion

I have provided an overvietv of the types of evidence that are available for place of articulation, manner of articulation, and airstream of clicks. I have given an overvietv of unit analysis and cluster analysis of click consonants. I have noted that the unit analysis of clicks results in larger click inventories. Cluster analyses of clicks, on the other hand, result in smaller segment inventories. This comes at a cost, as it results in Khoesan languages being the only languages in the world that allow obstruent-obstruent clusters without also allowing obstruent-sonorant clusters.

There are three main sources of evidence for the phonology of clicks. The Back Vorvel Constraint and nasal assimilation provide evidence as to the place of articulation in clicks. The positional distribution of clicks provides evidence that clicks are obstruents, and that their status as complex segments makes them more inarked. The existence of airstream contour segments in Nluu provides evidence that airstream is an independent dimension of sound structure. All of these types of evidence must be aocounted for by any phonological theory that accounts for clicks.
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## 19 Vowel Place

## Bruce Morén-Duolljá

What is vowel place and what role does it play in the sound patterns of language? The term "vowel place" neans different things to different people. There are two main reasons for this. First, the relationship between the articulation and the acoustics of "place of articulation" is complex and multifaceted. Second, phonological features have a range of model-specific definitions. The purpose of this chapter is to give a general introduction to the phonetic and phonological issues necessary to understand vowel place.

## 1 The phonetics of "place"

At its inost basic, "the behavior of the vocal tract in speech can be described as an alternation of closing and opening" (Chomsky and Halle (SPE) 1968:301). These closings and openings restilt in a complex set of aerodynamic and acoustic effects. Depending on the arrount of the contraction or expansion, combined with languageparticular phonotactics, a resulting acoustic signal is interpreted as a consonant and/or a vowel. The type and degree of the vocal tract openings and closings on the articulatory side of things corresponds roughly (but, as we will see, not directly) to whet are commonly and descriptively referred to as phonological major class features, consonant manner features, and vowel height features (Cifarter 2l: vowed неight).' However, it is not enough to look at sound patterns only in terms of constriction. One must also attend to the precise location at which constrictions occur within the vocal tract.

We have known since the groundbreaking work of Chiba and Kajiyanta (1942) that constrictions and expansions along the vocal tract have particular acoustic effects that can be explained in terms of tube acoustics. Depending on the proximity of a constriction or expansion to a node (i.e. point of minimal air displacement) or a loop (i.e. point of naximal air displacement) associated with a tube's resonance frequency, there will be different effects on that resonance frequency. A constriction at a loop causes a decrease in frequency, and a constriction at a node causes an increase. It is the location along the length of the vocal tract where articulatory gestures take place, combined with their acoustic correlates, that corresponds to

[^498]

Figure 19.1 Vocal tract diagram
a large extent (but not absolutely) to what is commonly known as phonological place of articulation.

From an articulatory perspective, place involves passive and active articulators (see Figure 19.1). The former are static landmarks along the upper surface of the vocal tract. The latter are mobile articulators along the lower surface of the vocal tract that move nearer to or further from the static landmarks during speech.

If one looks at the documented combinations of active and passive articulators found cross-linguistically, one sees evidence of all physically felicitous combinations. Further, neither active nor passive articulator seerns to be privileged in having prinary responsibility for defining place across contexts. For example, the passive uvula articulator can be used to single out the set of uvulars, and the active epiglottis articulator can be used to single out the set of epiglottals. However, the active tongue dorsum articulator is used for both dorsals and uvulars, whereas the passive pharyngeal wall articulator is used for both pharyngeals and epiglottals.

Combinations of active and passive articulators result in particular shapes of the vocal tract and cause the general acoustic effects described by Chiba and Kajiyama. To illustrate this in simplified terms, we can look at the schematized vocal tract in Figure 19.2. Here we see a tube closed at one end by the larynx and open at the other end by the lip orifice. The first three formants ( F 1 , F 2 , and F 3 ) are indicated by sine waves, and loops and nodes associated with these formants are indicated by solid and dashed vertical lines, respectively. The F1/F2/F3 loop labeled A corresponds to the labial region, the F3 node labeled B corresponds to the alveolar region, the F2 node C and F3 loop D correspond to the velar region, and $E, F$, and $G$ correspond to the pharyngeal region.

The acoustic results of contractions at the various loops and nodes in the vocal tract are seen most clearly in F2 transition targets associated with stops. These correspond quite nicely to what are commonly described as the primary consonant places. This is illustrated in Figure 19.3 for labial, alveolar, and velar stops in particular vowel contexts. We see that labial constrictions have a low F2 target


Figure 19.2 Illustration of vocal tract tube acoustics


Figure 19.3 F2 schematics for several consonant-vowel combinations. Dashed lines indicate stop transition targets (modified from Delattre ct nl. 1955)
(below 600 Hz ). This is because the labial region is a loop for F2. Alveolar constrictions have a mid-range F2 target (approximately 1800 Hz ), because this region is neither a loop nor a node for F2. Velars have a high F2 target (above 2500 Hz ), because this is a node for F2. ${ }^{2}$

Although there are complications to this story when one looks carefully at particular contexts and at combinations of articulations in running speech, there is general consensus in the literature with respect to the relationship among some consonant articulations, acoustics, and phonological place features. This is in no sinall part due to the rather extreme constrictions that consonants require for their production. These allow for a robust and precise articulatory and acoustic characterization of consonants. Further, these extreme articulations and their natural proximity to resonance nodes and/or loops also produce "quantal effects" (Stevens 1972, 1989), where relatively large movements along some regions of the vocal tract produce only small acoustic results, while small movements along other regions produce large acoustic results. Thus it is not surprising that certain consonant places are quite common across the world's languages. It is also not

[^499]［dorsal］）are dependent．This idea has been modified a number of times over the years，for example in（1）．
（1）Feature geometry of Sagey（1990）


It is important to note that this type of geometry groups traditional place features and non－place features under＂place＂organizing structures．For example，Sagey uses place，labial，coronal，and dorsal organizing＂place＂nodes that have dependent ［士round］，［士anterior］，and［士back］＂place＂features and dependent［士distributed］， ［ $\pm$ low］，and［ $\pm$ high］＂non－place＂features．
Although there are language－particular phonetic and phonological facts that have led to this proposal，there are a number of unanswered questions that must be asked．For example，what is the formal difference between a place node and a place feature？Why can some structures，such as［coronal］，be both a feature and ал organizing node for dependent features，while other structures，such as C－place， V－place，and aperture，can only be an organizing node？Is there a formal reason for this？What is＂place＂in a model where both place features and non－place features are dependent on the same＂place＂nodes？It is beyond the scope of this chapter to answer these questions，but it is important to think about what＂place＂ really means and how it might be modeled．

To summorize，we have to contend with at least three meanings of the term ＂vowel place＂in the literature．It can be a descriptive term for related articulatory and／or acoustic characteristics．It can be a descriptive term for related phonological features．It can be a formal termi for segment－internal organizing structure．

## 4 The phonology of vowel place

If we assume there is phonological vowel place from a featural and／or an organizational perspective，we have to ask ourselves what it is used for．There are seven major types of phenomena that are relevant here：
(2) a. Vowel contrasts
b. Consonant contrasts
c. Vowel interactions
d. Consonant-vowel interactions
e. Consonant-vowvel alternations
f. Vowel neutralizations
g. Consonant interactions

The first five will be discussed below.

### 4.1 Vowel place contrasts

The most obvious use of vowel place features is to establish contrasts among vowels (see CHAPTER 2: CONTRAST). However, given the interactions amnong vowel articulations and acoustics discussed above, it is difficult to establish absolute and precise articulatory or acoustic characteristics for vowel place and translate these directly to phonological structures. It is thus common to describe vowel inventories via a combination of articulatory configuration and relative position along F1 and F2 continua in charts such as that in Figure 19.5. The vertical axis represents Fl and relative openness of the oral cavity (see citapter 2l: vowel nejgit). The horizontal axis represents F2 and relative location along the front-back dimension of the oral cavity, where there is a constriction or expansion.

What is important for our purposes is the nunber of differences along the horizontal axis if relative F1/openness/tongue height is controlled for. It is also innportant to relate those differences to articulator configurations and phonological patterns. As we see in Figure 19.5, there seem to be six major categories along the
 $[\varepsilon$ œ $3 \in A$ ] , and these divide articula torily into three main areas based on tongue position (i.e. front, central, and back), with a further split based on lip configuration (i.e. rounded and unrounded).


Figure 19.5 Standard vowel chart (IPA)
3. I do not discuss here the important wrork of lass (1984), whtich clainus that there is evidence for ten place distinctions. This claim is not based on contrasts 1 trithin the speech of individual speakers, bett on what he calls "dialect distinguishability." Because there is no evidence that so many contrasts are needed within a given phonolugical grannmar, I take this ter ind urate fine-grained phunetic distinguishability that does not translate into phonological feature specifications. This is also the conclusion of Rioe (2002).

There are four interpretations for the fact that lip rounding can combine with tongue configuration to produce contrasts along the F2 continuum. First, vowel features are defined acoustically, rather than articulatorily. After all, one cannot claim that Figure 19.5 represents articulatorily defined vowel features having to do with tongue position (i.e. "front-back") and height, and then include labial characteristics. The second is to claim that [round] is not a vowel place feature, but some other type of feature. This leaves vowel place as defined solely via tongue position - this is the position taken by Chonsky and Halle (1968). The third is to suggest that vonvel features are not defined purely on acoustic or articulatory characteristics, but different features are acoustically or articulatorily defined. This seems to be the position taken by most generative phonologists, even if they do not state so explicitly. Finally, one could claim that vowel place features are articulatorily defined via the location along the vocal tract where constrictions or expansions occur. This is essentially the position of Articulatory Phonology (Browman and Goldstein 1986, 1992; see also cilapter 5: tile atoms of ritonological representations).

While it is fairly uncontroversial that the vowel space is divided roughly into six phonetic regions along the F2 dimension when one looks at cross-linguistic inventories, there is considerable debate about how these phonetic regions should be classified from a phonological perspective. Clements (1991) suggests that three distinct, unary, place features/nodes are needed to capture six contrastive vowel places - two features/nodes for tongue position along the front-back dimension (i.e. [coronal] and [dorsal]) ${ }^{1}$ and one feature/node for lip rounding (i.e. [labial]). This is a minor modification of SPE-based feature theory. There are, of course, a number of ways to innplement this system, depending on one's assumptions about underspecification/full specification, feature co-occurrence markedness, etc. (chapter 4: markedness; chapter 7: feature specification and underspecificaTION). (3a) and (3b) show two possible implementations for high vowels. ${ }^{\bar{j}}$

|  | [labial] [coronal] [dorsal] |  |  |  | [labial] [coronal] [dorsal] |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [ $]$ |  |  |  | - |  |  |  |
| [ tt ] | $\checkmark$ |  |  | - | $\checkmark$ |  |  |
| [i] |  | $\checkmark$ |  | [i] |  | $\checkmark$ |  |
| [u] |  |  | $\checkmark$ | [ul] |  |  | $\checkmark$ |
| [y] | $\checkmark$ | $\checkmark$ |  | [y] | $\checkmark$ | $\checkmark$ |  |
| [u] | $\checkmark$ |  | $\checkmark$ | [u] | $\checkmark$ |  | $\checkmark$ |
| - |  | $\checkmark$ | $\checkmark$ | [i] |  | $\checkmark$ | $\checkmark$ |
| - | $\checkmark$ | $\checkmark$ | $\checkmark$ | [ tz ] | $\checkmark$ | $\checkmark$ | $\checkmark$ |

As we see in (3a), the central unrounded vowel [ $\mathbf{t}$ ] is placeless, three vowels ([ $\mathrm{u} \mathrm{i} u \mathrm{u}]$ ) have one place feature specified, and two vowels ([uy]) have two places. Interestingly, factorial combination predicts two additional vowels that seem to

[^500]Thus the fact that Wolof and Nimi'ipuu non-RTR/RTR vowel pairs differ in both F1 and F2 does not autonatically justify dismissing a pharyngeal place hypothesis. More evidence is needed. One might fruitfully compare the subtle F2 differences here with those between the labial and non-labial vowel pairs discussed in $\$ 4.1$ (e.g. [i] and [y]). What makes labiality an obvious candidate for a phonological place distinction for vowels, but not pharyngeality?

Finally, there is evidence from some Arabic varieties that vowels can have contrastive pharyngeal place. For exannple, Cairene Arabic is usually described as having just three contrastive vowels, /i u a/; however, recent studies show thent there are four contrastive vowels in this language - /j u a a / (Youssef 2006, 2007). The vowel [a] is a contrastive "emphatic" vowel that triggers what is called emphasis spread and is also the result of spreading emphasis to /a/. If the descriptive term "emphasis" is interpreted as involving a phonological pharyngeal feature (as is connmonly done), then this language has a contrastive pharyngeal and non-pharyngeal low vowel. As one might expect from looking at Wolof and Nirni'ipuu, the difference betiveen pharyngeal and non-pharyngeal vowels in Cairene Arabic is realized acoust ccally by both F2 and F1 differences, where the pharyngeal vowel has a higher F1 and a lower F2.

To summarize, there are at least five vowel places from an articulatory perspective: labial, coronal, velar, pharyngeal, and retroflex. The first four primarily involve passive art iculators, while the fifth primarily involves a particular active-passive articulator combination. Further, the acoustic correlates of the first three involve almost exclusively variation in F2, while the fourth involves both F1 and F2, and the fifth F3. There is currently disagreement in the literature on vowel place contrasts with respect to how many vowel place features are needed to establish crosslinguistically possible and language-particular phonological contrasts. This is in no small part due to the fact that different theories use different aspects of phonetics (and their relationship to phonology) to dertine phonological place features.

### 4.2 Consonant place contrasts

In addition to being used to account for place contrasts among vowrels, vowel features have also been used to account for place contrasts among consonants (see also chapter 75: CONsonant-vowel place feature interactions). This is traditionally done in two ways. Either sone set of vowel features is used to determine what is called "secondary place of articulation," or they are used to determine primary place of articulation. We will begin with the former.

### 4.2.1 Consonant secondary place

It has long been observed that some languages make use of what is called secondary place (cilarter 29: Secondary and double articulation; citarter 71: palatalization). This may be described as a less extreme constriction of the vocal tract occurring roughly sinultaneously with a more extreme constriction at a different point along the vocal tract. This less extremte closure is approximately that of a glide and is often attributed to the specification of a consonant with an extra vowel feature (e.g. Chomsky and Halle 1968; Clements 1985; Odden 1991). Examples of secondary articulation are labialization (e.g. [t"]), palatalization (e.g. [ t$]$ ), velarization (e.g. $\left[\mathrm{t}^{\mathrm{x}}\right]$ ), and pharyngealization (e.g. [t']). Some languages claisned to have single secondary place contrasts are listed in Table 19.2.

Table 19.2 Sample of languages desaribed as having secondary place distinctions

|  | labialization | palatalization | vclarization | pharyngealization |
| :--- | :---: | :---: | :---: | :---: |
| Chipewyan | $\checkmark$ |  |  |  |
| Russian, lrish |  |  |  |  |
| Arabic varieties, Ponapean |  | $\checkmark$ |  |  |
| Arabic varieties |  |  | $\checkmark$ |  |

Table 19.3 Sample of languages described as having multiple secondary place distinctions

|  | Pabialization | palatalization | velarization | pharyngealization |
| :--- | :---: | :---: | :---: | :---: |
| Nambakaengo | $\checkmark$ | $\checkmark$ |  |  |
| Nupe |  | $\checkmark$ | $\checkmark$ |  |
| Marshallese | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| Salishan, Caucasian <br> and Semitic varieties | $\checkmark$ |  |  |  |
| Caucasian and <br> Semitic varieties |  | $\checkmark$ |  |  |

It has also been observed that each secondary place can contrast with other secondary places within a single language (Table 19.3).

### 4.2.2 Consonant prinuary place

There is also a long tradition of using vowel features to define consonant primary place. For example, Chomsky and Halle (1968) defined all postalveolar consonant places via a combination of vowel place and height features. What is interesting regarding the S.PE features [ $\pm$ high], $[ \pm 0 \mathrm{w}]$, and [ $\pm$ back] is that while the former two are used by Chomsky and Halle to express vowel height and the latter to express vowel place, the three join forces to express a variety of primary consonant places when combined with [-coronal, -anterior], as shown in (8) (Chomsky and Halle 1968: 305). This mix of different types of vowel features to define "consonant place" makes one wonder if it makes sense to discu.ss place as a phonologically relevant concept at all, or whether "place" is simply a convenient descriptive label that is ultimately epiphenomenal. Further, if place is a phonologically relevant concept, then what is its phonetic grounding, given that phonetically disparate characteristics are used to define place in different contexts?

|  | palatals | velars | uvulars | pharyngeals |
| :--- | :---: | :---: | :---: | :---: |
| [high] | + | + | - | - |
| [low] | - | - | - | + |
| [back] | - | + | + | + |

### 4.4.1 Consonant effects on vowels

In some languages, consonant place has a direct effect on vowel place. In those cases where the relevant consenant and vowel place are phonetically similar, this may be interpreted as assimilation and a sharing of the same feature by two najor classes of segments (Chapter 81: local assimilation).

The first case we will look at is "vowel fronting" in Serbian. This involves the fronting of back mid vowels in some suffixes when following postalveolar coronal consonants.
a. Neuter noun nominative nccusative singular $[-จ] \sim[-\varepsilon]$
sel-o [sélo] 'village' ~polj-e [polie] 'field'
b. Masculine instrmmental singmar $[-כ \mathrm{~m}] \sim[-\varepsilon \mathrm{m}]$
grâd-om [graidom] 'city' ~ müž-em [muiz£nt] 'husband'
c. Genitive singular $[-כ g] \sim[-\varepsilon g]$
dobr-og [dobrog] 'good' ~Ioš-eg [lofag] 'bad'
d. Masculine plural $[-\mathrm{Jv}-\mathrm{i}] \sim[-\varepsilon \mathrm{v}-\mathrm{i}]$ grad-ov-i [gradovi] 'city' ~ mižzeev-i [mu:zevi] 'husband'

As pointed out by Morén (2006a), Serbian's quite rich set of coronal consomants combined with this assimilation process suggest that the triggers and targets of velar fronting share a vowel "coronal" place feature. The importance to the present discussion is that these data complement other facts of Serbian to show that palatal consonants in this language are specified with a "vowel" place feature and no "consonant" place feature.

Another case comes from well-known restrictions on vowel quality allowed between two labial consonants in Cantonese (Cheng 1991; Hume 1991). As Cheng shows, non-low vowels must be front (i.e. [i e y 0]) with in a syllable containing a coroual onset and coda. One account for this is that the two consonants must share their consonantal coronal place within the syllable domain and intervening vowels must become coronal as a result of feature spread through them. Unlike Serbian, these facts suggest that the front vorvels make use of a consonant place feature, not a vowel place feature.

| [ $\mathrm{k}^{\prime \prime} \mathrm{ut}$ ] | 'bracket' | [ $\mathrm{k}^{\prime \prime} \mathrm{yt}$ ] | 'deciude' |
| :---: | :---: | :---: | :---: |
| [ho] | 'river' | [he] | 'boots' |
| [t'uk] | 'bald head' | [ $\mathrm{k}^{\text {/ }} \mathrm{ut}$ ] | 'brackel' |
| [t"ok] | 'to support' | [ kot ] | 'to cut' |
| [t'yl] | 'to take off' | * [th $u t]$ |  |
| [ $t^{\prime \prime} 00$ ] | 'a shield' | * [ $t^{\text {h }}$ On] |  |

Khoisan languages have a sinvilar relationship between consonants and vowels in that only back vowels can surface following velar and uvular consenants (including clicks) (Traill 1985).

To summarize, the Serbian, Cantonese, and Khoisan patterns suggest that "vowel place" and "consonant place" are occasionally convenient as descriptive labels, but vowels seem to be able to have "consonant place" and consonants seem to be able to have "vowel place."

### 4.4.2 Vowel effects on consonants

In addition to consonant quality affecting vowels, vowel quality can also affect consonants (Clements 1991; Hume 1991). The most obvious case is that of vowels causing secondary place to appear on adjacent consonants. There are numerous examples of this in the literature, and they have the general pattern illustrated in (15)."

$$
\begin{align*}
& \text { a. } / t+\mathrm{i} / \rightarrow\left[\mathrm{ti}^{\mathrm{i}}\right]  \tag{15}\\
& \text { b. } / \mathrm{p}+\mathrm{i} / \rightarrow\left[\mathrm{p}^{\mathrm{j}}\right] \\
& / \mathrm{t}+\mathrm{o} / \rightarrow[\mathrm{t} \times \mathrm{O}] \\
& / \mathrm{p}+\mathrm{o} / \rightarrow\left[\mathrm{p}^{\mathrm{N}} \mathrm{o} \mathrm{o}\right] \\
& / t+a / \rightarrow[\text { t'a] } \\
& / p+a / \rightarrow\left[p^{`} a\right]
\end{align*}
$$

Another type of vowel-to-consonant place interaction is when vowel place affects primary consonant place. Serbian "velar palatalization" is an example of this. As discussed in Morén (2006a), velar palatalization is a process by which velar obstruents become apical postalveolar when followed by some suffixes beginning with a front vowel.
a. Masculine vocative singular $[-\varepsilon]$

 siromīh [siroma:x] 'poor' - siromī̆s- $\varepsilon$ [siroma: $\int \varepsilon$ ]
b. Diminutive [-itf (-a)] krûg [kru:g] 'circle' ~ kruž-ić [kruz̧itị] mika [ru:ka] 'hand' ~ruč-ić-a [ruţ]"ița]
c. Denominal [-it-i]
mukn [muka] 'pain' ~ muč-it-i [muts "iti]
sîth [ṣu:x] 'dry' - suiš-it-i [șu:Şitci]

Unlike some other Slavic languages, Serbian consonants cannot have secondary coronal place, so the effect of "palatalization" of velars is one of primary place change, not secondary place addition. As was the case with Serbian mict vowel fronting discussed in §4.4.1, velar palatalization suggests that the trigger and the target share a phonological place feature. However, the difference is that mid vowel fronting involves a consenant feature affecting a vowel, while velar palatalization involves a vowel feature affecting a consonant.

A final example comes from consonant epenthesis. In some varieties of English, there is consonant resyllabification or epenthesis in certain environments (Kahn 1976). This is sometimes called glide formation (CHAPTER 15: GLIDEs), epenthesis, or consonant "intrusion," depending on the context and quality of the consonant - [jw], [?], or [x], respectively. The details regard ing the conditioning environments and subtle dialect differences are beyond the scope of this chapter, but what is important here is that this type of phenomenon is widely distributed across the English-speaking world (Kalın 1976; McCarthy 1993; Uffmann 2007; Krämer

[^501]For example, Matumbi initial underlying vowels surface as vowels when followed by a consonant, but they surface as glides when followed by a vowel (Odden 1996).
/u+teliike/
/i+taabua/
/i+a+tuumbuka/
/i+otu+i+k+e/
/u+a+teleke/
/i+ula/
[uteliike]
[itaabiva]
[jaatuumbuka]
[jootwiike]
[waateleke]
[juula]
'you cooked'
'books'
'they will fall'
'they have holes'
'you should cook'
'frogs'
In feature theories where vowels and glides are the same segment in different syllabic positions, nothing need be said about place feature specification. However, in feature theories where vowels and glides are featurally distinct, then something must be said about their surface place similarities - especially if those theories postulate different place features for consonants and vowels.

Less obvious vowel-consonant alternations involve liquids. It is common among the Slavic languages to have alternations between a lateral and a vowel. For example, Serbian syllable-final laterals surface as mid back round vowels (Morén 2006a), while in Slovenian, they surface as a high back round vowel/glide (Morén and Jurgec 2007). The former is shown in (22).

## Serbian

| per-ao | /peval/ | $\rightarrow$ | ['pe.vas] | 'sang' |
| :---: | :---: | :---: | :---: | :---: |
| orno | /oral/ | $\rightarrow$ | ['Ј.ras] | 'eagle' |
| posao | /posal/ | $\rightarrow$ | ['pJ.sas] | 'work' |
| misno | /mi:sal/ | $\rightarrow$ | ]'mit.sa>] | 'thought' |
| citno-ca | /Es"italṭṣa/ | $\rightarrow$ | ['t] ${ }^{\text {wi.tas.tsa] }}$ | 'reader' |

Ignoring the issue of how to establish the correct vowel height during vocalization, the unrounded anterior coronal lateral is clearly related to a sturface vowel that is both back and rounct. This place relationship is not straightforwardly accounted for in some theories.

While one might argue that the Slavic data show alternations of underlying consonants with surface vowels, Yoruba seems to show the opposite. According to Akinlabi (2007), Yoruba [i] surfaces as [y] following a vowel.
(23) /àwó 1 wó tā/ $\rightarrow$ [àwó ì wo tā]
flowing NEG flow finish
'that which flows (of gown) without end'
He interprets this as fortition, in which the high front vowel becomes a syllabic nasal so as not to require (perhaps not license) an onset. What is relevant to us is that a front vowel alternates with a velar nasal. Given that most feature theories assume that coronal is the default/unmarked place, it is not a trivial matter to explain why a coronal vowel alternates with a velar consonant.

Finally, vowels can also alternate with consonant secondary articulations. ${ }^{13}$ As noted by Clements (1991), Etsako high vowels appear as secondary place on

[^502]because they involve significant non-F2 effects. Closer inspection of physical and phonological parallels between vowels and consomants suggests that the traditional view needs to be reconsidered.

From a phonological perspective, vowel place features are relevant to seven najor types of pluenomena. I have discussed five of these, and each both supports and challenges some of the more common approaches to vowel place found in the literature. Combined, they suggest that we have a fairly good understanding of relevant phenomena and formalisns, even if we sometinnes disagree about the details of data interpretation or which feature theory is best.

Finally, this chapter began by posing the question: "What is vowel place and what role does it play in the sound patterns of language?" To begin answering this question, we explored the phonetics and phonology of "place" more generally, as well as examined why some scholars make different choices regarding the relationship between phonetics and phonology and between vowels and consonants. We saw that vowel place is both simpler and more complicated than one might expect, and that more wrork is needed to resolve some long-standing and fundamental issues.

## REFERENCES

Akinlabi, Akinbiyi. 2007. Category change as vowel reduction. Paper presented at the 30th Generative Linguistics in the Old World Conference, University of Tromses.
Anderson, John M. \& Colin J. Ewen. 1987. Principles of dependency phonofogy. Cambridge: Cambridge University Press.
Aoki, Haruo. 1966. Nez Percé vowel harmony and proto-Sahaptian vowels. Largunge 42. 759-767.
Backley, Phillip. 1997. Monovalency and the status of RTR. LCL Wiorking Papers in Linguistics 9. 1-26.
Browman, Catherine P. \& Louis Goldstein, 1986. Towards an articulatory phonology. Phonolog'y Yearbook 3. 219-252.
Browman, Catherine P. \& Louis Goldstein. 1992. Articulatory phonology: An overview. Phonetica 49. 155-180.
Cheng, Lisa L. 1991. Feature geometry of vow'els and co-occurrence restrictions in Cantonese. Proceedings of the West Cowst Conference on Formal Jinguistics 9. 107-124.
Chiba, Tsutomu \& Masato Kajivama. 1942. The vorset: Its nature nud stmeture. Tokyo; Kaiseikan.
Chomsky, Noam \& Moxis Halle. 1968. The somend pateerrs of English. New York: Harper \& Row.
Clements, G. N. 1985. The geometry of phonological features. Phonology Yearbook 2. 225-252.
Clements, G. N. 1991. Place of articulation in consonants and vowels: A unified theory. Working Papers of bise Cornell Phonetics Laborntory 5. 77-123.
Clements, C. N. \& Elizabeth Hume. 1995. The internal organization of speech sounds. In Goldsmith (1995), 245-306.
Davis, Stuart. 1995. Emphasis spread in Arabic and Grounded Phonology. Linguiskic Inguiry 26. 465-498.
Delattre, Pierre, Mark Liberman \& Franklin S. Cooper. 1955. Acoustic loci and transitional cues for consumants. Jourmal of the Acoustical Society of America 27. 769-773.
Goldssoith, John A. (ed.) 1995. The handbook of phonological theory. Cambridge, MA \& Oxford: Blackswell.
Harris, John \& Geoff Lindsey. 1994. Phonological interpretations of historical lengthening. In Wolfgang U. Dressler, Martin Prinzhom \& John R. Rennison (eds.) Phonologicn 1992, 96-106. Turin: Rosenberg \& Selier.

Harris, John \& Geoff Lindsey. 1995. The elements of phonological representation. In Jacques Durand \& Francis Katamba (eds.) Frontiers of phomology: Atoms, structures, derivations, 34-79. London \& New York: Longman.
Heegärd, Jan \& Ida Elisabeth Morch. 2004. Retroflex vorwels and other peculiarities in Kalasha sound system. In Anju Saxena (ed.) Himalnyan Ianguages: Past and present, 57-76. Berlin \& New York: Mouton de Cruyter.
Hulst, Harry van der \& Jeroen van de Weijer. 1995. Vowvel harmony. In Coldsmith (1995), 495-534.
Hume, Elizabeth. 1991. Vowel-to-consonant assimilation and its implications for feature theory. Proceedings of the West Const Conference on Formal Linguistics 20. 138-15t.
Hume, Elizabeth 1994. Front vowerls, coremal consemants and their interaction in nemeinear phonology. New York: Garland.
Jakobson, Roman, C. Gunnar M. Fant \& Morris Halle. 1952. Preliminaries to speech aunlysis: The distinctive feratures and their correlates. Cambridge, MA: MIT Press.
Kahn, Daniel. 1976. Syllable-based generalizations in English phonology. Ph.D. dissertation, Mift.
Kaye, Jonathan, Jean Lorvenstaرnom \& Jean-Roger Vergnaud. 1985. The internal structure of phonological elements: A theory of charm and government. Phomology Yearbook 2. 305-328.
Krämer, Martin, 2008. Taking a free ride can cau[r]se severe hyperrhotimity. Paper presented at the 16th Manchester Phonology Meeting.
Lass, Roger. 1984. Vowel systern universals and typology: Prologue to theory. Phomology Yearbook 1. 75-111.
Maddjeson, Ian. 1984. Pnfterns of sounds. Cambridge: Cambridge University Press.
Mahanta, Shakuntala. 2008. Lcral vs. non-local consonantal intervention in vowel harmony. In Sylvia Blaho, Camelia Constantinescu \& Erik Schoorlemmer (eds.) Proceedings of Cons
MaCarthy, Jolun J. 1988. Feature geometry and dependency: A review. Phonetica 45. 84-108.
McCarthy, John I. 1993. A case of surface constraint violation. Cnmadinn fourmel of Linguistics 38. 169-195.
Morén, Bruce. 1999. Distinctiveness, coercion and sonority: A unified theory of weight. Ph.D. dissertation, University of Maryland at College Park.
Morén, Bruce. 2006a. Consonant-vowel interactions in Serbian; Features, representations and constraint interactions. Linglun 116. 1198-1244.
Morén, Bruce. 2006b. "ATR" harmony in Kàlòng and Nez Perce without [ $£ \mathrm{ATR}$ ]: Abstraction, economy and primitives. Paper presented at the 3rd Old World Conference in Phonology (OCP3), Budapest.
Mlorén, Bruce \& Peter Jurgec. 2007. Comssinants and vowels in Slovenian and Serbian: Phometic similarities, (morpho)phonological differences and vice versa. Paper presented at the 7th European Conference on the Formal Description of Slavic Languages (FDSL-7), Leipzig.
Odden, David. 199t. Vowel geometry. Phonology 8. 261-289.
Odden. David. 1996. The phonology and morphology of Kimntuumbi. Oxford: Clarendon Press.
Rice, Keren. 2002. Vowel place contrasts. In Mengistu Amberber \& Peter Collins (eds.) Langunge universals and variation, 239-270. Westport, CT: Praeger.
Rosenthall, Sam. 1994. Vowel/glide alternation in a theory of constraint interaction. Ph.D. dissertation, University of Massachusetts, Amherst.
Sagey, Elizabeth. 1990. The represenation of features in monlinetr phonology: The articulator node hierarchy. New York: Garland.
Schane, Sanford A. 1984. The fundamentals of particle phonology. Phonology Yearfootk 1. 129-155.
Schein, Barry \& Donca Steriade. 1986. On geminates. Linglistic Inguiry 17. 691-744.

# 20 The Representation of Vowel Length 

David Odden

## 1 Introduction

Length is the phonological correlate of durational differences between sounds, tied to the phonological concept "quantity." The concept of length usually considers duration segmentally, attributing length to particular segments (the vowel or consonant is the locus of the property "long" or "short," and not the syllable, foot, or word). Length being a phonological attribute, distinctions are discrete mental categories, not physical measurement, and, like nost phonological attributes in generative theories, length is traditionally treated binarily.

Establishing vowel length in a language is not always straightforward. English is said both to have and not have vowel length, so that peat may be analyzed as having a long vowel (Halle 1977) as contrasted to pit, thus [i:] ws. [i], or the distinction can be treated as a tense/lax opposition (Chonnsky and Halle 1968), thus [i] [יS. [r]. Because of the infiuence of voicing on vowels - they have shorter duration before a voiceless obstruent - English has a cline of four durational patterns, illustrated in beat, beat, bid, bit. Phonetic duration does not automatically translate into phonological length, and durational differences, especially ternary oppositions, are not necessarily of a continuous type ( $1,2,3,4$ units), but nlay instead reflect multiple, intersecting phonological phenomena.

Some languages distinguish "full" and "reduced" vowels. Chuvash (Krueger 1961) has two reduced vowels [ā厄], which contrast with full vowels [i y i u a e o]; the two Proto-Slavic "yers" [ 1 u ] (see chalpter 122: slavic yers) are widely claimed to be "reduced," and a nunber of Eihiopian Semitic languages have nnultiple reduced vowels (Pan 1973). Rather than introducing a new orthogonal vowel property to the inventory of features, one which seems to never combine with independent length, the Chuvash vowels could be treated as short /a e/ vs. long /i: y: it u: a: e: o:/. This would have the typologically peculiar consequence that all high vowels are long. However, in support of a prosodic distinction between these vorvels, stress assignment is sensitive to the full/reduced distinction whereby red uced vowels are skipped over in favor of stressing full vowels.

Segmental influences on duration, discussed in Lehiste (1970), include tongue height, place of articulation, and stop/fricative properties of the following consonant, as well as pitch (especially under contrastive pitch novements), stress,
and the fact of a syllable being open or closed. It can be unclear whether a perceptible durational pattern should be attributed to category change, so should we claim that, in the phonology, /bit/ beat $\rightarrow$ [bit] and /bid/ bend $\rightarrow$ [bi:d] (similarly /bıt/ bit $\rightarrow$ [bit], /bıd/ bid $\rightarrow$ [bisd])? Or should we leave pre-voiceless durational adjustments to phonetics and have the output of the phonology be [bit], [bid], [bıt], and [bıd]? Answering these questions involves foundational issues in the theory of phonological and phonet legrammars that are well beyond the scope of this chapter. Unfortunately, many issues pertaining to the phonology of vowel length require understanding this relationship. If we cannot clearly identify "long vowels" contrasted with "sluort vowels," it will be difficult to develop a theory of how long irs. short vowels are represented.

A theoretical puzzle confronting linear (Sound pattern of English-type) theories of representation was how to resolve numerous contradictions in phonological length. The paradox is that long vowels sontetinnes behave as though they are single segments distinguished from short vowvels by a feature, and sometimes they belave as though they are two segments. The resolution of this contradiction played an important role in the development of autosegmental phonology. The goal of this chapter is to familiarize the reader with the basic facts of vowel length and to attempt to explain them. $\$ 2$ considers the fundamental problems pertaining to the featural treatment of vowel length. $\S 3$ shows how autosegmental representations resolve those problems, but also raise new questions as we attempt to make more precise the nature of the higher-level representational atoms that express length. Facts such as compensatory lengthening which seent to elucidate vowel length are often cited as evidence to support an autosegmental representation of length, but many autosegmental treatments of compensatory lengthening glosis over important details, a fact which undermines the explanatory value of the autosegmental account. On balance, it seems that the autosegmental account of length does broadly resolve the fundamental one-segment/two-segnent paradox, but imporiant details remain to be ironed out. Finally, $\S 4$ considers the claim that some languages have a three-way vowel length contrast. Such (rare) languages are potentially important for a theory of length; unfortunately, for the vast majority of such languages, so little is known that it is difficult to say that length ternarity is a real phenomenon, rather than an epiphenomenon arising from binary length and sonve orthogonal dimension. ${ }^{1}$

[^503]
## 2 Segmental theories of representation

The classical SPE feature-theoretic account of vowel length is that long vowels are [+long] and short ones are [-long], thus rules affecting vowel length manipulate a feature on a par with nasality, rounding, or backness - for which a segmental transcription such as [a:] or [ā] would be appropriate. It was also recognized in w'orks such as McCawley (1968) that long vowels could be represented as sequences of identical vowels, thus [aa].

Lithuanian evidence for treating long vowels and diphthongs identically is discussed in Kenstowicr. (1970), which supports a representation of long vowels as adjacent identical short vourels. One argument is that rising and falling tones only appear on long vowels and diphthongs or else in syllables ending with a liquid or nasal, i.e. bisegmental vowel plus sonorant sequences. There are words like /kâimas/ 'village', /váikas/ 'child', with diphthongs, /kârtis/ 'pole', /kártis/ 'bitterness', with $V+$ resonant sequences, and /matiiti/ 'to see', /matis:s/ 'he will see', with long vewels. There are no level-H toned syllables with a diphthong, vowel plus consonant, or long vowel. In contrast, only level H or L (unmarked) appear on short vowvels, as in /mésti/ 'to throw', /dúris// 'door'. This pattern is explained if the language allows just one H on one segment within the word, where coda sonorants can bear to ne, and crucially, long vowels are really two-segment sequences, thus /matiiti/, /matiís/. /kãimı 1 s/, /vaíkas/, /kârtis/, /kaŕtis/. If long vowels simply have the feature [+long] explaining the distribution of H tone becomes very complex.

Another argument for equating long vowels with vowel sequences is an accent shift before endings with an underlying initial $H$, which is described very simply as deleting the first of two adjacent H tones. This description only works if long vowels are represented as VV, and becomes more complex if stated in terms of monosegmental long vowels and a primitive rising/falling/level distinction. An H underlyingly on the last tone-bearing unit of the stem (retained before the toneless accusiotive singular suffix alt) seems to shift to the underlyingly H-initial instrumental singular suffix, as illustrated by the alternation [pieftúk-a: ~ pie§tuk-ú] 'pencil (ACC SC ~ INSTR SC)', the latter from /pieftúk-úo/.
(1) acc sy instrss

| pieftúk-a | pieftuk-ı́ı | $\leftarrow$ | /pieftúk-úo/ |  |
| :---: | :---: | :---: | :---: | :---: |
| l-a: | gl-1 | $\leftarrow$ | /mígl-úo/ | 'nis |
| ik-a | ik-ı́ | $\leftarrow$ | /vaik-úo/ | hild' |
|  | pot | $\leftarrow$ | /poón-lio/ | maste |
| kâim-a: | kâim-u | $\leftarrow$ | /káim-ún/ | village |
| êj$j$-a: | vê:j-u | $\leftarrow$ | /véej-úo/ | 'wind' |

In the final two forms in (1), the suffix H deletes for reasons not of relevance here.
Retranscribing long vowels as sequences and decomposing contour tones into H un $\mathrm{V}_{2}$ us. $\mathrm{V}_{2}$ makes the nature of the alternation clearer: H deletes before adjacent H .

There are shortening rules in Lithuanian which treat long vowels and diphthongs analogously. One rule shortens a word-final falling-toned long vowel or diphthong, which accounts for alternations in adjectives in their indefinite and definite forms.

| 'you should $V^{\prime}$ | 'you should go $V$ ' |  |
| :--- | :--- | :--- |
| ulubé | ukalubé | 'ask' |
| upakatike | ukapakátike | 'shake down' |
| ukatfabánike | ukakatfábanike | 'be confused' |
| utarjgaále | ukatfangáale | 'wronder' |
| upapaákije | ukapapáakije | 'grope' |
| ulaambăte | ukalaămbate | 'Iick' |
| ukeengéenlbe | ukakeéngeembe | 'dig up' |

Similar arguments show the equivalence of long vowels and vowel sequences in Kuria tone assignment (Odden 1987). In short, there is ample evidence that long vowels act like two vowels.

Work by Pyle (1971), Kenstowicz (1970), and Fidelholtz (1971) also noted evidence for treating vowel length with a feature. Southern Paiute (6a) and Tübatulabal (6b) were often cited as jllustrating different treatınents of length according to language. In Southern Paiute, devoicing only affects one half of a long vowel (arguing for a sequence), but in Tiibatulabal, reduplication of the first V copies vowel length (requiring a featural representation).
(6)
a. mantfáąqàă 'to hold out one's hand' maróoqwàj’iquyą
'(I) stretch it'
b. telic atelic
to:jla:n o:-do:jla:n 'to reach him'
togo:j?an o-togo:j'an 'to decoy it for him'
Sometimes long vowels act like both a single segment and a sequence in one language. Kenstowicz motivates a rule in Lithuanian rounding/az/ to [o:], affecting the output of a rule lengthening vowels in certain verbs in the nonpresent. When the vowel is underlying short /a/, the surface result is [o:].

```
tupúi tuúpti 'perch'
    drebjú dreébti 'splash'
    vagíri voógti 'steal'
```

The problem is that the concept "long $a^{\prime \prime}$ is difficult to capture in the sequence theory, since that theory says that length is not a feature that can be referred to. One would have to refer to "[a] which is preceded or followed by another [a]." Since arguments for the sequence theory succeeded because of the resulting simplifications, these complications are important.

Pyle (1971) shows that in West Cireenlandic, lowering of high vowels before uvulars affects long and short vowels equally, thus /aluq/ $\rightarrow$ [aloq] 'sole', /pu:q/ $\rightarrow$ [po:q] 'bag'. If long vowels were vowel clusters, we predict/puuq/ $\rightarrow$ *[puoq] - note also that vowel lowering does not skip a vowel, thus /ukiuq/ $\rightarrow$ [ukioc] 'year', not "[ukeoq]. Contrarily, though, a metathesis rule breaking up final consonant clusters ([me:raq]: /merraq-t/ $\rightarrow$ [nee:rqa-t] (child (sG, PI.)') does not apply when the cluster is preceded by a vowel sequence (lumiaq]: /umiaq-t / $\rightarrow$ [umiat] 'canoe (sc, pl)'), or by a long vowel (lika:q]: /ika:q-l/ $\rightarrow$ [ika:t] 'scaffold (sc, ru)'). Thus, like Lithuanian, West Greenlandic supports both modes of representation.
betwreen singulars and plurals, including lengthening, shortening, diphthongization, tone changes, vowel quality changes, consonant changes, and suppletion. ${ }^{3}$

| (10) | $s g$ | $p /$ |  | s8 | $\mu^{\prime \prime}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | gá | g551 | 'clan' | dwẹl | dweel | 'temporary house' |
|  | bơọk | bợ | 'animal skin' | jic | jist | 'ear' |
|  | d? k | dạk | 'boy' | nân | gen | 'crocodile' |
|  | kwir | kwer | 'road' | cìn | ciìn | 'intestine' |
|  | dit | dict | 'bird' | kèw | kè̇t | 'gazelde' |
|  | ruon | run | 'year' | kow | kuoot | 'thorn' |
|  | lwet | Iwét | 'lie' | kat | kȨext | 'shelter' |
|  | bél | bel | 'sugar cane' | diir | dị ${ }^{\text {r }}$ | 'cricket' |
|  | cók | cọk | 'foot' | wà | yók | 'cow' |
|  | kàl | kạ! | 'fence' | tik | djạ̣r | 'wronlan' |

Ladd et al. (2009) argue that there is some predictability, but nevertheless there simply is no length-switching rule, thus no such argument for treating length as a feature.

Another counterexample to the function/representation hypothesis is Tübatulabal reduplication (6b), which is not a segment quality rule but rather a prosodic rule, yet one that copies the length of the first root vorvel in the same way that it copies vowel quality features. Any rule of prevocalic vowel shortening (as exists in Kamba) which specifically only applies to long vowels and not vowel sequences is a problem for the rule-functional claim. The reason is thet a rule that lengthens or shortens a vowel is by defiinition a prosodic rule, and prosodic rules are hypothesized to always treat long vowels in the same manner as vowel sequences. In Kamba, long vowels shorten before another vowel, as illustrated below with the reınote future prefix /-kà:-/ (/-káa-/).

```
to-kã:-tálâ 'we will count'
to-kà:-konà 'we will hit'
to-ká-o-à 'we will buy'
to-ká-i-0-à 'we will buy thern'
to-ká-a.à 'we will divide'
```

As discussed in $\S 4$ below, Kamba contrasts identical-vowel sequences with long vowels. Forms like [tokáioà] deınonstrate that the prevocalic shortening seen in the mapping /tokáa-o-a/ $\rightarrow$ [tokáoà] is not the result of a general vorvel-cluster reduction rule. Only long vowels undergo shortening, thus long vowels are, contrary to hypothesis, not treated the same as vowel sequences.

A severe problem for a two-segment theory is posed by Cokana, discussed in Hyman (1982). A rule of postvocalic shortening shortens the 3rd singular object suffix, /EE/, seen in [bāē div-ēe] 'they hit him', whereas /bāè sà-EE/ becones [bāè sà- $\grave{\varepsilon}$ ] 'they chose him'. This poses the same problem as Kamba prevocalic shorteniing. In addition, Gokana inserts [r] between long vowels after the logophoric suffix, /EE/, seen in [bāè dīv-èe] '(they; said) the $y_{i}$ hit (it)', whereas

[^504]/bāè sîì-EE/ becomes [bāè sîl-rèè] '(they; said) they; caught (it)', but /bāè sā-EE/ surfaces as [bāè sā-ę] '(they; said) they; chose (it)' without r-epenthesis (and with postvocalic shortening), because insertion requires a sequence of long vowels. ${ }^{1}$ When the logophoric suffix is preceded by a sequence of adjacent identical vowels - a long vowel, according to the vowel-sequence theory - there is no
 (it) up'. Gokana thus phonologically distinguishes true long vowels from adjacent identical-vowel sequences, which is not predicted to be possible by the sequence theory

The theory that segmental rules always treat long vowels as monosegmental is also falsified by the Mackenzie dialect of Eskimo, noted by Pyle, which also lowers high vowels before uvulars but where /naluuq/ $\rightarrow$ [naluoq] 'throws out'. Various segınental rules of Southern Paiute treat long vowels as sequences, and can affect just one part of a long vowel, for example final devoicing noted in (6a), as well as a rule whereby $/ \dot{z} / \rightarrow$ [i] before [i] (which may later delete), where


Matumbi presents a worst-case scenario for segmental theories of length which attempt to attribute sequence-like is. feature-like properties of length either to ordering or rule type. As noted above, the language gives strong evidence for the sequence theory, from tone assignment, which counts a long vowel as equivalent to two short vowels. The data of (5) omit one important type of stem, namely CVVCV, where the H would be word-final. In such cases, the predicted H tone is retracted to the penult, being realized as a rising tone.

$$
\begin{align*}
& \text { u-kaáte } \leftarrow / \text { u-kaaté/ 'you should cut' }  \tag{12}\\
& \text { u-toôle } \leftarrow / \text { u-toolè/ 'you should take' }
\end{align*}
$$

To even coherently represent rising tone while explaining the robust constraint that contour tones only exist on long vowels, long vowels must be represented as bisegmental. Yet this tome-retraction rule must refer to the fact that the penult contains a long vowel, arguing for a feature representation of length. The rule only applies after long vowels and not adjacent VV sequences, as shown by [utaunè] 'you should chew', without retraction (cf. [ukataúne] 'you should go chew', showing that $n$ can bear $H$ ). One cannot even impose an identity condition on the triggering penultimate vowel (i.e. "when preceded by a sequence of identical vowels"), thanks to the fact that the language lexically contrasts itentical vorvel sequences from long vowels, the former not triggering tone retraction ([baasá] $\leftarrow$ /ba.asá/ 'envelope').

Matumbi has a rule which shortens long vowels in a phrasal head followed by a modifier. Vowel sequences do not simplify.
a. nika-kálaaryga
nika-kálargga lí
nika-kálaıga kinłáambú
'I will go fry'
'I will not go fry'
nika-kálanga jóopáta eéla
b. nika-táuna
'I will go fry cassava leaves'
'I will go fry to get money'
nika-táuna lí
'I will chew'
'I will not chew'

[^505]Assuming an ordered identical-vowel merger rule, such a rule would have to apply before shortening, so that long vorvels could be created and thus referenced by a rule mentioning [+long] in the input and [-long] in the output. This is not ultimately tenable.

Tone assignment in the subjunctive occurs after shortening has applied, as the data below show - H is on the third surface vowel after the subject prefix, regardless of underlying length.

```
uţangaále
ut'angalé lí
upapaákije
upapakije mundó
ulaambáte
ulambaté mboópo
ukeenggéembe
ukeıgembé kindoólo
ubeénde
ubendé ukumú
```

'you should wonder'
'you should not wonder'
'you should grope'
'you should grope in the bucket'
'you should lick'
'you should lick the knife'
'you should dig up'
'you should dig up sweet potatoes'
'you should shout'
'you should shout at Ukumu'

In an ordered vowel-merging solution, vowel sequences must merge prior to shortening (to be targeted by shortening), and shortening precedes subjunctive tone assignment (which precedes retraction). But subjunctive tone assignment requires a sequence representation of long vowels, and is flanked by rules requiring a featural representation of vowel length.

Finally, Matumbi contrasts long vowels and adjacent identical vowel sequences, as in (15a), with true long vowels (which condition tone retraction and undergo shortening) us. those of ( 15 b ), with sequences which do not trigger retraction or shortening.


While the insight that long vowels are in some sense like two vowels is correct, there are many reasons not to treat long vowels as literally a sequence of segments. Further developments in representational theory resolve the conflict in these insights.

## 3 Non-linear representations

When facts of this type were considered from the perspective of autosegmental and metrical phonology in the mid-197()s, it was obvious that, once the presumption of a one-to-one mapping between features and segments is abandoned, non-linear representations provide exactly the flexibility required to resolve these paradoxes. Just as a contour tone is represented as a nany-to-one mapping between tones
and vowels, a long vowel can be represented as a many-to-one mapping betwreen something and a vowel. The crucial question is, what is that something which long vowels have two of?

### 3.1 Skeletal accounts

In McCarthy (1979: 34), long vowels were still seen as two-segment sequences, but with the innposition of higher structure including a rhyme. "Long vowel as unit" behavior, such as uniform lowering of long vowels before uvulars in West Creenlandic, is handled by applying the rule at the level of the rhyme. Rules may thus specify whether they apply at the segment level or higher, which yields an ambiguous treatment of long vowrels. Long vowels as in Tiberian Hebrew [mala:ki:m] are represented as in (16), where a long vorvel is two things (two segments) and one thirg (one rhyme) at the same time.

malaakiim

Vowel lengthenirg is treated as node-adjunction within the rhyme, where the segment is filled in by automatic feature copying.

Ingria (1980) represents a long vowel as a single segment having two metrical positions.
$V$ : in an open syllable


V : in a closed syllable


Since the focus of that article is compensatory lengthening arising from consonant deletions, liftle attention is paid to how underlying length is represented. It is simply noted (1980: 469) that "Each long vowel and consonant must contairt the information that it is to be associated with two positions in the syllabic tree, whereas short vowels and consonants will be associated with only one position."

The earliest, most successful non-linear theory of length is CV theory, which is rooted in MIcCarthy's (1979) prosodic template proposal for Semitic morphology (see chaipter les: semitic templates and chapter vos: tier segregation). McCarthy nade a connection between vowels and V and between consonants and C (1979: 247), such that [syllabic] and [consonantal] are represented on the template tier rather than the segmental tier. McCarthy (1982) drops the feature [syllabic] but reintroduces the SPE feature [vocalic] to drive mapping of segments to the CV tier. The Clements and Keyser (1983) version of the theory fully phonologizes the CV tier as a strictly suprasegmental tier, containing only the
formal elements C, V, which are independent of morphology, and dispenses with [syllabic]. A segment dominated by V is interpreted as a syllable peak, and a segment doıninated only by $C$ is interpreted as a non-peak. ${ }^{5}$ The $\mathrm{C} / \mathrm{V}$ distinction subsumes the functions of [syllabic], but is not identical to it. The feature [long] is also abandoned (1983: 12), and "long vowels are universally represented by means of the multi-attachment of a single vowel matrix to two positions on the CV-tier." The appeal of the theory is that it resolves the longstanding problem of the ambiguity of length, simplifies feature theory, and explains a problematic connection between syllabicity and compensatory lengthening, discussed below.

By reducing length to simple multiple-linking of prosodic atoms to segments, CV theory predicts the possibility of a further distinction in types of long vowels: a long vowel dominated by VC os. one dominated by VV. This actually arises in Turkish, which contrasts Iwo kinds of superficially identical long vowrels.

| nom sg | $p l$ | dat | poss |  |
| :--- | :--- | :--- | :--- | :--- |
| la: | la:-lar | Ia:-ja | la:-stu | 'la (musical note)' |
| da: | da:-lar | da-a | da-us | 'mountain' |
| sap | sap-lar | sap-a | sap-u | 'stalk' |

The noun /la:/ has a regular VV long vowel, and by regular principles of Turkish, the dative and possessive have the allomorphs /-ja/, /-stu/ after that long vowel, and /do:/ has a long vowel arising from association to /a/ of an emply $C$ position which is part of the root.


The presence of the empty $C$ triggers the suffix variant /-a/, and the empty $C$ syllabifies as the onset of the second syllable.

The theory draws substantial support from the fact that it gives a simple accolunt of the difference - one never squarely dealt with in linear theorizing between disegmental disyllabic [a.a] and phonetically distinct monosegmental monosyllabic [a:], as exists in Kamba. In principle, a monosyllabic long vowel dominated by VC could also behave differently from one doin inated by VV, as is the case in Turkish, but the phonetic interpretation of the two long vowels would be identical, since "syllabicity" requires some V node to dominate the segment, not that every node dominating the segment must be a V .

[^506]One significant argument for the CV theory of vowel length is its explanation for a Klamath puzzle noted by Kisseberth (1973), a rule shortening long vowels after a heavy syllable under certain conditions. The rule only affects vowels that arise from vocalizing a glide between consonants, not under lying long vowels or long vowels from vowel-glide sequences. This process applying to vocalized glides is seen in (20a), and not in (20b) with other long vowels.
a.

| a. | Inbotj'-a | 'wrinkle' | /mbodj'-a/ |
| :--- | :--- | :--- | :--- |
|  | mbodis-tk | 'wrinkle up' | /mbodj'-dk/ |
|  | mbo-mpti-tk | 'wrinkled up (DISTR)' | /mbo-mbodj'-dk/ |
| b. ja-jdi:s | 'spirit stones (DISTR)' | /ja-jadit-s/ |  |
|  | sda-sdin-k'a | 'little heart (DISTR)' | /sda-sdajn-k'a/ |

With only one representation of "long vowel," it would be impossible to distinguish shortenable [ir] derived from /CjC/ us, non-shortening underlying /i:/. CV theory explains this representationally, where an underlying long vowel is dominated by VV, but an underlying glide between consonants will, due to a separate rule of pre-glide epenthesis, be represented as VC.


Clements and Keyser achieve the restriction on shortening in the for mulation of the rule Vowel Shortening (1983: 171).


Parallel facts from Finnish are discussed in Clements and Keyser (1983) and Keyser and Kiparsky (1984), namely the anomalous treatment of certain long vowels with respect to gradation, vowel length alternations, and consonant gemination, which point to another representation of long vowels, as a monosegmental disyllabic VCV span, illustrated in the word [otte:n] 'grip (GEN sC).'.


While the extra power of being able to distinguish VV and VC long vowels as well as monosyllabic and disyllabic versions of long vowels might seem to be a

[^507]A problem with the autosegmental theory of CL is the need to posit ad hoc conventions for glide formation in an onsetless syllable. The initial impact of this problem for the theory was reduced by the fact that Ganda does not have CL in such a context. In Ganda (and a set of closely related Bantu languages: see e.g. Odden 1995), there is no CL when an onsetless vowel desyllabifies, thus Canda /o-a-gula/ $\rightarrow$ [wagula] 'you bought'; contrast /tu-a-gula/ $\rightarrow$ [twa:gula] 'we bought'. Clements (1986: fn. 1) treats this by a relabeling rule which directly changes word-initial V inte C. Therefore, CL is not always a consequence of GF, even in languages like Ganda with vowel length and CL. Another language which presents this problem is Classical Sanskrit, where prevocalic high vowels become glides and do not cause lengthening of the following vowel (/iti abravit/ $\rightarrow$ [itj abravit] 'thus he said'). However, some vowel merger processes in Sanskrit do exhibit CL, namely the rule /ai au/ $\rightarrow$ [e: o:] (/ca iha/ $\rightarrow$ [ce:ha] 'and here').

In Matumbi, GF does take place in a context analogous to Ganda [wagula], as we observed in (26) with /u-ákite/ $\rightarrow$ [waákite] 'you hunted'.


Creation of a C-slot is necessitated by the fact that CV positions always mediate between the segment and the syllable. This complicates CV theory by necessitating a convention inserting an onset which does not already exist, and is counter to the insight that CL is simply rearrangement of segınental and prosodic naterial.

CV theory predicts CL from deletion of an onset consonant, which in fact does not happen in Turkish and numerous other languages with CL associated with consonant deletion.


This situation is almost unattested, except for an analysis of Onondaga in Michelson (1986) where a vowel is lengthened when preceded by an empty $C$
(37)

| podok | pod-podok | 'to be planting' |
| :--- | :--- | :--- |
| pa | pa:-pa | 'to be weaving' |
| ca:k | ca:-ca:k | 'to be bending' |
| onop | omlu-onop | 'to be preparing' |
| andip | and-andip | 'to be splitting' |

It does appear, then, that the C/V distinction is not strictly necessary, as long as one enriches underlying representations with higher-level structure with a nucleus node.

A conceptually related theory is that of Selkirk (1990), who dispenses with skeletal positions entirely and relies on "root node" to indicate length, so that a long voivel has two root nodes, but one set of shared place features.?


### 3.2 Moraic accounts

Building on the idea of generic prosod 1 xpositions, Hyman (1985) argues that one-to-many mappings between skeletal positions and segments should be further exploited, and proposes that onset consonants lose their skeletal position by joining to the position of the nuclear vowel through a universal Onset Creation Rule (OCR).


This theory of representation eventually develops into Moraic Theory.
Hyman's inain concern is developing a syllable-free theory that still represents the notion of syllable-weight, a notion proposed by Kuryłowicz. (1948) to unify syllables with long vowels or coda consonant for purposes of stress, tone, or prosodic morphology. Capturing the notion "heavy" in a theoretically coherent fashion had proven difficult (chapter $\mathbf{3}$ : Quantity-sensitivity). Although "heavy syllable" correlates to branching, it has been challenging to say where such branching is relevant, since the onset is irrelevant to syllable weight (but see Davis, forthcoming), and a branching nucleus (long vowel) always defines a heavy syllable if a language has any notion of syllable weight, while a branching rhyme (XVC syllable) only sometimes does, and, furthermore, some languages (such as Lithuanian) distinguish sonorant rhymes as defining heavy syllables vs. obstruents for defining light ones. Hyman's theory of weight units (which he equates with the traditional mora) handles these facts quite simply, deriving onsel-weightlessness from OCR (39), with a range of options regarding coda consonants which either leave coda consonants with their underlying weight unit (contributors to syllable weight), or merge that weight unit with the preceding vowel (codas are weightless).

[^508]The notion of mora as the basic unit of phonological timing is developed more fully in McCarthy and Prince (1986), Hayes (1989), and Zec (1988). A strong argunent for Moraic Theory over skeletal theories of length is advanced in Hayes (1989), who shows how a noraic theory of length coupled with the principle that onset consonants have no moraic value explains the onset asymmetry for compensatory lengthening, noted for example in Turkish /savmak/ $\rightarrow$ [sa:mak], but /davul/ $\rightarrow$ [daul], *[da:ul], *[dau:l] in Wetzels and Sezer (1986): see also (34) above. A characteristic of these later developments in Moraic Theory (exemplified by Hayes 1989) is that it is unnecessary to underlyingly assign weight units to all segments, and rather than postulating that every segment has a mora and invoking moratrimming to merge the moras of onset consonants with those of a vowel, underlying representations will typically assign one mora to a short vowel and two to a long vowel; a consonant might have an underlying inora if it is geminate or syllabic (see CHAPTER 37: GEMINATES). The weightlessness of onsets then reduces to the fact that consomants ordinarily neither have an underlying mora nor do they receive one by rule, and instead directly syllabify to the left of a syllable by a syllable adjunction rule.


The generalization that long vowels always define a heavy syllable is a consequence of the moraic characterization of "heavy," namely having two moras within a syllable, Long vowels always have two moras; onsets do not contribute a inora (thus are weight-irrelevant), and coda consonants can vary in their inffuence on weight, depending on whether they receive a mora.

The moraic theory of direct attachment to the syllable without intervening timing units resolves the onset problem with skeletal theories of timing and CL. It was noted above that skeletal theories of CL do not provide a straightforward account of onset-creation co-existing with CL from GF in an underlyingly onsetless syllable. In (33) it was seen that GF in Matumbi results in compensatory lengthening of the following vowel, so /u-ákite/ becomes [w-aákite] 'you (sc) hunted', which required auxiliary insertion of $C$ Io syllabify the onset. The moraic theory accounts for this pattern easily, since the theory does not require prosodic positions for onset consonants: the high vocoid directly attaches to the syllable.


A final argument for the mora is mora-based tone systems such as that of Matunbi, where H is assigned by counting Vs - but only Vs - from the beginning
of the verb. Skeletal theories face the problem of ignoring C-slots in tonal compurations. Compare the problem of identifying the fourth "vowel" for Matumbi subjunctive tone assignment, given the representations of skeletal os. moraic theories.

| VCVCVCVCV | $\mu \mu \mu \mu \mu$ |  |
| :---: | :---: | :---: |
| upakalike | upakalíke | 'shake down' |
| VCVCCVVCV | $\mu \mu \quad \mu \mu \quad \mu$ |  |
| utiogga ále | uty a togatat | 'wonder' |
| VCVVCCVCV | $\mu \mu \mu \quad \mu \quad \mu$ |  |
| ul a a mbát e | ula ambále | 'lick' |
| VCVVCCVVCCV | $\mu \mu \mu \quad \mu \mu \quad \mu$ |  |
| ukeetgé embe | ukerogéembe | 'dig l.pe' |

Moraic Theory directly represents the prosodic irrelevance of onset consonants via the fact that they project no prosodic unit, thus the fourth timing unit is easily identified. Skeletal theories require special interpretive procedures which render Cs or non-nuclear $\mathrm{X}_{\mathrm{s}}$ invisible to the rule which scans for a fourth skeletat position. ${ }^{\text {. }}$

Moraic Thenry constitutes an advance in our understanding of vowel length on various points: it resolves the problem of onset skeletal-position generation associated with CL, it explains why long vowels always define syllable veeight, and it allows a simple representational account of mora-counting processes. Nevertheless, various problems with Moraic Theory have emerged in the literature, and if Moraic Theory is wrong as a theory, then it is wrong as a theory of vowel length. For example: Vago (1992) points to difficulties in a moraic analysis of Hungarian length; Tranel (1991) shows for a nunber of languages how the predicted weight/length equation is incorrect (geminate consonants do not uniquely contribute to weight); the notion of "weight" is vastly more subtle than the $\mu / \mu \mu$ distinction implied by Moraic Theory (Crowhurst and Michael 2005).

It is proposed in Tranel (1991), Hume et al. (1997), Odden (1997), and Muller (2001) that prosodic theory needs both skeletal representations of length and moraic structure, a proposal which potentially allows preservation of the insights of both moraic and skeletal theories. A striking problem for Moraic Theory ruited by Hume et al. is that in Leti, long consonants do not contribute to syllable weight as diagnosed by initial-stress assignment (which only affects long vowels).
(43) tu'vuri 'kind of shell'
> 'ro:'nenul 'they eat turtle'
> vap'pure 'wild pig'
> ppu'narta 'nest's edge'

However, long vowels and consomants form a natural class in blocking a prosodic reduction process of "downgrading" with a range of segmental and stress

[^509]consequences. When the first wrord in a syntactically eligible structure contains only obviously light syllables, diphthongs, or non-geminate consonant clusters, as in (44a), downgrading is possible. When the first word contains a long segment, either a vowel or a consonant, downgrading is blocked.
a. Separate phrasing
'sivi 'terannu
'spou 'Henanne 'ntutnu 'wai

Downgraded
sivs 'terannu 'the egrg of the chicken'
spou 'itinanni 'keel of the boat'
ntutnu 'wai 'he lights the fire'
b. No downgrading
'nva:lu 'vatu 'he fl:ngs the stone'
'ppatne 'unne 'ruck of the orange'
The problem then is that if length entails moraicity and weight is expressed by bimoraicity, we reach contradictory conclusions for Leti. A mixed theory with both skeletal position and moras, on the uther hand, would allowr heavy syllables (relevant for stress) to be defined with reference to bimoraicity, and length to be represented skeletally. In Leti, conson ants including long consonants have no moraic value, whereas vowels do.

In general, the branching-prosody claim for representing long vowels is well supported, but evidence saying clearly what long vowels have two of is hard to come by.

## 4 How many lengths are there?

Nearly all languages with vowel length are treated as having two degrees of length, as predicted by Jakobsonian binary analysis, so reputed cases of ternary (or greater) length are of theoretical interest. The descriptive literature includes up to eight degrees of phonetic length in Finno-Ugric practices, reported in Sarnmallahti (1998). The question is whether that which distinguishes long and short extends in the same way to short, long, and overlong. Most languages with claimed ternary length have so little phonological evidence that we have only transcriptional dist:nctions to consider.

The most famous case of ternary length is Estonian, illustrated in (45). Diacritic notations of vowel length are regularized so that [vi] refers to long and [vi:] refers to extra-long. Estonian orthography does not represent the distinction between Q2 and Q3, except in stops.

```
saada [sa::da] 'to get'
saada [sa:da] 'send!'
sada [sadal 'hundred'
```

Tehiste $(1966,1970,1978)$ and Prince (1980) show that segmentalizing this distinction obscures Estonian phonology, which is best treated as binary length intersecting with foot structure, where overlength (Q3) arises when one syllable exhausts the foot and plain length (Q2) results when a heavy syllable is followed by a syllable within the foot. In [sa::da], the long syllable exhausts a foot,
/(sa:)da/, whereas the long vowel in /(sa:da)/ is one of two syllables within the foot.

The strongest arguments for foot plus binary-length Ireatment come from an analysis of Estonian phonology: overlength only occurs in a stressed syllable; it affects computation of subsequent stresses; it is automatic on all final-stressed vowels; the distribution of overlength relative to plain length is not contrastive within the syllable (long vowels and consonants are either both Q2 or neither Q2, se syllables, and not segnents, are overlong). See Prince (1980) for an extensive generative analysis. Foot structure also explains multiple surface lengths in Tiberian Hebrew': see the online appendix to this chapter for details of languages mentioned briefly here.

Applecross Gaelic (Ternes 1973) is another language claimed to have ternary length, but such phonological evidence as is available suggests that this results at least in part from higher-level foot-like prosody. Other languages claimed to have more than three degrees of length have been re-analyzed. Whiteley and Muli (1962) claim an actual four-way length distinction for Kikamba. Phonological analysis of Kikamba (Roberts-Kohno 2000) reveals that the durational differences are a fact, but analytically reduce to the fact that Kikamba has vowel length ([kokőnẫ] 'to lie down' vs. [kobőjtà] 'to accomıplish') as well as heterosyllabic identical vowel sequence ([koko.j̀mà], [koko.oว̄tà] 'to pull'), pointing to one direction for re-analysis of multiple-length claims.

Multiple-length claims are sometimes grounded in vowel quality and tone facts. The Gerınan dialects around Dithnarschen and Stavenhagen (Hock 1986, citing Grimme 1922) have been said to have three vowel lengths, but Kohler (2001) points to vowel quality and tonal distinctions that make the claim for three lengths suspicious. Another case is Hopi, based on Whorf (1946), who mentions three lengths. Jeanne (1982) shows that there are two lengths and two contrastive pitches on long vowels.

Mixe dialects of Coatlán (Hoogshagen 1959) and San Tosé el Paraiso (Van Haitsma and Van Haitsma 1976) present three vowel lengths, illustrated by the following Coatlán data.
(46) porl 'a guava' po:s 'a spider' po::f 'a knot'
pet 'a climb' pe:t 'a broom' pe::t 'Peter'

The longest quantity only appears in stressed syllables. Since the language has no vowel sequences, Kamba-style re-analysis into vowel cluster vs. long vowel would not be appropriate. Hoogshagen phonemicizes the contrast binarily as respectively /pol/, /po: $/$ /, /po:h $\mathrm{f} /$. There is no direct evidence from rules that reveals how the three lengths behave phonologically. As discussed in the online version of this chapter, the distinction might lie in how coda consonants are prosodified. Two other languages said to have ternary length, where the phonological nature of that distinction is unclear, are Witchita and Yavapai, the latter case having been connected to distinctive pitch.

The noost compelling case for ternary vowel length qua length and not an interaction between binary length plus an orthogonal property comes from Dinka, documented in Andersen (1987, 1993), Remijsen and Gilley (2008), and Remijsen and Manyang (2009). Certain grammatical categories cause vowel lengthening,
and there are also lexical vowel length contrasts in verbs. Verbs in the past or 3rd singular have a lengthened vowel, with the consequence that within one and the same category, an underlyingly short vowel becones long and an underly ingly long vowel becomes overlong.
(47) Short stems

| nectarive | 2sc | past | 3sc |  |
| :--- | :--- | :--- | :--- | :--- |
| tét | -tét | téet | -tèet | 'pick' |
| tèet | -téet | téeet | -tèeet | 'divulge' |

Data of this sort show by processual analogy that the relationship Q 1: Q 2 is the same as Q2:Q3.

## 5 Summary

The first task in treating vowel length is distinguishing length from other properties. Difference in duration is what analysts usually pay attention to, but other segmental properties can have durational consequences. Phonological analysis of processes is necessary to argue for a surface difference of "length" is. some other phonetic feature. Since some apparent instances of vowel length facts can (or must) be reduced to something other than length (foot structure in Estonian, or segment-to-syllable structure differences in Kamba), clains about length cannot gratuitously assume a duration-length equation.

The evidence for not representing vowel length with a feature analogous to [nasal] or [voice] is compelling, and numerous arguments support the "long vowels are two" theory, but it has been difficult to resolve what long vowels are two of. The initially attractive idea of long vowels being two identical segınents does not work as a general theory of vowel length, because of the ambiguity problem (long vowels can act both like single segments and like sequences) and because languages can contrast a single long vowel with two identical short vowels.

With the addition of at least syllable structure, a coherent account of vowel length emerges, based on the idea that a long vowel is a single segment associated to two prosodic positions. Then the question arises, what are those positions: do they reflect a basic consonant $v s$. vowel distinction, or are they generic in nature? The evidence for a C/V distinction is weak in the face of a highly articulated theory of syllable structure, but the evidence for a highly articulated theory of the syllable à la $X^{\prime}$ syllable theory is weak in the face of a more stripped-dowry theory of the syllable with the somewhat richer theory of the timing positions offered by CV phonology. Moraic Theory has certain advantages over skeletal theories relevant to vowel length, in its treatment of compensatory lengthening of vowels, in particular the problem of onset-irrelevance. Various problems with Moraic Theory have been brought out; but these problems seem to center on problems for consonants, not vowel length. At this point, the conclusion that vowel length is represented by two higher-level entities linked to one lower-level thing seems firmly established, but the precise nature of those higher-level entities remains elusive.
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## 21 Vowel Height

## Douglas Pulleyblank

## 1 Introduction

While all languages have vowels, and all vowvels can be described as having a height, ${ }^{1}$ aclually defining vowel height turns ont to be a rather interesting problem (see also charter 19: vow'el place). Consider the systems in (1).
(1) Sample voivel inventories
a. 2 voanels
$i$
a
b. $\begin{array}{rr}5 & \text { voavels } \\ i & u \\ e & 0\end{array}$
a
c. 7 rozuels

| $i$ | $u$ |
| :--- | :--- |
| $e$ | 0 |
| $\varepsilon$ | $j$ |

d. $\begin{array}{cr}1 & \text { roanels } \\ i & u \\ 1 & u \\ e & 0 \\ \text { e } & 3\end{array}$
e
a

It would be fairly uncontroversial to assume that a two-vowel system such as (1a) dist inguishes between two voivel heights and that a five-vowel system such as (1b) distinguishes between three heights (although see below). The number of "heights" in the seven- and ten-vowel systents, however, depends on various factors. One view of a ten-vowel system such as (1d) is that it involves three "heights" (high, mid, low) cross-cul by a tongue-root feature; an alternative is that such a system involves a highly differentiated height feature with six heights. A sevenvowel pattern such as (1c) presents more analytic indeterminacy. One possibility is to analyze such a pattern as a simplified version of the ten-vorvel system: a three-height system with a tongue-root distinction in the mid vowels, or a fourheight system with a differentiated height pattern as in (1d), but with four rather than six distinctions. An additional possibility is to consider the seven-vowel and ten-vorvel systems to be qualitatively different: while a ten-vowel inventory like (1d) could be analyzed as involving three heights plus a tongue-root distinction, a seven-vowel inventory like (1c) could be seen as involving four heights (and no tongue-root distinction).

[^510]The following sections discuss sample phonological patterns involving vowel height, considering the types of factors that bear on the analysis of such systems, both phonetic and phonological, as well as the types of proposals that have been made in the phonological literature for the formal instantiation of vowel height. It will be shown that "height" for some researchers ref ects the operation of a single parameter, while for others it is the manifestation of several largely unrelated variables.

## 2 Phonetics of vowel height

There are three basic ways of defining vowel height phonetically: articulatorily, acoustically, and auditorily (Ladefoged and Maddieson 1996). These three possibilities produce rather different pictures of what vowel height might mean, none of which correspond unproblematically to the categories that seent relevant for phonology. Articulatorily, "vowel height" might be taken to suggest a dimension based on the height of the tongue body. While this is a convenient simplification for pedagogical reasons (see Rogers 1991: 170, who defines [height] as "a multivalued feature distinguishing vowels by the position of the highest point of the tongue"), it turns out that tongue body height is only sometimes correlated directly with phonological vowel height (Ladefoged and Maddieson 1996). Different ways of approaching vowel height articulatorily are possible, but none reproduces straightforwardly the sort of vowel space usually assumed by phonologists.

A plausible explanation for this discrepancy could be that vowel height depends more on the acoustic properties of the vocal tract than on any specific articulatory means of achieving the appropriate effect (Elorrieta Puente 1996). According to this view, vowel height could be acoustically defined in terms of the first formant, i.e. F1. This position was taken by Ladefoged (1975: 265), who defined the "prime feature [height] as the inverse of the frequency of the first formant." Although in later editions of Ladefoged's book the section on prime features was removed, the definition of height as correlating inversely with the value of the first formant was maintained (Ladefoged 2006: 188). While certainly an accurate indication of height in many instances, such an acoustic definition of height also appears to be inadequate in a number of cases. One example involves the determ ination of vowel height in languages with tongue-root advancement/retraction. As shown by Lindau (1979), Ladefoged and Maddieson (1996), Gick et al. (2006), and others, some tongue-root harmony languages exhibit advanced mid vowels such as [e] that are "higher" (that is, lower F1) than the corresponding retracted high vowel such as [1]. Such systems cannot assign vowels to a particular height solely on the basis of the value for the first formant.

Auditory characterizations of vowel height are adopted in much phonological work (Lindau 1978; Casali 1996). From introductory textbooks, to (PA charts, to research articles, we are accustomed to two-dimensional representations of vowels where "height" is represented on the vertical axis and backness is represented on the horizontal axis. In Tones's (1972) proposal for cardinal vowels, reference vowels were established on the basis of articulatory extremes ( $[i$ a $]$ ), with additional reference points defined in terms of auditorily equidistant steps. ${ }^{2}$

[^511]While the examples in (11a) have a consistent [a] as their second vowel, those in (11b) alternate, exhibiting [u] in non-word-final position and [a] in word-final position. To postulate an underlying /a/ for (11b) would be problematic, since the vowel behaves differently from the consistent [a] of (11a). To postulate an underlying / u / for (11b) is unproblematic, making the oorrect prediction that there should be no cases of this type with a wrord-final [u]. Hence such data motivate a pattern of wrord-final lowering to [a].

This case of lowering is different front the cases seen se far, in that it is positionally triggered, not assimilatory. In addition, additional forms raise an interesting issue.

Lardil front vozvels

| a. | unimflected | $n$ | future |  |
| :---: | :---: | :---: | :---: | :---: |
|  | pe | pe | tiempe-r | noth |
|  |  | wi |  | inte |
| b. |  | rjin ${ }^{\text {j- }}$ | ini-wut | 'skin |
|  | ape | papi-n | papi-t | 'father's moth |

Comparable to (11), some forms show an invariant [e], while others show variation between word-final [e] and word-medial [i]. As with (11), this can be analyzed as involving /e/ for (12a) and /i/for (12b), in conjunction with a rule of lowvering.

It appears from such data that the result of lowering is low when $/ \mathbf{u}$ / is the target but mid when /i/ is the target. While possible, it should be noted that the vowel inventory of Lardil is li ea u\}. It appears, therefore, that Lardil distinguishes between only two heights, with both [e] and [a] constituting "low" vorvels.

### 4.2.3 Chain shifts: One-step lowering

Paralleling the cases of stepwise raising seen above, cases of stepwise lowering are also attested. Esimbi (Bantu, Niger-Congo; Cameroon) is an intriguing case (Hyman 1988). There are three underlying prefix vowels and eight underlying stem vowels, but the underlying pattern is obscured since the height of the stem vorvel is transferred to the prefix, the stenn itself surfacing uniformly high. This height transfer is illustrated with the prefix vowel /I/ "class 9 singular," "class 10 plural."

Esimbi class 9/10 nouns

|  | singular | plaral |  |
| :---: | :---: | :---: | :---: |
| /i/ | j j-b1 | í-bi | 'goat' |
| /u/ | ì-sùnาu | i-sumu | 'thorn' |
| /e/ | è-gbi | é-gbi | 'bushfowl' |
| /o/ | è-nùnia | e-núnu | 'bird' |
| /ə/ | è-bi | e-bi | 'canerar' |
| / $¢$ | غ̀-תìmi | ¢-תimì | 'animal' |
| /3/ | غ゙-fumù | £.-funาù | 'hippo' |
| /a/ | i-kìrı | $\varepsilon$-kiri | 'headpad' |

With the highest stem vowels /i u/, the prefix surfaces as [i]; with the next highest stem vowels /e o ә/, the prefix surfaces as [e]; with the lowest stem vowels
to height. There are cases, however, where height assimilation involves a target becoming identical to a trigger with respect to its height specifications.

Consider lowering in Matumbi (Bantu, Niger-Congo; Tanzania; Odden 1991). When the causative suffix, which Odden analyzes as being underlyingly high and advanced (16a), (16b), (16g), follows a high retracted vowel, it is realized as high retracted (16c), (16d); when it follows a mid vowel, it is realized as mid (16e), (16f).

## Matianbi

| ¢1-a | 'pull' | út-ij-a | II' |
| :---: | :---: | :---: | :---: |
| b. jíb-a | 'steal' | jíb-ij-a | 'make steal' |
| jujout-a | 'whisper' | jújout-1j-a | make whisper |
| d. bík-a | 'put' | bírk-ıj-a | make put' |
| e. gójndsta | 'sleep' | gojncts-ej-a | 'nake sleep' |
|  | 'build' |  | 'make build' |
| g. káat-a | 'cut' | káat-ij-a | 'make cut' |

In a pattern of this type, the height assimilation involves trigger-target identity for height. Moreover, it should be noted that more than two "heights" are involved in this shift; identity is not a result simply because the system distinguishes only between high and non-high vowels.

### 4.3.2 Harmony

Whether harmonic patterns based on vowel height are considered conmon or rare depends in part on whether "ATR"-like systents are considered to be height harmony. If [ATR] is a height feature, then height harmonies are quite common; if [ATR] is a place feature, then "height"-based harmony systems appear less common (chapter 19: vowel flace). Nevertheless, even abstracting away from cross-height harmony systems of the " ATR" type, harnonic systems based on height do occur; for discussion of a wide variety of systems, see Linebaugh (2007).

In this section, a small number of harmonic systems based on height are considered, including systerns of the cross-height "ATR" type. It should be noted, however, that "harmony" is used as a descriptive term only: there is no incontrovertible reason to think that there is a formally definable type of phonological pattern corresponding to those patterns we consider to be harmonic (Archangeli and Pulleyblank 2007).

To start, C'Lela (Benue-Congo, Niger-Congo; Nigeria) presents a particularly interesting case of height harmony (Dettweiler 2000; Pulleyblank 2002). In C‘Lela, within a morpheme, only vowels of like height may co-occur: high vowels may co-occur, non-high vowels may co-occur, but vowels of mixed height nay not. ${ }^{6}$
(17) C'Leln root-internal harmony

| High vorvels |  |  |
| :---: | :---: | :---: |
| a. | datàndi | 'nest' |
|  | y ${ }^{\text {Prini }}$ | 'charcual' |
|  | kipiru | 'flower' |

[^512](20) Degema stems
a. Advanced
gbodí 'catch'
gurón 'postpone'
climé 'submerge'
leba 'be partially ripe (of fruits)'
b. Retracted
fuws' 'be cool (of food)'
gané 'have as mene's lover'
hoßá 'bail out water from a canoe, etc.' sigom 'jump with one leg folded'

Prefixes in Degema must agree in their tongue-root value with vourels of the stern. Consider, for example, noun class prefixes such as those in (21), where (21a) exhibit advanced values and (21b) retracted values.
(21) Degema prefixes


Although less common than prefixes in Degema, suffixes also agree in their tongueroot value with the stem to which they attach. Consider examples of the gerundive.

Degema suffixes
a. Advanced
b. Retracted
ù-dér-'ám 'cooking'
ù-voj:'3m 'fetching'
ò-tév-ám 'descending' ()-sśl-ám 'jumping'

Overall, height harmony systems are amply attested and instantiate the typical range of variables discussed in the harmony literature: dominant/recessive vs. root-controlled patterns, transparency us. opacity, directionality, and so on. There are also cases illustrating interesting interactions with stress; see, for example, Fitzgerald (2002); Walker (2005).

### 4.4 Neutralization

A large and interesting class of patterns involving vowel height is that of largescale neutralization in languages where different vowel inventories are attested in different positions (Crosswhite 2001). An example is Catalan (Romance, IndoEuropean; Spain; Mascaró 1983):
(23) Catnlan voivel reduction

| Stressed |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| /i/ | 'prim | 'thin' | [i] | əpri'ma | 'to make thin'

As illustrated in (23), seven vowels are found in stressed positions in Catalan, but these distinctions collapse to three when the corresponding vowels appear in unstressed positions. In stressed positions, three or four vowel heights are distinguished, depending on one's analysis of the vowels [e 0] us. [ $\varepsilon$ ]]; in unstressed positions, a two-way vowel height distinction is observed. This case illustrates a general pattern where fewer vowel heights are exhibited in positions of reduction than in positions of full contrast (chapter 79: reduction). Note in this regard that the Catalan case exhibits no loss of "color" distinctions, that is, distinctions involving [back] and [round].

### 4.5 Interactions betzveen consonants and vorvel height

Although the focus of this chapter is vowels, not all issues of vowel height are restricted to vowels. There are nuinerous examples of consonant-vowel interactions where vowel height is relevant, involving vowels affecting consonants as well as consonants affecting vowels. Samples of both types are considered in this section. (See also cilapter 75: consonant-voivel place feature interactions for some related phenomena.)

### 4.5.1 Voweels affecting consonants

As a first exaınple of vowels affecting consonants, consider assibilation in Canadian French (Romance, Indo-European; Canada; Dumas 1978; Walker 1984). The coronal stops [t d] surface without change when befure non-high or back vowels (e.g. [tart] 'pie', [tem] 'topic, theme', [do] 'back'. [d̄̄] 'tooth'), but they become affricates before high front vowels or glides.
(24) Canadian French assibilation

| [ts] |  |  | [dz] |  |
| :---: | :---: | :---: | :---: | :---: |
| [i] | patsi | 'small' | 3 adzi | 'Thursday' |
| [1] | tsig | 'tiger' | jyridzik | 'legal' |
| [ $\mathrm{I}^{\text {' }}$ ] | etsi'r | 'stretch' | dzi ${ }^{\text {j }}$ R | 'say' |
| [j] | tsjed | 'lukewarm' | dzjet | 'diet' |
| [y] | tsyneI | 'tunnel' | râdzy | 'returned' |
| [Y] | tsyb | 'tube' | pãdzyl | 'pendinlum' |
| [ $\mathrm{Y}^{\text {y }}$ ] | fritsyr | 'frying' | dzr ${ }^{\prime}$ | 'hard' |
| [4] | tsurl | 'tile' | redzy ${ }^{\text {i }}$ R | 'reduce' |

Assibilation takes place whether the trigger is rounded or unrounded, tense or lax, a monophthong or a diphthong, a vowel or a glide. Dumas (1978) takes this as evidence that the distinction between the tense vowels [i y] and their lax comuterparts [f y] (which is determined allophonically by syllable structure) is not a difference of vowel height. Auditorily, he argues that there is no significant difference between the mid vowels [ $\mathrm{e} \cap \mathrm{o}$ ] and the high lax vowels. Consequently, if laxing involved a change in height, we would expect lax vowels not to be assibilation triggers; that they are triggers suggests that the laxing process affects a dimension other than height.

These examples constitute one small example from the large class of palatalization cases attested cross-linguistically (see chapter 71: palatalization). They are of relevance to vowel height since height is a typical delimiter on the class of vowels that triggers such processes.

A rather different type of consonant-vowel interaction is found in Chumburung (Kwa, Niger-Congo; Ghana; Sni uder 1984): [1] (a lateral) and [r] (a "lightly-retroflexed alveolar flap") are in complementary distribution. For some speakers, the distribution is unrelated to vowels, with [1] occurring in word and noun-stem-initial position ([lóš́] 'difficult'; [kìlimpó] 'shea nut') and in a syllable following another [I] ([lóoli] 'deep'), while [r] occurs elsewhere ([jonn-ro] 'in (the) dog'). For some speakers, however, this allophonic pattern between [l] and [r] interacts with vowel harnony, a pattern in Chumburung that is largely analogous to the tongue-root harmony system seen for Degema in §4.3.2, with the difference that Chumburung has a single (retracted) low vowel. For the relevant speakers, medial [I] only surfaces after another [I] if the vowels are in the [+ATR] set:
(25) Chumburnig II $\sim|r|$
a. [+ATR]
làlàkwir 'type of ruber'
lóolí 'deep' àlúulá? 'red dye'
b. [-ATR]
làart 'waist'
lòsrí 'to remove seeds'
làars' 'to lie across'

Alternations can be observed under suffixation.
(26) Chumburang suffix alternations: /-ra/ (locative)
a. jono-ro "in (the) dog'
b. kans-ro 'in (the) mouth'
c. IJ-ro 'in (the) sore'
d. laale-lo 'in (the) cattle egret'

Since the suffix-initial consonant is neither word-initial nor stem-initial, it would be correctly expected to surface as [r] in the default case (26a, 26b) and even after []] if the vowel harmony class is [-ATR] (26c); if the suffix follows an [1], leowever, and if the harmonic class is [+ATR], then the suffix surfaces with [I] (26d).

This particular kind of case is irrelevant if [ATR] is not a height feature. The point, however, is that height and/or tongue-root distinctions in vowels condition a range of consonantal effects: palatalization, differences in liquids, differences between velars and uvulars ( Li 1996 ), and so on.

### 4.5.2 Consonants affecting vowels

Elorrieta Puente (1996) considers a wide range of cases where consonants affect vowel height, identifying two principal types of cases: (a) raising, triggered typically by palatals, palato-alveolars, or glides; (b) lowering, triggered typically by uvulars, pharyngeals, laryngeals, or rhotics. (See also Vaux $(1996,1998)$ and Fitzgerald (2002) for cases involving laryngeal features; and chapter 25: pharynceals.)

Consider first an example of raising, taken from Kikuria (Wiswall 1991; Elorrieta Puente 1996). The relevant example involves a pattern of vowel raising triggered by both vowels any consonants. When a mid vowel prefix appears before a non-high stem vowel, the prefix surfaces as mid. ${ }^{\text {² }}$

[^513](27) Kikuria mid vorvel prefixes
oko-raara 'sleep'
oko-roma 'bite'
oko-gधra 'weed'
In contrast, when such a prefix occurs before a high vowel stem, the prefix raises to high.

```
Kikuria raising: High vowel triggers
uku-rugja 'chase'
ugu-siika 'close a door'
```

Of particular interest, the mid vowel of the prefix is also raised if the first syllable either contains a glide [jw] or a palatal consonant [ $\mathrm{t} \boldsymbol{\mathrm { N }} \mathrm{l}$ ].

## (29) Kikuria raising: Consonantal triggers

| ugu-tweeba | 'forget us' |
| :--- | :--- |
| uku-bjoora | 'remove from water' |
| ugu-tyora | 'draw' |
| ukuu-jlandekera | 'write for me' |

In such cases, it is perhaps unsurprising that glides behave in a manner comparable to vowvels, since glides are simply the non-syllabic counterpart of the high vowels that are canonical triggers of raising (chapter 1s: Glides). For the nonglides, the fact that palatals and alveo-palatals are triggers of raising in Kikuria but that velars are not is typical of such raising patterns cross-linguistically. Being "high" seenis to be required of a consonantal trigger, but assuming that velars are also high means that simply being high is not sufficient in Kikuria.

With respect to lowering, the typical case is one where lowering is induced by the class of gutturals. Although this class may vary somewhat from language to language, it is generally defined by segments articulated in the post-velar region. Consider, for example, lowering in Gitksan (Tsimshianic; Canada; Brown 2008), illustrated here with plural reduplication. As seen in (30), there is a class of plurals formed by the prefixation of either $\mathrm{Ci}_{\mathrm{i}}(\mathrm{C})$ - or $\mathrm{Citr}^{2}$.
(30) Gitksan phural reduplication

| ${ }^{\text {w }}$ | six-saksx ${ }^{\text {w }}$ | 'be clean' |
| :---: | :---: | :---: |
| ďam | m | 'cook, boil (trans |
| k | 4i-4ak | 'be crooked' |
| g"alk" | g"il-g"alk" | 'be dry' |

When the vowel of the reduplicative prefix precedes or follows a uvular or a laryngeal, the vowel lowers to [a].
(31) Gitksan lowering

| dzoq | dzax-droq | 'camp' |
| :--- | :--- | :--- |
| Getx" | Ga-Getx" | 'be diffiicult, be expensive' |
| co:t | ca-co:t | 'heart' |
| hets | has-hets | 'send' |
| Tos | 'as-?os | 'dog' |

The Gitksan pattern is one where lowering is triggered by uvulars and laryngeals. Perhaps nore typical wrould be a case where vowels are lowered by a "guttural" class including pharyngeals (Chapter 25: phaikyngeals). Setting aside the presence/ absence of pharyngeals, languages exhibiting lowering differ as to whether laryngeals are included (e.g. Arabic, Semitic, Afroasiatic; McCarthy 1994) or excluded (e.g. Nuu-chah-nulth, Wakashan; Canada; Wilson 2007); see Rose (1996).

Two final patterns touched upon here are ones where two input vowels nerge into a single output vowel (coalescence) and where a single vowel splits into nore than one component (diphthongization).

### 4.6 Coalescence

Patterns of vowel coalescence are frequently height-dependent. Consider the following examples from Anuf3 (Kwa, Niger-Congo; Ghana; Casali 1996).

Anufy vowel contact

Different subcases are of interest for different, though related, reasons. In examples like (32a), (32b), the output contains no discernible trace (other than length) of the high vowel in the input. In cases like (32c), (32e), (32f), labiality is never Iost, resulting in a glide-vowel sequence when the first vowel of the sequence is labial and the second vowel is not. The cases of particular interest for vowel height, however, are ones like (32a), (32b), (32e), (32f), (32h), (32i), on the one hand, and (32d), (32g), on the other. In the former type, we see that the combination of a mid vowel with a high vowel results in a long mid vowel; in the latter type, we see that the combination of a low vowel and a high vowel also results in a long mid vowel. Note in particular that the output of a low_high sequence is neither low nor high, but an intermediate vowel.

The pattern observed in Anufo is typical in terms of what Casali (1996) refers to as "height coalescence." He observes that coalescence is frequent in cases where V1 is non-high (e.g. [a]) and V2 is higher than V1 (e.g. [i] or [u]), the result being non-high with the place properties of $V 2$. The results in (32d), (32g) are canonical with respect to this pattern. For an in-depth discussion of such patterns, along with the identification of robust subpatterns, see Casali (1996).

### 4.7 Diphthongization

In patterns of diphthongization, vowel height is frequently an innportant variable, with diphthongs related to a set of corresponding monophthongs in ways

### 5.1 Features constituting "height"

As discussed in $\S 2$, there is no way a priori to decide that a particular feature should be a height feature. For exaınple, [ATR] night be classified as a "height" feature if acoustics was taken as definitional (due to its effect on F1), but not as a "height" feature if articulatory tongue body height was taken as definitional. Consequently, theories vary as to whether [ATR] is included as a feature or not (Clements and Hume 1995; Vaux 1996), and if it is a feature, whether it is a height feature or not. For example, Clements (1990) and Clements and Hunce (1995) discuss the possibility that [ATR] could be eliminated; Odden (1991) maintains a feature [ATR], arguing that it is under a "height" node that dominates [high], [ATR], and (perhaps) [low]; Parkinson (1996) proposes a "height" constituent consisting solely of instances of the feature [closed], with [ATR] analyzed outside of the "height" node as a place feature; Elorrieta Puente (1996: 6) considers that "height" involves a single feature composite of the diniensions "lhigh-low, tense-lax, and advanced-nonadvanced tongue root." Similar issues arise about potential height features involving tenseness and peripherality.

An additional issue affecting featural analyses of height involves the division of vowels, particularly "lowish" vowels, into classes. Parkinson (1996: 117-119), for example, argues that although Njebi, Basaa and Efik all have the vowels \{i e $\varepsilon$ a $\supset o u\}$, the breakdown of the three inventories into vorvel heights is different in each case. ${ }^{8}$ For Njebi, as seen in (8) above, four heights need to be distinguished since vowel raising distinguishes between four classes: [a] raises to [ $\varepsilon$ ]; [ $\varepsilon .0]$ raise to [e od; [e o] raise to [i u].

Differing interpretations of comparable voivels
a. Nizbi

Height 1 [iu]
Height 2 [e o]
Height 3 [ $\varepsilon$ )]
Height 4 [a]
b. Basaa

Height 1 [ilu]
Height 2 [e o]
Height 3 [a $\varepsilon$ ]
c. Efik

Height 1 [isu]
Height 2 [eva oo

In contrast, raising in Basaa involves only three heights: [a $\varepsilon$ )] raise to [e o]; [ e o] raise to [i u]. Finally Efik distinguishes two heights: [i i u] vs. [e \& a o o]. Those vowels not distinguished by height are differentiated by place specifications like [labial], [coronal], and [pharyngeal]. Overall, establishing appropriate specifications for vowel height is a complex problem involving the analysis of both height and place and, depending on the theory, analyses of superfic ially similar inventories may vary considerably from language to language.

A number of proposals for height are considered below, including what the features are and how they are situated within a broader tleory of feature composition and structure.

### 5.2 Features: [high] and [lowv]

Following Chomsky and Halle (1968;SPE), the dominant approach to vowel height over the years has been to base vowel height on the interaction of two binary features, [ $\pm$ high] and [ $\pm$ low].

[^514](36) Feature definitions (SPE: 394-395)
a. [thigh]

High sounds are produced by raising the body of the Iongue above the level that it occupies in the neutral position; non-high sounds are produced without such a raising of the tongue body.
b. [ $\pm$ low]

Low sounds are produced by lowering the body of the Iongue below the level that it occupies in the neutral position; non-low sounds are produced without such a lowering of the body of the tongue.

Together, these features define three vowel heights, the possibility of [thigh, +lown] being ruled out by the definitions of the two features.

Defining vorvel herights

|  | High | Mid | Low |
| :--- | :---: | :---: | :---: |
| [high] | + | - | - |
| $[$ low $]$ | - | - | + |

In defining a maximum of three vowel heights, this approach requires that additional, non-height features interact with [ $\pm$ high $]$ and $[ \pm \mathrm{k} w$ ] to define a full range of voivel contrasts. For example, [ $\pm$ tense] and [ $\pm$ covered] are proposed in SPE.

A particularly important point to note about this kind of theory (Parkinson 1996) is that vorvel height plays no formal role: there is no class of "height" features in any formal sense. While it is possible within the SPE model for a rule to refer to the two features [ $\pm$ high] and [ $\pm$ low ], such a pair has no formal status that is different from, say, $[ \pm$ high] and $[ \pm$ back], or [ $\pm$ high $]$ and [ $\pm$ nasal]. Within that theory, distinctive features constitute an unstructured set, and any combination of features can constitute the set employed in a given rule.

### 5.3 Feature geometry with [high] and [lozv]

This lack of formal "height" features is a property that has continued to be adopted in numerous subsequent theories of vowel features. For eximple, in the influential work of Sagey $(1986,1990)$ on feature genmetry, the features [ $\pm$ high] and [ $\pm$ low] continue to be assumed, assigned as two of the three features of the Dorsal articulator node.
(38) The feature hierarchy in Sagey (1990: 113)


| height 2 | [e] | aje-é | 'it's a spider' |
| :---: | :---: | :---: | :---: |
|  | [a] | aлe-é | 'it's mes ${ }^{\text {g }}$ |
|  | [o] | วwo-é | 'it's you' |
| height 1 | [ $¢$ | ว̀ule-¢ | 'it's a weaver bird' |
|  | [a] | àgber- $\mathfrak{z}^{\prime}$ | 'it's a load'll' |
|  | [3] | àsう-¢ | 'it's a horse' |

If such assinilation is to be given "unit" status, then features for vowel height must be distinguished from vowel place, with a rule spreading specifically vowel lueight.

### 5.5 Properties of a height class

The response to arguments such as those presented in $\S 5.4$ has been to establish a vowel height node, labeled "aperture" by Clements (1990), which is independent of place \{Clements 1990; Odden 1991; Wiswall 1991; Coad 1993; Elorrieta Puente 1996; Parkinson 1996; etc.). Typically, both place and height are considered to be daughters of a vocalic node. For example, Clements and Hume (1995) propose a vocalic node branching into place features ("V-place") and height features ("aperture").

Distinguishing place and height


Of specific importance with respect to the characterization of vowel height, the featural content of the aperture/height node must be determined.

While the formal instantiations of this kind of proposal are relatively new, the conceptualization of speech sounds being composed of specifications for classes of features goes back to the International Phonetic Alphabet. As argued by Ladefoged and Halle (1988), the IPA constitutes a theory of segment structure, and in the IPA theory, vowel height is explicitly recognized as an important class. In the following sections, a sample of the proposals for formally characterizing the vowrel height class are laid out.

Ideally, a survey such as this one would carefully examine the arguments that have been presented for specific models, examining both successes and problems. Given the linuited scope of this chapter, however, much of the discussion below will not go beyond a brief introduction. The reasons for this go beyond simple limitations on space. To adequately address the success of a given proposal, one needs to consider at least three things: (a) the validity of the empirical claims; (b) the predictions concerning natural classes, and how such predictions match the empirical generalizations; (c) how the theory of vowel height interacts with the overall theory of phonology. Examples of these considerations will be given below, but they will not be investigated in detail for each theory presented.

[^515]
### 5.5.1 Grouping [high] and [ATR]

Odden (1991) argues for grouping [ATR] with [high] under a "height" node."
Height node


As seen in Matumbi (\$4.3.1), both the features [high] and [ATR] together are affected by height assimilation but not the feature(s) for backness and rounding; see the data in (16). On the basis of such data, Odden proposes that it is the "height" node that assimilates. In making the argumentr, Odden explicitly addresses the alternative possibility that assimilation is the combined result of assimilating [ATR] and [high] independently. He rejects such a "two-rule" analysis on two grounds. First, neither assimilation of [high] nor assimilation of [ATR] applies when the potentical trigger is $[\varepsilon]$ and the potential target is [ $u$ ]; Odden suggests that this condition should be stated once, not twice. Second, morphemes thent are exceptionall to one type of assimilation are exceptional to both, again suggestilng a unified analysis of the "two" processes.

The hierarchy in (42) is a natural development of the approach to vowel height in SPE, in that the features [low], [high], [back], and so on continue to be posited; see aldso Wiswall (1991) and Goad (1993). The distinction is that these features are assigned class status, with a bifurcation between the features defining height and those defining place.

A fundamental observation that can be nade about this type of proposal is that vowel height as a class is defined by the interaction of formally independent sub-height features. Features like [high], [low], and [ATR] maty function as three individual, independent features, or they may function logether as the height class. In contrast with such an approach, numerous researchers have proposed that height should be viewed in a nore integrated fashion, as will be discussed below. In discussing the various possible approaches that have been taken to gradient height, it is important to keep one central point in mind. Independent of one's precise proposals for vowel height, it is possible to consider [ATR] as being a height feature (and therefore integrated into the gradient height framework) or as being a place feature (and therefore independent of gradient height). The issue of tongue-root involvement is therefore a matter to be resolved in one way or the other for all proposals.

### 5.5.2 Gradient height

Amongst the early proposals for a gradient height feature are Ladefoged (1975) and Lindau (1978). A central argunent in favor of gradience comes from chain shift cases such as those seen in $\S 4.1 .3, \S 4.2 .3$, and $\S 4.7$. Lindau (1978) discusses
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# 22 Consonantal Place of Articulation 

Keren Rice

## 1 Introduction

An examination of the International Phonetic Alphabet chart（IPA 2007）yields a large number of consonantal places of articulation that are phonetically possible： bilabial，labio－dental，dental，alveolar，post－alveolar，retroflex，palatal，velar，uvular， pharyngeal，and glottal，as shown in Table 22．1．

Some identify even more places of articulation．Ladefoged and Maddieson （1996：44），in a nlajor work on seunds of the wrorld＇s languages，present 17 places of articulation：bilabial，labio－dental，linguo－labial，interdental，lamina I dental，laminal alveolar，lamino－post－alveolar（palato－alveolar），apical dental，apical alveolar， apical post－alveolar，sub－apical palatal（retroflex），palatal，velar，uvular，pharyn－ geal，epiglottal，and glottal．They divide these into five major target regions：labial （bilabial，labio－dental），coronal（laminal［linguo－labial，interdental，laminal dental， laminal alveolar，laminal post－alveolar］，apical［apical dental，apical alveolar，apical post－alveolar］，sub－apical［sub－apical palatal（retroflex）］），dorsal（palatal，velar， uvular），radical（pharyngeal，epiglottal），and laryngeal（glottal）．

Table 22．1 The International Phonetic Alphabet（revised to 2005）

|  |  | $\begin{aligned} & \vec{T} \\ & \text { U } \\ & 0 \\ & 0 \\ & \vdots \\ & 0 \\ & 0 \end{aligned}$ | 宕 |  |  |  | 和 | 彦 | 告 |  | $\bar{\square}$ $\frac{\square}{\square}$ $\frac{0}{60}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| plosive | p b |  |  | d |  | $t$ d | c J | k g | q G |  | ？ |
| nasal | m | m |  | n |  | ท | n | $1)$ | N |  |  |
| trill | B |  |  | r |  |  |  |  | R |  |  |
| tap／flap |  | V |  | r |  | t |  |  |  |  |  |
| fricative | $\varphi \beta$ | f v | $\theta \quad 0$ | s z | 3 | S Z ． | ç i | $\times \mathrm{X}$ | X k | ち | h 6 |
| lateral fricative |  |  |  | 4 th |  |  |  |  |  |  |  |
| approximant |  | $v$ |  | 1 |  | $\downarrow$ | j | u् |  |  |  |
| lateral approximant |  |  |  | 1 |  | （ | $\kappa$ | L |  |  |  |

My goal in this chapter is to examine several issues surrounding consonantal place of articulation. I begin with an overview of the types of evidence used to justify the major place groupings, and then examine the evidence for subclasses within these and asymmetries in patterning between different places of articulation. I then review the features used to describe places of articulation. I end with a discussion of some additional issues relevant to the study of place of articulation.

## 2 The major places of articulation: A phonological perspective

The goal of a chart like theit in Table 22.1 or a list like that of Ladefoged and Maddieson (1996) is to characterize locations where constriction is possible. From the perspective of phonology, the points of constriction group intn classes, with sub-places within a class, basect on natural class patterning (chapter 17: distinctive features). As discussed above, Ladefoged and Maddieson (1996:44) identify five major places of articulation: labial, coronal, dorsal, radical, and laryngeal. Other therories note a similar small number of major places. For instance, Articulator Theory and Revised Articulator Theory (e.g. Sagey 1990; Halle et nl. 2000: §4) distinguish labial, cornnal (tongue blade), dorsal (tongue body), and tongue ront or radical. Eleınent theory dist inguishes labials, palatals, coronals, and velars (e.g. Harris and Lindsey 1995). While there are differences between these theories, they agree on the existence of major zones, and I begin with evidence for these.

In the following discussion I examine types of evictence for the division into lab tal, coronal, dorsal, radical (also called tongue root and pharyngeal), and laryngeal places of articulation, as well as the sub-places within each. Each section is organized as follows. I first present a phonetic description of the class. I next examine phonological evidence for the class, including distribution, harmony patterns, co-occurrence restrictions, and other phonological processes. I then introduce subplaces within the major place, asking if what are categorized as place distinctions are best analyzed as such from a phonological perspective.

Before turning to evidence for the individual features, I review one argument for places of articulation in the oral cavity being divided into labial, coronal, and dorsal, based on the major articulator involved. Sagey (1990), in an important work on place, presents an argument for this division based on complex articulations (chapter 29: secondary and double articulation). In a cross-linguistic survey, she finds that only a limiced number of complex articulations occur. There are labial-velars (e.g. [kp]), probably the best studied. In addition, there are labialcoronals (e.g. [pt]), coronal-velars (e.g. [I]), and labial-coronal-velars (tkw). Unattested are, for instance, complex articulations consisting of two labial type articulations or two coronal type articulations. The possible place combinations found, Sagey argues, present an argument for these three najor places of articulation.

### 2.1 Labial place of articulation

Labial includes bilabial, articulated with the upper and lower lips, and labio-dental, articulated with the tip of the tongue and the Iower lip; in addition, Ladefoged and Maddiesen (1996: 44) include a lingun-labial place of articulation, articulated with the upper lip and the tongue, but they treat this as a type of coronal. This sound has not figured in the phonological literature, and I do not discuss it here.
(5) a. Rotokas (North Botrgainville)
alvenlar
$t$
b. Yareba (Papzan)
alveolar
Id dz s
c. Fimish (Uralic)
dental alveolar
$t(d)$
5
d. Hungarian (Uralic)
dental palato-alveolar palatal
t dit dz
cく玟
e. Pashto (Indo-tranian)
dental/alveolar palato-alveolar retrofex

f. Western Desert (Pama-Nymingan) $\begin{array}{ccc}\text { dental } & \text { alveolar } & \text { retroflex } \\ \mathbf{t} & \mathbf{1} & \mathbf{t}\end{array}$
g. Nunggubuyu (Australian)

| dental | alveolar | palatal | retroflex |
| :---: | :---: | :---: | :---: |
| $\underline{t}$ | 1 | $c$ | $t$ |

h. Malnyalan (Dravidian) voiceless stops/affricates
dental alveolar palato-alveolar/ retrofex
palatal
$t \mathrm{~d} \quad 1$
t d 3 id
i. Kalasha (Indo-Aryan; only voiceless stops/affricates shorun) (Arsenault and Kochetov, forthcoming)
dental palatal retrofex
$t$ ts
tc
t ts
The above are representative of the coronal obstruent inventories found crosslinguistically, from Rotokas with a single coronal obstruent to the coronal inventories of languages such as Pashto, Malayalam, and Kalasha, with affricates and fricatives as well as stops.

### 2.2.2 Evidence for coronals as a phonological class

There is considerable evidence that coronals pattern as a class. I summarize some below.
A well-known arguinent for the class of coronals involves co-occurrence restrictions. Hall (1997: 5), following Davis and Hammond (1995; 163-164), argues that there are co-occurrence restrictions in most varieties of American English against the sequence coronal $+[j]+$ vowel.
(6) pbmfvkg+j+ vowel

* $\theta$ otdsef 3 tity $1 \mathrm{I}+\mathrm{j}+$ vowel

The prohibition includes all English coronal consonants, and holds of syllableinitial clusters. Thus, clusters with / $\mathrm{j} /$ are not allowed if the first segment is coronal, irrespective of its sub-place of articulation; they are otherwise.

Dixon (1980) discusses a variety of types of evidence from Australian languages for grouping coromal consonants as a class. One argument is based on neutralization and variation ainongst coronals (Chaider 89: mergeks anis neutralization). Typical Australian languages show a four-way coronal contrast, subdivided into apicals and laminals, with each furtluer subdivided. Dixon (1980) points out that the coronal subclasses in some Banjalang dialects, apical and laminal, neutralize intervocalically; the place contrast is maintained elsewhere and other places of articulation are not involved. There is often free variation between apical and laminal articulations for the stop, with the choice differing by dialect.

Harnilton (1993) offers evidence from Australian languages for the class of coronals based on phonological patterning. For instance, coronals provide an environment for a plonological process in Nunggubuyu (Heath 1984: 69-71), where a palatal deletes in a derived environment before a coronal; with a following labial or velar, deletion does not occur. In Walmatjari (Hudson 1978: 11-12), there are suffixes beginning with a retroflex lateral; following a coronal, the initial consonant of the suffix assimilates in place of articulation to the coronal; following a non-coronal, other changes occur, but the consonant does not assimilate.

Moving away from Australia, there are languages with co-occurrence restrictions on different coronal places of articulation. In Pē.ri (Western Nilotic), dental and alveolar stops and nasals contrast, and do not co-occur within a root (Andersen 1988; Hansson 2010). This harmony is actively enforced in suffixed forms. In another Nilotic language, Dholuo, the co-occurrence restriction holds of the dental and alveolar stops; there is a single nasal that does not participate. Pohnepian (Austronesian; Rehg and Sohl 1981) has contrastive dental and retroflex stops; these do not co-occur" within a root.

Assimilation provides evidence for the coronal class, as in the Sanskrit noti process. Basically, a retrofex triggers retrofexion of a following /n/. Retroflexion is transparent with respect to intervening labial and dorsal consonants, but is blocked if a coronal of any place of articulation (dental, palatal, retroflex) intervenes; see Hansson (2010).
(7) a. non-coronal consonants between trigger and target
is-na: isna:- 'seek (present stem)'
vrk-na vrkria- 'cut up (rassive participle)'
kșubh-a:na kşubha:ina- 'quake (middle particirle)'
b. coronal consonant between trigger and target
mrd-na: murdna:- 'be gracious (PRESENT STEM)'
maij-aina- malja:na- 'wipe (midddie partictitee)'
In addition, in assimilation in Sanskrit a dental assimilates in an adjacent coronal, but not to other places of articulation; see $\xi 4$.

There is thus clear evidence from several sources that in languages with more than one coronal place of articulation these can pattern as a class.
While in some cases evidence exists that all coronals of a language are in a single class - for instance, English (6) - the class of coronals may pattern together, but only within a manner class. An example comes from Nilotic languages (Mackenzie 2009: Hansson 2010), where harmony occurs between coronal stops and nasals, or just stops, depending on the language, but l'iquids and continuants do not enter into the harmony.

Stratification by manner exists in the consonantal root consonant co-occurrence restrictions in many Semitic languages, where sounds within a class are dispreferred within a root. While coronal sonorants and stops, for instance, co-eccur, coronal fricatives rarely co-occur within a root.
(8) Arabic coronal co-occurrence restrictions (Rose 1996: 75)

| coronal sonorants | lr $n$ |
| :--- | :--- |
| coronal stops | t $d$ (plus emphatic counterparts) |
| coronal fricatives | $f 3 s z \theta \delta$ (plus emphatic counterparts) |

See Coetzee and Pater (2008) for discussion of place/manner effects in Muna.
Phonological evidence thus exists for the class of coronals as a whole; in some cases the patterning of coronals is stratified by manner.

### 2.2.3 Coronal sub-places of articulation

Because coronals allow several subclasses, the internal structure of the coronal region has received detailed attention. For this we look to languages with four distinctive places of articulation within coronals, where the distinction conımonly called apical/laminal receives wide support. Evans (1995: 727) notes that "There is an enormous amount of evictence - from phonotactics, morphophonemics, diachronic changes, and synchronic variation for these groupings," referring to apical (alveolar, retroflex) and laminal (dental, palatal) in the coronals of languages of Australia. Hamilton (1993) presents a variety of kinds of evidence for this subdivision.

Allophony presents one type of evidence. If there is a single apical ard/or a single laminal place, allophonic variation may exist writhin it. For instance, in single laminal languages such as Watjarri (Douglas 1981: 203-204), alternations or variation between alveo-palatal and dental articulations occur, often conditioned by the following vowel. Some languages show variation in apical articulations, with non-contrastive alternation betwreen alveolar and retroflex articulations in different vocalic environments; Wargamay is an example (Dixon 1980: 155-156).

Neutralization is a second type of evidence. In many Australian languages the two apical articulations neutralize to a single non-contrastive series wordinitially, often symbolized as a retroflex but sometimes as an alveolar; Hamilton (1993: 32) remarks that only a few languages show an apical contrast wordinitially. In some languages the laminal articulations neutralize syllable-finally, generally reported as palatal; Hamilton (1993:33) notes that only a few languages exhibit this contrast syllable-finally.

Phonotactics treat apicals and laminals as natural classes: apical consonants are permitted in certain environments to the exclusion of laminals, and vice versa. For instance, in some languages both apicals occur as the initial nember of a cluster, while laminals are not pernitted in this position (e.g. Kalkatungu; Blake 1979); in other languages both laminals occur as the second member of a heterorganic cluster, while apicals are not allowed (e.g. Nunggubuyu; Heath 1984).

Phonological processes can reference apical or laminal. For example, Mara (Heath 1981) has a dummy syllable in certain cases between a prefix and a root when the root begins with an apical sonorant; it does not occur tvith other places
of articulation, including laminals. In some languages a lenis laminal stop becomes a glide intervocalically; apicals are not affected (e.g. Djapu; Morphy 1983).

Local harmony occurs within the apical set and within the laminal set in some languages. In particular, clusters of heterorganic apical clusters and heterorganic laminal clusters are not permitted in some languages, while clusters of an a pical and a laminal are allowed; Dhuwala-Dhuwal (Morphy 1983) is an example.

Dravidian languages also exhibit an apical/laminal contrast, as argued by Arsenault (2008). For instance, word-initial apicals, both alveolar and retroflex, are dispreferred in these languages, with only laminals occurring.

Serbian provides evidence for apical and laminal classes, and for crossclassification between them; see Morén (2006) and Radišić (2009). Serbian has coronal stops/affricates as follows (only voiceless stops illustrated).

## (9) t ts ty is

Evidence for constituency within the coronals comes from several processes. A process called iotation groups together the first and last of these as opposed to the other two: /t th/ ws. /ts $\mathrm{y} /$. Mid-vowel fronting provides evidence for $/ \mathrm{y}^{\prime} \mathrm{t} \hat{\mathrm{s}} /$ as a class, with $/ \mathrm{J} /$ fronted to $[\mathrm{k}]$ in the environnent of these places of articulation. Assuming that the first and fourth columns represent laminal articulations and the middle two apical articulations, based on descriptions of the sounds, apical/ laminal provides the classes involved in iotation. The further back of the apicals and laminals (last two colunns) provide the environnent for mid-vowel fronting. Thus, while the Australian languages do not appear to provide evidence for crossclassification within the apical and laminal subgroups, Serbian does provide for such classification.

While the division of coronals into apical and laminal receives support from languages with four coronal sub-places, other divisions appear to be possible. In Tahltan (Athabaskan), there are four coronal places of articulation (Shaw 1991; also §6.1); only voiceless stops and affricates are indicated.
(10) t t日 ts ty

The latter three enter into harmony, with the plain /t/ excluded. Assuming that the affricates are stops in Tahltan, with the consonants in (10) distinguished solely by place of articulation, as Shaw argues, then the phonology does not appear to support a primary apical/laminal distinction.

There may be asymmetries between the number of coronal places of articulation available at different manners of articulation. Polish obstruents offer an interesting example. Voiceless symbols are shown; all have voiced counterparts.

| (11) t | is | ts | $\mathrm{t} / \mathrm{c}$ |
| :---: | :---: | :---: | :---: |
|  | s | s | 6 |

The stops/affricates and fricatives at a place of articulation do not always pattern together phonologically. For instance, /t/ and /s/ undergo palatalization, but /ts/ (and other stop/affricates and fricatives) does not. In second velar palatalization, $/ \mathrm{k} /$ shifts to [ ts ], while [ x ] shifts to [ s ]. Similarly, [ t ] and [ s ] both occur with high vowels [i] and [ f$]$, while other coronal obstruents are restricted, with [ ts s ts. ]

(12) | $\mathbf{t}$ | $t^{\text {h }}$ | $t^{\prime}$ | alveolar |
| :---: | :---: | :---: | :--- |
| $\mathbf{s}$ |  |  | alveolar |
| $s$ |  | $s^{3}$ | dental |
| $s w$ |  | $s w^{3}$ | labialized alveolar |
| $s$ | $s^{h}$ |  | retroflex |
| $s$ | $6^{h}$ |  | alveolopalatal |
| $\$$ |  | $q^{\prime}$ | lateral |

In addition, it has palatals.

```
\xi}\quad\mp@subsup{\xi}{}{h
palatal
```

Hall, following Colarusso, argues that palatal fricatives are not coronal, based on phonotactic generalizations about consonant clusters. In a cluster, the first consonant can be a labial, a voiceless uvular fricative, or a voliceless coronal stop or fricative. However, clusters cannot begin with a palatal fricative. As Hall (1997: 16) notes, this would be surprising if the palatal fricatives were coronal, since all other coronal stops and fricatives occur as the first consonant in a two consonant cluster. This argunient perhaps establishes the status of the palatal as a non-coronal, but does not establish what it is; dorsal is a logical choice.

### 2.3.2 Evidence for dorsals as a phonological class

Considerable evidence exists for dorsals (velars, uvulars, palatal fricatives) as a class from allophonic patterning, co-occurrence restrictions, and harnony.

Velars, uvulars, and palatal fricatives enter into alkophonic relations (cJiarter 11: the phoneme). Hall (1997) notes that in Cerman, the fricatives [ $f \times x$ ] are in complementary distribution, suggesting a common feature: they are dorsals, varying by sub-place.

Co-occurrence restrictions present another type of evidence for a single class. Rose (1996), after Bessell (1992), shows that Interior Salish has co-occurrence restrictions on place and manner; the place restrictions are summarized in (14). Identical places of art'uculation are disallowed within a manner; in addition, velar and uvular consonants fail to co-occur.
(14) *abial V labial
*coronal V coronal
${ }^{*}$ velar V velar
*uvular V uvular
*laryngeal V laryngeal
also
*velar V uvular
*uvular V velar

Thus the velars and the uvulars interact in excluding one another.
In Arabic, co-occurrence restrictions hold of dorsals just as they do of labials and coronals, dispreferring the co-occurrence of velar and uvular stops [g k q]. Note also the co-occurrence restrictions on gutturals, discussed belowi.

Dorsal harmony, involving velars and uvulars, provides evidence for velars and uvulars forıning a class. Hansson (2010) discusses several cases. In Misantla

Totonac (Totonacan), velar and uvular stups harmonize. The primary facts are given belowr; see MacKay (1999) and Hansson for details.

Misnntla Totonac (MacKay 1999)
/ut maka-Sqat/ "ut ma'qaS'qEt 's/he scratches $X$ (with hand)'
/ut maka-pas/ "unt maka'pas 's/he bathes his/her hand'

A similar harmony occurs in the related Tlachichilco Tepehua.
(16) Tlachichilco Tepelma (Watters 1988)

| /Puks-laqts'in/ | 'oqslaqts'in | 'look at $Y$ across surface' |
| :--- | :--- | :--- |
| /Puks-k'atsa:/ | 'uksk'atsa: | 'feel, experience sensation' |

Hansson (2010) argues that Bolivian Aymara (Aymaran) has dorsal harmony. The language has plain, aspirated, and glottalized stops at velar and uvular places of articulation with restrictions on phonation type as well as place; I abstract away from the former. While velars co-nccur and uvulars co-occur, a velar and a uvular do not.
(17) Bolivian Aymara (de Lucca 1987)

$$
\begin{aligned}
& q-q, q h-q h, q^{\prime}-q^{\prime} \\
& k-k, k h-k h, k^{\prime}-k^{\prime}, k^{\prime}-k \\
& \text { *k-q, q-k (any laryngeal properties) }
\end{aligned}
$$

Hansson notes that dorsal consonant harmony is cross-linguistically rare. In order to ascertain whether this is true, it is necessary to examine the occurrence of dorsal harnony in languages with contrastive velars and uvulars.

Given the debate about whether the bilabial/labio-dental distinction involves place or manner ( $\$ 2.1$ ), onemight ask if the velar/uvular distinction always involves place. Some processes point to the conclusion that place is the primary dimension of contrast in languages with this distinction. In spirantization processes, just as $/ \mathrm{p} /$ spirantizes to $[\mathrm{f}]$, /k/ spirantizes to $[\mathrm{x}]$, and $/ \mathrm{q} /$ to $[\mathrm{k}]$. In the Athabaskan D-effect, $/ x /$ hardens to [ $k$ ] and $/ x /$ to [ $q$ ] (e.g. Ahtna). This process shows the importance of place of articulation in distinguishing velars and uvulars.

When there is not a contrast between a velar and uvular within a manner, an inventory with velar stops and uvular fricatives is sometimes found. For instance Welsh (Celtic; Ball and Müller 1992) has voiced and voiceless velar stops, [k g], and a voiceless uvular fricative, $[\chi]$. Welsh has mutations (see chapter itz: ceitic mutations); in Soft Mutation, /k/ becomes [ g ], while in Aspirate Mutation, /k/ sp:rantizes, becoming the voiceless uvular fricative $[x]$. This parallels mutation at other places of articulation: under Soft Mutation, $/ \mathrm{p} /$ becomes $[\mathrm{b}]$ and $/ \mathrm{t} /$ becomes [d]; under Aspirate Mutation, /p/becomes [f] and /t/mutates io [0]. Basically, mutation triggers a manner change, maintaining place. Thus, while the stop and fricative differ in place and manner phonetically, phonologically they differ in manner, and the organization in (18) is appropriate:
(18) dorsal stup $k g$
dorsal fricative $x$

One can ask if a different phonological organization is possible, with a primary place difference realized as a nanner distinction, as in (19).

| velar | uvular |
| :---: | :---: |
| $k$ | $x$ |

If, for instance, a language existed in which there were co-occurrence restrictions on obstruents of like place, and $[k]-[x]$ combinations were allowed, we might conclude that the $[x]$ patterned as a distinct place of articulation, realized phonetically as a spirant.

To summarize, dorsal includes velars, uvulars, and likely palatal fricatives. Evidence for this class is based on allophony, co-occurrence restrictions, harmony. and other phonological processes.

### 2.3.3 Laryngeals

I now consider laryngeal consonants. There is considerable discussion of laryngeal consomants in the literature, where they are accorded two treatments. They are often considered to lack a place of articulation (e.g. Steriade 1987), and they are also considered to be a type of pharyngeal (e.g. Lombardi 2002). In this section I present evidence for placelessness; evidence for their pharyngeal nature is given in §2.3.4.

The primary argument for the laryngeal dass, glottal stop, and [h] being placeless comes from laryngeal transparency. The following evidence, from Kashaya (Pomoan), is from Buckley (1994), summarized by Rose (1996: 100-101). Within a morpheme, vowels are identical across a laryngeal consonant (20a), while there are no general co-occurrence restrictions on vowels (20b).

| a. s'i?i | 'flesh' | he'pen |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| ni'hin | 'to oneself' | behe | 'bay nut' | Ina?a <br> juhtl | 'food, eat' <br> 'finole' |
| 'aha | 'mouth' |  |  |  |  |

This is an argument for laryngeal placelessness, under the assumption that specified places of articulation block assimilation. If laryngeals lack a specified place of articulation, vowel features can harmınize across them.

Laryngeals can pattern as a class. There may be col-occurrence restrictions, as in Interior Salish (14). In addition, laryngeals often result from obstruent debuccalization, with stops neutralizing to [?] and fricatives to [ h ], as in the historical development of Kelantan Malay (Trigo 1988).

\section*{(21) Standard Malay Kelantan Malay <br> | Pasap | 'asa? | 'smoke' |
| :--- | :--- | :--- |
| kilat | kila' | 'lightni.ıg' |
| balas | balah | 'finish' |}

### 2.3.4 Pharyngeal (radical, tongue root)

The final articulation region identified by Ladefoged and Maddieson (1996: 37), radical, includes pharyngeal and epiglottal sounds, i.e. sounds articulated in the region below the uvula.

Transgultural vowel harmony occurs in some languages, illustrated with Iraqw (Cushitic).
(27) Iraqzo (van der Hulst and Mous 1992: 103-104; Mous 1993: 37; Rose 1996: 77)


In D'opaasunte (Eastern Cushitic), a vowel is lower when the preceding consonant is gultural, ( $\left[\mathrm{X} \mathrm{C}^{{ }^{\prime}} \hbar^{7} \mathrm{~h}\right]$ ); it is higher after other consonants (Hayward and Hayward 1989). Hayward and Hayward use "A," an archiphoneme, to represent this vowel.
(28) D'opreasunte (Hayward and Hayward 1989: 183-184)

$$
\begin{array}{llll}
\text { Pan 'kod }[\varepsilon] j & \text { 'I am working' } & \text { ’an 'ty'ox[a]j } & \text { 'I am milking' } \\
\text { 'an } \hbar u l l[\varepsilon] j & \text { 'I am entering' } & \text { ’an } \mathrm{fA}[\mathrm{a}] \mathrm{j} & \text { 'I am loadııng' }
\end{array}
$$

In Standard Somali (Cushitic), a suffix has the form [-d] after a guttural ( $[q \times \uparrow \hbar$ $\left.{ }^{7} \mathrm{~g}\right]$ ) and [-t] elsewhere (Hayward and Hayward 1989; 184).

Laryngeals thus pattern as if they were placeless in some languages and as if they were guttural in others. Rose asks whether it is accidental how they pattern, or if there is a systematic way to determine this. She argues that laryngeals pattern with pharyngeals when pharyngeals or uvular continuants are present in a system; otherwise they pattern as if they lacked a specified place.

### 2.3.5 Summary

Dorsal consonants (velar and uvular) interact in many languages, and they also interact with further back consonants in some languages. As with labials and coronals, many questions remain, and I conclude with one. The sound commonly written with the syınbol /n/ is ambiguous in its patterning, in some languages patterning as a velar and in some as if it were placeless or laryngeal (e.g. Trigo 1988; Rice 1996; de Lacy 2006). Is this an appropriate analysis? Is it only the manner that represents these two places of articulation, perhaps better written as $/ \mathrm{y} /$ and $/ \mathrm{N} /$, or can other nanners of articulation also show this kind of ambiguity between patterning as a laryngeal and patterning as a velar?

### 2.4 Conclusion

In this section I have examined phonological evidence for the major places of articulation: labial, coronal, dorsal, radical, and laryngeal. In all cases, there is clear evidence for the class, and, at the same time, complexifies involving such things as stratification by manner and interactions between place classes require further study.

## 3 Further constituency

We have seen evidence for five major places of articulation, three in the oral cavity and two further back. While there is general acceptance of this division in the literalure, debate exists about whether these major places of articulation enter
into relationships with one another, or, to put this another way, whether there is constituency among places of articulation (see chapter 27: the organization of features). One might imagine that there is no relationship between them, with a flat structure. Alternatively, one might imagine that some of the places of articulation are more closely linked to one another than others are, with a constituent structure. I examine this with respect to lab ial, coronal, and dorsal, where two possible groupings are proposed. One involves grouping labials and dorsals to the exclusion of coronals, under a feature [grave] or [peripheral]. The other involves grouping coronals and dorsals to the exclusion of labials; the feature has been called [lingual]. One might imagine a grouping of coronals and labials to the exclusion of velars, a proposal that has not received support; see $\S 5$ on the controversy about the feature [anterior], which groups labials and front coromals.

### 3.1 Oral and pharyngeal

Before turning to these proposals, I briefly review proposals for the overall organization of place. McCarthy (1994: 223) argues within feature geometry for the bifurcation of place into two major constituents, which he terns Oral and Pharyngeal. Oral dominates Labial, Coronal, and Dorsal. Others have refined this proposal to, for instance, allow $[R T / R]$ as a dependent of Pharyngeal; see Rose (1996) for discussion of how to accommodate the guttural class.

### 3.2 Grouping labials and dorsals

Evidence is found in the literature for grouping labials and dorsals; see Hall (1997) for detailed references, including Jakobson et al. (1952), Jakobson and Halle (1956), Hyman (1973), Campbell (1974), Odden (1978), and Rice (1994). Hall gives the following evidence for labials and velars (and/or uvulars) patterning together, among others.

In Yurok (Algic), the 3rd person prefix is [?u] before non-coronals (labials, velars, labial-velars) and [?we] before coronals. In Lhasa Tibetan the consonants [ pk q] spirantize and voice intervocalically, while coronals do not. A vowel shift occurred in the history of Korean before labials and velars but not before dentals and alven-palatals.

Many of the arguments presented by Hall are diachronic. There are also synclironic arguments for grouping labial and velar. One of the best-known arguments comes from Korean, where, in some speech forms, the coronal stop and nasal assimilate in place to a following adjacent consonant, and the labial stop and nasal assimilate to a following velar; the velar stop and nasal do not assimilate. If labial and velar are grouped together, their patterning can be understood: coronals assimilate to these places, identified as grave. In (29), a place of articulation assimilates to those to its right, but not vice versa. Thus a coronal ( T ) assimiates to both a labial ( P ) and a velar ( K ), while a labial assimiates only to a velar, and a velar does not assimilate.

## (29) $[\mathrm{T}[\mathrm{P} \mathrm{K}]]$

Lombardi (1996) identifies cases that suggest the need for grouping labials and velars (her [-coronal]) in post-lexical rules. For instance, between word sequences
in Pohnepian (Relgy and Sohl 1981; Rehg 1984), a labial is realized as a labial nasal when followed by a labial, and a velar is realized as a velar nasal before another velar.
(30) labial + labial
e kala/p p/aan soupisek 'lhe'll always be busy'
e kala[mp]aan soupisek
velar + velar
e sai/k k/enwini 'he hasn't yet taken medicine'
e sai[n k]enwini
However, with a sequence of coronals, the fïrst does not becorme a nasal.

> e mei/t t/arjaana 'Aren't you lazy!'
> "e mei[n t]aıaana

Thus evidence for grouping labials and dorsals is both diachronic and synchronic.

### 3.3 Grouping coronals and dorsals

Arguments for grouping coronals and velars as linguals are also found. Rubach (1993), followed by Lombardi (1996), adduces evidence from Slovak (Slavic), where /æ/ backs to [a] post-lexically in an environment that Rubach calls [-labial]. There is a contrast between these vowels following a labial (32), but not elsewhere.
(32) masa 'mass'
mæso 'meat'
The diminutive suffix illustrates the alternation between [a] and [æ]. The suffix is a front vowel after a labial (33a), following a non-labial it is [a], with palatalization of the preceding consonant (33b, 33c).

$$
\begin{array}{lll}
\text { a. holub 'pigeon' } & \text { holub-æ 'young pigeon' }  \tag{33}\\
\text { b. had } & \text { 'reptile' } & \text { haad'a } \\
\text { c. 'young reptile' } \\
\text { c. vnuk 'grandchild' } & \text { vnuuta } & \text { 'young grandchild' }
\end{array}
$$

Rubach argues that the suffix is underlyingly front; it triggers palatalization and is backed following a coronal and a velar (see chapter 12l: slavic palatalization). The facts are complicated by the presence of a diphthongization process where /z/ becomes [ia]. The forms in (34) show lengthening in the genitive plural, with /a/ lengthening to [aa].

| lano | 'strong' | laan | (GEN PL) |
| :--- | :--- | :--- | :--- |
| pivo ${ }^{\prime}$ beer' | Püv | (CEN PL) |  |

While generally vowels lengthen in the genitive plural, diphthongization occurs in some environments, including with /a/, which diphthongizes to [ia].
(35) hovædo 'beast' hoviad (GEN PL)
mæso 'meat' mias (GEN PL)

Many Slavic languages exhibit a third pattern: the velar can undergo a shift in place of articulation, resulting in a coronal. This is exemplified for Serbian in (45).
a. Serbian: First palatalizntion (Radišić 2009)
$r u / k / a+i t s a \quad r u[t]$ itsa 'hand'
pra/x/ + iti pra[f]iti 'dust'
b. Serbian: Second palatalization (Radišić 2009)

эra/x/ +i эra[s]i 'nut'
$\mathrm{p} \varepsilon / \mathrm{k} /+\mathrm{i} \quad \mathrm{p} \varepsilon[\mathbf{t s}] \mathrm{i} \quad$ 'to bake'
Coronals also shift their place of articulation in iotation, but remain coronal.
Thus, while in languages such as Catalan coronals shift to another major place of articulation in assimilation, in Sanskrit coronals are assimilation targets, but only assinuilate to other coronals, and in many Slavic languages, coronals shift to other coronals and velars shift to coronals. To use the terminology of phonological markedness, based on such shifts we might identify the velar as unmarked in languages like Serbian, and the coronal as unmarked in languages like Catalan and Korean. Given the nature of the coronal inventories in languages like Sanskrit and Serbian, with more than one coronal sub-place allowed in assimilator position, one might conclude based on target asymmetries, as did Avery and Rice (1989), that coronals are unmarked generally, attributing their patterning in languages with more than one coronal sub-place to the fact that there is more than one sub-place. The existence of more than one coronal sub-place indeed appears to affect the patterning of coronals, and in the following discussion I set these languages aside and examine assimilation and neutralization in the absence of a rich coronal inventory, beginning with neutralization. I consider languages with labial, coronal, and dorsal places of articulation.

### 4.2.2 Neutralization, epenthesis, and the emergence of the unmarked

Neutralization is considered to yield the unmarked (Citapter an: mercers and neutralization). Languages with word-final neutralization are shown in (46). These languages exhibit passive neutralization, with morphotactics that disallow other places of articulation for stops word-finally. In addition to coronal stops, languages exist where only labial stops occur in this position, or where only dorsal stops are allowed in this position.
(46) a. languages allowing only a coronal stup: Saarni, Finnish
b. languages allowing only a labial stop: Nimboran (Papuan; Anceaux 1965), Basari (Niger-Congo; Abbott and Cox 19бб)
c. languages allowing only a dorsal stop: Quichua (Quechua; Orr 1962)

While there are statistical differences, with coronals (and laryngeals) more common as the only place of articulation allowed when no contrasts exist in stops wordfinally, overall, the range of places of articulation occurs cross-linguistically in this position. J.f neutralization is a diagnostic for unmarkedness, and if coronal is universally unmarked, these patterns are unexpected. Epenthesis mirrors neutralization, with at least laryngeal, coronal, and dorsal consonants serving as epenthet ic. While de Lacy (2006) and de Lacy and Kingston (2006) argue that dorsal

The sound pattern of English (SPE; Chomsky and Halle 1968) features have encountered serious criticism on both empirical and conceptual grounds. With respect to place, one challenge is the inability to define a class of labial consonants and round vowels (e.g. Campbell 1974). The feature [anterior] is also problematic, since anterior sounds in the SPE sense do not pattern as a natural class (e.g. Dixon 1980; Gnanadesikan 1994).
Sagey (1990), building on work by Halle (e.g. 1983), argues for four major places of articulation - Labial, Coronal, Dorsal, and Tongue Root (Radical) - expressed by monovalent features, dominating binary features. Building on Sagey, Halle, and others, Hall (2007: 332) gives a chart of obstruent places of articulation, which is shown in Table 22.2. I follow him in separating stops and fricatives, and show voiceless consonants only. The table perhaps represents an overall North American consensus about place of articulation features. Nevertheless, nlany issues remain; I list a few in (47).
a. What distinguishes bilabials and labio-dentals? Hall leaves this open, suggesting that a feature [labio-dental] might be required.
b. How are palatals represented? Are all palatals coronal (see §2.2; Hall 1997)? Do all palatal sounds have the same representation? Similar questions can be raised for retroflexes.
c. Are [anterior] and [distributed] appropriate to distinguish coronal subplaces? In particular, the role of [anterior] remains controversial.
d. How are gutturals distinguished featurally?
e. Do features group into classes? In particular, do lingual and/or grave classes exist?
f. Is a mix of monovalent and bivalent features appropriate?

Table 22.2 Features for obstruent places of articulation (after Hall 2007). A check ( $\mathcal{\sim}$ ) in a cell indicates the presence of a unary feature; in rows with checks, the absence of a check indicates the absence of this feature. In rows with + and -, absence of any mark indicates that the feature is not relevant for that sound

|  | P | $t$ | t | t | $c$ | k | 9 | is | 5 | $\varphi$ |  | $f$ | 0 | \$ | , | s | \$ | J | f | x | $x$ | ヶ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| continuant | - | - | - | - | - | - | - | - | - | + |  | + | + | + | $+$ | + | + | + | $+$ | + | + | + |
| labial | . |  |  |  |  |  |  |  |  | $\checkmark$ |  | $\checkmark$ |  |  |  |  |  |  |  |  |  |  |
| round | - |  |  |  |  |  |  |  |  | - |  | - |  |  |  |  |  |  |  |  |  |  |
| coronal |  | . | $\checkmark$ | $\checkmark$ | . |  |  | $\checkmark$ | $\checkmark$ |  |  |  | $\checkmark$ | ' | , | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  |  |
| anterior |  | + | + | - | - |  |  | + | - |  |  |  | + | + | + | + | - | - | - |  |  |  |
| clistributed |  | + | - | - | + |  |  | + | - |  |  |  | + | + | + | - | - | + | + |  |  |  |
| dorsal |  |  |  |  |  | $\checkmark$ | $\cdot \prime$ |  |  |  |  |  |  |  |  |  |  |  |  | . | $\checkmark$ |  |
| back |  |  |  |  |  | + | + |  |  |  |  |  |  |  |  |  |  |  |  | + | + |  |
| low |  |  |  |  |  | - | - |  |  |  |  |  |  |  |  |  |  |  |  | - | - |  |
| high |  |  |  |  |  | + | - |  |  |  |  |  |  |  |  |  |  |  |  | + | - |  |
| pharyngeal |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\checkmark$ |
| strident |  |  |  |  |  |  |  | + | + | - |  | - | - | + | + | + | + | + | - | - | - | - |


| $q$ | $x$ |
| :--- | :--- |
| $k$ | $s$ |
| ts | $s$ |
| t | $\ddagger$ |

The spirantization of the front velar to [s] is surprising, but otherwise a stop/ affricate is realized as a fricative of the same place of articulation. If lateral represents a place of articulation, this pattern is unsurprising. Note also the development of the Proto-Athabaskan *ts series ( ${ }^{*} t s^{*} t s^{6}{ }^{*} t s^{\prime *}{ }^{*} z$ ) to a /tl/ series ( $\left[\boldsymbol{t q} \mathbb{H}^{\mathrm{h}} \mathbf{H}^{\prime} \ddagger \mathrm{l}\right]$ ) in Koyukon (Jetté and Jones 2000), a development which can be explained as a shift in place of articulation of the series.

### 6.2 Consonant-vozvel interactions

I have not discussed consonant-vowel interactions, since this chapter concerns consonantal place; see Charter 75: consonant-vowel place feature interactions. Flemming (2002) also addresses consonant-vowel interactions and the types of features required. To give a few examples, vowel-triggered palatalization can involve the addition of a secondary articulation; it can also involve a shift in primary place, with perhaps the mnost dramatic being the shift fronn a velar to a coronal, fuound in many Slavic languages; e.g. (45). There is often interaction between low vowels and dorsal sub-places, with low vowels conditioning uvulars (e.g. Xibe (Tungusic); B. Li 1996) or vice versa (e.g. Totonac; MacKay 1994). Low vowels or retracted tongue root vowels often interact with pharyngeal consonants; e.g. (26). Round vowels and labial consonan'rs can pattern together, as in Igbo (§2.1). In addition, there are interactions between back vowels and retroflex consonants. Vowels and consonants may pattern together in natural classes as well, for instance, in conditioning rules.

There has been considerable debate as to how to handle such interactions. Clements (1991) argues for a unified theory of consonant and vowel place, as do element-based theories (see Harris and Lindsey 1995 for an overview), while others argue for distinct place features (e.g. Padgett 2002) for consonants and vorvels.

### 6.3 Evidence for innate features

An important premise since distinctive features were introduced is that features are innate, with a small universal set. Much research has been directed at defining what set and identifying its phonetic foundations, with the understanding that an appropriate and complete set of features would allow an account of crosslinguistic sound patterning.

I have pointed out in various places that what is characterized as the same sound from a phonetic perspective can show different phonological patterning. To some degree this is dependent on the sound system of the language, a point that has long been observed, as the following quote from Trubetzkoy shows.

[^517]In the discussion of evidence for places of articulation, we have seen debate about how to classify particular sounds. For instance, what are phonetically two places of articulation might pattern as one, as with [p] and [f], where [p] is bilabial and [f] labio-dental, but they enter into co-occurrence restrictions, for instance, as a single place of articulation. Similarly, $[k]$ and $[x]$ can form a pair in spirant bation, despite the fact that one is velar and the other uvular.
In addition, what looks like a single place of articulation might pattern as tiwn distinct places. This is dramatic in Polish (11), where the retroflex stop and the retroflex fricative differ in patterning.

Furthermore, a single place of articulation may be classified in two gron.ps. For instance, there is evidence from co-occurrence restrictions that uvulars are both dorsal and radical, with stops patterning with velars and fricatives with radicals. Palatals appear to be divided between dorsal (fricatives) and coronal (other manners).

Cross-linguistically, coronals do not appear to be divided in the same way in all languages. While in many languages there is evidence for segregating coronal inventories into two main places of articulation, often characterized as apical and laminal, there are languages with similar contrasts, but this categorization does not seem to be appropriate.

Such variation in cross-linguistic patterning might be responded to in different ways. Oree path is to continue the search for a small set of universal features, seeking to revise and refine it and find ways of understanding whether there are foundations for different patternings, based, for instance, on inventory contrasts or prosodic position. The understanding of consonantal place has deepened over the years through this method.

An alternative has recently been proposed, to abandon the assumption that features are innate. Mielke ( $2005,2(108)$, among others, argues that features are not innate, but emergent (see also chapter 17: distinctive features). The linited number of features that is observed is not surprising, given the shape of the vocal tract and perceptual apparatus. Some ambivalence in patterning is expected for sounds that are phonetically ambiguous. It is thus perhaps time to challenge universality and fucus on differences in patterning and what they reveal.

## 7 Summary

Consonantal place features are perhaps the best studied of all features, and the understanding of place of articulation has deepened over the years. There is little disagreenent about the major regions of labial, coronal, dorsal, radical, and laryngeal, with evidence form numerous langlages to support these distinctions. At the same time, some sounds do not appear to fit reatly into these classes. Labio-dentals might involve both a labial and a coronal component, and some gutturals pattern with both dorsals and radicals. The sub-places within these major places are less well established, with continuing debate particularly around the nature of the coronal sub-places.

There has been an altempt to identify a particular place of articulation as universally unmarked, based on patterning asymmetries. A good understanding of this requires a careful study of coronal inventories and contrasts, and it appears that much is determined by the language, although there are statistical differences
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## 23 Partially Nasal Segments

Anastasia K. Riehl Abigail C. Cohn

## 1 Introduction

Partially nasal segments, or those that are nasal for only a portion of their duration, contribute many interesting puzzles to the study of phonology. Prenasalized stops, such as /"g/ in the Fijian word /"gone/ 'child', or prestopped nasals, such as $/{ }^{\circ} \mathrm{m} /$ in the Arrernte word /a ${ }^{\text {P mar / 'camp', challenge our notion of the segment. }}$ If a segment, which we typically think of as being coniposed of a bundle of features each with a single specification, can be composed of contrasting values for a particular feature (in this case [nasal]), this raises a whole array of questions about the nature of segments. We explore some of these questions in this chapter.

The question of what defines a segment has been a topic of considerable interest in the phonological literature, especially since Chomsky and Halle's (1968; SPE) characterization of segments as unordered bundles of features (building on Jakobson cetal.s 1952 characterization). Much attention in the phonological literature in the 1970s was given to rethinking and enr ching this strict definition of phonological representation, leading to developments including autosegmental representation of tone and other phenomena, formally incorporating syllable structure and higherorder prosodic representation, and so forth. (See Anderson 1985 and Kenstowicz. 1994 for a review of these developments, as well as Ciafter 14: autosegments; CHAPTER 17: DISTINCTIVE fEATURES; CHAPTER 27: THE ORCANIZATION OF FEATURES; charter 54: the skeleton; and many other contributions to the Companion to Plonology.) Particularly relevant in this regard is Anderson's (1974, 1976) discussion of partially nasal segments and his conclusion that such differences cannot be adequately captured through static features (such as SPE's [delayed release]), but rather require direct reference to timing in the phonology, forcing a rethinking of the fundamental definition of the "segment."

There has also been an ongoing discussion in both the phonological and phonetic literature about the phonetic realization of partially nasal segments and nasalstop clusters and whether or not these two types of NC sequences are phonetically distinct (Herbert 1986; Maddieson and Ladefoged 1993; amongst others). To the degree that such discussions address phonological entities, these issues are also directly relevant to our discussion.

We begin by framing some background issues in the remainder of this introduction, including phonological segmenthond and phonological os. phonetic entities. In §2, we consider the types of partially nasal segments that have been reported in the literature. In the case of nasal-oral entities ( NC ), one of the central issues is whether these entities are unary segments or clusters, while in tlve case of oral-nasal entities (CN), a central question is whether such elements are part of the phonology as contrastive elements or only occur allophonically. In §3, we pursue the questions raised by the observed NC patterns and turn nore specifically to the issue of unary segments vs . clusters, including the issue of their phonetic characteristics. Next, in §4, we address the topic of representations, considering the fit between the attested patterns and the various proposed representations. Finally, in 85, we conclude and offer directions for further research, considering the inplementation of the phonological patterns, the role of co-articulation, and possible pathways of change over time.

At this point, we would like to introduce some terminology that we will use frequently throughout the chapter. The abbreviation NC stands for masal-oral sequence, and simiarly, CN stands for oral-masal sequence, whether they constitute unary elements or clusters. Unary NC and unary CN (sometimes abbreviated ${ }^{N} \mathrm{C}$ and ${ }^{\complement} \mathrm{N}$ ) refer to partially nasal sequences that constitute a single segment, while NC cluster and CN chuster refer to cases where the sequenot ounstitutes two segnents. When we wish in refer to a sequence in a generic sense, regardless of its phonological status, we use the terms NC sequence and CN sequence. We reserve the term segment for the unary cases. Where voicing is relevant, we indicate a voiced obstruent portion with a "D" (e.g. $\mathrm{D}^{\wedge}$ ) and a voiceless oral portion with "T" (as in e.g. NT).

The phonological segment, sometimes equated with the phoneme, is defined by Anderson (1976: 326) as follows: "A segment is usually taken $t 0$ be a selfcontained portion of an utterance which can be characterized in terms of one basic position of the articulatory organs." This is captured in SPE with unordered bundles of distinctive features, which are taken to define both the abstract contrastive elements - the phonentes - as well as the actual phonetic events, or phones. At issue is whether such representations - as phonological representations -include internal structure, capturing segment-internal timing.

Before we consider the types of partially nasal segments that exist in the world's languages, we need to be nore explicit about the levels of representation for which such structures are being posited. Which types are relevant to the phonology? in other words, which may constitute phonologically distinctive elements, and which are only observed as a phonetic or allophonic result of the phasing of gestures? Clarifying this question is critical for characterizing a typolngy of such patterns, which in turn is needed to evaluate various representational proposals.

In the literature, many types of partially nasal elements have been described, but often it is not clear whether or not these are really phonological elements. Our interest here is in those cases where timing internal to the segment can result in a phonological contrast. In order to accurately assess which cases are contrastive, we need to separate out both those that result in partially nasal surface elements that are predictable (arguably either the result of phonological rules/constraints yielding alloplwny or gestural timing patterns), as well as those that have been mischaracterized as unary when they are actually clusters. The issue of allophony is taken up in §2, and the issue of unary segments vs. clusters is taken up in §3. We turn now to a review of possible cases.

Table 23.3 Inventory of prestopped nasals, oral stops and nasal stops in Central/Eastern Arrernte

|  | bilabial | dental | alveolar | refrofiex | palintal | velar |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| prestopped nasal | ${ }^{\prime} \mathrm{m}$ | 'n | in | ' | 'n | ${ }^{\prime}$ |
| oral stop | $p$ | $t$ | t | $t$ | $c$ | k |
| nasal stop | m | n | n | $\eta$ | ^ | 1) |

begins, so that by the end of the segment, it has the qualities of a plain nasal, and progressive nasalization nay be inanifested on following vowels. Prestopped nasals have been much less widely reported than prenasalized stops, and are not found amongst the sample of languages in UYSID. The best-known descriptions are found in Australian languages (Butcher 1999). They have also been reported in Bornen and other languages of the Austronesian family, as well as in some languages of the Austro-Asiatic and Amazonian families (see Blust 1997 for a review). These latter cases, however, are allophonic, and therefore do not provide evidence for prestopped nasals as phonological entities.
We now consider Arrernte, an Arandic language of Australia, as described by Butcher (1999) and Breen (2001), a language where prestopped nasals appear to be phonemic (see also Breen and Dobson 2005). The Central and Eastern dialects of Arrernte have a series of prestopped nasals at various places of articulation, in contrast with plain voiceless stops and plain nasals. No primary voicing contrast is observed for stops, as is characteristic of these languages. Table 23.3 contains the relevant portion of the consonant inventory.

These sounds occur word-initially and word-medially, although an inserted vowel usually precedes all initial consonants, and the language has been analyzed as having only VC(C) syllables (see Breen and Pensalfiini 1999). Arrernte allows a limited range of consonant clusters as well, including sequences of nasals and homorganic stops. (4) contains (near-)ninimal triplets of these sounds and corresponding plain stops and nasals.

Arrernte (Butcher 1999)

|  | bilabial |  |
| :--- | :--- | :--- |
| prestopped nasal | afmar 'gum tree' | alveolar <br> a'nam |
| oral stop | 'yamstick' |  |
| nasal stup | apar | 'canาp' |
| atann | 'bursting' |  |

The prestopped nasals in Arrernte are believed to have originated from plain nasals that were allophonically produced with a preceding oral portion when following a stressed oral syllable. Today these dialects are analyzed as having phonemic prestopped segments. Most other southern Australian languages, however, including for example Nukunu and Cupapuytuu, have allophonic, not phonerric, prestopping.

As mentioned above, prestopped nasals have also been described in several Austronesian languages. For example, in Bonggi, a language of Sabah, Malaysia,
within the oral-nasal group, where the nasal and oral portions are more or less prominent in comparison to one another. A distinction for the nasal-oral cases between a prenasalized stop and what is sometimes referred to as a post-stopped nasal (also post-ploded nasal (Blust 1997), funny nasal (Durie 1985), or obstruent nasal (Durvasula 2009)) has been claimed, while a distinction within the oral-nasal category has not, to our knowledge, been reported.

As we discuss in Cohn and Riehl (2008), we know of no languages where a compelling case for a phonological contrast has been made. Several Austronesian languages, including Rejang and Acehnese, have been argued to have sounds described as primarily nasal, with only a brief oral release (see Blust 1997 for recent review and references to specific cases). However, in phonetic and phonological studies of two putative cases, Acehnese and Sundanese, we find that the NCs are better analyzed, both phonologically and phonetically, as nasal-stop clusters, given that phonologically they pattern like other clusters and phonetically they have the duration of clusters rather than single segments, and their internal nasal-oral timing patterns do not show consistent differences with either ND clusters or prenasalized segments (as discussed in §3). The other type of case where such phonetic differences have been claimed is clearly allophonic in nature (e.g. the post-ploded nasals in some dialects of Chinese; see Chan 1987 and Chan and Ren 1987).

Thus we conclude that finer divisions of this sort within the phonology are not warranted. We follow Anderson (1976) in positing only two phonologically relevant types of partially nasal segnents - prenasalized and prestopped segments. We know of no languages that contrast these two types, but we do not predict a priori thent such a contrast would not be possible. Rather we expect this is because prestopped nasals are themselves very rare. ${ }^{4}$

### 2.2 Other factors: Voicing, place, and manner

### 2.2.1 Voicing

In the case of prenasalized stops, the major ity of the segments reported are fully voiced. In the best-attested cases, the nasal and oral portions are not divisible in the sense that the oral stop portion cannot occur alone. This is the case for Tamambo, discussed above, as well as many other Oceanic languages. In such languages, the prenasalized stop series is the voiced stop series. Fully voiced prenasalized stops are also found in some languages that have plain voiced stops and nasals occurring independently, including Wolof. Many Bantu languages are also identified as falling into this category. (However, we take an alternative view, that the NCs are actually clusters (see §3).)

There are also descriptions of putative cases of prenasalized stops with a voiced nasal portion followed by a voiceless oral portion. However, there is a clear asynunetry between these two sorts of cases. While there are a number of clear and widely accepted cases of fully voiced unary ${ }^{N}$ Ds, the reports of prenasalized voiceless stops are questionsาble. Sequences of nasals and voiceless stops do

[^518]phonologically relevant. We have argued that neither prenasalized stops nor prestopped nasals show a contrast in voicing. Both types of partially nasal segments may occur at various places of articulation, and most have the manner of articulation of stops or affricates, with prenasalized trills also being attested.

In conclusion then, we find that internal structure matters, but only in a very limited way. Specification for [nasal] affects a full segment or a part of a segment, but there are no finer distinctions in terms of the timing of the parts and no additional complexities in terms of differences in place, narmer, or voicing. Particilly nasal segments are unified in their specifications for voicing, place, and continuancy, as schematized in (5). As noted above, we know of no languages where both ${ }^{N}$ and $D^{N}$ are attested contrastively, but we also know of no reason why a priori this would not be possible.

Possible phonological splecifications for nasal

|  | N | - | T | ${ }^{\mathrm{N}}$ | $\mathrm{D}^{\text {N }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| nasal | + | - | - | + | - ${ }^{\text {+ }}$ |
| cont | - | - | - | - | - |
| voice | + | + | - | + | + |

In what follows, we focus primarily on those types that are potentially phonologically contrastive, but we will also have occasion to consider the role of timing as it leads in allophonic as well as contrastive patterns. We turn now to the issue of unary partially nasal segments us. clusters, including a discussion of their phonetic properties, and how these may bear on the issue of phonological status.

## 3 Unary vs. cluster NC sequences

Now that we have documented the existence of at least some partially nasal segments, this opens a broader set of questions regarding the relationship of partially nasal segments to NC/CN clusters. The possibility of one sequence of sounds exhibiting a distinction between a single unit os, two units raises various questions of interest to phonology.

There are two distinct yet interrelated issues to address. The first is whether or not the phonology provides evidence for two different patterns. The second is whether or not these different patterns, should they occur, have distinct phonetic realizations. In terms of phonetic characteristics, duration is the factor most commonly discussed (although other possible phonetic differences have been considered).

This discussion ties into broader concerns about the relationship between phonological timing and phonetic duration. Such issues have been widely discussed with regard to geminates vs. singletons. In SPE, two representations were available for geminates - twe identical adjacent features matrices or a single matrix specified as [+long]. Subsequent work has strongly suggested that both aspects play a role (see Broselow 1995; Chapter 37: Geminatf.s; chapter d: initial geminates for reviews). In the case of unary ${ }^{\mathrm{N}} \mathrm{Cs} \tau \mathrm{s}$. NC clusters, some of the relevant questions parallel these discussions. However, we will argue that in the case of NCs, it is timing and not weight that is prinnarily at issue, even though, as discussed below, both timing and weight may play a role in a single language.

The phonetic realization of singletons vs. gerninates has been discussed in a number of cases (see Ham 1998). However, the prior interpretations concerning the phonetic realization of unary NCs vs. clusters are nuch murkier. As discussed in §3.3, we argue that, if appropriate comparisons are made, there is a systematic durational difference between unary NCs and clusters.

In the following discussion we focus on prenasalized stops and NC clusters, rather than prestopped nasals and CN clusters, as all of the discussion that we are aware of has focused on the former. In addition, since we know of no cases where a contrast between ${ }^{N} \mathrm{~T}$ and NT has been claimed, the discussion of the unary-cluster distinction is limited to voiced NCs, in other words ${ }^{\mathrm{N}} \mathrm{D}$ vis. ND.

### 3.1 The phonological distinction

The first issue to consider is whether or not there are distinct phonological ND patterns. Here it is useful to observe data from two languages where ND patterns are quite different, English and Fijian.

In English, nasals and stops occur independently, and nasals and stops combine in both orders ND and DN. Importantly, the sequences are limited to positions where they will not violate the language's sonority sequencing constraints (Citapter 49: sonority; citapter 53: syllable contact). NDs may be medial where they are usually interpreted as heterosyllabic, as in am.ber; final where they decrease in sonority, as in amend (though /mb/ and /rgg/ do not occur wordfinally in English synchronically); but not word-initial, where they would violate constraints on sonority in English. NDs also appear across norpheme boundaries (in-decisive). These patterns suggest that the sounds are independent segments thent cannot be tautosyllabic in an onset. Considering the facts as a whole, English NDs receive a straightforward cluster analysis.

The ND patterns in a language like Fijian look quite different (see e.g. Schütz 1985). In this language, all voiced stops and the alveolar trill are preceded by a nasal component; that is, [blly never occur independently, but only as ["b "d ${ }^{n} \mathrm{~g}$ ]. Voiceless stops, on the other hand, never occur with a preceding nasal. The NDs occur word-initially, as in /mbonu/ 'eel (sp.)', and medially, as in /vundi/ 'banana'. The language has no word-final consonants and no other consonant sequences, suggesting that all syllables are open. Taking the evidence as a whole, Fijian NCs are straightforwardly analyzed as unary. Based upon such data, there appears to be ample evidence for two different phonological patterns. We argue in $\$ 4$, following many others, that these two different patterns require distinct phonological representations.

The discussion of ND patterning is complicated by a number of languages where the unary vs. cluster status of the sequences is less clear. One widely discussed case involves the Bantu languages. In many Bantu languages, ND sequences are found w'ord-medially in intervocalic position (and sometimes to a limited degree word-initially, where the nasal is part of a prefix). Although their patterning suggests a cluster analysis (see Herbert 1986), the sequences are often analyzed as unary segments, due to the lengthening of vowels observed before the NDs. The following data are from Jita, a Bantu language, spoken in Tanzania (Downing 1996):

[^519]that can be interpreted as having such a contrast. One such language is Sinhala, which has series of voiced stops, voiceless stops and plain nasals, as well as a singleton-geminate contrast throughout the consonant inventory, and it allows for a wide range of consonant combinations, including ND and NT (see Coates and de Silva 1961; Feinstein 1979; Maddieson and Ladefoged 1993; Letterman 1997). While the NTs are uncontrovers ially considered clusters, there is an interesting distinction among the NDs, illustrated by pairs of words of ten transcribed as follows (followring Letterınan's 1997 transcription):

| a. /landa/ 'thicket' | /landa/ 'blind' |  |  |
| :--- | :--- | :--- | :--- |
| b. /kan de/ | 'truck (GEN)' | /kande/ | 'hill (GEN)' |

In (7), there appears to be a contrast between a unary and a cluster ND. Further consideration of the phonotactic patterns reveals that the prenasalized stops pattern with singleton consonants and clusters pattern with geminates, for example:

|  |  | singular | plural |
| :--- | :--- | :--- | :--- |
| a. /balal/ | 'cat' | [balala] | [balallu] |
| b. /polongg/ | 'viper' | [pola${ }^{7}$ ga] | [polongu] |

In (8) , addition of the plural suffix causes gemination of a preceding stem-final consonant, resulting in a long [ll]. When this suffix follows a prenasalized stop, the result is described as an ND cluster, as in (8b).

Given data such as that above, both Letterman (1997) and Maddieson and Ladefoged (1993) analyze the contrast in Sinhala as being one of a short vs. a long ND (although the details of their analyses differ), with Letterman describing the difference as one betwreen a prenasalized stop and a geminate prenasalized stop. This analysis is consistent with Riehl's (2008) conclusion that ${ }^{N} \mathrm{D}$ and ND can only contrast in languages with phonemic length (see also CHAPTER 20: THE representation of vowel length; chapter 37: geminates). In all cases known to us where a unary_cluster ND contrast has been posited, the languages also have plonemic length, including Fula (Arnott 1970; Maddieson and Ladefoged 1993) and Selayarese (Mithun and Basri 1986) (and likely other languages closely related to Sinhala). The linkage of the unary_cluster ND contrast with phonemic length appears to have the following explanation: since the only phonetic difference between the two cases is length of the nasal (discussed in $\S 3.3$ below), this is sufficient for a contrast only in those languages where length independently forms the basis of a contrast. ${ }^{5}$

### 3.3 The phonetics of NC

In recent years, how the phonological and phonetic components of grammar are related has been a topic of interest. The phonetic realization of nasal-obstruent sequences has been a part of these discussions, given that the same apparent

[^520]sequence of phonetic elements (nasal and obstruent) can pattern as either one or two units in the phonolngy. Similar attention has been paid to the timing of genlinates (see Han 1998).

It has long been assumed that a unary NC, such as a prenasalized stop, should differ phometically from a nasal-obstruent cluster in being of shorter overall duration. This assumption is entailed in the distinct symbols used for these sounds, e.g. ["d] vs. [nd], where the raised nasal in the unary case implies a less signjficant nasal portion and shorter overall duration. Herbert (1986), in his monograph on prenasalized stops, includes "shorter overall duration" as one of the defiining characteristics of unary segments.

More recently, however, the assumptions about differing phonetic characteristics between these two NC types have been challenged. Maddieson and Ladefoged (1993), for example, state that there is no clear evidence of a phonetic difference and that the issue is rather one for the phonology. However, a review of the literature reveals that there have in fact been very few studies that systematically investigate the question of phonetic difference. Perhaps the most commonly cited is an article by Browman and Goldstein (1986), comparing bilabial NC clusters in English with claimed unary bilabial NCs in Chaga. However, this study, which examines labial trajectories rather than duration per se, is far from conclusive. In sluort, claims about phonetic characteristics of NCs, whatever they may be, have until recently been unsu pported by sufficient phoretic data.

Riehl (2008) conducted parallel phonolog and phonetic studies of NC types in four languages, examining phonetic characteristics of NC duration, preceding vowel duration, and preceding and following vowel nasalization. Riehl found that total duration did differ significantly between unary and cluster NCs when appropriate comparisons were made (most relevant being the ratio of the duration of plain nasals to NC sequences), while the other characterist ies were not consistently different. The graph in Figure 23.1 contains duration data from four languages,


Figure 23.1 Ratio of total duration of plain N to ND sequences at the alveolar place of articulation in unary Tamambo and Erromangan and cluster Manado Malay and Pamona. Average values over ten repetitions of each target word by $4-6$ speakers of each language. Duration of $[\mathrm{n}]=1$

### 5.2 The asymmetry betzueen prenasalized and prestopped segments

Throughout the clapter, we lave discussed the two types of partially nasal segments attested phonologically - prenasalized segments and prestopped nasals - in parallel, despite much greater documentation of ${ }^{N} \mathrm{Cs}$ than ${ }^{\text {C }} \mathrm{Ns}$ cross-linguistically. While we have acknowledged the paucity of information on the $N$ cases, we have not addressed the source of this imbalance. This imbalance raises several quest ions. First, are prenasalized stops truly more common cross-linguistically, or do we simply know more about the languages that contain them than we do about those that contain prestopped nasals? Second, if prestopped nasal segments are less common, is this simply accidental, or is there a principled explanation for why this is so? Third, if indeed the only evidence for prestopped nasal segments comes from those few cases identified above, is it possible that further examinat ion of those cases will reveal that the contrastive cases are actually clusters and that there is no evidence for phonological unary prestopped segments at all? Having reviewed the literature as carefully as possible, we believe that the imbalance is neither due to a lack of appropr late documentation nor accidental, but more data is required to figure out why.

### 5.3 Pathways to change

The observed asyınmetries between ${ }^{N} \mathrm{C}$ and ${ }^{\mathrm{C}} \mathrm{N}$ and the possible phonetic motivations for these patterns lead us to consider what the pathways to clange might be which result in partially nasal segments as part of a phonemic inventory of a language. Notably, the pathways of ${ }^{N} \mathrm{C}$ and $\mathrm{CN}^{\mathrm{N}}$ seem to be different.

As discussed in $\$ 2.1$ above, one characteristic pattern of unary ${ }^{*} \mathrm{Cs}$ is that they often constitute the only series of voiced stops in the language. As discussed above, such cases arguably arise as an enhancement effect where the addition of nasal airflow helps maintain full voicing a.s an enhancement of the voicing contrast (Ohala 1983; Iverson and Salmons 1996; Nasukawa 2005). The historical pathway for ${ }^{\text {c }}$ Ns appears to be a result of co-articulatory timing. This pathwray seems less likely to result in contrastive partially nasal segments, suggesting parallels to Cohn's (1993) observations of what circumstances result in contrastively nasalized approximants where weakening, not contextual nasalization, seems to result in the attested cases. Another pathway noted by a reviewer is partial denasalization of nasal stops, as observed for example in Athabaskan (e.g. Leer 1996). As we come to better understand the synchronic typologies of such cases, we can start to address the question of possible pathways to change.

### 5.4 Further directions

In closing, this chapter highlights thee need for more data to better understand the cross-linguistic patterns of partially nasal segments and the implications of such patterns for phonological representations. This includes the continued documentation of less well-studied languages especially in underdocumtented language families; the critical importance of understanding such data as part of a phonological system, not just as isolated elements; and finally the need for additional careful phonetic analysis that can inform not only the phonetic description of such cases, but also the phonology.
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# 24 The Phonology of Movement in Sign Language 

## Wendy Sandler

To watch a person communicating in a sign language is to observe a wellcoordinated, multi-channel display of bodily motion. Most salient in this display is movement of the hands, which transmit lexical, morphological, and timing information. In coordination with the hands, motion of the mouth and lower face performs phonological, morphological, and gestural functions. Simultaneously, movement of the head and body provides a kind of prosodic shell to house the signing hands. Pronuinently embedded in this outer shell are the brows and eyes, whose movements provide intonation, the visual "tunes" of the message. The same physical articulators are all exploited by speakers as well, to augment the linguistically organized vocal-auditory signal.' But in sign language, it is these visually perceived actions that convey the linguistic signal itself, in a synchronized panoply of motion.

What are the primitives of nuvement at each level of linguistic structure? How are they organized? In what ways does the phonological organization of movement correspond to phonological properties of spoken languages? Can a comparison of the two help to separate universal linguistic properties from modality effects in language generally? How does the organization of such a system arise? These are the issues addressed in this chapter, which focuses on the phonological category of movement. The other two major phonological categories - hand configuration and location - are not the main objects of interest here. ${ }^{2}$

The first section describes the nature of movement in lexical signs, providing evidence for the existence and unity of movenent as a phonological category. The section also provides a model for the representation of movement, brief.y noting its strengths and weaknesses and those of alternative models. The goal of that section is to give the reader a feel for the nature of movement in lexical signs and for some of the issues involved in representing it phonologically.

[^521]The morphology of sign languages exploits movement forms that are not found in simplex signs, a peculiarity of sign languages that is described in §2, where novement patterns in temporal aspect norphology are analyzed by means of morphological templates. The section also shows that morphological complexity is achieved not only by movement of the hands, but by movement of the mouth as well. A subsystem of the grammar in which movement appears to have certain analogic properties completes $\S 2$.

Also playing a linguistic role in sign language is movement of the upper face, head, and torso. These articulators provide prosodic and other cues, simultaneously with the lexical and timing information conveyed by the hands. The organization of movement in the service of prosody is the subject of $\S 3$, followed by $\S 4$, a brief comparison with the way speakers use visible inovement.

While all established sign languages seem to exploit movenent in similar ways, most likely due to the interaction of particular iconic and motoric underpinnings, evidence from a newly emerging sign language described in $\$ 5$ suggests thent these typological features are not "given" at the outset. Instead, lexical movement, obligatory in signs of established sign languages, takes phonological forın only gradually, as the linguistic system as a whole emerges. §6 concludes the chapter by considering what the study of sign language phonology and movement might teach us about phonology in general, through a comparison of movement in sign language with phonological elements of spoken languages.

## 1 Movement in lexical signs

Examples of basic types of manual movement and their combinations that occur in lexical signs are illustrated in Figure 24.1. The examples are from Israeli Sign Language (ISL), except for Figure 24.1 g , which is from Anterican Sign Language (ASL), but the same types are found in other sign languages as well. The two types of lexical movement are path movement and internal movement of the hand or hands. Path movement is generated at the shoulder or elbow and results in moving the hand in a path through space. Internal movement is generated either by the wrist, resulting in orientation change, or by the fingers, resulting in a change in the shape of the hand.

Path movement can have the shapes [straight] (the default, shown in Figure 24.1a), [arc], or, in ASL, "7", the latter used primarily for initialized city names, in which the handshape is taken from the fingerspelled first English letter of the name (see Chapter 9: handshape in sign lancuage phonolocy for initialization), and also a rare " $Z$ " shape, e.g. in NEVER and I.IGHTNING in ASI.. I.exical movement is constrained in the following ways: there is typically only one movement in a sign, performed on or near a single area of the body, the head, torso, arm, or hand. Another way to create a path movement is by moving the hand/s in a circle. Some researchers consider circling movenent to be an additional movement feature in addition to [straight] and [arc], while others favor an analysis of: circles as consisting of a sequence of arcs with different values for concavity, a point to which we return in §3. Lexical movements can also be characterized by the features [tense] and [doubled]. ${ }^{3}$


Figure 24.2 An ISL minimal pair differing only in movement shape
distinguished by single or doubled movement can also be found, but are also very uncommon.

A straightforward linguistic argument for a movement category is reference to movement in phonological constraints and processes. A constraint on a rule involving moveınent is the blocking of a particular agreesnent inarker in verbs that have specified inovement. In ISL, verbs are blocked from undergoing inflection for multiple object agreement if they are specified for any feature belonging to the class of (non-default) lexical movement features, such as [arc] (in the vertical plane), [tense], or [doubled] ${ }^{4}$ (Sandler 1996). In such signs, the verb is not inflected for inultiple object agreement; instead, an object pronoun is used, and it carries the inflection. Since the nultiple agreentent forin consists of a horizontal arc novement which is superimposed on the sign, it appears that its blocking by a specified movernent feature such as [tense] or [doubled] is a constraint on movement complexity. Verbs of the relevant type with the most common path movement, the default straight path movement, all do undergo this inflection. Apparently, a sinniar constraint is active in ASL (Padden 1988).

A morphological rule that refers to the movement category provides further evidence for the category in sign language phonology. This morphological rule of reduplication for Iterative and other temporal aspects reduplicates the final syllable of a sign. The rule refers to movement in the sense that a syllable is defined as consisting either of a single novement (path or internal) or of a sinultaneously executed path and internal movement. Two movements in a sequence constitute two syllables. Most signs are monosyllabic, and are fully reduplicated when inflected for various teınporal aspects. Howrever, compounds may be disyllabic, and, if so, then the final syllable - with inovement as its nucleus - is reduplicated (Sandler 1989). This is the case whether the movenent in that syllable is path or internal, which in turn is an argument for unifying both types of movement in a single category.

[^522](2) a. Representations of ISL JUST-THEN, a sign with plain path movement

b. Representations of ISL SEND, a sign with path and internal movement


The aspect of internal movement captured by this representation is its intimate connection to the hand, buth physically and behaviorally, in the phonorlogy. While path movement is achieved by movement at higher joints (elbow or shoulder), internal movement is achieved by movement of the fingers (handsihape change; Figure 24.1b) or wrist (orientation change; Figure 24.1c). An argument for the intimate connection between internal movement and the category of hand configuration coness from assimilation in lexical compounds, where all hand confïguration features spread, including their movement. A version of a compound meaning FAINT, composed of the signs MIND and DROP, ill ustrates this clearly, as seen in Figure 24.3.


Figure 24.3 The ASL lexical compound, MIND^DROP $=$ FAINiT

Example (3a) shows that the entire hand configuration node, with its branching features for internal movernent, spreads regressively (dashed line), associating to the second location of MIND. The surface form of the compound is represented in (3b).
(3) a. Representations of compound reduction: Trucation and assimilation of MIND^DROP


Prosodic Model schema with internal movement (handshape change)


Each of the two nodels accounts for a number of different theoretical and empirical phenomena in sign language phonology, and both models alleviate certain problems inherent in the Hand Tjer model, in particular, the linearization problem, in which path and internal movernent are not accommodated in a unified way. But each has disadvantages as well. Omitting a movernent segment from the representation, as the Dependency Model does, makes it difficult to accomnodate the durational effects on novement described in §3, and the distribution of the feature [contact], which can be realized on either of the Ls, on the M , or on all segments (Sandler and Lillo-Martin 2006). A coherent account of the syllable reduplication facts described above also provides a chal lenge for that model.

A drawback of the Prosodic Model lies in the segregation of the internal movement features from the hand configuration features in two separate branches of structure. In this way, the model sacrifices the phonetic and phonological integrity of hand configuration (the latter supported by the compound assimilation facts, for example). Doing away with a Movement segment, a representation inherited from the Dependency Model, presents the same problems for the Prosodic Model.

No noodel coinfortably accomnodates all the facts. Unfortunately, a detailed review of existing modeds of movernent would take us too far from the goal lvere of introducing movement in sign language to a general linguistic audience, and interested readers are referred to the sources cited above, and to Sandler and Lillo-Martin (2006; ch. 13), for further illustration and discussion.

### 1.3 Lexical movement and meaning

A central property of phonological units is that they are meaningless. This "duality of patterning" of language - the division into a meaningful level of morphemes, words, and sentences, as well as a meaningless level of auditory or visual formational elements - has been called a basic design feature of human language (Hockett 1960). This property is what gives human language jts ability to create vast vocabularies from a small number of primitive elements. Yet sign
and locations remain unchanged, while the movement pattern alone is affected - by changes in shape, duration, rhythm, and number of iterations. Klima and Bellugi describe 11 aspects for ASL, which they dist inguish from one another by means of the following binary features: reduplicated, even, tense, end-marked, fast, and elongated.

The system has certain key elements in common with the root and pattern morpholngy of Semitic languages, in which the consonants of the ront remain constant, while the vowel pattern and the rhythm (expressed through gemination of different consonant or vowel positions in the morphological template) are altered to create different verb forms (see citapter 105: tier segregation; charter 108: semitic templates). The abstract vocalic and timing patterns constitute morphemes of voice or aspect and of verb form, such as (roughly) reflexive, causative, etc. Influenced by McCarthy's model for Standard Arabic (McCarthy 1981), a templatic treatment of ASL aspect proposes sinnilar timing templates and movement features for the aspectual system of that language. Associating morpholngial features to the movement segment and geminating either locations or inovements produce aspectual patterns (Sandler 1990). For example, the citation forns of the verbs GIVE and LOOK-AT are shown in Figure 24.4. Each has a plain straight movement with no special shape or timing qualities. If these verbs are inflected for temporal aspect, then the form gets its shape from the path movement feature and its timing from the aspectual template. For example, inflection for Durational adds a reduplicated circular movement to the base forms, illustrated in Figure 24.5. For any verb so inflected, the novement pattern for any given aspect is the same.

Both CIVE and LOOK-AT belong to the class of verts which in many sign languages agree for subject and object or, more precisely, for source and goal (Padden 1988; Meir 2002). Agreement is realized by moving the hand(s), configured according to the feature specifications of the base verb, from a spatial locus associated with the source to a locus associated with the goal. The citation forms shown in Figure 24.4 are very similar to the inflected forms for l-CIVEYOU and I-LOOK-AT-YOU. That is, the initial locus ( 1 st person) is typically near the torso of the signer, the final locus (2nd person) is at a distal location in front of the signer and movement is from the signer toward the addressee. The spatial loci for 3rd person referents are typically established during the discourse, and consist of points in space which defy precise phonological representation.


Figure 24.4 Citation forms of ASI. (a) I.OOK-AT and (b) Gl.VE.. Reprinted with permission from Ursula Bellugi
in the class of agreement verbs), while there is a conventionalized set of movement shapes and timing templates which determine aspect.

### 2.2 Mouth movement in sign language morphology

In addition to the infrequent lexical specification of mouth and movements, noted in §1 above, repeated tongue flap ("lalalala") plays a grammatical role in many sign languages, often marking predicates for iterative or exhaustive inflection, sonnetimes with additional manually produced inflection such as reduplication or horizontal arc. For example, in ISL, the horizontal are of the exhaustive verb inflection can be accompanied by a rapid tongue movement of this kind (Meir and Sandler 2008).

A different tongue movement - side-to-side tongue wag - has been closely investigated in the Delayed Completive aspect in ASL (Brentari 1998). In this language, tongue wag is an allontorph of finger wiggle, marking the Delayed Completive aspect. This operation productively applies to telic verbs, with some phonological restrictions, and adds the meaning "delay the completion of $x$," where x is the base verb.

In addition to morphological functions, mouth shapes and movements perforn prosodic and gestural functions (Sandler 1999, 2009; Boyes Braem and Sutton-Spence 2001 ). In fact, in these "manual" languages, the mouth is often in constant notion - not in the service of speech, but in the service of language.

### 2.3 Predicates of motion and location: A partly linguistic subsystem

Established sign languages typically have a subsystem within their grammars for designating location and motion of classes of referents. This systen, called verbs of motion and location, classifier predicates, or classifier constructions, combines dassifier handshapes with motions and locations in space. Identified and analyzed in the early years of sign language research (by Supalla 1982, 1986, and others), the system has subsequently been tackled by a number of other researchers of ASL and several other sign languages (see Emmorey 2003). The organization of these constructions clearly has conventionalized properties, and the system is apparently difficult to acquire by both first and second language learners.

In classifier predicates, there is a conventional set of handshapes corresponding to classes of referents (hence the term "classifiers"). Unlike the handshape category in lexical signs, which is a mean ingless phonological unit, the class:fier handshapes are meaningful morphenves, which fall into three categories. Size and shape classifiers class objects according to physical properties, like small and round, flat, or cylindrical. Handling classifiers mimic the shape of the hand or object (like a hook or tongs) handling another object, be it fat and thin, like paper, or thick, like a book, for example. Entity classifiers refer to semantic classes such as huntans, sntall animals, legs, eyes, or vehicles. The handshapes in classifier systems are conventionalized, and vary from sign language to sign language; they are part of the grammatical system.

These classifier handshapes can combine with other classifier shapes on the non-dominant hand, an impossibility in lexical signs, in which the non-doninant hand too has nteaningless phonological status and is strictly constrained in shape
[IF HE INVITE-MIE PARTY HIS],
[I COME-TO PARTY HIS],

| Brow Raise |
| ---: |
| Wide Eyes |
| Tilt right |
| Hend forwerd |
| Head doroll |


|  |  |
| :--- | :--- |
| Hend hack | Till left |
| Hend up |  |
|  | Hold |

Figure 24.9 Alignment of facial and head positions with the timing cues of the hands at the end of each intonational phrase produces salient and synchronized novement at the boundary. The timing cue in the text is cessation of movement (holding the signing hands still)

## 4 Movement of hands, face, and body in spoken language: A comparison

Unlike sign language, spoken language is usually not dest-ribed in terms of moventent of the face, hands, and body. Instead we think of language in the auditory modality as produced by the largely hidden vocal tract, suggesting that hearing penple are not conduits of the variegated motion ensembles described above - and speakers may indeed look rather strange to deaf people. But that is not because speakers are static. They, too, make use of the head, body, face, and hands when they communicate, as the burgeoning fields of co-speech gesture and "visual prosody" reflect. Speakers of all languages and cultures use their hands rhythmically and imagistically to augment the linguistically organized signal in ways that have motivated a theory of co-speech gesture as integral to language (see e.g. McNeill 1992; Goldin-Meadow 2003; Kendon 2004). Speakers use the face and body as well to "punctuate" and augment their speech (see Siverts and Kıalmer 2009 for a recent collection of articles on visual prosody). But the motions of the face and body that accompany speech, though rich, are not as finely tuned, conventionalized, or systematically coordinated as are the motions of prosody accompanying signed utterances. In sign language, these signals are organized into a linguistic system. ${ }^{6}$ Current work on a new sign language gives clues to how such a linguistic system emerges.

## 5 Emergence of the movement category

The foregoing exposition leapt back and forth in rather cavalier fashion from ASL to ISL, with forays to SLN, as if the system being described were common to all sign languages. And indeed, while there certainly are language-specific differences, most of the characteristics of novement described in the broad description

[^523]

Figure 24.10 $\mathrm{Al}_{2}$ Sayyid Bedouin Sign I.anguage (ABSI.) KETXI. F., comprised of CUP and ROUNDOBJECT, as signed in an extended family with many deaf members
at some location with a transitional moventent only - a phonetic possibility that established sign languages do not exploit. A system like that of ABSL does not need to cormt syllables, unlike ASL, for example (see §1), and has not arrived at LML signs as a (possibly perceptually advantagenus) alternation between static and dynamic elements. In such a systen, moveınents are not mandatory. Interestingly, in the third generation, among children who dwell in households with a deaf par'ent and deaf siblings, we begin to see mandatory movement emerging. Movement segments are introduced into everyday signs such as GOAT and KETTLE in these children, performed without movement by others in the village (Sandler et al., forthcoming). KETTLE as signed in one household, a compound made up of the signs CUP and ROUND-OBIECT, is shown in Figure 24.10.

The second part of the sign KETTLE is typically signed by placing the hands in front of the torso in the configuration shown in Figure 24.10b. But a young girl in this household signed it differently, introducing a salient movement of the two hands toward each other, as shown in Figure 24.11. This movement is countericonic, as the kettle does not become any smaller. An epenthetic movement is introdıced in the sign COAT by two children in different deaf households that include a deaf parent (an unusual situation, as the gene is recessive). That sign is typically made with an "L" hand, by placing the thumb in contact with the temple - an icon'ic representation of a goat's horn. But the two children from deaf households whom we recorded introduced a repeated tapping inovement at the temple. Again, the movement is not iconic. A goat's horn does not tap its head, and this movement can be seen as introducing a formal element that will ultimately be exploited in a phonological system.

## 6 Summary and conclusion

Perhaps a key to understanding sign language phonolngy, and movement as part of it, is to recognize the fact that no potential visual signal goes unexploited. But these signals, available to all humans, are molded in sign languages into a


Figure 24.11 Movement epenthesis in ROUND-OBJECT by a small child in the family
well-disciplined vehicle for conveying particular kinds of linguistic information at different levels of structure.

Lexical signs nust have some movement, even if it is only a default straight path, a requirement that implies an organizational advantage for the category perceptual, articulatory, contrastive, or all three. Within signs, the primary movement is manual - either path, hand internal, or the two simultanenusly - characterized by a small set of movernent features.

More evidence for the existence of a movenent category comes from morphological constraints and rules that refer to it. Aspectual morphology makes systematic use of movement patterns - templates of movement shape and timing that are comparable in some respects to the templatic morphology of Semitic languages. More freedom of movement appears to be available to the classifier predicate subsystem, which is exploited for types of discourse in which spatial relations and manners of movement are prominent, and which provides a veluicle for stylistic creativity, as in poetry.

As the hands move in space, assuming various configurations, they are sometimes accompanied by coordinated inovement of the mouth, which can serve lexical, morphological, prosodic, or gestural functions. Above the lexical level, prosodic constituents such as the intonational phrase are marked by novement of the head and tors(i), and meaningful intonational arrays are overlaid on these displays by actions of the upper face.

Non-trivial similarities to spoken language phonological categories can be identified here: (i) signs must have an alternation between static and dynamic components, as spoken words nust have consonants and vowels; ${ }^{8}$ (ii) there is a limited inventory and combination of features in a given phonological category (here the movement category) within lexemes (charter 17: distinctive features); (iii) constraints and rules may be appealed to in order to provide linguistic
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## 25 Pharyngeals

Kimary Shahin

## 1 Introduction

Pharyngeals are segments with primary or secondary articulation in the pharynx. They are sometimes referred to as "post-velars" (e.g. Bessell and CzaykowskaHiggins 1991; Bessell 1992). It is usually understood that the uvula is the topmost structure of the pharynx, and that the pharynx extends to, but excludes, the glottis (e.g. Carmody 1941 and Maddieson 2009, who states that the upper boundary is "around the uvula"). The ternı"pharyngeals" has been used in a second sense, to refer to segments, like $\left[\hbar{ }^{6}\right]$, which are "pharyngeal" according to the IPA classification of places of articulation. They have been presumed to be articulated above the epiglnttis and below the uvula. However, this is a misnomer because the place of articulation of those sounds is actually aryepiglottal, as will be explained (see Chapter 22: CONSONANTAL PLACE OF ARTICULATION for more general discussion).

Figure 25.1 provides a general idea of the geographic distribution of pharyngeal consonants, including the pharyngeal glide but excluding non-uvular rhotics like [ r г]. Figure 25.1 is based on the observations in this chapter, and the data of Maddieson (2005a, 2005b) and Chambers and Trudgill (1998). Regarding nonuvular rhotics, pharyngeal constriction has been observed for English [r i] (e.g. McNlahon et nl. 1994; Scobbie 2009). However, identification of all languages with a pharyngeally articulated non-uvular rhotic is left for work elsewhere, and the areas for English are not marked in Figure 25.1.

Pharyngeal vowels, i.e. "low back" and "lax"/"-ATR" vowels, as will be explained below, probably have extensive geographic distribution.

Regarding inventory configurations, languages with primary pharyngeal consonants at more than one place of articulation tend to have large consonantal inventories, typically utilizing secondary articulations like lip rounding or glottalization, but not necessarily laving a voicing opposition for obstruents. The presence of secondary pharyngeal consonants implies the presence of primary pharyngeal consonants, and it seems that no language with pharyngealized vowel phonemes also has pharyngeal consonant phonemes; see Maddieson (2009). Languages with pharyngeal consonants typically have derived secondary pharyngeal, i.e. "lax," vowels, due to vowel pharyngealization in the environment of a pharyngeal consonant (CHA1'TER 29: SECONDARY AND dOUBLE ARTICULATION).


Figure 25.1 Geographical distribution of pharyngeal consonants, except for non-uvular rhotics

The aim of this chapter is to review the main issues in pharyngeal phonol ogy. These can be expressed by the following questions: (i) what is the pharyngeal typology?; (ii) what is the articulation of pharyngeals?; (iii) what is their representation?

The answers to these questions as indicated by research so far will be summarized below. Where data examples are given, they vill mostly just illustrate various patternings - for data that establish the patterns, see the sources cited for each pattern. Our discussion will incor porate the findings of Esling $(1996,1999,2005)$ on the actual nature of pharyngeal articulation. It will also incorporate the findings of Miller-Ockhuizen (2003) regarding a superordinate class that includes both pharyngeals and glottals. Finally, although sonte comment will be made on the phonological representation of non-pharyngealized ("+ATR") vowels, vis-di-vis the phonological representations of pharyngeal segments, +ATR and -ATR vowel patternings (e.g. Casali 2008 and references therein) will not be illustrated, as full integration of Niger-Congo-type tongue root vowel harmony systems into an overall characterization of pharyngeal phonology is beyond the scope of this chapter.

All in all, it is an exciting time to be researching pharyngeals and, as we will see, there remains much work to keep phonologists, phoneticians, fieldworkers, and dialectologists busy for a long time to come.

## 2 Pharyngeal typology

Segments for which the pharyngeal articulation is primary have often been referred to as "gutturals" (especially for Semit ic). I will refer to them with the more


Table 25.1 Co-occurrence of laryngeal consonants and vowels in Jul'hoansi (from MillerOckhuizen 2003: 142, table XXIII). Copyright - 2003. From The phonetics and phonology of gutturals: A case study from Jul'homsi. By Amanda Miller-Ockhuizen. The data are here reproduced by permission of Taylor and Francis Group, LLC, a division of Informa ple

|  |  |  | V1 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Non-larymareal | Saryngeal nowels |  |  |  |
|  |  |  | Modal | Breathy | Globialized | Epislotholized | Total |
| C1 | Nonlaryngeal consunants | Voiceless <br> Voiced <br> Nasial | $\begin{aligned} & 265 \\ & 203 \\ & 1.5 \end{aligned}$ | $\begin{aligned} & 70 \\ & 71 \\ & 25 \end{aligned}$ | $\begin{aligned} & 32 \\ & 31 \\ & 23 \end{aligned}$ | $\begin{aligned} & 84 \\ & 65 \\ & 70 \end{aligned}$ | $\begin{aligned} & 451 \\ & 370 \\ & 273 \end{aligned}$ |
|  | Laryngeal consunants | Aspirated <br> Ejective <br> Uvularized <br> Epiglettalized | $\begin{aligned} & 254 \\ & 169 \\ & 214 \\ & 132 \end{aligned}$ | $\begin{aligned} & 2 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 1 \\ & 2 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{array}{r} 11 \\ 0 \\ 0 \\ 0 \end{array}$ | $\begin{aligned} & 268 \\ & 171 \\ & 214 \\ & 132 \end{aligned}$ |
|  |  | Total | 1392 | 168 | 89 | 230 | 1879 |

The Jul'hoansi glottals are / $\mathrm{f} /$, a set of aspirated consonants, a set of ejective consonants, a set of breathy vowels, and a set of glottalized vowels.'

The superordinate class in Jul'hoansi excludes modally voiced segments. (This is interesting but will not be accounted for here.) In Jul'hoansi, all the pharyngeals and glottals pattern together in a morphemic Obligatory Contour Principle (OCP) constraint: in root morphemes, none of the pharyngeal or glottal consonants can co-occur with any of the pharyngeal or glottal vowels. As it turns out, this is precisely as predicted by Esling's (2005) clarification of pharyngeal phonetics. On the basis of numerous data from several languages, he clarifies that the structures of the pharynx and the larynx are controlled by one articulatory structure: the "laryngeal constrictor mechanism." Miller-Ockhuizen refers to the superordinate class of pharyngeals and glottals as "gutturals." However, since "guturals" is already established as a term for primary pharyngeals, I will refer to the class as "laryngeals," in the interest of descriptive transparency. In this terminology, "glottal" and "laryngeal" are not synonymous.

Miller-Ockhuizen's data showing the laryngeal OCP in Iul'hoansi are presented in Table 25.1. As she explains (2003: 140), the OCP constraint holds over 1,900 distinct noonomorphemic root morphemes, with only sixteen exceptions.

### 2.1 The pharyngeal class

The first type of evidence for a pharyngeal class comprising primary and secondary pharyngeals is from Arabic. In some Arabic dialects, including Northern

[^525]Palestinian and Syrian, the feminine suffix occurs as [-i] or [-e], except when it is inmediately preceded by a primary or secondary pharyngeal (Herzallah 1990). This is discussed as evidence for the overall pharyngeal class by McCarthy (1994), who illustrates it with Syrian data from Cowell (1964) and Grotzfeld (1965). ${ }^{2}$ Some of his examples are:
(2) Tas:'a ${ }^{7} 7$ as: ${ }^{\text {T }}$ e 'story'
mni:ћa *mni:ћe 'good'
t"abxa *t'abxe 'cooking'
A second type of evidence comes from cases of vowel pharyngealization. Maddieson (2009) explains what a pharyngealized vowel is when he states:

ATR vowels are produced with a wider than expected aperture [between the tongue root and the back wall of the pharynx]. Vowels with a narrower than expected constriction can be labeled pharyngealized.

Thus, "lax" ("-ATR" /"RTR") vowels, written with IPA symbols like [r \& u $)$ ], are pharyngealized (see alsu) CHAPTER 21: vowel height). Vowels are typically pharyngealized when they are adjacent to a primary or secondary pharyngeal. (Shahin 2002: 98 takes this as evidence that the feature that represents pharyngealization is optimally vocalic.) This is observed in Arabic (Gairdner 1925; Jakobson 1957; Shathin 2002) and in St'at'imcets (Interior Salish) (van Eijk 1997; Shahin 20(02). It is illustrated for Palestinian Arabic in (3) and for St'att'incets in (4). ${ }^{3}$ In St'at'imcets, the immediately preceding vowel is affected. (In both languages, the vowel pharyngealization shows domain effects, and neutrality effects are observed in the Arabic.)
(3) ћilu *ћilu 'pretty'
sola "‘ula 'Ula (girl's name)'
đ̌or'a *ð「ur'a 'corn'
(4) Jtии" *ftfur" 'stripe'

tysegn *tygign 'to rip, tear something (TRANS)'
Bellem (2007:58) suggests that vowel pharyngealization in Arabic is a phonetic effect. However, it is discrete (CHAPTER 89: GRADIENCE AND CATEGORICALITY IN pionological titery). It is also grammatically visible, as it is sensitive to word-internal morphological structure (see Shahin 2002: 114-115). This means it is phonological. Bellem also suggests that it is an effect of vowel length, but this is not so because short vowels are not pharyngealized in forms parallel to those in (3) but without the pharyngeal consonants (see Shahin 2002: 181).

[^526]（10）

```
Tiscatte *?isćrtte 'l_Le (cEN)'
t'Ars'ætte *t'Ar'\varepsilontte 'tapeworms (GEN)'
```

Another pattern is avoidance of primary pharyngeals in coda position．This is observed in various Semitic languages．It is illustrated for Negev Palestinian Arabic and Tiberian Hebrew in（11）and（12），respectively．${ }^{10}$ These data are from McCarthy（1994：214－215）．（See McCarthy 1994 for data showing the avoidance in Hijazi Bedouin Arabic and Tigre．）In both Negev Arabic and Tiberian Hebrew， a vowel is epenthesized so the prinnary pharyngeal is realized in onset instead of coda position．
（11）jaharcts＊jahracts＇he speaks＇
ahalam＊ahlan＇I dream＇
bnasazil＇bnaszil＇we spin＇
（12）jahăpo：k＊jahpo：k＇he will turn＇
jeћězaq＊jeћzaq＇he is strong＇
jo「ömad＊jormad＇he is made to stand＇
Degemination of primary pharyngeals also occurs，in Tiberian Hebrew and Tigre． This is illustrated in（13）and（14），respectively，with data from McCarthy（1994： 216－217）．${ }^{11}$ Compensatory lengthening（chapter 64：Compensatory lenctheninc） occurs for the forms in（13）．
（13）mespe：n＊me？pe：n＇he refused＇
je：ћat＊jeћちat＇he marches down＇
ra：$¢ \mathrm{i}: \mathrm{m} \quad{ }^{*}$ rasci：m evil ones＇
（14）taba’asa＊taba？’asa＇he quarreled＇
las‘‘ən＊las‘a「‘ən the loads＇
Other effects are also observed．For example，in Iibbāli／Shehri（South Arabian） ＂Conjugation B＂verbs，a syllable with a primary pharyngeal onset attracts stress， and vowels flanking the primary pharyngeal are identical（Hayward et al．1988； Hayward and Hayward 1989）．Examples are seen in（15），from Hayward and Hayward（1989：182）．${ }^{72}$


j＇o‘a．＇hor＊j＇ð＇o．hor＊j＇ð‘e．＇hor＇be finished（imperf）＇

[^527]
### 2.3 The secondary pharyngeal class

Some patternings involve secondary pharyngeals and exclude primary pharyngeals. They typically involve doınain, directionality, or neutrality effects, which can be quite complex. ${ }^{13}$ Due to space limitations, none of those effects will be addressed here. (See citapter 77: long-distance assimilation of consonants.) The most extensively studied of these patternings is "emphasis spread" in Arabic (e.g. Harrell 1957; Younes 1982; Card 1983; Herzallah 1990; Davis 1995; Zawaydeh 1998; Watson 1999; Shahin 2002; Bin-Muqbil 2006). In Arabic, otherwise non-secondary pharyngeal consonants are pharyngealized, and the (short or long) low vowel is realized as [a(i)], when a secondary pharyngeal consonant occurs elsewhere in the word. Examples, adapted from Davis (1995: 473-474), are seen in (16), in which the underlying secondary pharyngeals are underlined. The underlying secondary pharyngeal set includes $/ k^{\top} /$ (frequently phonetically realized as [ $q$ ]) in several Arabic varieties, as seen from forms like [ $\left.k^{〔} \mathrm{a}: \mathrm{f}\right]$ 'the letter paf' vs. [kataf] the letter kaf'.

```
b'al:cias` *bæl:æ:s<< 'thief'
x'aj:'\:\mp@subsup{1}{}{`} *xæj:æ:t` 'tailor'
```



Interior Salish "retraction harmony" (Bessell 1992, 1998; Doak 1992; van Ejjk 1997; Shahin 2002) is similar. (The studies, other than Shahin's, mistakenly conflated this pattern with the vowel pharyngealization illustrated in (4).) St'át'imcets examples are presented in (17). In this language, the only consonant affected is $/ \mathrm{y}^{\prime} /$, and the low vowel and epenthetic schwa are realized as [a] and [ $\wedge$ ], respectively. Affected segments are typically left adjacent to the pharyngealized consonant, although rightward cases seem to exist (Henry Davis, personal communication; Shahin 2010).

| (17) | mak ${ }^{\text {r }}$ | *1n3k ${ }^{\text {² }}$ | 'to get stuffed, to eat too |
| :---: | :---: | :---: | :---: |
|  | Jk ${ }^{\text {jox }}$ |  | 'drunk' |
|  |  |  | 'lynx' |
|  | ? $\mathrm{al}^{\text {² }}$ 「3m | $*^{\text {ºl }}$ ¢ ${ }^{\text {com }}$ | 'sick, ill' |

In Tsilhgot'in "flattening," the vowels /iıu $u$ æ $\varepsilon /^{14}$ are realized as [əi/e əı ว a $\wedge$ ] in the context of secondary pharyngeals. No consonants are affected (see Cook 1993; Hansson 2007). The pattern is illustrated in (18) with data from Cook (1993: 154). ${ }^{15}$

| $\mathrm{s}^{\text {c }}$ | *s'it | 'kingfisher' |
| :---: | :---: | :---: |
| ty'ox' | * $\mathrm{y}^{\prime \prime} \mathrm{Ox}{ }^{\text {c }}$ | 'porcupine' |
| heg'at | *hig ${ }^{\text {cter }}$ | 'we shake it |

[^528]Finally, in Northeast and Northwrest Caucasian languages, vowels are reported as lowered, centralized, or fronted in the environment of secondary pharyngeals (Catford 1983; Anderson 1997; Bellem 2005, 2007). No phonological data are available on this except for Kibrik and Kodzasov (1990, cited by Bellem 2005) in Russian. So here we reissue the call of McCarthy (1994) and Anderson (1997) for phonological data for these languages.

### 2.4 The dorsal pharyngeal class

Dorsal primary pharyngeals (i.e. simple uvulars) and secondary pharyngeals can pattern as a class. In Palestinian Arabic, /i/ occurs as backed [ $u$ ] in certain verb forms containing a root consonant from either group (Herzallah 1990; McCarthy 1994). This occurs most clearly in biliteral roots, as illustrated for typical rural dialects in (19). ${ }^{16}$
(19) b'is'uf:' *bis'if:' 'he lines up'

bifux: *bisix: 'he urinates/defecates'

### 2.5 Summary, and the issue of glottal primary pharyngeals

The phonological data reviewed above support the pharyngeal typology in (20). The superordinate laryngeal class is included in the figure.
(20) The pharyngent typology, as a subgroup of the laryngeal class


The superordinate class and its two subclasses are recognized in Halle (1992: 211), which presents a feature geometry with a class of laryngeals comprised of glottal and tongue root subclasses.

We now address the issue of glottal primary pharyngeals. In certain languages, as was illustrated in $\S 2.2$, glottal / $/ \mathrm{h} /$ pattern as though they are primary pharyngeals. In other languages, for example, St'át'imcets and Tigre (Bessell 1992;

[^529]McCarthy 1994; Shahin 2002), they do not. (It has sometimes been thought that glottals that are not primary pharyngeals can condition vowel lowering. This is assumed, for example, by Rose (1996), from supposed cases of lowering in Interior Salish. However, Montler (2004) and Shahin and Blake (2004) have shown that the lowering in those cases is a low-level phonetic effect.) The task has been to explain how glottals can be primary pharyngeals in some languages and not in others (Lindqvist-Gauffin 1969; Trigo 1991; McCarthy 1994; Nolan 1995; Zawaydeh 1999, 2004; Lombardi 2001; Shahin 2002, forthconuing; Borroff 2007). Most proposed solutions presume different representations for the two types of glottal. (Or, within Articulatory Phorology, they presume two types of gesture, e.g. Borroff 2007.) But the phonetic grounding (Archangeli and Pulleyblank 1994: 172) of the different representations has been unclear. Lombardi (2001) proposes that they have the same representation, but the difference in belavior falls out of optinality-theoretic constraint ranking.

No real solution to this problem has been possible without analysis of natural language articulatory data on glottal primary pharyngeals. This is presented by Shahin (forthcoming), using the Laufer and Baer (1988) Hebrew data, and data from Arabic. The analysis indicates that Hebrew and Arabic glottal primary pharyngeals are simply glottal, and lack the aryepiglottic constriction of the other primary pharyngeals. Shahin proposes that the glottals bear the feature of all primary pharyngeals, and so they pattern as primary pharyngeals, but that, at least in Arabic, a paradigmatic constraint forces phonetic non-realization of that feature.

## 3 Pharyngeal articulation

The first descriptions of pharyngeal articulation, begiuning notably with the eighthcentury descriptions of Sibawayh (Sibawayh 1966), were based on inpressionistic data. Instrumental analysis, including $X$-ray, ${ }^{17} \wedge \cdot \operatorname{RI}$, ultrasound, electroglottography, electromagnetic articulography, velnpharyngeal port transillumination, and study of jaw movement, has revealed much about the actual vocal tract configurations of these sounds. Likewise, acoustic analysis has shown much about the acoustic effects of the configurations. However, the application of laryngoscopy has permitted us to see behind the epiglottis. This has enabled a critical clarification of the fundamental nature of pharyngeal articulation (Esling 1996, 1999), namely that constriction of the aryepiglottic folds is the articulatory commonality of the overall pharyngeal class.

### 3.1 The articulation of primary pharyngeal consonants

Early laryngoscopic investigations indicated epiglottal activity for pharyngeal consonants (e.g. Laufer and Condax 1979, 1981; Laufer and Baer 1988). Pursuing their line of work, Esling $(1996,1999)$ has shown that the primary constriction of all consonants traditionally classified as pharyngeal or epiglottal is produced between constricting aryepiglottic folds as active articulator and the epiglottis

[^530]Czaykowska-Higgins 1987; McCarthy 1988; Hess 1998; Zawaydeh 1999, 2003, 2004; Zeroual et al. 2009).

However, the findings are rather inconclusive. The aryepiglottic constriction has not always been detected (Zeroual 2009). As stressed by Bellem (2007), extensive cross-linguistic articulatory study is needed. This should include can onical productions of the secondary pharyngeals, such as occur, for Arabic, during Qur'anic recitation.

Secondary pharyngeals in Northeast and Northwest Caucasian languages are described as being produced with pharyngealization (Hess 1992) and also tongue body advancement, or palatalization (Trubetzkoy 1931; Comrie 2005; Bellem 2009). This means they are articulatorily different from the secondary pharyngeal consonants of Arabic and Interior Salish.

Secondary pharyngeal consonants are often labialized (Mitchell 1960; Lehn 1963; Uldall 1992; Watson 1999). They niight involve increased muscular tension in the mouth and throat (Lehn 1963; Bonnot 1977).

Secondary pharyngeal consonants have a lowered F2 (Obrecht 1968; Chazeli 1977; Latimer 1978; Woldu 1981; Younes 1982; Card 1983; El-Dalee 1984; Bessell 1992; Shahin 2002). They also have a raised F1 (Bonnot 1977, 1979; Woldu 1981; Younes 1982; Shahin 2002). In Arabic at least, they have lowered pitch compared to their plain counterparts (Jakobson 1957). Vowels in the environment of secondary pharyngeal consonants in Northeast and Northwest Caucasian have been noted to have a raised F1, lowered F2, and lowered F3 (Bellem 2009).

### 3.3 The articulation of pharyngeal vowels

The vowel [a] is a primary pharyngeal segment, as are [ $\because \wedge \supset$ o] (Esling 2005). This has often been noted, especially for [a] (e.g. Delattre 1971; Whalen et al. 1999; Jackson and McGowan 2008). The primary pharyngeal vowels are produced with aryepiglottic constriction (Esling 2005). "Lax" vowrels like [i $\varepsilon$ u ] are secondary pharyngeals, involving aryepiglottic constriction in addition to their primary oral articulation. For other types of secondary pharyngeal vowels, like the constricted tense register vowels of Yi (Tibeto-Burman), secondary aryepiglottic constriction has been observed (Esling 2005). Pharyngeal vowels in Northeast and Northwest Caucasian are often centralized (Bellem 2007).

Primary and secondary pharyngeal vowels have a raised F1; the plain counterparts of the secondary pharyngeal vowels do not have this (Lindau 1978; Hess 1992; Fulop et rel. 1998; Shank and Wilson 2000b; Cick et al. 2006; Kenstowicz 2009). Pharyngeal vowels might also be distinguishable by F1 bandwidth or spectral tilt (see Hess 1992 and discussion in Casali 2008).

### 3.4 The articulation of the superordinate laryngeal class

The aryepiglottic constriction of pharyngeals results from the action of the aryepiglottic constrictor mechanism described by Esling (2005). (This mechanism is also referred to by Esling 2005 as "laryngeal constrictor," "laryngeal constrictor mechanism," and "laryngeal articulator.") Numerous articulatory data reported in Esling (1996, 1999, 2005), among others, have shown that this same mechanism is responsible for glottal gestures, too. This is explained by Esling (2005; 17-18):

For secondary pharyngeals, Card (1983) proposed [F2 drop]. But most phonologists have assumed that, like dorsal primary pharyngeals, they bear the feature [dorsal] (e.g. McCarthy 1994; Shahin 2002; Bin-Muqbil 2006; Gallagher 2007), eschewing the acoustically based feature. For the secondary pharyngeal consomants, [dorsal] and [pharyngeal] are both specified as a secondary articulation feature. A secondary pharyngeal consonant is also specified for some other feature that represents its primary articulation, e.g. [labial], [coronal], or [dorsal]. (Various proposals exist for the representation of secondary articulation features; see Hume 1992; Clements and Hume 1995; Shahin 2002: 16-17; also chapter 29: secondarv and bouble articulation.) Bellem (2007) points out that the representation of secondary pharyngeals might be different across different dialects for the same language.

Primary pharyngeal vowels are specified like the non-dorsal primary pharyngeals, and also bear specification that identifies them as vowels. Secondary pharyngeal vowels are specified for [pharyngeal] as a secondary articulation.

Let us reconsider [ATR]. In Stewart's (1967) approach to Niger-Congo-type tongue root harmonies, vowels that are tense are [+ATR], and those that are lax are [-ATR]. The fact that [-ATR] vowels and [pharyngeal] vowels are the same indicates that [pharyngeal] is actually a binary feature, and thrat [+pharyngeal] is specified on consonants and vowels, and [-pharyngeal] is specified only on [+ATR] vowels.

It has been suggested that [-pharyngeal] vowels are specified for [lowered larynx] (Meechan 1992); however, a feature representing laryngeal height does not at present seent necessary in addition to [pharyngeal].

Within a Government Phonology approach (Kaye ef al. 1985, 1990; Harris 1990. 1994; Harris and Lindsey 1995), the primary and secondary pharyngeals can be understood as all specified for [A] (Bellem 2007), an element that is realized phonetically as "pharyngeality" for consonants and as " 0 -color" for vowels. In Government Phonology, the element [I] is realized as "palatality" for consonants and " $i$-color" for vowels. Bellem uses [l] with [A] to characterize the "emphatic palatalization" of Caucasian secondary pharyngeals.

## 5 Conclusion

An understanding of pharyngeals in phonology involves, most basically, an understanding of their class and subclasses, as indicated by phonological data. It also involves an understanding of their art iculation, and of the representations that are then posited from those representations. This chapter has surveyed what is known about these issues. Pharyngeals and pharyngeal phonology are much better understood than they were twenty years ago, but more work needs to be done. This includes cross-linguistic instrumental and theoretical study of secondary pharyngeal consonants - including, potentially, $[\mathrm{r} x]$ - and investigation of all types for the pharyngeals of Northeast and Northwest Caucasian languages. Further work should also include study of Mian (Ok), late (Macro-Ge), Hamer (Onotic), and Even (Tungusic), which are reported to have pharyngealized vorvels (Maddieson 2009), but which are poorly represented in the phonology literature. Future research should also identify and test the phonological predictions of Esling's "oral-andlaryngeal" model of speech production.
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## 26 Schwa

## Daniel Silverman

## 1 Introduction

Inspection of the chart of the International Phonetic Alphabet (IPA) would suggest that schwa is a vowel like any other; a central open-mid/close-mid unrounded vowel, slightly higher than [e], slightly more central than [A]: i.e. [a]. Indeed, as the IPA chart necessarily provides idealized phonetic descriptions of its symbols, then, articulatorily speaking, schwa-qua-schwa is just as the IPA chart indicates, as in (1).
(1)


In practice, however, the label "schwa" has been applied to a phonological value that is especially variable in its phonetic properties. In terms of their quality, vowels labeled "schwa" vary to the extent of encompassing a large portion of the vowrel space, while tending to gravitate toward the center of this space (see e.g. Browinan and Goldstein 1992 for English schwa). This var tability is usually a consequence of schwa's context: flanking consonants and vowels may have a signifiicant co-articulatory influence on schwa's phonetic starting and ending postures, typically far more co-articulatory influence than on vowels of other qualities. In terms of duration - a phonetic property that the IPA vowel chart does not indicate - schwa is typically quite short, and this short duration may co-vary with its tendency to be co-articulated.

In acoustic terms, schwa's resonance structure may be modeled (as a first approximation) by a tube that has no significant constrictions anywhere along its length, such that its fornuants derive not from two tubes (and/or a Helnuholtz resonator) as is the case for other vowels, but instead from one long tube (see e.g. Jolnnson 2003). Given a tube that approximates the length of an adult male vocal tract, this idealized version of schwa possesses formants at $500 \mathrm{~Hz}, 1500 \mathrm{~Hz}, 3500 \mathrm{~Hz}$, etc. (Johnson 2003). However, since schwa's articulatory properties are so variable - typically, far more variable than other vowel qualities - its formant values vary in kind.

In phonological terms, schwa has been characterized as a completely underspecified "featureless" vorvel by some (e.g. van Oostendorp 1995), and as "weightless" (lacking a mora) by others (e.g. Kager 1989). According to van Oostendorp's approach, for exainple, Dutch schwa's featureless status may be (i) derived by feature loss, especially when a full vowvel reduces to schwa under stresslessness, or (ii) derived by epenthesizing a completely underspecificied vovvel. Finally, (iii) its featureless status may be lexical in origin. As discussed by van Oostendorp (1995), Dutch possesses schwas of all three sorts.

Given its short duration and co-articulatory tendencies, schwa bears a phonetic similarity to the mere audible release of a consonantal constriction in the context of a following consonant. Indeed, certain epenthetic schwas nay have their origin in consonantal release. Although such schwas may play an intportant functional role by providing acoustic cues to the first consonant in such consonant-consonant sequences, these schwas may, in fact be "invisible" to the prosodic structure of the language, contributing neither to the syllable structure nor to the inetrical structure of the systent (Hall 2006).

Moreover, given its short duration and its consequent tendency to camouflage itself to its context through co-articulation, schwa may be confused with its absence, setting up a situation in which schwa-zero alternations may take hold in a system, for example, in Hindi (Ohala 1983).

This chapter is divided into three sections. First, I consider cases of schwa that have their origins in vowel reduction, taking Dutch (e.g. van Oostendorp 1995) and English (Browman and Goldstein 1992; Flemming 2007; Flemming and Johnson 2007) as case studies. Second, I consider cases of schwa that may have their origins in consonantal release, discussing Hall's (2006) findings and taking Indonesian (Cohn 1989) as a case study. Third, I consider two cases of synchronic schwa-zero alternation, one that unambiguously has its origins in (diachronic) schwa deletion (Hindi; Ohala 1983), and one that may be a case of (diachronic) schwa insertion (Chukchee; Kenstowicz 1994).

## 2 Reduction to schwa

Due to its short duration and its tendency to co-articulate, schwa is a likely outcome of vowel reduction in stressless domains.

### 2.1 Reduction to schzva in Dutch

Schwa in Dutch (Nooteboom 1972; Kager 1989; van Oostendorp 1995; among others) may be characterized as having three sources. Van Oostendorp (1995) calls these e-schwa (epenthetic schwa), r-schwa (reduction schwa), and (u-schwa
stressless). Most important, schwa's production cannot be accurately characterized as a simple V-to-V interpolation:


#### Abstract

[I]t appears that the tongue position assuciated with medial schwa cannot be treated simply as an intermediate point on a direct tongue trajectory from $V_{1}$ to $V_{?}$. Instead, there is evidence that this $\mathrm{V}_{\mathrm{t}}-\mathrm{V}_{2}$ trajectory is warped by an independent schwa component [. . ] a warping of the trajectory toward an overall average or neutral tongue position. (1992: 41, 42)


Thus, the authors conclude that schwa is not genuinely targetless, but rather involves a tendency to gravitate toward the center of the vowel space as the tongue moves from preceding to following context.

In a study involving four American English speakers, Flemming (2007) also investigates the contextual variability of word-nuedial schwa (as in [sə'phouz] suppose or ['p!abobt] probable). His spectrographic analysis sthews again that medial schwas are highly variable as a consequence of their context, especially in terms of their F2 properties, the articulatory correlates of which are tongue fronting/ backing and lip posture. FI varies as well - as a consequence of tongue height - but this variation is less pronounced than that found for F2. The limited variation of Fl may be attributable to the fact that flanking consonants necessarily involve a mouth closing/jaw-raising gesture, thus lowrering F1.

Overall, Flemming suggests caution in concluding that schwa is completely targetless, even on the F2 dimension, since it is possible that the starting point and endpoint of the F2 trajectory through schwa - despite this trajectory's apparent targetlessness - are influenced by the intervening schwa itself.

Flemming proposes that English schwa's variability is rooted in its short duration. As a consequence of its short duration, vowrel quality distinctions are reduced, perhaps to the point of being neutralized. Once neutralized, co-articulation may be engaged in with few limits, as there are no longer any lexical contrasts that might be maintained by inhibiting such co-articulatory tendencies (see especially Ohman 1966 and Manuel 1990, 1999 on the inhibitory role that lexical contrast may play in co-articulation).

Flemming proposes that the origin of American English schwa is rooted in speaker production, invoking the "target undershoot" proposals of Liljencrants and Lindblom (1972). Still, the role of listener perception might be considered as well, since, as vowel duration decreases, the ability to discern quality distinctions is likely to decrease in kind (see, for example, Ohala 1981, Labov 1994, and Silverman 2006).

In sum, stresslessness feeds shortening, shortening feeds contrast loss, and contrast loss feeds co-articulation. Schwa results.

Flemming and Johnson (2007) find that, unlike word-medial schwa, schwa in word-final position (as in ['t'haına] china or ['k hame] comina) displays a relatively consistent mid-central quality, though a certain amount of between-speaker height variation is observed. It is suggested that, since word-final scliwa - unlike medial schwa - is in contrast with other vowel qualities (unstressed /i/ and /ou/, for example ['beiraz] betr, ['purii] pretty, ['maross] motto), it tends to be implemented in a more stable fashion so that contrasts here are reliably maintained. Flemming (2007) thus concludes that American English possesses two schwas: word-medial sclivea, which is more variable, and word-final schwa, which is more stable.

Another possibility is that there is only one schwa in English, the var lability of which is largely a consequence of its lexical context. With in-word motor routines are more frequently produced than are between-word motor routines. As such, they may be more susceptible to fixed co-articulatory effects than are betweenword motor routines (see especially Bybee 2001 on the relationship between frequency and co-articulation). Since the context that follows word-final schwa varies in unconstrained ways (depenting only on the phonological shape of the following word), its co-articulatory tendencies may be less entrenched, less routinized, than its word-medial counterpart. Consequently, word-final schwa may not as readily possess fixed co-articulatory properties. The result is that word-fiinal schwa may display more stability than its word-medial counterpart, which, in turn, increases the likelihood of schwa maintaining its contrastive status with other vowels here. Thus, whereas Flemming proposes that schwa is more stable in word-final position because it contrasts with other vowel qualities, schwa might instead contrast with more vowel qualities in word-final position because it is more stable.

## 3 Release into schwa

When lexical or morphological structure brings two consonants together (... $C_{1}(+) C_{2}$ $\ldots$...), the identity of $C_{1}$ may, on occasion, fail to be successfully perceived by a listener. In the absence of consonantal release into a more open gesture - ideally, a vowel - cues that would otherwise be associated with the release of $\mathrm{C}_{1}$ become jeopardized. Such cues include offset formant transitions and plosive burst frequencies associated with oral place of articulation, and the noise, pop, or lowfrequency cues associated with aspiration, ejectivity, or voicing, respectively. In many languages, the loss of such cues sets the stage for merger or neutralization, such that $\mathrm{C}_{1}$ loses its contrastive oral configuration, its contrastive laryngeal setting, or perhaps both (e.g. Lombardi 1991; Steriade 1997).

However, a very different diachronic route is taken in many other languages: in the context $\ldots C_{1}(+) C_{2} \ldots, C_{1}$ is released into an excrescent vowel before the $\mathrm{C}_{2}$ constriction is fully achieved, where "excrescent" refers to a particularly short interval of the speech stream that may be an artefactual consequence of repositioning the articulators as they nove from one posture to another. Upon the release of $\mathrm{C}_{1}$, the aforementioned cues that crucially rely on this segment of the speech stream are much more likely to be saliently encoded in the speech signal, and hence $C_{1}$ tends to be more resistant to neutralization or merger.

Phonetically speaking, if we assume that the survival of these $C_{1}$ cues is dependent in great part upon $C_{1}$ release, then this release is likely to become exaggerated over time, culminating in schwa: $\mathrm{C}_{1} \not \mathrm{C}_{2}$. Schwa is short in duration, is subject to significant contextual co-articulation, and is consequently auditorily rather similar to the excrescent vowel of nere release. Hall (2006), for example, finds that inserted schwa and other so-called "intrusive" vowels - vowels that may have their origin in excrescence, but come to bear phonetic similarity to full-fledged vocalism - are more often encountered between heterorganic consonants, as opposed to homorganic consonants (see also ciarter 67: vowel erenthesis). This is not an unexpected result: $\mathrm{C}_{1} \mathrm{C}_{2}$ homorganicity decreases the likelihood of $\mathrm{C}_{1}$ release, since the articulators are likely to maintain their positions as $C_{1}$ is followed by $C_{2}$ in such homorganic clusters; employing Goldsunith's (1976)
consequence of $C_{1}$ neutralization，then it might more likely possess $C_{1}$＂release，＂ which might diachronically culninate in schwa or a vowel copy that may or may not be prosodically＂invisible＂（Martinet 1952；Hoenigswald 1960）．

Indonesian is a language that seems to possess an＂intrusive＂scluwa in the sense of Hall．As reported by Cohn（1989），monomorphemic Indonesian words possess right－to－left syllabic trochees，end－rule right，with initial dactyls in words with an odd number of syllables，excluding three－and（by necessity）one－syllable words． However，schrvas are completely invisible to stress．Examples presented in（6）（Cohn 1989：174）include both native Indonesian words and assimilated loans．Whether the loans should be characterized as possessing genuinely epenthetic schwa，or perhaps instead involve underlying schwa，remains a $n$ open question for now（see especially Silverman 1992 for proposals regarding the interpretation of apparently epenthetic vowels in loan phonology）．
（6）All full Schroas and voruels full vowels

| a．＇$\sigma \sigma$ | a＇ส | ba＇ri | ＇give＇ |
| :---: | :---: | :---: | :---: |
|  |  | kar＇ja | ＇work＇ |
| b．$\sigma^{\prime} \sigma \sigma$ | әа＇б | sata＇lah | ＇after＇ |
| c． | \％a＇s | ＇gamalan | ＇Indonesian orchestra＇ |
| d．${ }^{\text {cosecos}}$ | －＇ひə凶 | a＇partimen | ＇apartment＇ |
| e． | ว＇儿วの | Ga＇ritara | ＇story＇ |
| f． | әә＇бб | paran＇puan | ＇woman＇ |
| g． | бә＇бの | kopa＇rasi | ＇cooperation＇ |
| h．asersoicoso | cracsescos | ，difarensi＇asi | ＇differentiation＇ |
|  |  | ，divorsifi＇＇kasi | ＇diversification＇ |

Significantly，Coton reports that the distribution of schwa is largely predictable， and may thus be viewed as a consequence of epenthesis．In the parlance of Hall， Indonesian schwa is intrusive in nature：it is invisible to stress，and its presence is largely predictable．Note in particular that almost all schwas in（6）are found between heterorganic consonants，at least one of which is a sonorant．

Given its apparent predictability，the origin of Indonesian schwa might indeed lie in consonantal release into an excrescent vowel．

## 4 Schwa－zero alternations

As noted，schwa is typically short in duration，is subject to sign ificant co－articulation， and，correspondingly，possesses few acoustic features that render it auditorily distinct from its surrounding context．As a consequence of schwa＇s auditory indistinctness，its presence in a given phonetic context may be susceptible to confusion with its absence in an otherwise identical phonetic context．When two or more auditory events are confusable with each other，a condition is set up that may lead to diachronic change．One plausible outcome of this particular situation may be the introduction of schwa－zero alternations：in certain acoustic contexts and／or under certain functional conditions schwa may diacluronically survive，while in other acoustic contexts and／or under other functional conditions schwa may
disappear. The question is: in what situations is the schwa likely to survive, and in what situations is the schwa likely to be lost?

### 4.1 Schwa-zero alternation in Hindi

The Hindi schwa-zero alternation is discussed extensively by Ohala (1983). Consider the forms in (7) (excerpted and motified from her tables 6.1 and 6.3). According to Ohala (1999), the vowel in alternation with zero is actually slightly lower than schwa: [e]. It is transcribed [ə] in Ohala (1983), and herein as well, for the sake of internal consistency. Schwas that alternate and/or vary with zero are underlined.
(7)

| a. $\begin{array}{ll}\text { pitlka } \\ \text { plg } \\ \\ \text { dewrani } \\ & \text { domkn }\end{array}$ | 'squeezed' | Pittol | 'squeeze' |
| :---: | :---: | :---: | :---: |
|  | 'mielted' | pıghal | 'melt' |
|  | 'brother-in-law's wife' | dewar | 'brother-in-law' |
|  | 'salty' | nэmak | 'salt' |
| siski | 'a sob' | sisąk | 'sob' |
| hirni | 'doe' | hrran | 'deer' |
| tarpa | 'cause to be restless' | trep | 'restlessness' |
| wapsi | 'on return' | wapzs | 'return' |
| upri | 'pertaining to the top' | upar | 'top' |
| ubtan | 'an unguent' | ubatna | 'to annint' |
| garctila | 'thunderous' | graddzna | 'to thunder' |
| b. a+samaj | asamaj 'inopportune' |  |  |
| ə+\ərir | ajarir 'without body' |  |  |
| a+kolonk | akalarjk 'spotless' |  |  |
| ku+ fakun | kufakun 'bad nmen' |  |  |

The generalization is that schwa alternates with zero in would-be VCəCV contexts (7a), provided that it is not the first vowel of the morpheme (7b). Ohala's synchronic characterization of this alternation is expressed with the linear rewrite rule conventions of Chomsky and Halle (1968: 121): " $a \rightarrow \varnothing /$ VC _ CV Condition: There may be no morpheme boundary to the left of the / $\partial /$. "
The first question to ask is whether the schwa-zero alternation in Hindi is a refllex of historic schwa insertion or historic schwa deletion. Fortunately, the historical record is very clear on this matter. Hindi schwa derives from Sanskrit [?] and short [a]. In Old Hindi, this vowel, and some instances of other short vowels ([I] and [u]), alternated with zero in VCVCV: contexts (Misra 1967).

The route from short [a] to the schwa-zero alternation found today inay be related to the fact that contrastively short low vowels, due exactly to their contrastively short duration, are quite likely to gradually rise: as a consequence of their attendant jaw lowering, it takes longer to implement low vowels than non-low vowels, and so contrastively short low vowels are thus especially susceptible to rising. Upon rising, they become more schwa-like, and are thus susceptible to confusion with their absence in certain contexts. One such context is VCaCV. Provided that phometic confusion between VCØCV and pre-existing VCCV sequences does not induce undue semantic confusion (by inducing a significant amount of homophnny), it is quite possible that the sound pattern may ultimately change from $\mathrm{VCəCV}$ to VCCV. This is the Hindi pattern.

Schwa is susceptible to confusion with its absence in many other acoustic contexts as well, such as when it finds itself fanked by inore than one consonant on one side, for example VCCaCV and VCaCCV. Nonetheless, schwa usually does not delete in such contexts in Hindi. This may be related to the further possibility of medial C loss here. Were schwa to delete in a VCCoCV or VCoc CV context, the medial consonant might suffer a significant cue loss, as it would lack both approach cues and release cues. Thus, were VCCaCV or VCaCCV to become VCCCV, the sequence might be confused with VCCV. That is, the loss of schwa in these contexts nay lead to a percept involving only two - not three - consonants. At this point, the chances of inducing homophony - hence confusion on the part of listeners - increase considerably, since in theory these lost medial consonants may possess many different values, and thus many words may rely on them to maintain their acoustic distinctness. Since speech signals that confuse listeners (as opposed to those that do not confuse listeners) are less likely to be reproduced as these listeners become speakers, the presence of confusing signals as part of the conventionalized speech repertoire may be passively curtailed (Martinet 1952; Labov 1994; Silverman 2006). This may have influenced the present-day Hindi pattern: VCCaCV and VCaCCV do not alternate with VCCV.

There are, however, patterned exceptions to the absence of schwa deletion in VCCョ ${ }^{2} \mathrm{CV}$ and VCョCCV contexts. Consider the forms in (8) (excerpted and modified from Ohala's (1983) table 6.6; underlined schwas vary with their absence).
(8) kadambri ~ kadaınbari 'a novel, name for a girl'
ustra ~ ustara
'razor'
pundrik ~ pundarik 'white lotus'
mondzri ~ mondzari 'tiny cluster of flowers, name for a girl'
Hindi possesses variable scliwa deletion in these forns, and thus indeed possesses sequences of three consonants that are a consequence of schwa loss. As stated, howsever, these exceptions are patterned, for as Ohala observes, schwa deletion here results in triconsonantal sequences that are also found elsewhere, and are usually of the form nasal-honnorganic stop-sonorant. The development of schwa deletion in such forms is thus not completely unexpected: the phonetic properties of these particular triconsonantal sequences are readily recoverable front the speech signal, since the medial consonant here does not possess place features that are distinct from the preceding nasal, and thus it does not contribute place cues of its own. Consequently, not only are such sequences more likely to be found elsewhere, but also - and perhaps even as a partial consequence of their presence elsewhere - such sequences may nore readily enter the language via developments such as schwa deletion. Indeed, as Ohala notes, "[T] ]hree-consonant clusters in native words are rather few, and in general, most two- and three-consonant clusters that we find at the phonetic level [. . .] occur due to the a-deletion rule" (1983: 135).

### 4.2 Schiva-zero alternation in Chukchee

Another case of schwa-zero alternation is reportedly found in Chukchee. Accord ing to Kenstowicz (1994), Chukchee possesses a synchronic process of schwa insertion under varying phonological and morphological conditions. Consider the forms in (9). In (9a) the schwa precedes the morpheme boundary; in (9b) it follow's. (Data

Schwa is often the result of vowrel reduction. Its short duration and its consequent tendency to co-articulate make schwa a likely candidate for the vocalism of stressless domains.

Some schwas may have their origins in the audible release of a consonant, when this consonant is immediately followed by anotler consonant: cues to the phonetic content of consonants are more reliably communicated upon their audible release, ideally into a vowel. These schwas may or may not be visible to the prosodic structure of the language.

Perhaps as a consequence of its tendency to cantouflage itself, schwa is especially susceptible to deletion, and thus may alternate with zero under varying conditions.
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# 27 The Organization of Features 

Christian Uffmann

## 1 Introduction

Early generative theory assumed that segments were specified by a bundle of distinctive features, but that there was no intrinsic order to these features, which were unordered lists. This position was not held for any principled reasons; it was born out of necessity, made explicit in The sornd pattern of English (SPE; Chomsky and Halle 1968). In their discussion of distinctive features in chapter 7, Chomsky and Halle group them into sets of articulatorily related features but go on to state thiat

This subdivision of features is made primarily for purposes of exposition and has little theoretical basis at present. It seems likely, however, that ultimately the features themselves will be seen to be organized in a hierarchical structure which may resemble the structure that we have imposed on them for purely expository reasons. (Chomsky and Halle 1968: 300)

It was the advent of Autosegmental Phonology (Goldsmith 1976, 1990; see also CHAPTER 14: AUTOSEGMENTS) that allowed the imposition of a hierarchical order on distinctive features by grouping features into sets that are characterized by similar artialatory properties and by common participation in phonological processes. These new models of segment-internal feature organization became known as feature geometries.

This chapter will outline the main models of feature geometry that eınerged from the mid-1980s onwards and trace the relevant debates regarding specific proposals of feature organization. It will also look at the decline of these models in the wake of Optimality Theory in the nid-1990s and look at alternative proposals regarding how the generalizations that first motivated feature geometry could be captured differently in a constraint-based model of phonology. For reasons of space, theories of feature organization which nark a more radical departure from classical feature theory, such as Element Theory (Harris and Lindsey 1995), will not be discussed here.
The chapter is organized as follows: §2 will motivate the original feature geometry proposal by showing that phonological processes may target not just
individual features but sets of features, and that these are cross-linguistically recurring sets. $\S 3$ will briefly outline the major models of feature gemmetry that were proposed and point out the major controversies surrounding them, showing that the early hopes for establishing a uniform and universal feature hierarchy had been overly optimistic. $\S 4$ will then outline how phorulogical processes are captured in feature geometry and how feature geometry provides a principled approach to non-local segment interaction, a problem which had dogged the classic SPE-type rule fornalism. $\S 5$ turns to alternative proposals made within Optimality Theory on how the tendency of features to behave as sets can be reformalized in non-autosgemental ternss, as constraint interaction. $\S 6$ will point out future directions of research. First, however, we will motivate the idea that features are ordered into hierarchical sets.

## 2 Motivating feature sets

Sometimes, a process dnes not target just a single feature, but several at the saine time. This set of features is not random, however; it recurs cross-linguistically, and also has a phonetic or articulatory basis, in that all members of the set share some phonetic property. A well-known and common process is that of nasal place assimilation, in which a nasal stop assimilates in place to a following consonant. The examples in (1) illustrate a case of (post-lexical) nasal place assiunilation in English (see chapter 81: local assimilation).
(1) Nasal place assimilation in English

| in Sussex | [II | nin | ] |
| :---: | :---: | :---: | :---: |
| Canada | [im kænada] | in Europe | [ıл јu:.ıap] |
| France | [im) Eia:ns] | in theory | [17) Oradi] |

This process is structure-changing; the nasal assimilates to the exact point of articulation of the following consonant (chapter 22: consonantal place of articulation). In traditional feature thenry, this process can be expressed as the rule in (2) (see also MicCarthy 1988: 86):
(2) Nasal place assimilation: SPE-pype rule

$$
\left[\begin{array}{l}
+ \text { nas } \\
+ \text { cor } \\
+ \text { ant }
\end{array}\right] \rightarrow\left[\begin{array}{l}
\text { acor } \\
\beta \text { ant } \\
\gamma \text { distr } \\
\text { bback }
\end{array}\right] /-\left[\begin{array}{l}
\text { acor } \\
\beta \text { ant } \\
\gamma \text { distr } \\
\text { bback }
\end{array}\right]
$$

The problem with this rule is that the set of features in the structural change and the environment does not have any special status in the theory. It could easily be replaced by any random set of features, say [lateral, voice, distributed, continuant]. Yet such feature groupings are unattested cross-linguistically, while the above grouping is cross-linguistically common, and probably universal. In addition, as pointed out by McCarthy (1988), assimilation itself does not have a special status. Why do the features in the target of the rule acquire the values of an adjacent
(5) The Place node


Example (6) shows how place assimilation can now be re-analyzed as a single operation, regressive spreading of the Place node. Features that are daughters of this node will spread along.
(6) Place assimilation as Place node spreading


A similar analysis is available for cases of laryngeal spreading or neutralization. Here, all laryngeal features are subsumed under a Laryngeal node, which can spread in assitnilation or delink in cases of laryngeal neutralization.
(7) The Laryngeal node


Models of feature geometry generalize this approach: all features are contained within a tree-like structure. The next subsection will look at this approach more generally, and present a basic geometry which became a standard model in the second half of the 1980s. $\S 3$ will then introduce controversies regarding aspects of this structure.

### 2.2 Feature geometry: Outline

To summarize this discussion, we can formulate the following four axioms, which also characterize the research project that was embarked upon in the second half of the 1980s, the goal of finding a cross-linguistically valid model of feature geonetry:
(8) a. Features are autosegments, residing on individual tiers.
b. Features can be grouped into sets or classes.
c. These sets are organized in a hierarchical structure, via intervening class nodes.
d. This structure, called a feature geometry, is universal.

The conceptualization of features as autosegments has important consequences for possible phonological operations, which are reduced to linking and delinking features and nodes. In addition, phonological processes perform individual operations only (Clements and Hume 1995: 250). A phonological rule can thus target an individual feature or a class node. Operations involving several features must consist of several rules (which can be motivated independently); alternatively, the features involved in the process form a single constituent, as dependents of a shared class node. Orie important motivation for positing feature-geometric structure therefore lies in constraining the not un of what a possible rule in phonology is. As was stated fannously by McCarthy in an early article on feature geonetry, "simply put, if the representations are right, then the rules will follow" (1988: 84).

The main goal of this research program is, however, to establish a universal geometry. The crucial task is therefore to establish exactly which features form sets. We have already seen that there are two types of evidence for grouping features under a class node. Most importantly, there is class behavior. If several features are targeted by the same process, as we have seen for place features and laryngeal features, this is interpreted as evidence that they are sisters of a superordinate node, which is targeted by this process. Secondly, there is also phonetic evidence: features which share a common articulatory property are grouped under a superordinate node. In the examples discussed so far, the evidence converges, but this is not necessarily the case, resulting in alternative proposals, which will be discussed in greater detail in $\S 3$.

At this point, it is pertinent to look at a widely assumed basic model of this geometry, to motivate it briefly, and then to proceed to open questions and controversial issues in §3.
(9) A basic feature geometry


The Laryngeal node has already been introduced; it is uncontroversial within the model. Different laryngeal features may be assumed (e.g. [stiff vocal folds], [slack vocal folds] replacing [voice], e.g. Halle 1995; Halle et al. 2000), but the general existence of a Laryngeal class node is undisputed.

The Place node has been modified slightly vis-à-zis (5), by grouping [anterior] and [distributed] under [coronal]. The main motivation for this move is that only coronals can be sub-specified for these features (distinguishing between alveolar/ postalveolar and apical/laminal places of articulation). There is also evidence that when [coronal] spreads, it takes [anterior] and [distributed] with it; see 84 for a case of coronal harmony. Further subdivisions of the Place node are controversial, e.g. a Lingual node grouping [coronoll] and [dorsal] together (see Keyser and Stevens 1994; Clements and Hume 1995; Hume 1996) or a Peripheral node as the nother of [labial] and [dorsal], corresponding to the traditional feature [grave] (Rice 1993; Rice and Avery 1993). See chapter 22: consonantal place of articulation for a detailed discussion of place features.

A quick remark should be made regarding gutturals (uvular, pharyngeal, and laryngeal segments), which form a natural class in some languages, e.g. Arabic (see also Chapter 25: pharyngeals). There is no uniformly accepted proposal as to how to represent them in the geometry. It has been proposed to include them under the Place node, through inclusion of one or several features like [pharyngeal] and [radical] (see Clements 1991; for an extended model, see also McCarthy 1994; Rose 1994), or to expand the Laryngeal node into a Guttural node, adding features like [ATR] (Halle 1992, 1995; see also §3). We camot discuss evidence for either approach here, but simply state that the position of gutturals in the feature tree is an unresolved issue (see also citapter 22: consonantal place of articulation).

The tree in (9) also shows that manner features are commonly not subsumed under one shared node, contrary ti) Clements's (1985) original proposal, which did recognize a Manner node. The reason, as discussed in detail in McCarthy (1988), is that manner features deinonstrably never behave as a single constituent in phonological processes. For example, [nasal, continuant, lateral, strident] never spread as a group. It is therefore assumed that manner features associate directly with the Root node (e.g. McCarthy 1988; Rice 1993; Halle 1995; Halle et al. 2000, among others), or via an intermediate Oral or Supralaryngeal node (e.g. Clements 1985; Clements and Hune 1995). Processes targeting a manner feature are thus expected to target only one feature (there is no nother node that could be targeted). Two manner features stand out as special: [consonantal, sonorant] are properties of the root node itself rather than features with autosegmental properties (McCarthy 1988). The reason is that they never seem to spread or delink, unlike other features, and are therefore treated as separate.

## 3 Feature geometry: Controversial issues

For space reasons, this section cannot aim at a comprehensive overview of all the controversial issues regarding the shape of the feature tree. Rather, we will outline some of the debates, to give an overview of the major proposals that exist and to present the kinds of arguments used to motivate feature-geometric structure. We will focus on vowel features, perhaps the main dividing issue in the field, and add some remarks on manner features as well.

We have already seen that there are two main arguments for grouping features under a class node. First, phonological behavior: features that spread or delink together are grouped under a common node. Second, grounding in articulatory phonetics: features are grouped together that share an articulatory property, e.g. place of articulation or laryngeal setting. Strict application of the first principle can present conflicting evidence, though: groupings may be non-universal (found in some languages, but not others) or variable. Class behavior alone thus does not yield a universal geometry. We will see evidence for this in the discussion of manner features in §3.2. On the other hand, relying on the articulatory properties of features alone may not capture all groups of features which pattern consistently as a class. We turn to an example of this now in the discussion of vowel features.

### 3.1 Vowel features

A major schism in feature geometry concerns the representation of vowels. This schism is an effect of the two opposing principles for establishing feature classes, articulation and phonological behavior. Articulator Theory (e.g. Sagey 1986; Halle 1992, 1995; Halle et al. 2000; Avery and Idsardi 2001) grounds the feature tree in articulation, while a different school maintains the primacy of phonological patterning (e.g. Hume 1990, 1992, 1996; Clements 1991; Odden 1991, 1994; Clements and Hume 1995), from which a different model, known as Unified Feature Theory, ennerged. This section will outline the main differences between the two models and the reasoning behind them.

### 3.1.1 Articulator Theory

In Articulator Theory (Sagey 1986; Halle 1992, 1995), priority is given to articulatory considerations in the grouping of features in the geometry, "Articulator-bound" features (features that can be articulated by one specific articulator only, such as [voice], which is bound to the larynx, or [round], which can only be executed by the lips) are daughters of articulator nodes. This also provides a reason for why manner features are not subsumed under a class node but associate directly with the root node instead: they are articulator-free, that is, they can be executed by different articulators (features like [continuant] or [strident], for example). Only features that are articulator-bound, then, can be part of a set dominated by a class node, which corresponds to an articulator. The tree in (10) provides the basic geometry assumed in Articulator Theory. Note that the features [coronal, labial, dorsal] have been promoted to class node status. Features that are executed by one of these articulators are daughters of these nodes.
(12) Vowel place features (Odden 1991; adapted)


Odden argues that Articulator Theory makes the wrong predictions with regard to which vowvel features can spread together. It predicts that [high, low, back] could spread together, to the exclusion of [round], by spreading the Dorsal node, although such a process is unattested. In addition, it cannot spread [back] and [round] in one single process, because they are daughters of different class nodes. He concludes that phonological patterning should guide decisions about feature grouping as much as phonetic (articulatory) considerations. He also offers a phoneticexplanation for his proposal, but this explanation is grounded in acoustics and perception, rather than articulation. Both lip rounding and tongue backing have an effect on the second formant of a vowel, while tongue height has an effect on the first formant. The basic distinction between a Height and a Color node can thus be motivated perceptually.

Parallel to Odden's work, a more radical departure from traditional feature theory was developed by Clements and Hume (Hume 1990; Cleinents 1991; Hume 1992; Clements and Hume 1995; Hume 1996). They, toon, assume a V-Place node, which is distinct from the C-Place node, but in addition they propose that vorwel features be replaced by consonantal place features. They redefine the traditional features [back, round, low] in the following terms:

$$
\begin{align*}
{[\text { +round }] } & =[\text { labial }]  \tag{13}\\
{[\text { +back }] } & =[\text { dorsal }] \\
{[- \text { back }] } & =[\text { coronall }] \\
{[\text { +low }] } & =[\text { pharyngeal }]
\end{align*}
$$

This redefinition is based on observed consonant-vowel interactions where, for example, round vowels and labial consonants, or low vowels and gutturals, form a natural class. Hume (1996) discusses evidence from Maltese where the imperfective prefix vowel changes, depending on the stem-initial consonant. Normally, the prefix vowel is determined by the stean vocalisın; however, it is [i] before coronal obstruents (as in [ji-dlam] 'to grow dark', cf. perfective [dalam]), and /i/ is lowered to [a] before gutturals (as in [ja-ћdem] 'to work', cf. UR / $\hbar$ itilim/). With the new vowel place features, these can now be straightforwardly explained as the spreading of [coronal] and [pharyngeal], respectively. The geometry which Clements and Hume propose for vowel features is given in (14): consonants and vowels share the same place features; how the feature is realized phonetically depends on whether it is a daughter of the C-Place node or of the V-Place node. The Aperture node is a simplified version of Odden's (1991) Height node, containing recursive [open] features. For details on this node, see Clements (1991), Clements and Hume (1995), and Salting (1998). The resulting geometry is known as Unified Feature Theory (Clements and Hume 1995).
(14) Fenture geometry with unified fentures


An additional advantage of the Unified Feature Theory model is that it can straightforwardly capture secondary articulations, such as labialization, palatalization, and pharyngealization, and distinguish them from double articulations, such as co-articulated stops. In secondary articulation, the major articulator is a feature dependent on the C-Place node, while the secondary articulation (such as palatalization or labialization) is expressed by a feature dependent on the V-Place node. The two representations in (15) illustrate this difference by comparing a co-articulated stop [kp] (no subordination of articulators) with labialized [ $\mathrm{k}^{* *}$ ] (secondary labialization). This representation alsu, captures the observation that secondary articulations can function as blockers in vowel harmony; since they are vocalic articulations, they are expected to interact with processes targeting vocalic segments. See also citapter ts: Consonant-vowel place feature interactions; citapter 71: palatalization; and chapter 2y: secondary and double articulation for more detailed discussions of secondary articulations.
(15) Secondary vs dovblearticulations (Unified Feature Theory)


Articulator Theory does not offer a comparably straightforward way of distinguishing between primary and secondary articulations, but las to resort to a new type of phonological primitive, a pointer device, to indicate which of the two articulators is the main (or designated) articulator, as in (16). ${ }^{1}$

Secondary vs. double articulations (Articulator Theory)


To sunmarize, there are thus two different proposals with respect to how vowel features are represented in the feature tree, based on two different organizing principles of the tree: articulatory grounding vs. constituency in phonological processes (providing evidence for a separate V-Place node and a unified set of features). This conflict has sti.l not been reselved - on the contrary, it is exacerbated when manner features are taken into consideration as well.

### 3.2 More on manner features

To recapitulate from §2, manner features are not grouped under a shared class node, at least since McCarthy (1988), motivated in Articulator Theory by the observation that they are not articulator-bound. ${ }^{2}$ This section will briefly look at some proposals that group individual manner features with other features, based on the same kind of argument that motivated the reconceptualization of vowel features in the previous section. We wi.l see, howvever, that in the case of manner features there is conflicting evjdence which has dealt a serious blow to the endeavor of fiinding a universal feature geonnetry.

Recall first one major distinction. While most manner features are analyzed as autosegments that associate directly with the root, writhout an intervening class node, the major class features [consonantal] and [sonorant] are granted special status; rather than being autosegments, they are viewed as part of the root node itself. The reason for this is that these two features never seem to spread or delink, as other features wrould. Their function instead is entirely classificatory, to distinguish vowels from consonants, and obstruents from sonorants. This, however,

[^531]which are consistent with an analysis that views [nasal] as variably associated with either the SV node or a Soft Palate node, with individual languages taking one of the two options. See chal'ter 78: nasal harmony for a review of these nasal harmony types and a sunmrary of Piggott's arguments. Piggott's idea that feature dependencies may be variable, aiming at a "softer" approach to universals in feature organization, has not been pursued systematically, however. We will return to this point in the concluding section of the chapter.

### 3.3 Interim summary

By the mid-1990s it had become increasingly clear that the goal of finding a universal (and universally agreed upon) hierarchy of features could not be attained. The two major organizing principles of feature geometry, articulatory similarity and phonological patterning, do not always match up perfectly. While the basic structure of the geometry is fairly uncontroversial, there are diverging proposals regarding feature organization outside of the core sets of place and laryngeal features. Vorvel features are a case in point: articulatorily diverse groups of vowel features nevertheless forin phonological constituents (such as [back] and [round]). This does not mean that phonological patterning should alvays trump articulatory considerations, however: evidence from patterning can yield conflicting evidence as well, as we have seen in the case of manner features, which associate variably with other features it phonological processes. While Piggott (1992) explicitly allows such variability to account for the var lable patterning of nasals, the idea of paranneterizing the principles of feature geometry was never pursued systematically.

It may therefore not be surprising that the advent of a major new theory in the 1990s, Optimality Theory, stimulated a new research program to see how the feature-geometric generalizations could be captured differently and potentially more accurately within a theory of violable constraints, rather than a theory of (universal) representations. We will turn to these proposals in $\S 5$ and evaluate them critically, also in the light of advances in representational theory, in $\S 6$. First, however, we will turn to another aspect of feature geometry, which will be important for the overall evaluation of this research program, namely the way in which this theory has contributed to the understanding of phonological operations, besides proposing a new theory of phonological representations.

## 4 Non-local feature interaction

We have seen how phonological processes are formalized autosegmentally in feature geometry, as the spreading or delitiking of a node, either a feature or a class node. $\S 2$ showed how place assimilation can be understood as the spreading of the Place node, taking all place features with it. More radical changes can also be formalized as a single operation; for example, debuccalization, i.e. the loss of oral features (as in /t/ $\rightarrow$ [ $\left.{ }^{3}\right]$ ), can be formalized as the delinking of the Oral node, leaving only the Jaryngeal node to specify a segment.

Feature geometry also allowed a breakthrough in the understanding of nonlocal interactions, that is, processes in which trigger and target are not directly adjacent. Traditional rule-based theory had a problem with capturing such nonlocal interactions: under what conditions can trigger and target be separated? How

Similar generalizations can be made for dissimilatory processes, which can also occur over a distance. The Obligatory Contour Principle (OCP), which prohibits identical adjacent feature spec:fications, is the trigger for dissimilation, but it does not necessarily hold over linearly adjacent segnents but can also refer to two autosegments adjacent on their respective tier. See Odden (1994) for a typology of long-distance dissimilation. In essence, the same feature that can assimilate long-distance can also dissimilate. Laryngeal dissimilation is fairly common and can occur over a distance. For example, Dahl's Law in Eastern Bantu languages changes a voiceless prefix-initisl stop to voiced if the stem-initial consonant is voiceless as well. Lyman's Law in Japanese prohibits more than one [+voice] obstruent in a word. Grassmann's Law in Indo-European dissimilates aspirated segments. Also comınon is liquid dissimilation, as in the following Latin examples:

Latin liquid dissimilation

| nav-alis | fat-alis | crimin-alis | radic-alis |
| :--- | :--- | :--- | :--- |
| sol-aris | milit-aris | pecull-aris | line-aris |
| flor-alis | later-alis | plur-alis | sepulchr-alis |

These examples show that the denominal adjectival suffix -alis becomes -aris if preceded by an [I] in the stern which is not directly adjacent. Intervening [r] (as in plurnlis) blocks the process. This can be understood as an OCP effect on the lateral tier: in *sol-alis there would be two tier-adjacent instances of [tlateral]. Again, note the crucial role of underspecification: since [ $\pm$ lateral] is only contrastive for liquids, only they carry this feature. Hence, [r], being the only segment which is specified as [-lateral], is the only potential blocker of the dissimilatory process.

In sum, feature geometry does not just constrain possible operations in terms of which features spread together; it also provides an elegant analysis of non-local interactions for assimilation and dissimilation. At their relevant tier, the interactions are in fact local, involving adjacent autosegments. In addition, the proposal is falsifiiable: any non-local interaction that cannot be made local on some tier constitutes counterevidence to the model. The question of whether there exist such counterexamples is still unresolved and a possible direction for future research. Conversely, any theory of phonology that wishes to abandon feature geometry must have an accolint of non-local interactions. It is these alternative proposals, which arose as a consequence of the emergence of Optimality Theory as a new model of grammar, to which we now turn.

## 5 Feature organization in Optimality Theory

The advent of Optinality Theory (OT; Prince and Sınolensky 1993) allowed a fresh look at the generalizations that feature geometry is trying to capture by opening up the possibility that these generalizations could also emerge from a theory of constraint interaction (Chapter 63: MARKEDNESS AND FAITHFULNESS CONSTRAINTS). Consequently, there was a shift in interest away from feature geometry in the second half of the 1990s. This section will review and motivate that shift, and
by default). Example (22) gives some examples, with the [-high] plural suffix [-ler, -lar] and the [+high] genitive suffix [-in, -yn, -in, -un].

## (22) Turkish vowel harmony

| nomss | gen sg | nompl |  |
| :--- | :--- | :--- | :--- |
| ip | ipm | ipler | 'rope' |
| gez | gezyn | gezler | 'eye' |
| pul | pulun | pullar | 'stamp' |
| at | atin | atlor | 'horse' |

Traditionally, Turkish harmony is analyzed as two separate processes. In featuregeometric terms, spreading is either of a single feature [back], or of the Color node, comprising [back] and [round] (adopting the proposal in Odden 1991, discussed above). Padgett suggests that there is only one process, which spreads Color features. This process always targets both features, although only [back] spreads if spreading of [round] would create a marked segment, i.e. [o] or [n]. He achieves this by ranking a narkedness constraint against non-high round vowels above a constraint Spreab(Color), where the class Color comprises [back, round]. No spreading yields two constraint violations (one for each feature); spreading of [back] only yields one violation. Violation of $\mathrm{S}_{\text {pread }}$ (Color) is therefore minimal and only licensed to avoid violation of the markedness constraint against non-high round vowels.

A feature-geometric analysis, in comparison, would predict what Padgett calls "sour grapes spreading": either all features spread (because the Color node spreads), or none do. The gradient behavior of spreading (spreading as much as possible while satisfying higher-ranked markedness constraints) can therefore not be addressed straightforwardly in a feature-geometric nodel (although a feature-geometric implementation is a possible option in OT, by spreading the Color node if possible, or conly [back] if spreading of the Color node were to create a violation of the markedness constraint against non-high round vowels). There is an additional property to Padgett's analysis: the absence of feature-geometric structure means that non-local interactions (such as vowel harmony) can no longer be analyzed as local at the level of some tier. In vowel harmony, spreading therefore canment skip intervening consionants, which have to participate in the harmony. All spreading is strictly local, although the effect of vowel harmony on a consonant may be imperceptible (see also Ni Chiosáin and Padgett 1997, 2001). Locality issues will be discussed separately in the next subsection.

Yip $(2004,2005)$ goes a step further than Padgett in showing that class behavior can be modeled solely as constraint interaction, with.out the need for feature classes as indices on features. She looks at the feature [lateral], whose status in the geometry has always been ambiguous, with conflicting proposals to group it either under the Coronal node or the SV node (cf. §3.2). She links Ihis ambiguity to typological observations regarding the markedness of different types of laten:als, finding that coronal laterals are less marked than dorsall laterals and that sonorant laterals are less marked than obstruent laterals, from which she derives two presumably universal markedness hierarchies. She then goes on to show that the observations that led to the proposals about the position of [lateral] in the feature tree (spreading of [lateral] with [coronal] or only to [coronal] targets;
spreading of [lateral] with SV or only to targets having an SV node) also fall out from interleaving these hierarchies with faithfulness constraints. Essent ially, in Yip's approach a pro-spreading constraint like Spread or Share wants to spread as many features as possible, unless this creates an illicit segment (which is militated against by a highly ranked markedness constraint). The observation of variable class membership is thus re-analyzed as an epiphenomenon of the interaction of markedness and faithfulness constraints generally, and an effect of markedness scales on feature co-occurrence more specifically. (See CHAPTER 31: lateral consonants for a more detailed sketch of this analysis.) Unfortunately, this approach has to my knowledge never been appl ied more generally, and its consequences have not been explored in depth. Future research should shed more light on whether Yip's approach is indeet a viable alternative to representational devices that encode class membership.

### 5.2 Strict locality in spreading

In suin, then, generalizations about class behavior can be made in OT without having to resort to tree structures that encode such behavior representationally, although some of the details may still warrant further research. The third point of the list of advances in feature geometry, non-local interactions, is a more controversial issue. We saw that Padgett $(1995,2002)$ has to analyze all spreading as strictly local, in the absence of complex autosegmental representations, a view that is applied and developed further, for example, in Ní Chiosáin and Padgett (1997, 2001), Walker (1998), Gafos (1999), and Bakovic (2000). In the case of vowel harmony, this implies that consionants also participate in vowel harmony. They argue that this is supported phonetically by co-art iculation effects on the consonants (such as lip rounding in round harmony). While this may be a welcome simplification of the system (obviating the need for representational devices that introduce relativized notions of locality), it also introduces some complications. Ní Chiosain and Padgett $(1997,2001)$ note that vowel harmony is cross-linguistically frequent, while consonant harmony is non-existent. It is thus necessary to have a mechanism that allows the propagation of vowel features through consonants while blocking the propagation of consonant features through vowels. They therefore co-index place features for degree of aperture. A [labial ${ }_{v}$ ] articulation (rounding on vowels) can be co-articulated on a consonant, but a consonantal place feature like [labial ${ }_{c}$ ] could not be co-articulated on a vowel, because it is stronger and would deprive the vowel of its vocalicness, a principle they ground aerodynamically in what they call the "bottleneck effect." See CHAPTER 75: CONSONANT-vOWEL PLACE FEATURE INTERACTIONS for an elaboration of this idea of "inherent V-Place."

One problern with this approach is that distinctive features are commonly used to encode possible contrasts, but there are no languages that would contrast consonants with or without a vocalic co-articulation (which is different from secondary articulations like labialization, palatalization, etc.). Ní Chiosáin and Padgett therefore need an additional mechanism to rule out such unattested contrasts. Here they turn to Dispersion Theory (Flemming 1995), arguing that such potential contrasts are not well dispersed enough to survive into actual systems. This final point is probably nost controversial, since Dispersion Theory has been criticized independently (see e.g. McCarthy 2002). Nevertheless, the idea of strictly local
specified, providing a principled algorithm for underspecification (Dresher et al. 1994; Dresher 2009). See als. chapter 2: contrast for an introduction. The application of this algorithm generates a hierarchical tree structure itself. If learners posit new features on the basis of contrast they observe within a set of segments, it is quite possible that the contrastive hierarchy will to some extent be reflected in an emergent geometry. For example, in a language in which all liquids are [coronal], the feature [lateral] may be used to contrastively subdivide the set of coronals. Consequently, learners may posit that [lateral] is a dependent of [coronal] in the geometry as well. In a language in which liquids are phonologically placeless, however, learners may posit that [lateral] subdivides the set of sonorants, as a dependent of the SV node. The ambiguity of [lateral], discussed in chapter 31: lateral consonants, may thus reflect the system of contrasts in a language inore generally. The concept of energent features thus shows the potential for a new understanding of feature organization. Future research could shed more light on which aspects of feature organi zation are provided by UC, which are emergent via the phonetic content of features and which are emergent via the contrast encoded by a feature.

Finally, one additional direction for potential future developments should be mentioned, a recent challenge to the standard opinion that the anchor of features is the segment. In a detailed typological survey, Kehrein (2002) and Kehrein and Colston (2004) conclude that the anchor of laryngeal features is not the segment but rather the syllable constituent (onset, nucleus, coda), since they find no evidence for contrastive laryngeal specifications within syllable constituents in any language. The Laryngeal node is hence not formalized as a dependent of the segmental root node but as a sister of segmental root nodes, as a dependent of a syllable constituent like the onset. Non-contrastive differences across languages are relegated to phonetic implementation and the phasing of laryngeal gestures. If Colston and Kehrein are correct, this opens up the possibility for more research in the area. Are there other features that are not properties of segments but of higher prosodic categories, either universally or in individual languages? The once strict division between tree structure above the segment (prosody) and below the segment (feature geometry) would then become permeable, which in turn wrould have consequences for our understanding of locality in feature interaction. Seentingly long-distance interactions nay be local not by virtue of tier locality but by virtue of the feature itself spreading higher up in the prosodic hierarchy. For now, however, this idea is mostly speculative.

In sum, the research program that was embarked upon in the mid-1980s, to investigate the possibility of segment-internal structure which organizes distinctive features into sets or classes, is far from finished. After peaking in interest in the early 1990s and a slow but steady demise when mainstream phonological interest shifted to the role of constraints in phonology instead, the program has seen some renewed interest more recently. With some original problems of orthodox feature geometry still unresolved and the pronise of Optimality Theory to provide a more elegant and empirically superior alternative not having been fully realized, the issue of feature organization is still as alive as it was 20 years ago. New directions in research, as outlined in the final section of this chapter, may shed new light on the issue and bring us closer to a better understanding of feature organization.
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# 28 The Representation of Fricatives 

Bert Vaux<br>Brett Miller

## 1 Introduction

The phonetic properties of fricatives have recently received a great deal of attention (Shadle 1985; Ladefoged and Maddieson 1996: ch. 5; Johnson 1997: ch. 6; Stevens 1998: ch. 8; Maniwa et al. 2009; Ramsay 2009; among others). The phonological properties of this class of sounds, on the other hand, have, with a few notable exceptions, remained largely undisputed since the publication of Chomsky and Halle (1968), which itself essentially carries on the featural analysis of fricatives in Trubetzkoy (1939) and Jakobson et al. (1952). In this analysis, the class of fricatives is characterized by the distinctive features [-sonorant, +continuant].
Once one scratches the surface of the subject, though, a number of challenging questions appear:
(1) a. Do fricatives actually behave as a distinct phonological class?
b. Are all fricatives [-sonorant]?
c. Are all fricatives [+consonantal]?
d. Are all or any fricatives [+spread glottis] (or its equivalent)?

This chapter addresses these and other challenges by synthesizing what we have learned from traditional and contemporary descriptive and theoretical studies involving fricatives, with an eye towards determining what properties (if any) consistently characterize this phonological class and why. We shall see that the exact meinbership and feature characterization of the fricative class depends on how one defines the features involved, but that there are good phonological reasons for assuming thee existence of a coherent fricative class defined by the features [-sonorant, +continuant] and including not only the relatively uncontroversial suspects \{ív $\varphi \boldsymbol{\beta} \boldsymbol{0}$ бх $\times \mathrm{x}$ в $\}$ but also what we can call the strident
 uniformly: sone of them pattern with fricatives in some languages and with sonorants in others. There is also variation within the fricative class for the features [spread glottis], [strident], [ATR], and possibly [consonantal], so these should not be included in the definition of the fricative class. Since the class appears adequately defined with the independently needed features [+continuant, -sonorant], we
conclude on grounds of parsimony that this definition is preferable to one requiring the introduction of additional features such as [fricative].

We do not investigate stridency in this chapter, both because it does not characterize the class of fricatives as a whole and because it has been well dealt with by Clements (2006). Nor do we deal with tongue root advancement, which Vaux $(1992,1996)$ has suggested is a common attribute of voiced fricatives only by virtue of their membership in the class of voiced obstruents.

### 1.1 Are fricatives a bona fide phonological natural class?

Fricatives present a challenge to the ontology of distinctive feature theory, in that they possess a clear and unique phonetic identity resulting from turbulent airflow through a narrow constriction that is reflected in neither of the cornerstones of distinctive feature theory (cilarter 17: distinctive features), (i) properties that are phonologically active, and (ii) properties that are necessary to distinguish a phoneme (or in this case a class of phonemes) from all others. The problem is this: if we were to postulate a phonological feature such as [fricative] to capture the distinctive phonetics of the fricative class, we would run afoul of criterion (i) by virtue of the fact that there is no evidence for such a feature being phonologically active; the attested range of phonological behaviors of fricatives can be captured by other independently required inembers of their feature complement, as we will see throughout the rest of this chapter. These same features suffice to distinguish the class of fricatives from stops, vowels, and so on; the feature [fricative] therefore is also not required by criterion (ii).

Before examining the phonological representation of fricatives, we should therefore consider first whether there is sufficient evidence for considering them to form a natural class. Is there anything that is truly distinctive phonologically about the set of fricatives, or are they simply what is left of the class of obstruents after one subtracts the stops? Do fricatives ever belave as a class to the exclusion of all other phonemes? The answer to this question is a qualified yes: many phonological phenomena specifically target or are triggered by the fricative set of the language in question, but (unsurprisingly), for a variety of historical and accidental reasons, none of the phenonena in question suffice to delineate the entire crosslinguistic class of fricatives.

Tiberian Hebrew spirantization, for instance, produces alternations between plain oral stops [ p b tdkg] and fricatives [ $\mathrm{f} v \theta \mathrm{\delta} \times \mathrm{y}$ ] respectively, as in (1) (Idsardi 1998: 39), but does not produce alternations for the emplatic stop [ ${ }^{〔}$ ] or for the guttural fricatives [ h h ]. The Tiberian Hebrew surface consonant inventory is given in (2), based on Rendsberg (1997) and Green (2004).
(2) Tiberian Hebrew sufface consonant inventory

| stops | labial <br> pb | dental t d | alveolar | palatal | velar <br> $k g$ | pharyngeal | glotta ? |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| frops | ¢ ${ }_{\text {f } \mathrm{v}}$ | $\theta d$ | s | $\int$ | kg $\times \mathrm{y}$ | \% $¢$ | h |
| emphatics |  | $t^{\text {c }}$ | $s^{\circ}$ |  | q |  |  |
| nasals | m | n |  |  |  |  |  |
| liquids |  | 1 r |  |  |  |  |  |
| glides | $w$ |  |  | j |  |  |  |

The interpretation of the emphatics is conjectural, and the positioning of the pharyngeals and glottals should be understood as arbitrary with respect to their [sonorant] values, which we will not investigate here (though we discuss the sonorance of laryngeals in various other languages in §2.2; see also CHAPTER 2.5: pilaryngeals).
(3) Examples of Hebrew spirantization alternations
a. $\begin{array}{lll}{[t \sim \boldsymbol{\theta}]} \\ {[\mathbf{k} \sim \mathbf{x}]}\end{array} \quad$ 'iktb $\begin{aligned} & \text { ka:'日av } \\ & \text { jix'ro:v }\end{aligned} \quad \begin{aligned} & \text { 'he wrote' } \\ & \text { 'he was writing' }\end{aligned}$
b. [d ~ð] Vgdl ga: 'ðlu: 'they were great'
[ $g \sim \gamma]$ jiy'da:lu: 'he was being great'

The facts in (3) are not a problem for the notion that fricatives form a phonological class, because the phenomenon can be plausibly analyzed as involving spreading of [+continuant] from vowels to a following singleton segment specified with [+consonantal] and perhaps [-constricted glottis]. This is shown in the simplified spirantization rule in (4), which abstracts away from certain morphological and lexical exceptions (on which see Coetzee 1999; Green 2004).
(4) Spirantization rule ${ }^{1}$


If this analysis is correct (see further §2.1.2), we do not expect the guttural fricatives to have [-continuant] counterparts in Tiberian Hebrew; the rule only serves to produce fricatives from underlying stops, and has no effect on underlying fricatives such as the gutturals. Tiberian Hebrew spirantization therefore provides evidence neither for nor against the gutturals being fricatives rather than glides (i.e. obstruents rather than sonorants).

Nor can anything clear be inferred about the lack of spirantized allophones for the emphatic stops, though it seems likely that the emphatics had some trait such that their spirantized outcomes would lave been fairly unusual, complex, or difficult sounds. No emphatics, and no other comparable class of non-participants, are to be found when one considers the spirantization processes reconstructed in Old Irish (Celtic: Thurneysen 1946) and observed synchronically in Shoshone and Southern Paiute (Numic: Charney 1993). These cases of spirantization could also be handled by (4) or by a very similar rule.

With these examples in mind, let us briefly consider additional phonological phenomena that can be reasonably said to target or be triggered by the class of fricatives. Perhaps the best-known case arguably stems from the difficulties language learners have in producing fricatives, which leads to a host of avoidance and mutation strategies by individual learners (chapter 101: the interrretation

[^532]
## 2 Feature specifications

Silbert and de Jong (2008) state that there is a problem with finding a parsimonious feature definition of fricatives: they maintain that because fricatives consist, in large part, of random turbulent noise, they present a chal lenge to attempts to ground our theory of phonological features in specific phonetic correlates. As far as we can tell, though, the phonological features that are generally considered to delineate the fricative class, [+continuant] and [-sonorant], do not encounter this problem (see also CHAPTER 8: SONORANTS; CHAPTER 13: THE STRICTURE FEATURES). Contiluants can be defined straightforwardly as sounds with oral airflow egress, and obstruents as sounds with positive oral pressure buildup. Fricatives conform to both of these definitions, so there is no difficulty in correlating the feature specification of fricatives with well-established phonetic cues.

But do fricatives show evidence of being phonologically [+continuant] and [-sonorant]? And do they possess any other invariant feature specifications? In this section we consider phonological evidence bearing on the specifications of fricatives for [continuant] (§2.1), [sonorant] (§2.2), [consonantal] (§2.3), and [spread glottis] (\$2.4).

### 2.1 Continuance

Continuance is perhaps the quintessential feature of the fricative class; in fact, Jakobson et al. (1952:43) specified the feature value [+continuant] only for fricatives and not for vowels (or $h$, interestingly), making it effectively equivalent phonologically to Ladefoged's [fricative] feature. Chonnsky and Halle (1968: 177) add \{r l h\} to the continuant set, but still exclude vowels (though their definition of [+continuant] in terms of not having enough constriction to stop airflow might lead us to expect otherwise).
Once we assume that vowels are [tcontinuant] and incorporate the feature [sonorant] (as Choınsky and Halle 1968; ch. 8 did), we are led to revise our classifiication of the fricatives to [+continuant, -sonorant]. But are either of these features phonologically active? In this subsection we provide evidence that [continuant] is active in fricatives, drawing on delinking and spreading of [+continuant] (stopping and spirantization, respectively), delinking and spreading of [-continuant] (deaffrication and intrusive stop formation, respectively), and delinking of [acontinuant] (nanner dissimilation). Thee interested reader can consult Cser (1999) for discussion of additional phenomena bearing on the phonological status of the feature [continuant]. Evidence involving [sonorant] is presented in §2.2.

### 2.1.1 Stopping

Let us first consider the cross-linguistically common process of stopping, which involves changing fricatives to corresponding stops and can be reasonably analyzed as delinking of [+continuant] with subsequent replacentent by its complement, [-continuant]. This is common after nasals, as we already saw in Nivkh (and as occurs in Spanish, according to Baković 1994 and Kenstowicz 1994). It is also comnon as a positional and absolute neutralization process in first
(9) Word-initial stopping deaffrication

| [deli] | jelly |
| :--- | :--- |
| [dsmp] | jump |
| [dus] | juice |
| [dIp] | chip |
| [di: 3 ] | cheese |
| [de: $]$ | chair |

### 2.1.2 Spirantization

Besides delinking in the patterns just described, the feature [+continuant] can spread to stop consonants, producing fricatives. In addition to the Tiberian Hebrew case mentioned in §1.1 we arguably find spirantization of this type in Spanish (Harris 1969), producing alternations of the sort in (10):

Spanish spirantization (data from Baković 1994)

| a. [beso] | 'kiss' | [ese ßeso] | 'that kiss' |
| :---: | :---: | :---: | :---: |
|  |  | [ el ßeso] | 'the kiss' |
|  |  | [dar $\beta$ esos] | 'give kisses' |
| b. [dato] | 'date' | [ese ðato] | 'that date' |
|  |  | [el dato] | 'the date' |
|  |  | [dar ontos] | 'give dates' |
| c. [gato] | 'cat' | [ese fato] | 'that cat' |
|  |  | [el yato] | 'the cat' |
|  |  | [dar yatos] | 'give cats' |

According to Harris (1969:39), the alternants "appear as continuants except initially and after homorganic noncontinuant sonorants." Scholars generally (e.g. Goldsnuith 1981) analyze the system in terms of the feature [tcontinuant] spreading to underlying voiced stops from preceding [tcontinn.ant] segments, with the [ $1-\mathrm{d}]$ cases being a bit of a problem. (We have encountered speakers who have [lo] in such cases, but the secondary literature appears to be unanimous on [Id] be ing the only option. See alse charter 13: the stricture features.) Lozano (1979) and Baković (1994) invert the analysis, proposing underlying voiced fricatives that undergo fortition in syllable onsets turder certain conditions. If they are correct, Spanish still presents evidence for [continuant] being phonolo gically active in fricatives; the only difference is that the Spanish facts are then an example of stopping (see §2.1.1) rather than spirantization. (But see Mascaró 1991 for a critique of these phonological solutions.)

Because the Spanish continuant allophones are often highly sonorous and even realized as glides (citapter 1s: glides), it could be asked whether fricatives are phonologically involved in the alternation at all, or whether the fricative allophones are merely phonetically fortified variants of the glides. But the considerably different behavior of what are conventionally analyzed as underlying glides indicates that this is not the case. Although we have heard the Spanish glide / $\mathrm{j} /$ realized with fortified variants [ j ] and even [ $\mathrm{d}_{3}$ ], the distribution of fricative realizations for $/ \mathrm{j} /$ and the strength of their frication appear to be much rarer and less salient than with the fricative realizations of $/ \mathrm{b} \mathrm{dg} /$, suggesting that phonological [continuant] alternation in obstruents does indeed occur in Spanish.
data requiring it (Fallon 2002; Samuels 2(0)9). This quandary raises the question: when if ever is it acceptable to analyze systematic and categorical (as opposed to variable or gradient) spirantization as [+continuant] spreading from vowels?
The assumption that spreading of otherwise active features must have a certain status in terms of contrast structure seems reasonable, since features can only spread if they are specified, and specification is widely assumed to relate somelow to contrastiveness (charter 2: contrast). But to claim that vowels cannot spread [+continuant] because they never contrast for it is problematic. This assumption presupposes that there is an algorithm capable of exhaustively defining which features are contrastive in which environments in a given language by specifying them in a particular order, leaving the remaining features predistable from these and therefore (at least in some cases) never phonologically specified. Yet no successful algorithm has been developed for this task, pace Dresher (2009). The two-best known candidates, the Pairwise Algorithm and the Successive Division Algorithm, are critiqued in Sarnuels (2009:77-94), and found to have serious problems. Samuels (2009) essentially abandons the search for such algorithms, while Parker's more limited discussion (chapter 49: sonority) favorably lighlights an application of the Successive Division Algorithm in Anywa and Dholuo. Crucially, this application makes order of specification depend on language-particular feature activity rather than on contrast as measured by any independent criterion.

Hence, the argument that a feature cannot be active in a certain environment because it is not contrastive there must be suspended until a proper specification algorithin itself is established. This much is essentially acknowledged by Dresher (2009: 9, 209). After investigating possible algorithms for implementing the "Contrastivist Hypothesis" ("that phonological computation operates only on contrastive features"), Dresher concludes that phonological computation does apparently require non-contrastive features in some situations. Dresher recommends retaining the Contrastivist Hypothesis and a form of the Successive Division Algorithm (requiring a serial grammar theory) because they cover nnuch or possibly most of the data, but once we allow exceptions, any data that are more elegantly treated in contravention of the hypothesis can also demand exceptional status, including spirantizations which can be analyzed as [+continuant] spreading from vowels.

It anay eventually prove relevant to distinguish between two kinds of noncontrastive features, if only one of them seems needed in phonological representations. Ore kind is not predictable from context; an example would be archiphonemically underspecified features (on which see Inkelas 1995; Samuels 2009). The other kind is necessarily predictable from contexts: all vowels, for example, are necessarily continuant. We will not pursue the matter further here. For now it simply seerns reasonable to accept cases of spirantization like those mentioneit in this section as examples of fricatives produced by [tcontinuant] spread.

### 2.1.3 Deaffrication

Further evidence that [continuant] is active in fricatives comes from phenomena that delink [-continuant] specifications. Perhaps the most widespread process of this type is the more common variety of deaffrication, which deletes the [-continuant] closure phase of the segment, producing a fricative. We find examples of this in the Aslanbeg dialect of Armenian, which deletes the stop component of affricates in coda position (13).
(16) Intrusize stop formation as [-continuant] spreading


Here again, the analysis hinges in part on fricatives being [+continuant]; if they were not, the reasons for a preceding nasal changing a fricative into what is essentially an affricate would be unclear.

### 2.1.5 Manner dissimilation

Thus far we have seen evidence for spreading and delinking of [+continuant] and [-continuant], each of which implicates fricatives as being [+continuant]. The [+continuant] specification of fricatives is also revealed in dissimilation processes (Cilafter 60: dissimilation), such as we find in Modern Greek, where it can either trigger or undergo [continuant] delinking. In this language, voiceless stop + stop and (non-s) fricative + fricative clusters optionally dissimilate to stop + fricative (Newton 1972; Kaisse 1988), as in (17) (Tserdanelis 2001) (see also charter 13: the sTRICTURE FEATURES):
(17) Modern Greek manner dissimilation
a. ptero ~ ftero 'feather'
ktena ~ xtena 'comb'
epta ~ efta 'severi'
okto ~ oxto 'eight'
ekpiisi ~ expiisi 'sale'
b. x es $\sim$ xtes 'yesterday'
fӨinos ~ ftinos 'cheap'
skefӨika ~ skeftika 'I thought'
anixӨika ~ anixtika 'I was opened'
fxaristo ~fkaristo 'I thank'
c. sxini $\sim$ skini 'rope'
pisӨika ~ pistika 'I was convinced'
sfongos ~ spongos 'sponge'
d. trex-o : e-trek-sa 'I run (rres : past)'
kafsimo ~ kapsimo 'burning'
ka-izo : e-kat-sa 'I sit (pres : Past)'

When the underlying cluster contains two stops, the first member changes into a fricative (17a), whereas in fricative clusters the second member becomes a stop (17b). Interestingly, obstruent clusters containing an /s/ invariably delink the [contiluant] specification of the other segment ( $17 \mathrm{c}, \mathrm{d}$ ).

If we assume that stops and fricatives differ in being [-continuant] and [+continuant] respectively, we can interpret the dissimilation facts as OCP-driven delinking of [continuant] values, where the relativized version of the OCP here would look something like (18).
(18) The OCP manner constraint for Modern Greek (medified from Tserdanelis 2001)


How exactly violations of this constraint are repaired is a matter of some debate, but the spec:fics are not relevant here. The key for our purposes is that dissimilation processes of this sort only make sense if stops and fricatives are polar opposites delimited by a single binary feature, in this case [continuant]; other representational options such as [fricative] simply do not capture this sort of interaction insightfully.

In this subsection we have seen that the evidence from spreading and delinking of [ $\pm$ continuant], which surfaces in a broad range of phenomena from spirantization to deaffrication to intrusive stop formation to manner dissimilation, dovetails nicely with the assumption that fricatives are specified as [+continuant]. Competing theories that replace [+continuant] with [fricative], $A_{f}$, and the like tend to deal less well with these facts.

### 2.2 Sonorance

We next turn to the other feature value most cornmonly attributed to fricatives, [-sonorant]. This specification is presumably invoked to distinguish fricatives from the rest of the continuants, e.g. vowels and (in some languages at least) [I] and [r], which are [+sonorant] (Chal'ter s: sonorants). Treating all fricatives as obstruents raises a couple of questions, however:
(19) a. Are the glottal continuants /h f/ obstruents? If not, are they still fricatives?
b. Russian $v$ patterns partly with obstruents and partly with sonorants; what is its [sonorant] value?
c. What is the relative sonority ranking of fricatives and stops?
d. Why is the boundary between voiced fricatives and homorganic glides sometimes unclear?

In this subsection we consider each of these issues in turn.

### 2.2.1 Glottals

Trubetzkoy (1939) classed all of the fricatives as obstruents. If the glottal continuants /h h/ are obstruent, then they belong straightforwardly to the class of fricatives defined as [+continuant, -sonorant] segments. If, however, these segments are sonorant, as suggested by Chomsky and Halle (1968) and some of the ancient Indian phonetic treatises, such as the Taittirīya Prätiśākhya (1.13; Whitney 1871), then we must either exclude them from the fricative class or adopt one of the proposals in the literature for encoding fricativity directly, such as Ladefoged's
(1989) [fricative] feature, Articulatory Phonology's fricative gesture (Browman and Goldstein 1986), Steriade's (1993) fricative aperture node $A_{1}$, or Moren's (2003) consonantal manner feature [open]. Below we consider phonological evidence bearing on the sonorance of laryngeals, specifically the plain glottals (on the distinction see citapter 25: pharyngeals).

Glottals pattern with obstruents to the exclusion of sonorants in some languages and vice versa in others. The following examples and more like them can be found in the P-Base database (Mielke 2007). Sonorant examples include Kickapoo (Algic) and Supyire Senoufo (Niger-Congo). In K'ickapoo, after any sonorant, including /h/ (the only glottal), the second member of a glide plus unaccented vowel sequence in either order is glottalized. In Supyire Senoufo, nasalized vowels can be preceded by only $/ \overline{\mathrm{V}} \mathrm{m} n \mathrm{ngl} /$ /, and there are no other glottals or consonantal sonorants in the inventory. Obstruent examples include Jordanian Arabic, where only / ${ }^{7} \mathrm{~h} /$ and other obstruents can be $\mathrm{C}_{2}$ and only/mn rl/ can be $C_{1}$ in $-C_{1} C_{2} \#$ and $-C_{1} C_{3} C_{3}$; Maltese, where only $/ 7 \mathrm{~h} /$ and other obstruents can
 delete after the common prefix /mart/. There is alsu) evidence for [-sonorant] spreading from fricatives to the palatal nasal [ n ] in the Nilo-Saharan language Bilaala (Olson and Schultz 2002).

Similar ambivalence is shown by /f/. In Czech (Slavic: Mielke 2007; Dankovičová 1999), this segment is the only laryngeal in the language and participates in a regressive obstruent voicing assimilation to the exclusion of sonorants. This suggests that / $/$ / is [-sonorant] in Czech. At the same time, in Oorvekyala (Wakashan: Howe 2000), where / $/$ / is again the only laryngeal in the inventory, the segment appears to be [+sonorant]. This is indicated not only by the fact that $/ 反 /$ is voiced like all of the sonorants and unlike any of the obstruents in the language, but more importantly, by the fact that / $/$ / takes [+constricted glottis] root-initially before a reduplicant in the plural, like sonorant consonants but unlike obstruents. Furtluernore, the laryngeal continuants [h] and [f] appear to systematically avoid participating in the stopping and deletion phenomena in child phonologies discussed in §2.1.

If obstruence is cued by increased pressure in the vocal tract relative to outside air pressure, then cross-linguistic variation in the classification of glottals as obstruents or sonorants may be due to variation in whether this pressure builduip involves supraglottal impedance or not. In most sounds this is automatically the case, but with glottals it is not; hence, glottals will be sonorants if obstruents are defined by pressure buildup involving supralaryngeal impedance, and obstruents otherwise. Cross-linguistic variation in selection among phonetic cues for the definition of phonological classes is increasingly well established (Mielke 2008: 74-76; Samuels 2009: 70). On the application of this perspective to ambivalent glottal sonorance in particular see also Mielke (2009: 11-12).

In sum, the simplest solution of ambivalent glottal sonorance for the purpose of defining fricatives appears to be to retain the definition of fricatives as continuant obstruents, including glottal continuants in this class when they pattern with other obstruents and not otherwise. When glottal continuants are classed as fricatives on phonological grounds, an available phonetic correlate for [-sonorant] that is consistent with all members of the class is pressure buildup in the vocal tract. When glottal cont uluants are classed as sonorants on phonological grounds,

Subsequent research has identified many additional phenomena consistent with the theory that voiceless fricatives are [+spread glottis] and voiced fricatives are [-spread glottis], but the above examples should suffice to make the point. Neither the traditional Hallean nor the Government Plonology representations of fricatives are able to account for facts of this type.

Beckman and Ringen (2009) and Nicolae and Nevins (2009) suggest a modification to the generalization proposed by Vaux (1998), namely that it holds only for languages where [spread glottis] is active; in languages where obstruents contrast for [voice] rather than [spread glottis], they say, voiceless fricatives are [-voice] (or unspecified for [voice] if it is privative). Both Beckman and Ringen and Nicolae and Nevins base their argument on the fact that in the [voice] languages they have examined phonetically (Finnish for Beckman and Ringen, Russian for both sets of authors), there is no devoicing of following sonorants by voiceless fricatives.

This suggestion (henceforth BRNN, after the surnames of the authors) is intriguing, but unfortunately relies on a single tenuous assumption, namely that if a language contrasts [spread glottis] in obstruents it must spread [spread glottis] from obstruents to following sonorants. The fact that two languages (Russian and Finnish) happen to conform to BRNN is hardly proof of its cross-linguistic validity. If BRNN is true, moreover, it makes an interesting prediction when taken in conjunction with the aforementioned finding that post-nasal voicing (PNV) avoids creating *[+nasal, tspread glottis] configurations (Vaux 1998): unlike in [spread glottis] languages such as New Julfa Armenian, where PNV does not target fricatives, it should freely target voiceless fricatives in languages possessing a [voice] rather than a [spread glottis] contrast in their obstruent system (i.e. systems like those of French, Japanese, or Modern Greek, which oppose unaspirated voiced ant voiceless stops). This prediction is not borne out: though we know of one so-called [voice] language where PNV applies to fricatives (Nande; Hyman 2003), in all other cases known to us fricatives differ from stops in not undergoing PNV, exactly as we find in [spread glottis] languages and counter to the prediction of BRNN. In Modern Greek, for example, sequences of nasal consonant + voiceless fricative either delete the nasal (optional but preferred across wrord boundaries, as in /ton Be'o/ 'the god ( ACC )' $\rightarrow$ [to $\mathrm{Be}^{\prime} \mathrm{O}$ ]) or assimilate the nasal to the fricative in place of articulation, with no voicing (word-internally, as in /sin-xo'ro/ 'forgive' $\rightarrow$ [simxo'ro]) (Holton et al. 2004).

The BRNN typology has a phonetic dimension as well. Instead of showing that voiceless fricatives (or some of them) are [tspread glottis] only in languages where stops are [+spread glottis], their typology could be reinterpreted as showing that vocal fold abduction overshoots fricative release into a following sonorant consonant in languages where it also overshoots stop release into a following vowel. It is worth asking why we should use gestural overshoot from one segment into a neighboring segment as a diagnostic for that gesture's specification being phonological.

Van Oostendorp (2007) proposes a further modification for Dutch, wherein stops are opposed for [voice], but fricatives are opposed for [spread glottis]. This system is designed to account for the peculiar properties of voicing assimilation in Dutch, which seem to implicate length contrasts as well. If van Oostendorp's proposal is on the right track, we should be able to investigate whether Dutch voiceless fricatives trigger devoicing of following sonorants as a way to explore the BRNN theory further.

What emerges from the research documented in this subsection is that there is strong evidence for a distinction in [spread glottis] specifications between voiced and voiceless fricatives, at least in languages where [spread glottis] is phonologically active. This being the case, we cammot include [spread glottis] values in the set of invariant specifications for the class of fricative consonants.

## 3 Conclusions

We have argued that the apparently straightforward characterization of fricatives as [tcontinuant, -sonorant, +consonantal] and perhaps some value of [spread glottis] turns out on closer inspection to be problematic, but the simpler specification [+continuant, -sonorant] appears adequate if glottal continuants are allowed cross-linguistically variable and primarily phonologically deternined membership in the fricative class. Fricatives are generally also [+consonantal], with some peripheral gray areas where the evidence is sparse ( $\$ 2.3$ ). Finally, it appears that voiceless but not voiced fricatives are generally [+spread glottis], at least in languages where the feature is contrastive, but on this point too the evidence is problematic.
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# 29 Secondary and Double Articulation 

Jeroen van de Weijer

This chapter deals with two categories of "complex segments," viz. consonants with secondary articulation, such as $/ \mathrm{k}^{\text {V }} /$ or $/ \mathrm{I}^{Y} /\left(=/ \nmid /\right.$ 'dark $\left.l^{\prime \prime}\right)$, and consonants that involve two articulations of equal status, such as $/ \mathrm{kp} /$. The nuain difference between these two types of sounds is that in the former there is a major ("consonantal") articulatory stricture on which a vowel-like minor articulat un is superimposed, while in the latter the two articulations have a stricture type of eq̧ual status (typically, stop or nasal). While consonants with secondary articulation are very common in the languages of the world, consonants with double articulation are much rarer.

I will discuss these segment types in turn belowr: secondary articulation in §1 and double articulation in §2. I will focus on the phonological representation of both types of segments, as brought out by their function in phonemic inventories and their behavior in assinilation rules and syllable structure restrictions. Note, finally, that two other types of modification, which do not involve place of articulation but laryngeal setting, viz, aspiration and glottalizat un (or laryngealization), will not be covered in the present chapter (see chapter 6: final oevolcing and final laryngeal neutralization and charter 111: laryngeal CONTRAST IN KOREAN for discussion). $\S 3$ offers a brief conclusion.

## 1 Secondary articulation

This section discusses segments with secondary articulation. After a short introduction to the phonetic phenomenon of co-articulation, which often gives rise to segments with secondary articulation historically, we will discuss and illustrate the four main types (labialization, velarization, palatalization, and pharyngealization). Then we turn to different ways in which such segments have been represented in the literature, starting from Chonsky and Halle (1968), through Clements and Hzune (1995) and recent proposals in Dependency Phonology.

### 1.1 Differentiating co-articulation and secondary articulation

A common phonetic process is "co-articulation" (see e.g. Kïhnert and Nolan 1999): the anticipatory shaping of the speech organs to accommodate sounds that will be articulated in the very near future. Co-articulation may also be perseverative, in which case it refers to the inertia of the speech organs after articulating certain sounds. For example, round vowels will typically impose their rounding on neighboring consonants, e.g. the /t/ and /n/ in a word like English cartoon, which has medial [ $\mathrm{t}^{\mathrm{w}} \mathrm{J}$, while front vowels may impose a palatal quality on such consonants, as in conteen, with ['] (Chapter 7x: palatalization; chapter 7i: Consonantvowel place feature interactions). We can refer to such processes as involving allophonic secondary articulation. Other types of secondary articulation are velarization ( $\left[t^{8}\right]$ ), which is similarly induced by back vowels, and pharyngealization ( $\left[t^{t}\right]$ ), which is associated with low vowels. If the secondary articulation on the consonant becomes independent of its triggering environntent, its status may become phonemic (see Padgett 2003 for a description of this historical process in Russian; see also charter 121: slavic falatalization). In this chapter we focus on phonemic types of secondary articulation. For instance, while the difference in velarization between clear $l$ and dark $I$ is allophonic in English (which is, of course, determined not by vowvel quality but (mostly) by syllabic position in this language, with clear loccurring in the onset and dark I in the coda), in IvIarshallese, a Malayo-Polynesian language of the Marshall Islands, these two sounds are phonemic (Ladefoged and Maddieson 1996: 363); see also charter 31: lateral consonanis.
(1) Marshallese phonemic velarization contrast in Interals
tal 'knock'
lał 'earth'
Note that in this language this particular type of secondary articulation occurs on a range of segments, viz. all the bilabials and all the coronals in the language (rather than just on the lateral illustrated in (1)), something which is quite common in languages (see H'inskens and van de Weijer 2003 for more examples and discussion). Other languages that have segments with phonemic secondary articulation are Russian (e.g. Kenstowic 7. 1994: 41; Padgett 2003) and Irish (Ní Chiosáin 1991, 1994, among others). In both languages, palatalized consonants contrast with velarized ones. Examples from Russian are given in (2):
(2) mat ${ }^{j}$ 'to rumble'
m'at' 'mother'
$m^{\prime \prime} \mathrm{at}^{y}$ 'checkmate'
$m^{j} \mathrm{at}^{\prime \prime}$ 'rumpled'
Many dialects of Arabic have a contrast between plain and pharyngealized consonants, traditionally also referred to as "emphatic" consonants (see e.g. Watson 2002; charter 25: pharyngeals). In Arabic these consonants vary between velarized and fully pharyngealized. Exantples (taken from Sykes 2008) are given in (3):
(3) Arabic minimal pairs

| pharyngealized | plain |  |
| :--- | :--- | :--- |
| s'afisr 'whistle' | safir | 'ambassador' |
| d'am 'gloss' | dam | 'blood' |
| t'i:n 'mud' | ti:n | 'fig' |

The final common type of secondary articulation is labialization or rounding. This is especially common in dorsal (i.e. velar or uvular) consonants, although labial or coronal consonants may alse be phonemically labialized. A language illustrating phonemic labialization is Kwakw'ala, a Wakashan language spoken on Vancouver Island (Crubb 1977; Ladefoged and Maddieson 1996): ${ }^{1}$

| velar | labinlized velar | uoular | Inbiatized uvular |
| :---: | :---: | :---: | :---: |
| kasa | ${ }^{\text {k }}$ "esa | qesa | q"esa |
| 'beat soî́t' | 'splashing' | 'coiling' | 'peeling' |
| gisgas | $g^{\text {"*esu }}$ | Gagas | $\mathrm{G}^{\text {v"alas }}$ |
| 'incest' | 'pig' | 'grand parent' | ${ }^{\prime} \mathrm{li} \_$ard' |
| xesa | $\mathrm{x}^{\prime \prime}$ asa | xasa | X"at'a |
| 'lost' | a dance | 'rotten' | 'sparrow' |
| k'ata | k"'esa | q'asa | $q^{\text {x'asa }}$ |
| 'writing' | ${ }^{\prime}$ light (weight) | 'sea otter' | 'crying' |

The most common types of secondary articulation are thus labialization, velarization, palatalization, and pharyngealization. Since labialization does not involve the tongue body, it can be conıbined with other types of secondary articulation. Marshallese, for instance, is described e.s having, besides a range of velarized consonants, labio-velarized segments such as $/ n^{\text {sw }} / .^{2}$ Labio-palatalization can appear as an allophonic variant of labialization in front vowel contexts (Ladefoged and Maddieson 1996: 356), and labio-dentalization has been described for Kon and Kuteb by Ladefoged (1968). Finally, Ladefoged and Naddieson mention sulcalization z.s e. possible type of secondary articulation, involving deep grooving of the back of tlue tongue (Catford 1977). This occurs in English [s], but is not known to be a contrastive type of secondary articulation in any language.

Finally in this section, a note on terminology. The term "palatalization" can be used in at least two ways: (i) as a historical process in which coronal or velar consonants shift to palatal or palato-alveolar place of articulation under the influence of non-low front vowels, and (ii) as a synchronic or diachronic process in which consonants acquire a secondary palatal articulation (and sometimes also affrication). The latter type of change leads, or may lead, to a synchronic state in which some consonants have this type of secondary articulation. This is what is investigated here; see chapter 71: palatalization for a description of the fitst type of palatalization (i.e. as a process), and citapter 12: slavic palatalization for an analysis of different palatalization rules in the Slavic languages.

[^533]
### 1.2 Phonological representation

This section deals with the question of how segments with secondary articulation should be represented in terms of features. First, we will investigate their representation in Chomsky and Halle (1968; SPE), fron which we will move on to feature-geometrical approaches, and finally end with a discussion of secondary articulation in frameworks embracing the dependency relation.

### 1.2.1 Preliminaries and SPE

Pre-theoretically, segments with secondary articulation (usually consonants) would appear to involve some combination of a consonantal and a vocalic articulation. Recall that they are often formed as a result of phonetic co-articulation, involving some kind of "compression" of two segments into one: a front vowel nay leave a "trace" on a neighboring consonant and, after the vowel disappears, secondary articulation remains. This suggests that they belong to a class of "complex segments," to which affricates (Ciafter 16: affricates), prenasalized stops (chapter 23: partially nasal secments) and perhaps other segments, such as clicks (charter 18: the retresentation of clicks), also belong. ${ }^{3}$ Such segments are usually analyzed as involving branching somewhere in their segnental representation:


Although not all authors agree even on the existence of complex segments in phonological representations (cf. e.g. Kehrein 2002 for discussion), in the present section we will approach secondary articulation from a traditional segmental perspective, and discuss its representation in a number of theories.
I.et us start with the representation of second ary articulation in S.PF. Just like "syllable," the term "secondary articulation" does not appear in the subject index, although the topic is discussed in some detail (SPE: 305ff.). In SPE, the features [high], [low], and [back] play a dual role; for tongue body consonants (often referred to as dorsals) these features are used to distinguish between palatals, velars, uvulars, and pharyngeals, in the following manner (SPE: 305):
(6) Dorsals in SPE

|  | palatals | velars | uvulars | pharyngeals |
| :--- | :---: | :---: | :---: | :---: |
| high | + | + | - | - |
| low | - | - | - | + |
| back | - | + | + | + |

All of the dorsal consonants are [-anterior]. Chomsky and Halle go on to investigate the role of the features [high], [low ], and [back] for other classes of sounds (i.e. non-dorsals) and propose that they:

[^534]articulations consist in the superimposition of vourel-like articulations on the basic consonantal articulation. In palatalization the superimposed subsidiary articulation is [i]-like; in velarization, [i]-like; and in pharyngealization, [a]-like. The most straightforward procedure is, therefore, to express these superimposed vowel-like articulations with the help of the features "high," "low," and "back," which are used to characterize the same articulations when they appear in the vowels. (SPE: 305-306)

A nunıber of examples are given in (7) (from SPE: 307):

## (7) Secondary articulation in SPE

|  | anter ${ }^{\star}$ nT | coronal | high | low | back |
| :--- | :---: | :---: | :---: | :---: | :---: |
| palatalized labials | + | - | + | - | - |
| palatalized dentals | + | + | + | - | - |
| velarized labials | + | - | + | - | + |
| velarized dentals | + | + | + | - | + |
| velarized palato-alveolars | - | + | + | - | + |
| uvularized labials | + | - | - | - | + |
| pharyngealized dentals | + | + | - | + | + |

Thus segments with secondary articulation are not analyzed as involving segmental branching in SPE: rather, the presence of certain vowel features with specific values will result in such segments. The rigidity of SPE's feature matrix was criticized in Campbell (1974), who proposed a "complex symbol" representation for segments with secondary articulation (and for affricates). This and similar critiques led to the development of autosegmental phonology (Leben 1973; Goldsmith 1976; see also charter 14: autosecments; chafter 45: the retresentation of tone), in which features could have scope over more than one segment, and in which opposite feature values could occur in the same segment (first illustrated for tonal features, and later extended to other features).

The representation of primary places of articulation and of secondary articulation in SPE raises obvious questions (chapter 22: consonantal place or articulation). Velars are represented as [+back], i.e. non-anterior, non-coronal, consonants (SPE: 307). ${ }^{1}$ Palatalized consonants are represented as [-back] consonants. At first sight, this would entail that palatalized velars are represented as [+back, -back], a combination of opposite values that is ruled out for other features as a simple articulatory impossibility. The same problem is pointed out by Campbell (1974), who argues that the problem is compounded by the impossibility, in SPE, of ruling out, for instance, a contrast between palatalized palatals and non-palatalised palatajs without giving up the articulatory underpinning of the phonetic feature framework (cf. also McCarthy 1991: 82 in the context of the representation of guttural consonants). Campbell (1974) argues that such contrasts are found, e.g. in Livonian (which contrasts / / / and / /j/) and Mordvin, which contrasts /c/ and /ci/.

[^535](8) Consonantal fenture tree (Clements and Hume 1995: 292)

(9) Vocoid fenture tree (Clements and Hume 1995: 292)


The representation of consonants with secondary articulation is an important point for Clements and Hume. In (10), I give the representation of a plain velar and a palatalized velar, on the basis of Clements and Hune (1995: 288):
(10) Secondary articulation
plainvelar palatalized velar

As (10) shows, consonants with secondary articulation are represented as branching structures (cf. (5) above): one part is labeled as relatively consonantlike and the other part as relatively vowel-like: the highest place node receives the interpretation of the major class features (C-Place in (10)). This gives us a welcome perspective on possible types of secondary articulation, because the set of features below the V-Place node is predicted to cor respond to possible types of secondary articulation. This prediction is borne out: the presence of the features [labial], [coronal], and [dorsal] in such structures corresponds straightforwardly to labialization, palatalization, and velarization, respectively. Clements and Hume (1995: 287) note that the fourth common type of secondary articulation, that of pharyngealization (cf. (3) above), can be expressed by a feature [pharyngeal], which is not included in the tree model in (9): they discuss its arboreal affiliation (1995: 273ff.), and remain uncommitted as to its final locus (cf. also Hayward and Hayward 1989 and McCarthy 1991 on the feature [guttural] and the representation of this class of segments). Other, less common, types of secondary articulation may be captured by combinations of features under a V-Place node (such as concomitant labialization and velarization) or by the supplementary use of features below the aperture node (which regulates vowel height by way of [open] features (which represent degree of openness in their nodel) in the absence of features like [high] and [low]), such as uvularization.
This model expresses in a straightforward way the phenomenon that coarticulation of a consonant and vowel in time may lead to phonemic secondary articulation: in such a case the vocalic place features will have become pernanently part of the consonant in question. It also accounts directly for the role of consonants with secondary articulation in vowel harmony processes: for instance, consonants which are palatalized will introduce a [-back] feature on the harmony process, while velarized consonants will favor back vowels (see e.g. Cleınents and Sezer 1982 for a discussion of Turkish, and van der Hulst and van de Weijer 1995 for general discussion of this point). This is expressed by the fact
that the vocalic features on a consonant with secondary palatalization will be on the same autosegmental tier as the vocalic features of vowels, and therefore predicted to interact directly.

Some further remarks can be made with respect to the representation of consonants with secondary articulation, which we will briefly discuss in turn. First, note that (8) and (9) present two distinct feature trees, with partly disjunctive feature sets, rather than one segmental tree for all segınents. This has a number of formal consequences that we will not go into here (but cf. Casali 1995; charter 75: CONSONANT-vOWEL PLACE FEATURE INTERACTIONS). Although the proposal nicely captures the interaction between consonants with secondary articulation with vowels in vowel harmony, it does not technically predict interaction between e.g. primary labials and round vowels. Moreover, some stipulation may be needed as to the level(s) at which branching may or may not take place.

Secondly, as has been pointed out before in the literature (e.g. van der Hulst and van de Weijer 1995), the C-Place node in vowels seems to have only a diacritic function, in that it prevents consonant-to-consonant place spreading, while permitting vowel-to-vowel assimilation (as in vowel harınony, which spreads from truly adjacent vocalic node to vocalic node). The C-Place node in vowels is therefore the price that is paid for capturing the vowel harmony effect described above.

Finally, consiter the fact that the two parts of a consonant with secondary articulation, i.e. the consonantal part and the vocalic part, seem to have an unequal status: the segment as a whole acts as a consonant in terms of its function in syllable structure and must be specified as such by way of najor class features or otherwise. An alternentive way of specifying the "inequality" of the two parts is explored below.

To conclude this subsection, feature-geometrical approaches are much better equipped than earlier theories to capture complexity in segmental representation in general, and of consonants with secondary articulation in particular.

### 1.2.3 Dependency Phonology

Central to frameworks such as Dependency and Government Phonology (see references below) is the insight that most or perhaps all linguistic structure is headed: syntactic phrases consist of specifiers, complements and heads, morphological constructions are (often) right-headed (cf. Williarns 1981), a nucleus is obligatory in the syllable and there is a strong-weak relation between syllables in a foot. Headship is manifested in different ways (e.g. obligatoriness, phonetic prominence). It is only natural to extend this approach to intrasegmental structure, especially in the context of segments that appear to consist of two parts (relatively unequal in terms of degree of stricture in the case of segments with secondary articulation, relatively equal in the case of segments with double articulation; see §2).

In dependency- and government-inspired approaches (see Anderson and Ewen 1987; Harris 1990; Smith 2000; and many others), secondary articulation consists of the adjunction of a dependent Place feature onto an otherwise well-forned consonantal tree structure. This brings out the "secondary" nature of the secondary articulation rather well: the head of the structure is the consonant, so that this articulation will be primary in the traditional sense. An example fron Sunith (2000: 258) is given in (11):
(11)

Secondary articulation (Smith 2000)
labial azed coronal
$/ t^{2 *} /$


In this display, the C components, dominating the place element I (= coronal), form the head of the segment and the V components, doıninating U (= labial), form the dependent, in this case a vowel-like superimposition of rounding. The part on the left is a prototypical consonant, i.e. a voriceless stop (a somorant, a fricative, or a voiced segment would have one or more Vs in its structure), and the part on the right is a prototypical vowel (a glide would again be an intermediate category, with one or more Cs in its structure). Such representations of major class have also been explored in the context of lenition processes, for instance (see e.g. Anderson and Ewen 1987; also Cilapter ng: lenition).

The main difference between feature-geometrical models and dependency representations like that in (11) lies in the use of the dependency relation itself. Besides being independently motivated - as pointed out above, headship plays an important role in many realms of linguistics - there are four clear advantages of putting this relation to use, which the feature-based approach lacks: first, it is immediately clear which articulation is primary and which is secondary: since the C branch is the head, the segment as a whole is a consonant - no stipulations of interpretation are necessary. A second advantage of making use of the dependency relation is that constraints are expected to hold on the dependent, where fewer contrasts are expected to holld than in heads (Dresher and van der Hulst 1998) (cf. the lack of frequency of vowel contrasts in weak position of a foot compared to that in stressed positions (charter 40: THE foot), or the fewer tonal contrasts in the same context; Yip 1999). A possible natural condition on dependent branches, for instance, is that they cannot be segmentally complex: this would express the fact that phonetically sinnple types of secondary articulation such as labialization, palatalization, and velarization are common and that combined secondary articulation types such as labis)-velarization are very rare (cf. above), or might be phonologically deriver. Finally, the head-dependent relation is binary. This means that a primary articulation can only be combined with one secondary articulation in a segment, while in the feature-geometrical model there is a priori no reason why a single C-Place node could not be combined with two or more V-Place nodes, each potentially dominating multiple features.

On the other hand, it is unclear if, or to what extent, representations like (11) can be interpreted autosegmentally, i.e. whether the different levels on which Cs
and $V$ s appear are different, independent autosegmental tiers. If they are not, this framework loses some predictive power compared to feature-geometry approaches, for instance in the analysis of the behavior of consonants with secondary articulation in vowel harmony (cf. Ewen 1995). It remains a goal to combine both approaches into a single overarching theory.

### 1.3 Conclusion

In this section we have discussed the representation of segments with secondary articulation. After a discussion of such segments in traditional feature theory, we have seen that feature geometry models or dependency models, or a combination of these, have shed further light on the phonological behavior of such segments, with respect to both their occurrence across languages, and their behavior diachronically and synchronically. With these insights, let us turn to segments that combine two articulations of equal stricture, double articulations.

## 2 Doubly articulated segments

While in segments with secondary articulation the vowel-like superimposed articulation is really "secondary," that is, of lesser structure than the primary articulation, there is another class of consonants which involve articulation types of equal structure. This is the topic of the present section. We will discuss their occurrence in the languages of the world and their representation in modern feature theories.

### 2.1 Labial-velars and other double articulations

Double articulations which involve articulation types of equal stricture could, in principle, involve two stops, two fricatives, two nasals, or two other types of articulations. In practice, however, producing two fricatives at different places of articulation is very difficult (chapter 2e: the representation of fricatives), and this option is not systematically employed by any knovrn language. ${ }^{6}$ Only a stop articulation (whether oral or nasal) seems to be robust enough to allow for execution at two different places at the same time. As regards place of articulation, labial-velar stops are relatively common, and most of this section will be concerned with these segments. Other double articulations are labial-coronals, which have only been demonstrated beyond doubt for Yeletnye (Papua New Guinea). Examples from Ladefoged and Maddieson (1996: 344) are given in (12):
(12) Labial-coronals and labial-velars in Yeletnye

| labial-alveolar |  | labial-postralveolar |  | labial-zelar |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| tpana | 'lung' | tepana | 'horn' | kpene | 'coconut bag' |
| nîndboo | 'pulp' |  | 'marıy' | rmgbo | 'fog' |
| rimo | 'bird' | Iimo | 'we' | \%込 | 'breast' |

[^536]The fact that labial-coronals and labial-velars (see below) have been reported raises the question of whether coronal-velars might als.) exist. Ladefoged and Nladdieson (1996: 345) are not aware of any language with segnents that would fit this description, so that in effect all double articulations involve the labial articulator.?

The most ty pical examples of doubly articulated stops are the labial-velar stops $/ \mathrm{kp} /$ and $/ \mathrm{gb} /$, which are especially common in west African and northern central African languages (Iadefoged and Maddieson 1996: 333), and are also relatively common at the eastern end of New Guinea. Note that labial-velars may contrast with clusters of labial followed by velar, as in the following examples from Eggon, a Benue-Congo langrage spoken in Nigeria (Ladefoged and Maddieson 1996: 334):

Labials, velars, labial-velars, and clusters in Eggon

| single segments |  | clusters |  |
| :---: | :---: | :---: | :---: |
| pom | 'pound (vb)' | kba | 'dig' |
| u | 'dog' | gbga | 'grind' |
| ku | 'roon' | akpki | 'stomach' |
| gom | 'break' | bga | 'beat, kill' |
| kpu | 'die' | kpu | 'kneel' |
| gbu | 'arrive' | gbat | 'divide' |

There are clear phonetic differences between the clusters and the individual stops, and individual consonants in the clusters may be affected by a lenition process (Maddieson 1981; Ladefoged and Maddieson 1996: 334).

Nasals preceding labial-velar stops are also typically labial.-velar, i.e. they usually assimilate to both places of articulation. Note that in a number of cases the nasal only appears to assimilate to the dorsal place of articulation in the labialvelar (never, apparently, to the labial articulation alone, according to Cahill 1995). This is the situation reported for Kpelle (Kreidler 2001) and Gã (Padgett 2004: 387 and references cited there): in the latter language, assimilation of nasals to labial-velars within a morplueme is total (resulting in labial-velar nasals), while across morpheme boundaries only the velar place of articulation assimilates. Padgett takes this as evidence against class nodes (cf. also Padgett 2002). Although the proposal to abolish class nodes would in itself form a welcome restriction on the representational limits of the theory, it could also be construed as evidence in favor of class nodes: in the former process the whole class node spreads, and in the latter only the feature (as argued by Halle 1995). We will not pursue this here.

An interesting case of a potentially labial-velar segment that is much more common is that of the labial-velar median approxintant [w], which occurs in English and in many other languages, while a labial-palatal glide [ 4$]$ is reported in languages such as French and Mandarin Chinese (Chiapter 15: Glides). Note that there are very few languages that contrast a non-velarized labial approximant [ $\boldsymbol{\beta}$ ] with

[^537][ $w$ ], or a non-labialized velar glide [ıq] with [w] (see Maddieson 1984 for a handful of such cases). In most cases, [w] can be analyzed as underlyingly just labial with velarization added as a phonetic enhancernent effect. That labial is primary in English [ w ] is borne out, for instance, by the fact that coronal nasals can become labial before [w] (e.g. [m] in sandruich; see Wells 2008) and phonotactic restrictions against initial *[bw], *[pw], *[fw] (cf. Kenstowicz 1994: 541 for similar reasoring).

### 2.2 The representation of segments with double articulation

In this section we will briefly discuss a number of approaches to the representation of segments with double articulation, again starting with SPE and ending with dependency theories.

The representation of doubly articulated consonants is regarded as equivalent to secondary articulation in SPE, leaving the degree of rounding to phonetic implementation or perhaps contextual determining (SPE: 310). The implication is that there is no representational difference between consonants with a moderate degree of lip rounding, such as $\left[k^{\prime \prime \prime}\right]$ and $\left[g^{\prime \prime \prime}\right]$, and consonants with complete closure at the lips, such as $[\hat{\mathrm{kp}}]$ and $[\hat{\mathrm{gb}}]$. This implication is clearly incorrect, however, since there are a number of languages that contrast labialized velars with labial-velars: such as Efik (Cook 1985) and Kpelle (Welneers 1962; Hyman 1973; Maddieson 1984). The inadequacy of the SPE proposal was also pointed out by Campbell (1974).

Thus the later feature-geometrical models and dependency-inspired proposals also improve on SPE in this respect, proposing that, instead of a vowel-like superinnposition, two consonants of equal stricture are imposed on each other in cases like these. In Cleınents and Hume's nodel, this would entail representations like the following (cf. Clements and Hume 1995: 253):

## (14) Labial-velars



The labial-palatals of Yeletnye would be represented with [coronal] and [dorsal] articulator nodes. ${ }^{\text {b }}$

Much as with secondary articulat inn, the question can be raised whether the two parts of the articulation have equal status in a doubly articulated segment. Is the representation in (14) primarily a labial or primarily a dorsal, or are both articulations truly on an equal footing? Recall that a nasal before a labial-velar sometimes assimilates to both parts, but sometimes only to the dorsal part,
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# 30 The Representation of Rhotics 

Richard Wiese

## 1 Introductory definition and overview

Rho is the name of the Greek letter < > corresponding to the Latin letter <r>. Rhotics, a loanword from Latin rhotica, are thus r-like sounds. The use of the classificatory term rhotic from the beginning of Latin grammar to present-day linguistics implies the existence of a class of such sounds. However, the fact that this class is named by referring to a particular letter of the alphabet is telling, as will be discussed below. Languages or dialects displaying some variant of the phoneme /r/ in contexts where other closely related languages or dialects do not show this sound (such as syllable-final position in Irish English in comparison to Standard British English) are also sometimes called rhotic languages or dialects, as opposed to non-rhotic ones.

This chapter will discuss rhotic sounds, their justification as a natural class in phonology, and related phenomena, first by introducing the class of rhotic sounds, largely by discussing their distribution in the languages of the world, and by discussing the justification for the term "rhotic", outlining cases in which rhotics clearly seemı to work as a class in phonological patterning ( $\$ 2$ ), in spite of the high degree of variability. The chapter will then proceed to discuss possible definitions of the class of rhotics in articulatory or acoustic terms ( $\S 3$ ). Such definitions will turn out to be rather unsatisfactory, and possible alternatives will be introduced in $\$ 4$. Finally, the use of the related terms "rhotacism" and "liquid" will be exemplified briefly in $\$ 5$. One important general context of the discussion of rhotics is the nature of the relationship between phonetics and phonology. This issue will be taken up in the final discussion.

## 2 The class of rhotics

There is an extensional definition of the class of rhotic sounds which simply enumerates them by identifying those sounds which are denoted in the (PA system of sound identification by some letter shape related to <r> or its capital counterpart $\langle\mathrm{R}\rangle$. This is actually the most common method of defining rhotics extensionally; see Ladefoged and Maddieson (1996: 216). In the most recent
version of the IPA chart of phonetic symbols, ${ }^{1}$ the symbols listed in (1) fulfill this criterion, and could conveniently be called "rhotics." The IPA tables, in addition, recognize a secondary quality of rhoticity for vowels, and give [ə], and the small hook, as for [a ex], as examples.
(1) Rhotics according to the use of r-like symbols in the classification of the IPA

|  | Alveolar | Retroflex | Uvular |
| :--- | :---: | :---: | :---: |
| Trill | r |  | R |
| Tap or flap | f | r |  |
| Fricative |  |  | ह |
| Approximant <br> Lateral flap | \& | £ |  |
|  | I |  |  |

Fmpty cells in (1) are those for which the notational system of the IPA provides no straightforward, i.e. simple, symbol. However, most if not all sounds missing in the classification (of place and manner) present in this table actually exist, even if they are rare. For example, the uvular approximant rhotic, which is not recognized by the IPA system of notation as given in (1), is part of the inventory of Standard German and Danish. A possible notation for this sound is [k], combining the symbol for the voiced fricative with the diacritic for lowering; another notation in common use is the hadek ("). Another rhotic mentioned occasionally is the retroflex trill [ $\underline{\underline{r}] ~(H a l l ~ 1997: ~ 105-106 ; ~ W h i t l e y ~ 2003: ~ 82), ~ a s ~ i n ~ t h e ~ D r a v i d i a n ~}$ language Toda. Whitley in fact presents examples of rhotics for all of the einpty cells in (1), except for the lateral flap row. Furthermore, he argues that alveolar, retroflex, and uvular voiced fricatives are rhotics when they are non-sibilant. The feature sibilant then allows for a distinction between sibilant fricatives [ $\left.\begin{array}{lll}2 & 3 & z\end{array}\right]$ and
 be fronted, i.e. dental, symbolized [ r d].

There is surprisingly little disagreement on calling the sounds symbolized in (1), as well as the additional types mentioned here, rhotics. According to this list of rhotic sounds and its concomitant classification, rhotics may be characterized by an alveolar, retroflex, or uvular place of articulation, and by one of five manners of articulation (trill, tap/flap, fricative, approxinant, lateral flap). However, this classification in ternis of articulatory categories does not lead to any uniform definition of the class of rhotics.

As a result, there is no principled way of excluding other potential sounds. For example, while the alveolar and uvular trills ( $[\mathrm{r} R]$ ) are always included in this class, it is unclear why the bilabial trill $[\mathbf{B}]$ is not. The same problem holds for the taps/flaps: if alveolar [ $r$ ] and retroflex [ $[$ ] are rhotics, why is the labio-dental flap not a rhotic? These sounds just mentioned are rare (just like some of the rhotics referred to above), but this cannot count as evidence. There is generally no obvinus reason why the category of rhotics should be restricted to the coronal (alveolar/ postalveolar) and dorsal (velar/uvular) places of articulation, to the exclusion of others. We also note that all sounds given in (1) are meant to be voiced, but

[^539]voicelessness may occur for rhotics and can of course always be symbolized by adding the diacritic [c]. The one feature which all the sounds in (1) have in connnon is that they are consonants, but, as noted, rhotic/rhotacized vowels exist as well.
(1) therefore immediately gives rise to a number of questions, such as these: Is there anything special about these sounds, and is there any possible feature or feature combination shared by these sounds? Is this list of candidate rhotics complete? Why should only the particular combinations of place and manner in (1) be called rhotics? Is the use of sound symbols represented by a version of the letter <r> arbitrary or not? Do rhotics, under whatever definition, behave as a class of their own with respect to phonological patterning?
The reader must be warned that there are at best provisional answers to all of the questions raised here. We will attempt to offer such answers by examining the distribution of rhotics in the languages of the world ( $\$ 2.1$ ), discussing the unified phonological behavior of rhotics as a class (\$2.2), and looking at rhotics with respect to their dialectal variation ( $\$ 2.3$ ). Featural descriptions that attempt to express the unity of rhotics are discussed in $\S 3$.

### 2.1 Rhotics in the languages of the world

A first approach to rhotics would be to investigate their frequency and distribution in the languages of the world. The work by Maddieson (1984) provides the basic information on the distribution of $r$-sounds in the languages of the world. ${ }^{3}$ This database, containing 316 languages, reveals the figures shown in Table 30.1 on the distribution of rhotics.

According to this count, the majority of languages have rhotic phonemes. Languages for which no rhotic phoneme has been reported of ten show some rhotic either as an allophone of some other phoneme or in a peripheral area. Matumbi, for example, has no rhotic phoneme in the "core" vocabulary but allows /r/ in loanwords, according to Odden (2006: 199). In the typical case, a language has exactly one r-phoneme, and it is very rare for a language to have more than two rhutic phonemes. Well-known languages with two r-phonemes are Spanish (Harris 1969; Lipski 1990) and Catalan (Padgett 2003; Wheeler 2005; 24-34). In both languages, one r-sound is usually a flap, and the other a trill. In these languages, the two rhotics are in contrast in the position between vowels only, as illustrated in (2), while in all other positions the two r-phonemes are in complementary distribution. ${ }^{+}$

Table 30.1 Distribution of rhotic phonemes (Maddieson 1984: 83)

|  | Number of risotic phonemes |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 |  | 1 |  | 2 |  | 3 |  | 4 |
| Languages in sample | 74 | 23.3\% | 183 | 57.7\% | 51 | 16.1\% | 8 | 2.5\% | 1 | 0.3\% |

[^540](2) Tiwo rhotic phonemes in partial contrast
a. Spanish (Harris 1969: 46)

| pero | ['pero] | 'but' | perro | ['pero] | 'dog' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| torero | [to'rerob] | 'torers)' | torrero | [to'reso] | 'light house keeper' |

b. Catalan (Padgett 2003: 2)
['miss] '(s/he) looks at' ['mir:s] 'myrrh'
['para] 'father' ['par:a] 'grapevine'
One of the languages reported to contain three rhotic phonemes is the Australian language Warl piri. According to !agst (1975) and Nash (1980: 66ff.), Warlpir'i has two rhotic flaps, alveolar /f/ and retrofex /r/, and an approximant / $/$ /. Tagst (1975: 27) calls the two (alvenlar and retrof ex) flaps "vibrants," but in fact seems to interpret them as flaps/taps. He also analyzes further allophones, namely a trilled [r] for the flap $/ \mathrm{c} /$, and a glide [ $\underset{\sim}{\lambda}]$ for the approximant $/ \lambda /$. A similar situation, with three rhotic phonemes, can be diagnosed for other Australian languages, e.g. Maung, Arabana-Wanganura, and Kariera-Ngarluma, and a few other languages, such as Sedang (Austro-Asiatic).

Languages with more than three rhotic phonemes are exceedingly rare, if they exist at all. The one example in Maddieson's database is Irish Gaelic, for which a re-analysis in terms of two rhotic phonentes seems plausible (see Banmesberger 1982 and Ní Chinsain 1994 for different proposals for such a re-analysis). In summary, there dnes not seem to exist clear evidence for a language with more than three rhotic phonemes (a point also made by Hall 1997: 109), and most of the languages with three such phonemes are located in Australia.

As a final point on the distribution of rhotic solunds, note that the alveolar trill $[r]$ is the most common rhotic, taking up 47.5 percent of all rhotic phonemes, according to the database of Maddieson (1984: 79). In the more comprehensive UCLA Phonological Segment Inventory Database, ${ }^{5}$ containing phonemic data from 451 languages, around 40 percent of all languages have a dental and/or alveolar voiced trill, and 20 percent of the languages display a voiced alveolar flap. Only four languages show a uvular trill, namely Batak, French, Cerman, and Moghol.

The predoninance of dental-alveolar trills retnains something of a puzzle, given the effort and precise fine-tuning needed for the articulation of the alveolar trill. As noted by a number of phoneticians (e.g. Barry 1997; Schiller 1999; Catford 2001), trilled rhotic [r] requires a highly developed skill of articulatory control and execution. These authors tend to see other rhotics as underachieved or somewhat defective alveolar trills. The statistical dominance, and in fact prototypical status, of the alveolar trill among the rhotics is in striking contrast to the considerable difficulties it seems to raise for articulation.

Further facts on the distribution of rhotics within the overall set are conveniently summarized by Maddiesion (1984: 82), on the basis of his database of 316 languages:

[^541](3) Qunntitative generalizations for rhotics (Maddieson 1984: 82)
a. An r-sound is likely to be voiced. 308/316 97.5\%
b. An r-sound is likely to be dental or alveolar. $273 / 316 \quad 86.4 \%$
c. An r-sound is likely to be interrupted. $\quad 244 / 282^{6} \quad 86.5 \%$
d. A retroflex $r$-solund is likely to be a continuant. $20 / 38 \quad 52.6 \%$
e. An approximant $r$-sound is likely to be retroflex. $15 / 28 \quad 53.6 \%$
f. A fricative r-sound is likely to be retroflex. $5 / 10$ 50.0\%

Overall, these resu lts give a good impression of the prototypical rhotic. However, the frequency of all other rhotics is sufficiently large to warrant their inclusion in the class of rhotics. None of the rhotics mentioned so far is unlikely to exist. The quest in of whether the class of rhotics can be restricted to the l'mgual sounds (front dental to uvular) tabulated in (1) across the different manners must remain open. Sociolinguistic studies of British English (Foulkes and Docherty 2000) have pointed to a widespread use of a labio-dental type of rhotic among younger speakers of English (especially in the South and East of England) characterized by the use of forms such as red [ [ıع:d]. Given that there is no definition for rhotics beyond the enumeration of its members, it cannot be ruled out that this constitutes a sound change leading from a rhotic to a non-rhotic segment.

### 2.2 The unity of rhotics

We saw above in (2) that in Spanish and Catalan there are two rhotic phonemes. The fact that the contrast between these two r-phonemes is suspended in all contexts other than intervocalic provides further evidence for the class: the neutralized phoneme is one or the other of these rhotics (see also CHAPTER 11: THE rhoneme; chapter 2: contrast). This is just one example of a general tendency: the common r-phoneme in a language is subject to allophonic variation, and the allophones are often from the class called rhotics.

Most of the evidence for rhotics constituting a distinct class in phonology comes from the areas of language variation and change. The status of rhotics as a phonological class is discussed by Lindau (1985), Hall (1997: chapter 4), and Walsh Dickey (1997: 90-101), who present the following types of evidence for the role of rhotics as a systematic class in phonological patterning:
(4) a. the influence of rhotics on neighboring vowels
b. the phonotactic unity of rhotics
c. their place in syllabic structure
d. the allophonic variation of rhotics
e. the phonemic alternations of rhotics.
(a) Rhotics, of all the types discussed above, tend to interact more closely with neighboring vowels than do other vowel-adjacent consonants (see charter 75: consonant-vowel place feature interactions). English provides one relevant

[^542]example: before (actual or histor*ical) /r/, only a limited set of vowrel phonemes ınay appear. In Standard British English, for example, only lax vowels /ı $\varepsilon$ a us/ appear in pre-r position (e.g. here, care, car, sure, more), while all other vowels are neutralized to /3/ (which may reflect a merger with historical /r/), as in bird, word, heard. The general tendency of rhotics rout to undergo palatalization, as discussed by Walsh Dickey (1997) and Hall (2000), provides another example of (negative) rhotic-vowel interaction.
(b) As discussed by Walsh Dickey (1997: 91-92), rhotics in Australian languages are often prohibited from occurring in word-initial position (see CHAPTER 86: morpiteme structure constraints). One such language is Mullukmulluk, in which the two rhotic phonemes /r/ and /r/ can appear in any position except wordinitially (Birk 1975: 61). Given that Australian languages typically allow for two or three rhotic phonemes, this constraint focuses on rhotics as a class, and not on a single phoneme which happens to be a rhotic. There are other nore detailed constraints on the placement of rhotics: for Warlpiri, Nash (1980: 76) notes that in a CVC sequence (with heterosyllabic Cs ), the two consonants cannot be identical rhotic phonemes (i.e. two tokens from one of the phonemes /r $\mathrm{r} \mathrm{f} /$ ). This constraint seens to have exceptions, but it still captures a pattern significant in its exclusive reference to the class of rhotics.
(c) For languages that allow clusters of mere than one consonant to appear in onset and/or coda position, rhotics are typically assigned to the position immediately adjacent to the vowel of the respective syllable. That is, a template of the type CrVrC describes the phonotactic placement of rhotics rather well, with C standing for one or more consonants other than /r/. (8) below exemplifies such a patterning from German, but many languages with complex syllable constituents behave analogously (CHAPTER 44: sONORITY).
(d) In many languages, there is a great deal of allophonic variation for the usual single r-phoneme, with the allophones standing either in free variation or in complementary distribution. But the large number of these allophones are all drawn from the inventory of rhotic sounds. The Persian language (Farsi) provides an instructive example: the phoneme /r/ has trilled [r] as its main allophone according to Majidi (1986: 63-64, 2000: 41-43), but has three to four additional rhotic allophones in complementary distribution, as shown in (5). The phoneme /r/ in Persian does not have non-rhotic allophones.
(5) Distribution of rhotics in Persian (Majidi 1986: 63-64)
a. flap [r] intervocalically
/tare/ ta'[r]e 'chive'
b. voiced fricntive [ř] in iword-initial position
/ruz/ '[f̆]uz 'day'
c. partially or completely deaviced trills [r] adjacent to voiceless consonants and word-finally ${ }^{7}$
/babr/ 'bab[r] 'tiger'
/xorkan/ xo[r]'kan 'collector of blackthorn'
d. voiced trill [r] elsewhere
/arzon/ a[r]'zon 'cheap'

[^543]These counts demonstrate that, from one generation of dialect speakers to the next, up to 60 percent of rhotics are changed in their phonetic realization. What remains is a single rhotic phoneme in the respective word.
(6) Intergenerational changes
a. Berg'mountain' change in type of $/ \mathrm{r} / \quad 194 / 327 \simeq 60 \%$ no change $\quad 133 / 327 \simeq 40 \%$
b. Rose 'rose'
change in type of $/ \mathrm{r} / \quad 93 / 296 \approx 31 \%$
no change $\quad 203 / 296 \approx 69 \%$
c. frathen 'go, drive'
change in type of $/ \mathrm{r} / \quad 106 / 313 \approx 34 \%$
no change $\quad 207 / 313 \simeq 66 \%$
Word-initial or syllable-initial rhotics change in about a third of the tokens, while rhotics in the coda, as in the lemma Berg, showed a large number of $r$-realizations for both generations of speakers. Furthermore, the most r-realizations changed across the generations. There is no reason to think that this phenomenon is restricted to this particular dialect. An even more striking case of such a change in rhotic realization is reported by Enderlin (1911: 168). In his study of the Alemannic (Swiss German) dialect of Kesswil, he notes that at the local school all 1st grade students had uvular [ R ], while all 9 th grade students had alveolar [r]. He also reports a 50 percent realization of both forms for 4 th and 5 th grade students.

In general, postvocalic, rhymal rhotics seent to be subject to more variation than rhotics in onset positions. In Table 30.2, these changes are classified according to the type of change found in the same dialect map, that for Berg 'mountain' in Bellmann et al. (1999: 463). The r-sounds listed next to "older generation" are those found for the older speakers; while the first row lists rhotics found for the younger generation. The check marks denote intergenerational changes for particular pairs of rhotics (i.e. in some particular location as selected in the dialect atlas) through the comparison of the two maps.

Table 30.2 r-conversions found for one lemma (Berg 'mountain')

all the subclasses. Similarly, Kohler concludes that a positive characterization of the phoneme /r/ in German, encompassing all its allophonic variations, is not possible, even for a single speaker: "only a negative characterization is possible" (Kohler 1995: 156).

Ladefoged and Maddieson (1996: 245) summarize on an even more pessimistic nore:

> Although there are several well-defined subsets of sounds (trills, flaps, etc.) that are included in the rhotic class, the overall unity of the group seems 10 rest mositly on the historical connections between these subgroups, and on the choice of the letter "r" io represent them all.

This conclu sion wrould deny the existence of rhotics as a phonetically defined class, and is rather pessimistic on the possibility of providing any coherent descriptions in phonetic terms. It falls back on the conventions of alphabetic writing, while these are thenselves obviously in need of explanation. Conceivably, the spelling of some (class of) sounds by means of the letter <r> exerts some influence on the paths of historical change of these sounds. But to assume that this spelling has a pervasive cross-linguistic inf.uence and thereby constitutes the sole basis of the development of a class of rhotic sounds worldwide does not seem to be well founded. Other well-documented sound changes such as spirantizations, consonant losses, or vowel shifts do not seem to be restricted by the spelling systents. For example, the Second Cermanic Consonant Shift, changing /p/, /t/, and /k/ to fricatives or affricates (Iverson and Salmons 2006), was not prevented by the fact that the spelling of affected words was changed.

Both Lindau (1985) and Ladefoged and Maddieson (1996), while noting the lack of a convincing segmental definition, emphasize the role of rhotics as a phonologically relevant class, along the lines discussed in $\$ 2$ above. In order to express this unity, Hall (1997) proposes to use a feature [ $\pm$ rhotic] as a classificatory feature for the rhotic/non-rhotic distinction. However, a substantive definition of this abstract feature does not seent to be available. In yet another attempt, Walsh Dickey (1997) proposes to define rhotics by means of the feature Laminal, the l.se of the tongue blade as opposed to the tongue tip, as an articulator subordinated in the feature hierarchy to the articulator Coronal, as presented in (7).
(7) Fenture structure of rhotics (Walsh Dickey 1997: 106)


However, it is questionable whether all rhotics make use of this feature structure. It is certainly not the case for uvular rhotics. Furthermore, it is unclear why such a marked segneent class (expressed here by a deep hierarchical stacking of several
place features, as opposed to an underspecified representation indicating an unmarked class; see charter 27: the organization or features; charter 7 : feature stecification and unoersidecification) should be present in the majority of languages. The question of marmer features for rhotics is even more pressing: if the degree of opening for rhotics may range from vocalic to fricative, as the survey given above seems to suggest, it is unclear how the class of rhotics may be characterized as a whole. Furthermore, this raises the puzzle how segments at the extreme ends of this dimension are to be classified: for example, when is a voiced uvular fricative [ B ] a rhotic, and when is it not? The following section will propose an approach from a different angle. The failure to find a common denominator for rhotics in terms of acoustic or articulatory features does not preclude the possibility that it can be found eventually, but chances seem to be slight.

## 4 Alternative proposals

Featural descriptions proposed for rhotics, as discussed in the preceding section, have in cominon that they attenpt to characterize rhotics in purely segmental terms. But we have already seen above that rhotics are tightly connected to their positions within larger phonotactic patterns, at least with respect to the conditions for their allophonic variants or for patterns of complementary distributions. This observation raises the question whether rhotics should in fact be described in terms of purely segmental categories, or in segmental terms at all.

An alternative view would be to capitalize on the observation that rhotics appear in a particular well-defined syllabic position, namely the one immediately adjacent to the vowel. This view, proposed by Wiese (2001), and previously by Selkirk (1984), relies primarily on the apparently uniform behavior of all types of rhotics in terms of their syllabic constraints, and suggests that this is in fact the defining and constant property of the class of rhotics. On this view, the search for constant segmental properties is futile, because it starts from an incorrect presupposition, i.e. that classificatory features are by necessity segmental features. In contrast, it seems that rhotics are very stable with respect to their phonotactic behavior. In particular, their slot in the structure of a syllable does not seen to change with a change in their segmental make-up. For example, Hall (1993) discusses a (lower Rhine) variety of Cerman in which the rhotic phoneme, in coda position, varies between a vowel and a voiceless fricative (Tor [toe] 'gate' vs. Sport [fpJXt] 'sport'). In other words, a fricative rhotic obeys the same constraints on syllabic placement as a trill or approxinnant rhotic, or even a rhotacized vowel. The proposal then is that rhotics are defined as a particular relative point on the sonority scale, the point between vowels and laterals.

Another pattern discussed in Wiese (2003) casts doubts on the segmental approach to rhotics as a class. (8) presents those onset clusters of present-day Standard German which consist of any stop followed by a sonorant (the velar nasal /i// is excluded from such clusters on principled grounds). Examples given in the cells of the table include rather marginal clusters (such as $/ \mathrm{pn} / \mathrm{or} / \mathrm{tm} /$ occurring in a few rare words only), but in all of these rare cases, there is no tendency to replace the clusters in question by a inore natural cluster or to break it up by a process of epenthesis.
(8) Initial clusters of stop + sonorant in Standard Geirman

|  | /r/ | /l/ | /n/ | /m/ |
| :--- | :--- | :--- | :--- | :--- |
| /p/ | Preis | Platz | Pneu | - |
| /b/ | braun | blau | - | - |
| /t/ | Traum | - | - | Tiresis |
| /d/ | drei | - | - | - |
| /k/ | Kreis | Klug | Knie | Khmer |
| /g/ | grau | Glaube | Gnade | Gmiind |

Not all possible stop-sonorant clusters are attested. As shown in (8), /r/ can be combined with any of the existing stops, while all other sonorant consonants are restricted in some way or other with respect to the preceding stops. Basically, all homorganic clusters, such as /tl/ or /pm/, are ill-formed in (8), but there might be additional restrictions ruling out $/ \mathrm{bn} /$ and $/ \mathrm{dm} /$. For discussion of these, see Hall (1992: 65-80) and Wiese (2000: 261-269). But crucially, in contrast to the nonrhotic sonorants, no restrictions at all hold for stop-sonorant clusters involving $/ \mathrm{r} /$. As the examples in (8) demonstrate, this phoneme productively combines with any preceding stop, and none of the clusters involving / $r$ / is marginal. While it would be possible to simply make /r/ exempt from the ban on homorganic clusters, such a move would simply beg the question why this is the case. It seems more plausible to say that place features of /r/ simply do not count, or, in an underspecification approach to features, are not present (see Chapter 22: CONSONANTAL PLACE OF ARTICULATION; CHAPTER 7: FEATURE SPECIFICATION AND underspecification). The homorganicity ban in place for other wonorants cannot apply, then, leading to the complete set of stop $-/ r /$ clusters shown in (8).
Similar patterns can also be demonstrated for other clusters in German (such as fricative-stop clusters), and for similar clusters in other languages (e.g. English, Italian, Basque, Lithuanian). This line of argumentation, arguing that rhotics are defined as those sounds which beare a sonority value between that of vowels (including glides) and the next lower sonority class, is supported by the fact that the freedon of rhotics to combine with a preceding stop is independent of the particular type of the r-phoneme present in the respective variety of German - place features as well as manner features of the rhotic phoneme are always irrelevant.

Finally, the proposal gives an answer to a puzz.le noted above, namely that one and the same segment may sometimes be classified as a rhotic and sometimes not. This is particularly obvious in the case of voiced uvular fricatives: for Standard French, [w] is generally seen as a rhotic; for Classical Arabic, what is apparently the same segment is not (Watson 2002: 13). But if rhotics are defined in terms of their phonotactic behavior, this is less mysterious: in French, the segment in question appears between obstruents and vowels, as in the initial cluster in frais [fbs] 'fresh' or in the final cluster in carte [kalst] 'card', while in Classical Arabic the respective segment patterns with other fricatives in terms of phonotactics, even after the rhotic [r] as in fag [fars] 'width'. In addition, Arabic has a tap or trill $/ \mathrm{r} /$ which is analyzed as a rhotic, because it behaves accordingly in terms of phonotactic patterning: e.g. San'ani Arabic sirt. 'I /you (masc sG) went'; luribt I f.ed' (Watson 2002: 67, 73). Dutch is annther language which show's both a phoneme /r/ (with a great deal of variation) and a voiced velar or uvular fricative / $\mathbf{8} \sim \mathbf{\Sigma}$ / (see Booij 1995; 7-8).
be a considerable difference between these two levels. In some recent theories of phonology, emphasis has been placed on the seamless integration of phonetic and phonological representations. In the model of Articulatory Phonology, for example, all representations consist of articulatory gestures, i.e. movements in the vocal tract, which constitute the domain for phonological as well as phonetic representations (for a survey see Browman and Goldstein 1992; charter j: the atoms of phonological representation). In a treatment of English /r/ and its alternations with "zero," McMahon et al. (1994:303) argue that /r/ consists of two articulatory gestures, a palatal constriction and a pharyngeal constriction. It remains to be seen to what extent th is approach is adequate for other rhotics, in particular the prototypical trill and the uvular varieties. The discussion of rhotics in this chapter raises the question of whether a gestural - or any other - representation in terms of uniform and rather concrete units is possible for the characterization of rhotics.
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## 31 Lateral Consonants

Moira Yip

Laterals are extremely common, and yet they are something of a phonological puzzle. For most consonants, there is fairly general agreement on which natural classes they belong to, and clear expectations of how they pattern in phonojogical processes. So for exanople [m] is Labial and [+nasal], and as such it patterns consistently with the other labials [ $\mathrm{p} b$ ], and the other nasals [ $n$ g]. But for laterals this is not the case, as we shall see. Their behavior is highly var table across languages. This chapter gives an overview of their somewhat perplexing belhavior, summarizes extant proposals for their phonological representation, and ends by advocating a proposal using violable constraints that allows for this variability.

I begin in §1 with some background on their articulation and acoustics, and how they are acquired by the child. $\$ 2$ summarizes the types of laterals found in natural language. $\$ 3$ surveys their roles in syllable structure. $\$ 4$ discusses their sonorancy, voicing, and contiruancy characteristics. $\S 5$ looks at alternations between laterals and other sounds. $\$ 6$ asks whether there is a feature [lateral]. $\$ 7$ looks at the positioning of [lateral] in a theory of feature geometry. I show that there are serious problems asseciated with any single choice of superordinate node, and instead in $\$ 8$ I propose an approach based on violable feature co-occurrence constraints. $\S 9$ concludes.

## 1 Phonetics, perception, and acquisition

### 1.1 Types of laterals and their frequency in the zvorld's languages

Over 80 percent of languages have one or more lateral consonants (Maddieson 1984). Laterals are defined by Ladefoged and Maddieson (1996: 183) as "sounds in which the tongue is constricted in such a way so as to narrow its profile from side to side so that a greater volume of air fows around one or both sides than over the center of the tongue." The palatograms in Figure 31.1 show clearly that the tip of the tongue makes contact with the roof of the mouth, but the sides do not.


Figure 31.1 Linguo-palatal contact profiles of dark and light laterals for four speakers of American English, showing mid-sagittal contact in the alveolar and pre-palatal regions but no or limited contact at the sides. From Narayanan ct al. (1997)

The approximant versions have some turbulence at the (incomplete) stricture; resonant versions like Standard Cerman coda /l/ do not. Since the vocal tract is not fully obstructed in the typical approximant $/ 1 /$, they are among the most sonorous of consonants (see chaljter 49: sonority). They frequently contrast with other sonorants, especially rhotics, and the class of laterals and rhotics is referred to as the liquids (see chapter 8: sonorants). In other languages (such as Japanese) a language has only a single liquid, and it may vary between a lateral [1] and a more rhotic tap or f.ap [r]. The variation may depend on context (such as syllable position) or they may be in free variation. Speakers of such languages famously have trouble perceiving and producing the difference between [I] and [r] when learning languages like English (see Iversen et al. 2003). There are alse lateral obstruents, which will be discussed below.

### 1.2 Articulation, acoustics, and acquisition of laterals

Most laterals are dental or alveolar in articulation, but the tongue body is also frequently implicated, as shown for English by Sproat and Fujimura (1993). Gick et al. (2006) stud"el the articulation of laterals in six languages: Western Canadian English, Quebec French, Serbo-Croatian, Korean, Beijing Mandarin, and Squamish Salish. They found that all their laterals had an anterior tongue gesture in all syllable positions. More interestingly, in coda position all also have a dorsal gesture, which starts slightly earlier than the anterior gesture. Some, but not all, have a dorsal gesture in onset position too, in which case it is roughly simultaneous with the anterior gesture. The dorsal gesture in coda position may result from biomechanical causes, such as "active lateral compression of the

### 4.1 Sonorancy and voicing

There is general agreement that the vast majority of laterals are sonorants. But how sonorant are they? Based on widely accepted phonological evidence, Parker (2008) posits the following sonority hierarchy for sonorant consonants (see also CIIAPTER 49: SONORITY):

## (7) Relative sonority of sonorant consonants

glides > flaps > laterals > trills > nasals

Using data from Quechua (Peruvian) Spanish and US English, he then sets out to show that this ranking has a measurable phonetic correlate, namely acoustic intensity. Although he finds a very good statistical match for his overall notion, [I] in onset position frequently comes out as louder (and thus more sonorous) than the glides, contra expectations. Parker suggests that this is because the glides may become more "obstruent-like" in onset position, especially in Spanish. According to Harris and Kaisse (1999), this is rather pervasive. In Argentinian Spanish it is carried to an extreme, as shown by alternations such as $l e[j]$ 'law' is. le. [3]es 'laws'. But even in Castilian, the onset glide [j] frequently hardens to the non-strident palatal fricative [i] or even to its non-continuant counterpart.

Once we look outside the prototypical approximant laterals, we quickly encounter laterals that are not sonorant at all. Examples of obstruent laterals include not only the obvirous fricatives, affricates, and clicks, but also languages in which [l] patterns with the voiced obstruents, such as Southern Min, which has [I] instead of [d]. Modern Southern Min completely lacks [d]. Not only is [1] the nodern reflex of historical *d, but underlying /p tk/voice to [blg] foot-internally (Hsu 1996), and $/ \mathrm{b} \mathrm{lg} /$ nasalize to [ m n r ] ] before nasal vowels. In some Bantu languages, like Ikalanga, historical *d has become /1/, and synchronically under velarization /l/ becomes the stop [ gw ], suggesting that it may still be an obstruent. (A reviewer correctly notes that in both these cases there could be intermediate steps involved, and /1/ may not be underlyingly obstruent.) There are even a few languages in which all the laterals appear to be obstruents: Tlingit for example has two lateral fricatives and three lateral affricates, but no lateral approximants.

Finally, turning to voicing, like other sonorants laterals are typically voiced, but voiceless versions are found, for example in Toda. The theoretical implications of the fact that most (but not all) laterals are voiced sonorants will be discussed in $\S 7$.

### 4.2 Continuants or not?

There has been little agreement as to whether ordinary approximant laterals behave like stops or like continuants, and thus whether they are [ $\pm$ continuant]. Alternations with stops are common, but alternations with fricatives do not seem to be found. Nonetheless, Holt (2002) argues that they are both [+continuant] and [-continuant] and Mielke's (2005) survey, as his title "Ambivalence and ambiguity in laterals and nasals" makes clear, fïnds an almost even $50 / 50$ patterning as [ $\pm$ continuant]. He attributes this to their ambiguous phonetic cues, and suggests that it is precisely phonetically ambiguous segments that are likely to behave ambivalently in the phonology. I shall return to this issue in $\S 9$.

Mielke gives these examples of each pattern. In Basque, laterals (but not rhotics) pattern with nasals in assimilating in place to a following consonant. The class of segments that undergo the rule is [tsonorant, -continuant]. Mielke points out that there is no way to define this class other than by using [-continuant] to include /I/ and the nasals, but not /r/.
(8) /l/ patterning with non-continumts in Basque (Hualde 1991: 96)

| egru $[\mathrm{m}]$ berri | 'new day' |
| :--- | :--- |
| egu $[1, \mathrm{n}]$ denak | 'every day' |
| egu $[\mathrm{n}]$ ttiki | 'small day' |
| $\operatorname{su}[\mathrm{r}]$ gorri | 'red day' |
| ata[l] denak | 'every section' |
| ata[ $K]$ ttiki | 'small section' |

(I will suggest an alternative explanation for the Basque case in §8.3.)
Conversely, in Firmish stems may end in the five coronals /t sn rl/. Before $/ \mathrm{n} /$-initial suffixes, [-continuant] /t/ indergoes total assimilation, but [+continuant] /s r l/ trigger total assimilation.
(9) $/ \mathrm{l} /$ petterning with contimurnts in Fimish
(Sulkala and Karjalainen 1992: 387-388)

|  |  | active potential | 2nd part active |  |
| :--- | :--- | :--- | :--- | :--- |
| a. /avat/ | [avannut] | [avannee] | 'open' |  |
| b. | /pur/ | [purrut] | [purree] | 'bite' |
|  | /nous/ | [noussut] | [noussee] | 'rise' |
|  | /tul/ | [tullut] | [tullee] | 'come' |

Mielke quotes Kaisse (2000) on the issue. She points out that the status of laterals hinges on whether [-continuant] is defined in terms of complete occlusion in the oral tract ("vowrel tract" in SPE; Chomsky and Halle 1968:318) or complete occlusion in the mid-sagital region of the oral tract (see also chapter 13: the stricture features). Laterals have complete occlusion only in the inid-sagital region, not elsewhere, so they qualify as [-continuant] only under the latter definition. Mielke suggests that this nakes laterals phonetically ambiguous, and that the boundary for the natural classes of [+continuant] and [-continuant] may vary cross-linguistically, placing laterals in different slasses in different languages. The implication is that feature values may not be universally fixed for such segments, but naty "emerge" on the basis of observable phonetic properties. One might also note that other rationales for cross-linguistic differences in feature specifications have been advanced, particula rly the system of contrasts in the language in question. See Morén (2006) for an account on these lines for Serbian laterals.

## 5 Altemations involving laterals

When laterals alternate with other segments, it is usually with ones that are mininally different either articulatorily, acoustically, or both. Since most laterals are coronals, a small change in the type of closure so that it is complete will
produce a coronal stop. If the lateral finds itself subject to nasal spreading, so that the velunn is lowered, a nasal sonorant is the likely result. If the tongue slape is inverted, so that the closure is nade with the sides but not the midline of the tongue, then a rhotic is formed. And if the closure is eliminated, but the tongue body remains high, a high vocoid results. Some of tluese changes also produce a sound that is acoustically sti.l quite simiar to the lateral, meaning that the change may have originally been driven in whole or in part by a misperception of the signal. All of these are common changes, and are discussed below.

### 5.1 Stops

In some languages, /l/ alternates with stops; more specifically, it appears to replace the voiced coronal stop /d/ in some contexts. In Palenquern Spanish (Piñeros 2003), /d/ is in free variation with [I] in some words:

$$
\begin{equation*}
\text { /dedo/ } \rightarrow \text { ['le.lo] ~ ['de. } \mathrm{do} \text { ] 'finger' } \tag{10}
\end{equation*}
$$

In some Bantu languages, like Ikalanga, historical *d has become /I/, but under velarization /I/ becomes the stop [gw], suggesting that it may still be an obstruent. Conversely, in Southern Min (which has /l/ instead of /d/ in its phoneme inventory), if syllable-final /t/ ends up intervocalically (especially before an unstressed vorirel), it voices and becomes not [d] but [l] (although descriptions vary, and as it is a brief flap or tap, it is not entrely clear how lateral its articulation is; see Hsu 1996).

### 5.2 Nasals

Historically, Cantonese had two distinct phonemes /I/ and /n/. Both could nccur syllable-initially, as in the contrast between [lei] 'reason' and [nei] 'you'. Only /n/ could occur syllable-finally. However, in the last 50 years a gradual sound change has been taking place, and is now nearly complete for younger speakers (Bauer and Benedict 1997). Initial /n/ is being replaced by /l/, so that 'you' and 'reason' are now both pronounced as [lei]. As a result, [l] and [ n ] can be treated as allophones of a single phoneme, with [I] as the syllable-initial variant and [ n ] as the syllable-fintal one. However, actual alternations do not exist, because the language has essentially no resyllabification.

In the Min dialects of Chinese (including Southern Min, mentioned earlier), voiced stops and nasals are in complementary distribution, with [b g] occurring only before oral vowels and [ $\mathbf{m}$ r.] ] only before nasal voivels. These data are from the Chaoyang dialect:

$$
\begin{equation*}
\text { bi: }{ }^{111} \text { 'luide' mē: } \bar{i}^{53} \text { 'fast' } \tag{11}
\end{equation*}
$$

The language has no alveolar voiced [d], but the reflex of historical *d is [I] before oral vowels and [ n ] before nasal vowels. As a result [l] and [ $\mathbf{n}$ ] are in complementary distribution, and this is productive. In Chaoyang onomatopoeia, wrords are reduplicated and one onset is replaced by [I]. Howvever, if the vowrel is nasal it is replaced instead by [n]. See Yip (2001) for details.
leaving only the more vocalic Dorsal gesture (see chapter 75: consonantvowel place feature interactions).

A rather different but equally well-known case connes from the Cibaeño dialect of Spanish, in which both /I/and /r/ become the palatal glide [j] in coda position (Guitart 1985; Harris 1985; Alba 1988).
(15) celdn [sejda] 'cell'
cerda [sejda] 'bristle'
Since the gesture that is preserved here is the Coronal one, Johnson and Britain's approach cannot deal with these facts unmodified. However, there is evidence that, unlike English coda /l/, Spanish coda [I] is clear, not dark, with a smaller Dorsal gesture. This might then explain why /l/ vocalizes as [j], not [iv], although the picture is less clear if one studies a range of Spanish and Portuguese dialects. See Quilis et al. (1979) and Recasens and Espinosa (2005) for details.

Many dialects of Spanish, especially in Latin America, have replaced the palatal lateral $[K]$ by the glide [j]. This sound change is knowrn as yeismo. (In Buenos Aires Porteño Spanish, this change has gone one step further in a change called zheismo, with [j] spirantizing to [3]. See Harris and Kaisse (1999) for details.)
(16) llorar [K]orar [j]orar 'to cry'
ella e[ $\Lambda] a \quad e[j] a \quad$ 'she'
In Serbian, rather unusually, /l/ vocalizes to [3]. See Morén (2006) for an interesting account within a Parallel Structures Model. Historically, vocalization of laterals is also common. In Germanic, compare English old to Dutch oud. In Polish, dark [ 1 ] changed to [w] everywhere, even in onsets. In Romance, Latin *l has developed variously to [w/u], e.g. in French (caldus to choud), or to [j/i] (in both onset and coda), as found in Italian flos to fiore and Portuguese multus to muito.

The inverse of vocalization of laterals, the lateralization of glides, seems to be much rarer (ciafter 15: Glides). Li (1974) documents a case in which *j> [I] in some Formosan languages, and a voiced coronal fricative [ $z$ d] in others. Interestingly, in no case does *w > [1], even though in l-vocalization /l/ becomes [w] inore often than [j]. This suggests that there inust be a coronal gesture alrealdy present (as there is for [j]) for the creation of a novel lateral.

## 6 The feature [lateral]: Is it necessary?

Phonologists routinely use a feature [lateral] to distinguish /I/ from /r/, but some linguists (Spencer 1984, Brown 1995, and most recently Walsh Dickey 1997) have argued that it can be dispensed with. If a language has [I] but no [r], one might define [l] by the features [+consonant, +sonorant, -nasal], and [lateral] would be redundant. However, if [l] contrasts with [ r ], as it does in many languages, this wili not suffice. They could perthaps be distinguished by the feature [continuant], with /r/ as [+continuant] and /l/ as [-continuant], but this is not without problems (see §4.2, and also van der Weijer 1995). Walsh Dickey (1997: 55) distinguishes thein by means of Place features, with /l/ having complex Corono-Dorsal place and / $\mathrm{r} /$ non-primary Laminal. Dissimilation of $/ \mathrm{l} /$ to $[\mathrm{r}]$ is loss of a secondary

Dorsal articulation. The lateral articulation of [I] is, for her, "a necessary phonetic consequence of a phonological Corono-Dorsal complex place structure." It is worth having a slightly closer look at her arguments and her proposal.

Walsh Dickey points out, correctly, that the strongest arguments for a feature come from its role in defining natural classes. The many languages with only one lateral can of course never offer this type of evidence. She lists three types of potentially significant evidence from languages with more than one lateral: (i) co-occurrence restrictions on different types of laterals; (ii) positional restrictions which cover all types of laterals in a language; and (iii) phonological processes which need to refer to all laterals, both sonorant and obstruent. She concludes that no such evidence exists, and I have also not encountered any convincing cases.
However, she pays a high price for the absence of [lateral]. In particular, she has to greatly complicate the internal structure of the coronal node by including Laminal (which in turn may or may not be [dental]), Apical (which in turn may or may not be [back]), and secondary Dorsal (which may have yet another Dorsal specification below it, to account for velarized "dark" laterals). Finally, any other sound which might have been thought to involve secondary Dorsal articulations, such as velarized coronal consonants, would require some extra specification if they did not have a lateral release. I therefore tentatively conclude that the feature [lateral] is still useful, and probably necessary.
Positive evidence for the feature [lateral] comes from its active role in the phonology of many languages, despite Walsh Dickey's claims to the contrary. In Eastern Catalan (and Sanskrit), for exanıple, [lateral] spreads onto nasals to create a lateral nasal: /nl/ $\rightarrow$ [îl] in /son les tres / $\rightarrow$ [sol̂les tres] (Mascaró 1976). There are wellknown phonological processes that involve only [1] and [r], and in which they either dissimilate, as in Latin, where the suffix/-alis/ surfaces as [-aris] after a lateral root: nav-alis zis. milit-aris (Steriade 1987), or assimilate, as in Sundanese, where the infix /-ar-/ surfaces as [-al] after a preceding /l/: [k-ar-usut] is. [l-al-aga] (see Cohn 1992 for details). Several of these processes are long distance, and can cross over other Coronals, making a Place feature account tricky. I conclude that the feature [lateral] cannot be dispensed with.
I should note that for the remainder of this chapter I shall treat [lateral] as a privative feature, but the results would not be materially affected if it were to turn out to be binary, as Steriade (1.987) argues.

## 7 Feature geometry and the feature [lateral]: Two competing models

It has been proposed that distinctive features are related to each other by a hierarchical feature geometry (Sagey 1986, Clements and Hume 1995, and many others; see also charter 27: rhb organization of features). For example, the features Labial, Coronal, and Dorsal are dominated by a Place node. In such a model, we must then ask where the feature [latera.l] is located. Early proposals spent little time worrying about the placement of [lateral], and tended to put it directly under the root node. Clements and Hume (1995: 293) opt for this, but admit that its position is open to dispute. Subsequently, two competing detailed proposals for the placement of lateral have been put forward, and are shown below: it night

Similar facts hold in Tamil (Beckman 1998), and in English: we[10] wenlth, but whe[lk] whelk, although the English case may be purely phonetic, since it is not structurepreserving. The interesting fact is that in Basque and all these other languages laterals do not lose their laterality as the targets of Place assimilation, contra the pred ictions of the Coronal model.

Finally, there are languages in which Place contrasts are lost - a phenomenon described by Trigo (1988) and others as the delinking of the Place node - but laterality survives. In Caribbean Spanish (Trigo 1988: 71) place features are neutralized in codas: /d/ deletes, /s/ becomes [h], and all nasals become velar; $/ r /$ and /l/ are unchanged.

| a. | /Berdad/ | $\rightarrow$ | [ßerда] | 'truth' |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| b. | /ines/ | $\rightarrow$ | [ineh] | 'Ines' |  |
| c. | /albunı/ | $\rightarrow$ | [albun] | 'album' | (optional) |
|  | /tren / | $\rightarrow$ | [trej] | 'train' |  |
|  | /desdern/ | $\rightarrow$ | [descer] | 'disdain' |  |
| d. | /tonel/ | $\rightarrow$ | [tonel] | 'barrel' |  |
|  | /par/ | $\rightarrow$ | [par] | 'pair' |  |

The data in this section are problematic for the Coronal model.

### 7.2 The sonorant voicing (SV) model

What about the sonorant voicing (SV) theory? Rice and Avery (1991) base their claims on three main arguments. Firstly, the SV node is the target node when lateral spreads to other sonorants. Seconctly, a process of de-sonorantization can be seen as delinking of the SV node. Thirdly, rules which spread both nasality and laterality can be viewed as spreading the SV node (see Table 31.2).

Table 31.2 Predictions of the SV model

| Prediction | Under somormit woicing? |  |
| :---: | :---: | :---: |
|  | $F O R$ | AGAINST |
| All laterals should be vericed sonorants | Lateral.s are usually voiced sonorants: many Prugunges | Voiceless laterals: Tahitan <br> Obstruent laterals: Min, Bomba <br> Affricate laterals Tahitan, Z̈wh |
| SV spreading should spread [lateral] | Yes: Smnskrit | No: Polish |
| When [lateral] spreads, it should seek SV targets | Yes: Toln 8ntak | Laterals skipped by harmony that targets sonorants: no cases known |
| SV spreading onto laterals should remove [lateral] | Yes: Itsekiri | No: English |
| Loss of SV removes [lateral] | Yes: Yngnrin | No: Koyldoun, Angas |

### 7.2.1 Supporting evidence for the SV model

Apart from the observation that most laterals are voiced sonorants, there are four other types of evidence in support of the proposal.

Firstly, SV spreading sometimes spreads [lateral], as in Sanskrit. Before laterals, all obstruents voice, and if they are coronsl they also lateralize (Whitney 1889: 54; no examples of non-coronals are given):

$$
\begin{array}{ll}
\text { tat labhate } & \rightarrow \text { tal labhate }  \tag{25}\\
\text { trin lokan } & \rightarrow \text { triil lokan }
\end{array}
$$

Secondly, [lateral] spreading sometimes seeks SV targets to attach to, as in Toba Batak (Hayes 1986). Coronal sonorants assimilate to a following liquid:

## (26)

| Spreading | No change |
| :--- | :--- |
| $\mathrm{nr} \rightarrow \mathrm{rr}$ | In rn r |
| $\mathrm{nl} \rightarrow \mathrm{ll}$ | mr ml n l rr |
| $\mathrm{rl} \rightarrow \mathrm{ll}$ | rr ll nr |

If what spreads is the SV node, and if [lateral] is its dependent, then laterality will be carried along too.

Thirdly, when SV spreads onto a lateral target, replacing the original SV specification, the original lateral specification may be lost. The following facts from Itsekiri (Nigeria; Piggott 1991, cited in Brown 1995; 64) are often cited, and very similar facts hold in Southern Min Chinese and in Yoruba.
(27) lā $\rightarrow$ nā 'ask the price of'

This type of nasal has'mony can be seen as spreading the superordinate SV node, carrying nasality with it, and removing the original SV node, laterality and all.

Fourthly, if an SV node delinks, lateral may be removed too, as in Yagaria. Here a coalescence process removes voicing and converts a sonorant [L] to an obstruent $[t]$, and in the process laterality also goes.

For further data on Yagaria, see §2, where these data are discussed in a different context.

### 7.2.2 Counterevidence to the SV model

There are various types of counterevidence to the SV model, as listed in the right-hand column of Table 31.2. The first problem is the existence of laterals that are not voiced sonorants, being either voiceless, obstruent or both. But there are other problems.

Firstly, SV spreading does not always spread [lateral]. The following data show a post-lexical process of voicing assimilation in Krakow and Posnan Polish (Dorota Glowacka, personal comnunication; Madelska and Witaszek-Samborska 1998):
(29) brat $\rightarrow$ bra[d] Doroty/Natalii/lwony/Luizy 'brother of $X$ '
syn $\rightarrow$ sy[n] Luizy 'son of Luiza'
Sitnilar facts hold in all dialects between verbal prefixes and roots:
(30) s-kontfitc 'to end' z-bitc 'to break' $z$-liṭtitc 'to count'

In the SV ntodel, voicing in sonorants is represented by the presence of an SV node, and so this must be the active node that spreads. If [lateral] is under this node, it ton should spread, but it does not, contra the predictions of the SV model.
Secondly, SV spreading into lateral targets sometimes leaves the laterality intact. This is the case in English, where liquids after voiceless aspirated stops become voiceless:

$$
\begin{array}{llll}
{[\mathrm{bl}] \text { eak }} & {[\mathrm{pl} \|] \text { ease }} & {[\mathrm{gl}] e a m} & {[\mathrm{kl}] \text { ]ean }}  \tag{31}\\
{[\mathrm{br}] e a m} & {[\mathrm{pr}] e e n} & {[\mathrm{gr}] e \mathrm{en}} & {[\mathrm{kr}] \mathrm{com}}
\end{array}
$$

If sonorant voicing is denoted by the presence of an SV node, the devoicing would presumably mean that the SV node had been delinked, and one wrould then expect loss of [lateral] as w'ell, but no such thing happens.

Thirdly, if the SV node of a lateral delinks for other reasons, rendering it voiceless, laterality should also be lost, but this is not the case in the Athapaskan language Koyukon (Rice 1994), which devoices syllable-final sonorants and continuants, including /I/. For the lateral, the result is a voiceless lateral fricative [4]. Final stops are plain voiceless unaspirated.

$$
\begin{array}{llll}
\text { [nayzela] } & \text { 'your (sc) trap' } & \text { [xied] } & \text { 'trap' }  \tag{32}\\
\text { [sa'गya'] } & \text { 'my snowshoes' } & {[? J \mathrm{x}]} & \text { 'snowshnes'' } \\
\text { [nizuni] } & \text { 'that which is good' } & \text { [nizuת] } & \text { 'it is good' }
\end{array}
$$

Under the SV hypothesis, where [lateral] is under SV and devoicing of sonorants means removal of the SV node, laterality should also disappear, but it does not, contra the predictions of the SV model.

In the case of [lateral], then, the need created by theories of universal feature geometry in conmit to a single location for the feature in all languages creates problems. Luckily, there are alternatives to these two proposals. Hegarty (1989) and Bao (1992) argue that [lateral] is simply a dependent of the Root node. Yip (2004: 5) goes further, and agrees with Padgett $(1995,2002)$ that (at least with respect to the behavior of [lateral]) features can be treated as an unstructured set of which [lateral] is a member, and that feature geometry as such is redundant. The next section lays out this proposal.

## 8 A feature co-occurrence constraint approach

### 8.1 Inventories

Suppose we capture the fact that the least marked lateral is a coronal sonorant by means of two universally fixed hierarchies of feature co-occurrence narkedness constraints.
a. *LateralObstruent >> *LateralSonorant
b. *LateralLablal >> *LateralDorsal >> *LateralCoronal

The idea is thent these constraints are violated if a segment bears both features, at least if both are primary articulations. For example, the intention is that *Laterallablal bans bilabial or labio-dental segments with a lateral release. If the labiality is secondary, as in [ $l^{w}$ ], it inay be acceptable. Both the fixed rankings are phonetically grounded. Lateral release ineans the airflow is not easily obstructed, so lateral obstruents are more narked than lateral sonorants (33a), and lateral release is easiest if only the tip of the tongue is used to make closure, so coronals are the least marked laterals (33b).

Placing the faithfulness constraints at different points in these hierarchies g'ves us a typology of segmental inventories like those below:

Typology of Interal place of articulation

| a. *LATLAB $\gg$ *LATDORS $\gg$ *LATCOR $\gg$ Faith | Either no laterals (Maori), or placeless ones (Caınbodian) |
| :---: | :---: |
|  | Conmon type, with Coronal laterals only (English) |
| c. *LATLAB $\gg$ Faith $\gg$ * LatDors $\gg$ *LATCOR | New Guinea type, with velar and coronal laterals (Mid-W'aghi), or perhaps palatal laterals |
| d. Faith $\gg$ *LarLab $\gg$ *LatDors $\gg$ *LatCor | Laterals at all POAs (unattested) |

Typology of lateral sonorants and obstruents
a. *LatObs $\gg$ *LatSon $\gg$ Faith Languages with no laterals
b. *LatObs $\gg$ Falth $\gg$ *LatSon Common language type, with sonorant laterals
c. Faith $\gg$ *LatObs $\gg$ *LatSon Languages with buth obstruent and sonorant laterals

In this way, we can correctly describe the inventories of laterals found in the world's languages, with the possible exception of Tlingit, which is reported to have lateral obstruents but no lateral sonorants. The complete absence of labial laterals also remains unexplained.

### 8.2 The spreading of [lateral]

How can these mini-grammars characterize the behavior of laterals shown in §7? First, let us consider the behavior of [lateral] in spreading processes, such as in Place assimilation or perhaps the spreading of SV under pressure from the Syllable Contact Law. Let us assume that assimilation involves a violation of the Ident family of faithfulness constraints, such as Ident-Place and Identi-Son,
features are shared, but not laterality, and the segment remains a nasal. For full details, see Yip (2003, 2005).

We see then that variability in the spreading behavior of laterals in assimilation is handled without great difficulty by these minimally different OT grammars.

### 8.3 Laterals as the targets of spreading

I now turn to cases where lateral is (potentially) lost on the target of assimilation, or in neutralization. Whetleer or not it is lost depends on the relative ranking of Sifare-F and Ident-Lat, as shown below:
(38) a. Loss of [lateral] under (Place) assimilation: Educated Havana Spanish Share-F > Ident-Lat, Ident-Place
b. Retention of [lateral] under (Place) assimilation: Basque IdentLat >> Suare-F > Ident-Place

A parallel analysis can be constructed for the cases in which SV spreading does or does not obliterate laterality.

The Basque case deserves a little more attention, because the Basque facts were used by Mielke to argue that laterals belave as [-continuant], since like nasals they undergo place assimilation, whereas [+continuant] [r] does not. Under the account offered in this section, however, there is annther explanation available, as suggested by a reviewer. Nasals assimilate to all places, but laterals assimilate only to coronals, since *LatLab and *LatDors are high-ranked. Suppose there is also a set of constraints regulating the co-occurrence of a feature [rheotic], such that only a single rhotic exists. If these constraints and Ident[rhotic] all nutrank Share-F, the rhotic will fail to assimilate, and continuancy need not be invoked.

Finally, laterality may or may not be lost when Place or SV is neutralized, for example in codas. Here the grammar is modeled on the ones in (38), but with *Coda-F instead of Sitare-F.

I have now outlined analyses that explain all the variation in the behavior of laterality, without reference to feature geometry, and using only rather sitnple markedness constraints on the co-occurrence of [lateral] with the various Place features, and with the feature [sonorant]. These interact with famuiliar faithfulness constraints and with markedness constraints that create pressure for change, slach as Sifare-F, SyllabieContact or ${ }^{*}$ Coda-F. The clear preferences for coronal and sonorant laterals are captured by positing universal rankings of the relevant feature co-occurrence constraints. As always in OT, these constraints are violable, and this correctly predicts the observed cross-linguistic variation in lateral behavior that is such a problem for a fixed universal feature geonetry.

## 9 Conclusion

The topic of this chapter has been laterals. As I hope is clear, they do not fit tidily into current phonological theories, especially when it comes to their distinctive feature make-up. Considering how common they are in language, this is something of an envbarrassment. After all, they are neither unusual, prone to disappear over time, nor hard to acquire (that is, even if the child acquires then late, they get
them sooner or later, which is more than can be said for [s] and [ r ] for some speakers of British English). It is therefore incumbent on a good theory to accomnoodate them.

We have seen the7t their behavior is more variable across languages than that of most other sounds. So, for example, [t] always behaves like a voiceless coronal stop, and its distinctive features and their placement in the feature geometry are rarely if ever in dispute. So why should laterals be different, and are there other classes of sounds that exhibit comparable variability?
Variable behavior might be seen whenever the features are nost readily produced and perceived on a certain type of segment, but can with some effort also be produced and perceived on sounds of other types too. For example, [strident] sounds, in which the turbulence produced at the point of constriction is sufficiently strong, and/or where the ensuing airstream then hits a sharp obstacle like the teeth, is easy to produce with the tip or blade of the tongue, but hard to produce elsewhere. We derive from this a constraint hierarchy *[Labial, strident] >> *[Coronal, strident]. Languages which contrast [ f ] and [ $\psi$ ], like Ewe, arguably violate the former as well as the latter. Turbulent airflow also requires a period of incomplete closure, or continuancy, so we also derive "[-cont, strident] >> " $[+$ cont, strident]. Languages that violate the former have strident affricates, which have often been argued to be strident stops. In principle, then, the interactions of these constraints might also produce comparable variation to that we have seen with laterals.

For other features, no such variation is to be expected. [anterior] and [distributed] refine the type of contact the tip or blade of the tongue naakes with the roof of the noouth. As such they can only be present in Coronals, and a sound that is [Dorsal, +anterior] is phoretically uninterpretable.
Mielke, by contrast, takes the variability in behavior of "ambivalent segments" like laterals to be an argument against universally defined distinctive features. Instead, he argues for "emergent distinctive features" based on phonetic similarity. Laterals, for example, may pattern with either continuants ( 16 languages) or noncontinuants ( 61 languages) because, like continuants, they do not have totally blocked airflow, but like non-continuants they do have "a blockage of airf.ow past the prinary structure." It is not clear how his proposals bear on those cases in §7.1 where the variability of laterals concerns their coronality rather than their continuancy, and thus where no appeal to variation in continuancy would seem to explain their behavior. It might be possible, however, to develop an extension of his approach from the starting observation that laterals are produced with both coronal and dorsal tongue gestures. Languages might therefore differ in which gesture they choose to interpret as a distinctive place feature for laterals. I leave the fleshing out of this idea for future research.

A substantial part of this chapter has focused on where the feature [lateral] sits in the feature geometry, but the proposal outlined in $\S 7$ and $\S 8$ makes no use of feature geometry at all. In this respect it is entirely compatible with the proposals of Padgett $(1995,2002)$, in which features form classes, but in which these classes are not embodied as superordinate nodes (with the exception of a root node). Instead of asking which node dominates [lateral], one would ask which class(es) of features [lateral] belongs to. There is then no reason why it might not belong to more than one class, for example Place and SV (or Manner), or to none. The feature co-occurrence proposal goes further, however, in that as far as [lateral]
is concerned it does not even make use of feature classes. For die-hard proponents of feature geometry, I should note that it would be possible to combine the feature co-occurrence proposal with feature-geometric representations if other phenomena make this desirable, but only if [lateral] were directly under the root node.
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# 32 The Representation of Intonation 

Amalia Arvaniti

## 1 Introduction

It is a well-known truism that no utterance is ever produced in a strict monotone; all utterances, in all languages, show some pitch modulation. Such changes in pitch - impressionistically described as rises and falls - are due to changes in fundamental frequency or $F($, the physical property of the speech signal that is determined by the basic rate of vibration of the vocal folds and gives rise to the percept of pitch.

Although pitch modulations exist in all languages, their origin and function differ, in that pitch patterns may be specified either at both the lexical and phrasal levels or only at the phrasal level, resulting in more or less dense tonal specifications, respectively (Gooden elal. 2009). The term intonation is used to refer to phrasal tonal patterns, while the terıns pitch accenl and tone are traditionally used to refer to lexical tonal specifïcations (CJ-tapter th: the representation of tone). Simplifying somewhat, in languages like English, Italian, Creek, and many other European languages the entire F () contour is specified at the phrasal level by means of a complex interplay between metrical structure, prosodic phrasing, syntax, and pragınatics; these factors determine where pitch movements will occur and of what type they will be. In languages referred to as tone langunges - such as Mandarin, Thai, and Igbo - most syllables are lexically specified for tone and tonal changes affect lexical meaning; in languages often referred to as pitch accent langunges such as Japanese, Swedish, and Serbian - tone operates in a similar fashion, except that at anost one syllable in each word is lexically specified for tone. In both tone and pitch accent languages additional tonal patterns are specified at the phrasal level. Here the focus is on languages without lexical tonal specifications, since it is the intonation of these languages that has been mostly examined.

Determining the structure of pitch modulation and the primitives that make up pitch contours in languages without lexical tone is challenging, since FO changes are not es discrete and easily identifiable as in "tonal" languages, their connections to segmental material are less easy to determine, and associated meanings are harder to pinpoint since they deal with information structure and pragmatic interpretation rather than lexical semnantics. The following examples illustrate these points. In Figure 32.1, two utterances are shown, Me?! and $\Lambda$


Figure 32.1 Waveforms and F0 contours of two English utterances illustrating the incredulity contour (Hirschberg and Ward 1992); on the left, Me?!; on the right, A bnllgown designer?! Vertical lines indicate word boundaries
belly goum designer?!, both using the rise-fall-rise melody that implies incredılity (Ward and Hirschberg 1985; Hirschberg and Ward 1992). They are plausible responses to a career advisor's pronouncement that, according to test results, designing ballgowns is the recommended career choice for the speaker, who has all along dreamed of becoming an aerospace engineer (for similar examples, see Ladd 2008: 45-46). Although the short contour can be informally described as rise-fall-rise, the longer contour cannot be described in a similar fashion, as it shows a long low-level stretch between a rise-fall and a final rise. In Figure 32.2, Greek contours very similar to the English ones in Figure 32.1 are shown, though in the case of Creek these contours are used for wh-questions (Arvaniti and Baltazani 2005; Arvaniti and Ladd 2699). As can be seen, the same issue with overall shape arises here as well. Further, as Arvaniti and Baltazani (2005) note, the Greek melody in Figure 32.2 can also be used for polite requests envploying an imperative; e.g. ['סose sti ina'ria 'liyo ne'raci] 'give Maria some water' (lit. give to Maria a-little water-Dim). Finally, Figure 32.3 illustrates two instances of another English melody: unlike the contours in Figures 32.1 and 32.2 , which look different from each other but convey the same meaning in each case, the contours of Figure 32.3 are realizations of the same melody but convey different meaning, depending on the utterance: the melody used is


Figure 32.2 Waveforms, transcriptions, and FI contours of two Greek wh-questions, on the left, ['p̧̧a] 'which (femi)', on the right, ['p̧̧a ma'ma tile'fonise sti noso'koma] 'which mom called the nurse?' Vertical lines indicate word boundaries

### 2.4 Superpositional models

In a number of configurational models, contours are said to be composed of two elements, a general trend and Iocal perturbations which "ride" on this overall movement. This conception of intonation was also espoused by Bolinger, who distinguished nccentuntion from intonntion, using accentuation to refer to pitch movements (nccents) on stressed syllables, and intonation to refer to the general course of FO, "the rise and fall of pitch as it occurs along the speech chain" (Bolinger 1986: 194).

The IPO system is one such superpositional model, in that its primitives and contours are seen as localized movements superposed on a larger declination component, which is taken to be largely automatic and due to the drop in subglottal pressure during the course of an utterance (declination reset and local movements, on the other hand, are seen as actively controlled by the speaker; 't Hart ct al. 1990: ch. 5). The exact role of declination and its physiology are still a matter of debate (see e.g. Pierrehumbert and Beckman 1988: ch. 3; Gussenhoven 2004: ch. 6), though evidence such as that provided for Japanese downtrends by Pierrehumbert and Beckman (1988) does not support the idea of declination playing as important a role as the IPO scholars envisioned.

Superpositional models have also been presented by Fujisaki (1983, 2004), Gärding (1983, 1987), and Thorsen (1980, 1985, 1986). Simplifying somewhat, in Fujisaki's system a plirnse command results in the rising-falling course of F0 throughout an utterance (or a part thereof), with nccent commands being responsible for more localized perturbations. Gårding $(1983,1987)$ posits grids (quasi parallel lines, within which most local F0 minima and maxima can be fitted; the overall range and direction of the grid (rising or falling or a combination thereof) reflect functional differences between utterances, such as the distinction between statements and questions. Similarly, Thorsen (1980: 1022) suggests that the rate of F0 drop in Danish is directly related to utterance function: "falling intonation contours are associated with declarative, intermediate contours with nonfinal, and flat contours with interrogative sentences." Due to the connection between communicative functions and overall F trends, the models of Thorsen and Garding face similar issues to gestalt models with respect to meaning. On the other hand, Fujisaki's model, which does not rely on meaning distinctions, must resort to counterintuitive solutions - such as negative accent commands and phase comntands that span linguistically arbitrary stretches in order to adequately describe the course of F0 in languages other than Japanese (e.g. Fujisaki et al. 1997 on Greek; Fujisaki et al. 2005 on Mandarin; Gu et al. 2007 on Cantonese; for a discussion of these problems, see Ladd 2008: 23ff.; Arvaniti and Ladd 2009).

## 3 Pitch levels as primitives

### 3.1 Early level-based models

Descriptions of intonation by means of level tones date from the American structuralists (Pike 1945; Trager and Smith 1951; Hockett 1955; Trager 1961). In these systems, intonation is analyzed by means of four levels, extra-high, high,
mid, and low. The level tones of these analyses are meant $t 0$ be phonological abstractions equivalent to phonemes (charter 11: the rhoneme); as such, they are said to be defined relative to each other, rather than each representing a specific pitch range.

These early analyses were heavily criticized by configurationalists, most notably Bolinger (1951), who questioned the claim that the four levels are relative, pointing out that if this assertion is taken at face value, it is not possible to distinguish combinations such as 123 from 234, although, theoretically, such combinations should be distinct. Thus, Bolinger concluded that level tones cannot be relative but must "rove each in its own bailiwick" (1951: 200), and set out to test this hypothesis by recording utterances in various zuays (as Bolinger termed them, i.e. melndies differing in varinus aspects) and having listeners judge them for similarity or appropriateness for a given purpose, such as appeasing a child. His results showed that contours analyzed as contrastive in the system of Trager and Smith (whom he particularly targeted) are perceived as similar by listeners, while others, analyzed as allophones of the same basic melody, are considered by listeners to be contrastive. Bolinger used his results to argue that a system with four levels can be at the same time too powerful and not powerful enough to capture contrastive and allophonic vartations in the intonational systent of English. His results led him to reject level tone analyses as untenable and to propose instead that melodies are gestalts.

Bolinger's critique ref.ects the assumptions of concreteness and bi-un'ıqueness prevalent at the tinne. It is clear, for exanvple, that Bolinger expected the different levels to faithfully represent the entire course of an utterance's F0, and to do so in such a way that the pitch range of each level did not overlap with that of others at any point in the utterance. Further, his comment that $F$ forms "a continuous line that can be traced on a piece of paper" (Bolinger 1951: 206), coupled with his distinction between monotones, which he accepts, and level tones, which he does not (e.g. Bolinger 1986: 29), suggest that he expected a level-based representation to be phonetically realized as a series of sustained pitch levels. It is obvious that if these assumptions are adopted, a level-based analysis is unworkable on both phonological and phonetic grounds (on the latter, see Xu and Sun 2002; Dilley and Brown 2007).

Although Bolinger's critique was well accepted, it is fair to note that many of the assumptions he attributes to the structuralists are not found in their works. Pike (1945), Hockett (1955), and Trager (1961) all note that levels represent "only those points in the contour crucial to the establishment of its characteristic rises and falls" (Pike 1945: 26); with the exception of terminal junctures, these points associate with stressed syllables. Similarly, the structuralists noted that absolute pitch levels are not significant as such, and recognized the existence of both level tones and contours (e.g. Trager and Smith's terminal juncture phonemes). Further, Pike (1945) discusses at length the fact that level tones need not be realized as a series of sustained pitches but can be realized as glides, especially when they are found close to each other, as happens in short utterances, for example. Nevertheless, as a result of configurationalist critiques, level-based analyses were largely abandoned in the following decades. Research within the generative framework focused primarily on the description of tone languages and no theoretical position was strongly taken in favor either of levels or of configurations with respect to intonation.

The role of underspecification cannert be underestimated: it leads to a clear understanding that the number of tones need not match the number of tone-bearing units (TBUs), so that both strings of tonally unspecified TBUs and instances of several tones associating with the same TBU are possible. Thus, in the AM framework, the two English contours in Figure 32.1 are both analyzed as $\mathrm{L}^{*}+\mathrm{H} \mathrm{L}-\mathrm{H} \%$. By using the same representation for these two contours, AM captures the fact that they are instantiations of the same melody, thereby generalizing beyond surface form. AM can also account for the systematic differences between contours like those in Figure 32.1, which, as mentioned earlier, were particularly problematic for the British school. In Me??, all three tonal events must co-occur with the only syllable of this utterance; hence the obvious lengthening of me ( 720 msec ) and the swift movement from one tonal target to the next. In $A$ ballgown designer?!, $\mathrm{L}^{*}+\mathrm{H}$ is associated with the metrically strongest syllable in the utterance, i.e. ball, and it co-occurs with it (showing the peak delay expected for this accent; e.g. Pierrehunibert and Steele 1989; Arvaniti and Garding 2007). The H\% is realized on the last syllable, which is the one showing a rise. The L-, which is associated with the ip bo undary, spreads between the $L^{*}+\mathrm{H}$ and $\mathrm{H} \%$, accounting for the fall and low-level stretch of F0 (for details on the realization of the L- in such contours, see Grice et al. 2000; Barnes et al. 2006). A similar analysis applies to the Greek wh-questions shown in Figure 32.2 , analyzed as $\mathrm{L}^{*}+\mathrm{H} \mathrm{L}-!\mathrm{H} \%$ (where ! H refers to a downstepped H tone; Grice et al. 2000; Arvaniti and Baltazani 2005; Arvaniti and Ladd 2009).

Overall, the AM model avoids several pitfalls of previous analyses. First, by formally separating stress from intonation and providing a mechanism for their interaction, the AM model incorporates the insights of Bolinger about pitch accents without requiring distinct accentual and phrasal components to account for pitch contours. In addition, the use of only H and L tones avoids the problems noted by Bolinger (1951) with respect to level tones. At the same time, by treating the issue of pitch range as a matter of phonetic realization, AM avoids the problems that plagued the British analyses due to the confounding of linguistic and paralinguistic aspects of pitch range (cf. the disagreements regarding whether high falls and low falls are distinct entities). Further, by making explicit the separation between the phonetics and phonology of intonation, the AMI model provides a principled account of the context-dependent variation of tones, a point that was not explicitly addressed in previous models, which mostly confounded contours and representations. Finally, the use of underspecification provides a parsimonious and elegant way of capturing both the similarities of melodies and the differences in phonetic realization that arise from the properties of the metrical structure with which a melody associates. In this way, the model can account for both local phonetic detail and abstract phonological form, something that configurational and full specification models cannot do (for extensive discussions of this point, see Pierrehumbert and Beckman 1988; Arvaniti pt al. 20156a; Arvaniti and Ladd 2009). Finally, since the degree of underspecification can vary, AM can account for languages with dense tonal specifications, such as Mandarin, as well as for languages with more sparse specifications, such as English. In short, then, AM not only provides an answer regarding the nature of intonational primitives, but crucially addresses the even more fundamental question of what should be represented phonologically when it comes to intonation, an issue that most other theories have not tackled by focusing exclusively on faithful representations of entire FO curves.
determined if none of the properties that may define them is stable. Finally, it is not clear how the notion of an indivisible unit can be defended for the Greek accents at all, since the beginning and ending points of the rise do not behave as one. Their relative autonomy is demonstrated by the fact that they align independently of each other and are not similarly affected by tonal crowding, which typically results in the undershooting of the L, while the realization of the H remains largely unaltered (Arvaniti et al. 2000)). This pattern is difficult to account for if the rise is a unit, in which case one would more plausibly expect a curtailment of the entire pitch novement.

It is thus clear that dynamic tones cannot account for some of the attested patterns. On the other hand, level tones can be used not only for the representation of loosely defined rises and falls, as in Greek, but also for rises and falls that are more closely knit. Such units have been reported by Frota (2002) for European Portuguese. Specifically, Frota found that in the falling accent indicating broad focus, the H and $L$ are timed with respect to distinct segments (similarly to the Greek case), but the fall of the accent indicating narrow focus shows a constant timing relationship between the H and L tones (similar to that discussed by Pierrehumbert 1980 for $\mathrm{L}^{*}+\mathrm{H}$ and $\mathrm{L}+\mathrm{H}^{*}$ in English). This difference between the two accents of European Portuguese can be represented by nieans of a hierarchical representation of tones shown in (1), as first proposed by Crice (1995a, 1995b) and adopted by Frota, or it can be treated as an issue of phonetic realization, as argued in Arvaniti et al. (2006b). Either way, it is clear that while level tones can adequately describe all attested tonal patterns, dynamic tones camot. In short, then, both the enpirical evidence and phonological considerations of parsimony and descriptive adequacy make a theory based on level tones preferable.


## 5 Conclusion

The original debate about levels vs configurations (Bolinger 1951) focused on the issue of whether melodies are gestalts or should be seen as composites of primitives. Independently of this distinction, Bolinger's views, espoused by many before him and since, are based on the idea that intonational contours should be represented in their entirety, either as a series of primitives, or as a "line [. . .] on a piece of paper." Current understanding suggests that couching the problent in these terms is nisleading, as neither type of representation is likely to be correct: as shown, gestalt approaches cannot account in a satisfactory manner for either intorational neanning or intonational form; yet representations that fully specify the course of FO , either in terms of dynamic tones or in terms of levels, do not fare much better. Due to the particularities of intonation, especially the fact that its realization depends on the netrical structure of the utterance with
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# 33 Syllable-internal Structure 

Anna R. K. Bosch


#### Abstract

There is no simple discovery precedure for determining phonological syllable structure (which, like phonological representations in general, may not be in a one-to-one relationship with systematic phonetic syllabification, and which may not necessarily conform to native speaker intuitions about syllable division). The nature of the mechanism which assigns syllabification (defines possible syllables) for a given language is an empirical hypothesis, whose confirmation depends on the extent to which linguistically significant generalizations can be expressed under it (Feinstein 1979: 255).


## 1 Introduction

Although the syllable has been used by generations of linguists both in language description and in phonological theory, it is still surprising to see the variety of upinions and arguments on the topic. As Einar Hal.gen expostulated as early a.s 1956, "everyone talks about syllables, but no one seems to do anything about defining them" (Haugen 1956: 196). Since that time we have had fifty years or more of attempts to outline and define the syllable and its constituents, perhaps without coming inuch closer to solid agreement. Although the terms syllable, onset, rhyrue, nucleus, and coda remain in common usage among phonologists, we cannot yet point to invariant acoustic or articulatory evidence for these constituents. As Haugen continues, "the only real basis for assuming their existence is that speakers of the language can utter then separately, dividing utterances into sequences that seem natural when pronounced alone." We point to this evidence again and again as certain proof that there is "something" called the syllable; perhaps the everyday linguistic knowledge of the speaker is the single constant throughout phonological research on syllable structure. And yet, as Feinstein emphasizes in the quote appended above, we also draw a certain distinction between the "speaker's syllable" and the "phonological syllable." The phonological syllable is defined empirically by "linguistically signifiicant generalizations," while the speaker's syllable is defïned simply and automatically (when the decision is indeed simple and automatic) in careful speech, or by a number of - also empirical - experinental methods exploring external evidence, such as language games and other speaker behavior (Chaitter 96: exiderimental aiptoaches in theoketical phonology).

As Goldsmith (1990) points out, there are at least two competing, or perhaps parallel, views of the syllable that have influenced phonological theory over the past century or more: just as light can behave as both wave and particle, the syllable too has been slown to demonstrate both a wave-like property based on sonority (cilapter 49: sonority), and a piece-like, or chunk-like, division into smaller constituents, such as onset and rhyme. While there are still good reasons to hold on to a wave-shaped understanding of the syllable, defining the syllable and its properties with reference to the peaks and valleys of sonority shaping each one, the present chapter will nonetheless focus exclusively on theories of the syllable which specifically address the question of constituent structure. The question of syllable structure can be understood as a question about the nature of linguistic representation (cf. Anderson 1985); as Anderson claims, "most of the history of twentieth-century phonology is the history of theories of representations, devoted to questions such as 'What is the nature of the phoneme, morphophoneme, morphente, etc?'" (Ander son 1985: 9), to which we might add the question that concerns us here: "What is the nature of the syllable?" This chapter begins with a brief historical sketch tracing the early arguments in favor of different representations of syllable structure, followed by an overview of different models of the internal structure of the syllable. A final section reviews the conclusions of experimental studies as they adduce evidence for or against internal constituents of the syllable. (See also chapter 109: polish syllable structure; chapter 115: CHINESE SYLLABLE STRUCTURE; CHAPTER 56: SICN SYLLABLES.)

## 2 Early twentieth-century discussions of syllable-internal structure

Early Iwentieth-century linguists asked themselves the same question, "what is the nature of the syllable?" Saussure proposes an impressionistic account of the syllable as composed of a succession of explosive and implosive articulatory movements; while all speech consists of an alternating series of these movements, the syllable boundary itself is marked by "the passage from an implosion to an explosion in a chain of sounds" (Saussure 1922). Arguing for the syllable as a unit of phonology, he reasons that "the regular coincidence of a mechanical principle and a definite acoustical effect assures the implosive-explosive combination of a right to existence in phonology" (1922:57). Saussure goes so far as to claim that these opening and closing articulatory motiesns, which he distinguishes from acoustic sonority, are themselves the irreducible units of the syllable; further, a close examination of Saussure's diagrams demonstrates that he considers the vocalic peak to form a part of the implosion, hinting at something like a rhyme: "Whenever a particular phoneme is more open than the following one, the impression of continuity persists; ... an implosive link, like an explosive one, obvinusly can include more than two elements if each has wider aperture than the following one" (Saussure 1922: 56). Saussure's footnote demonstrating the syllabification of the word particularly is noteworthy, presenting an early sketch of an onset-rhyme division within the syllable: a vowel and following tautosylla bic consonant are both "implosive," according to Saussure's terminology, while the prevocalic consonants are "explosive." (Superscript arrow-heads indicating explosion [ $<$ ] and implosion [>] are placed immediately above each alphabetic graph in Saussure's text.)
(1)

```
<>><>> <> <>><>
```

Kuryłowicz develops a notion of syllable structure which was clearly influenced by Saussure, referring to "the initial (explosive) consonant group and the final (implosive) consonant group as they relate to the vocalic center"1 (Kurylowicz 1949). Here Kuryłowicz quite explicitly associates the structure of both "semantic" and "phonic" systems, presenting a "table of correspondence," or equivalence, which presages hierarclical structure within the syllable, as in (2), in parallel with the semantic functions of subject, predicate, etc.
(2) Table of correspondence (Kuryłowicz 1949, reprinted in Hamp et al. 1966: 230, translated A. R. K. Bosch)

| semmentic system | phonic system |
| :--- | :--- |
| proposition | syllable |
| predicate | vowel |
| subject | initial consonant group |
| additional information | funal consonant group, etc. |

That is, just as a proposition consists of subject, predicate, and additional information, a syllable can be seen to consist of initial consonant group, vowel, and final consonant group. Peak and coda are grouped into a constituent in Kuryłowicz (1948), on the basis of co-occurrence restrictions which are found between peak and coda, but not between onset and peak.

Although the term "vocalic peak" is already in use by the time of Saussure's writing, Selkirk (1982) credits Hockett (1955) with the terms "onset" and "coda"; the use of "rhyme" to refer to the conjunction of peak and coda is attributed to Fudge (1969), a lthough of course the informal usage of this term to describe poetic form dates from the seventeenth century. ${ }^{2}$

## 3 Evidence for constituents within the syllable

Reviewing arguments for syllable-internal structure from Saussure onward, we find that evidence for structure within the syllable is typically modeled on evidence for the syllable itself; in a comprehensive overview of syllable theories, Blevins (1995) outlines four traditional arguments in favor of the syllable itself as a constituent. She notes that (a) the syllable has been employed as the domain within which phonological processes or constraints may apply; (b) the syllable edge is identified as the locus for the application of processes or constraints; (c) the syllable itself may be picked out as a "target structure," e.g. for the application of language games or for the assignment of stress or tone; and finally (d) field linguists recount that native speakers can express intuitions regarding

[^544]the number of syllables per word or utterance. So, for example, nasalization may spread within a syllable (a); a syllable-final consonant may be devoiced (b); syllables unay be independently manipulated in language games such as the French Verlan (c); finally, field linguists commonly report formal and infornal studies of speakers who are easily able to count syllables, or who pause between syllables when exaggerating slow and careful speech (d).

All these are coinmon examples of the utility of the constituent "syllable"; however, not all of these arguments provide evidence for sub-syllabic constituents. Upon closer examination, only (a) and (c) usefully apply in evaluating syllableinternal constituents. First, as argued in (a), the constituents onset or rhyme have been argued to serve as phonological domains: Davis (1992) argues from Italian that the choice of the article (il or 10 ) depends on the constituent structure of the following onset (CHAl"PER 55: ONSETS; CHAPTER 38: THE REPRESENTATION OF SC CLUSTERS). And the constituent structure of the rhyme - short vowel, long vowel, or vowel + consonant - may play a crucial role in stress assignment in quantitysensitive languages. In addition (as argued in (c)), the separate constituents onset and rhyme may be singled out as "target structures" for the application of language games. In the American children's gane "ubby dubby," popularized by the 1970 s television show Zoom!, the sequence [ab] is inserted between each onset and rhyme: hello becomes [habelabors]. Numerous language games play on the identification of onset and rhyme as target structures, and studies suggest that speech errors may operate on onset and rhyme sequences as single units (see discussion of experimental evidence, below). Thus evidence for sub-syllabic constituents derives primarily from data suggesting that onset and rhyme function as phonological domains or as target structures for other linguistic behavior. However, when we return to examine common evidence for the syllable as a constituent, parallel arguments for syllable-internal structure are not as convincing. Evidence such as (b) that refers to syllable-edges as targets (e.g. devoicing a syllable-final obstruent; CHAPTER 69: FINAL DEVOICING AND FINAL LARyNGEAL NEUTRALIZATION) in fact says nothing about syllable-internal structure per se: a sylfable boum dary, without reference to constituent structure, could identify this position (see Steriade 1999, for example). And finally, evidence in (d) from slow or careful speech by native speakers may provide clues as to syllable count or syllable boundaries, but generally provides little insight into sub-syllabic constituents, without additional manipulations such as we find in studies of langue.ge games, etc.

Nonetheless, we frequently uncover parallels between discussions of syllable structure and discussions of syllable-internal structure. This is made explicit within the framework of prosodic phonology (Selkirk 1982; Nespor and Vogel 1986): here the internal structure of the syllable is seen as a natural extension of the higherlevel prosodic structure, to which the syllable naturally belongs (see CHAPTER 40 : the foot; cilarter 5i: tile rionological word; cilapter 84: Clitics; chapter 50: tonal alignment). After laying out arguments for the syllable as a constituent, Selkirk goes on to conclude that:

[^545]
## 3.1 "Flat" models of syllable-internal structure

Various models of syllable-internal structure have been proposed over the past cenhury of linguistic study, from an entirely flat structure consisting primarily of syllable boundary narkers to a more highly articulated hierarchical structure. Kahn (1980), for example, proposes the simplest two-tier fllat structure consisting of syllable nodes ( $\sigma_{1}, \sigma_{2}$, etc.) on one tier, associated directly with the segments of phonetic (or phonological) representation, as in (3).
(3) No internal constituent structure (e.g. Kahn 1980)


For Kahn, the discrete segments are "associated" with the syllable node, and among his syllable-building principles is one akin to the no-crossing constraint of Goldsmith's (1976) autosegmental phonology; "given the way the terın 'syllable" is understood, it would seem nonsensical to speak of discontinuous syllables" (Kahn 1980: 36). Kahn explicitly cites Coldsmith manuscripts from 1974 and 1975, and in a footnote outlines his claim thett he himself is working in an autosegmental framework, "because all theories of the syllable, including my own, are 'autosegmental' in that they involve parallel analyses of phonological material into (traditional) segments and syllables" (Kahn 1980: 61; see also CHAPTER 14: autosegments).

A contemporary version of Kahn's flat structure is echoed in a recent textbook, Hayes (2009). Hayes takes a non-committal position on the internal structure of the syllable: while he prefers constituent (tree) structure to the simple use of boundary symbols to identify syllables, he makes no claiin about constituency within the syllable. Introducing the terns onset, coda, and nucleus, he explains that

In some theories, the onset, nucleus, and coda are described as constituents (they are daughters of the syllable node $\sigma$, and dominate segments). This book will use "onset," "nucleus," and "coda" merely as useful descriptive terminology (Hayes 2009: 251).

In diagrams throughout this textbook, as in Kalnn (1980), segments are dominated directly by the syllable node itself, without intervening structure.

A related flat structure with an intervening CV tier is proposed by Clements and Keyser (1983) in (4) (see also chapter j4: the skeleton).
(4) Sy/luble with intervening CV tier (e.g. Clements and Keyser 1983)


Among the options that do incorporate some representation of internal structure, however, ternary branching structure represents perhaps the simplest

This is essentially what Venneman (1972) terms the "Law of Initials": that "medial syllable-initial clusters should be possible word-initial clusters" (Venneman 1972: 11); or what Bell (1976) terıns "the Kuryłowicz condition," that "initial and final clusters of medial syllables conform to the same constraints as those in initial and fiinal syllables" (Bell 1976: 255). ${ }^{6}$

On the other hand, there are languages which place more restrictions on word-interial consonant clusters, and allow extra consonants at word edges, such as Polish (Kenstowicz 1994: 262ff.). A number of chapters in Féry and van de Vijver (2003) tease out just these inconsistencies between word-internal clusters and clusters found in either word-initial or werd-final position (Cho and King 2003; Creen 2003; Kiparsky 2003; Wiltshire 2003). See also Dixon (1970) and many others, as well as chapter 36: final consonants.

### 3.4 Moraic phonology and syllable-internal structure

While the syllable itself has been in wide use throughout the past century or more, clear arguments providing evidence of the internal structure of the syllable are less common than one night expect. Many arguments which state a convincing case for the syllable as a phonological unit in fact fail to motivate syllable-internal structure. The constituent structure of unset, rhyme, nucleus, and coda intersects in complex ways with a moraic theory of syllable organization, as sketched in (14) below. While a moraic analysis often appears to supersede one employing syllable structure, in fact the notion of moraic weight is interwoven with an understanding of syllable structure, in particular the structure of the rhyme.


The mora provides a useful means of representing syllable weight, in quantitysensitive languages where this is required. In languages such as English or Latin, a syllable with a short vowel is nonomoraic, while syllables with a long vowel (VV), or vowel + coda consonant (VC), are bimoraic. We note, however, that only consonants in the rhyme may be moraic; onset consonants never contribute to

[^546]syllable weight (charter 47: initial geminates; charter jō onsets). Thus we return to some notion of constituent structure within the syllable, if only to identify the domain in which noras are projected. Furthermore, whether the mora truly serves as a "constituent" is unclear; while the syllabic nucleus is typically affiliated with a mora, the affiliations of onset and non-moraic coda consonants are less clear. Non-moraic elements are sometimes assoc iated with the syllable node directly, or sometimes argued to share the mora with the nuclear vowel. Essays in Ziolkowski et al. (1990) demonstrate the range of arguments regarding moraic structure within the syllable. Hyman (1985) originally suggested that a syllable-initial consonant links to the nora of the following vowel, creating what looks like a "body-coda" structure. More commonly, the syllable-initial consonant is assumed to associate directly to the syllable node, as in Hayes (1989) and many others. For a more recent position favoring the mora, Yip argues explicitly that the evidence in favor of the constituents onset and rhynte "is scanty and inconsistent" (Yip 2003: 779), and relies on a moraic model of the syllable to account for the behavior of pre-nuclear glides in English and Mlandarin Chinese. I leave it to other contributors to this Companion to tease out the intricacies of moraic phonology in more detail (see chapter 39: stress: phonotactic ano phonetic EVIDENCE; CHAPTER 40: THE FOOT; CHAPTER 41: THE REPRESENTATION OF WORD STRESS).

## 4 Experimental studies

Experimental studies, both of acoustic properties of speech and of human beha vioral responses to syllabification tasks, have also been constructed to exploure this question of the nature of the syllable. The great majority of experimental work over the past fifty years involves studies of simple syllabification, with a view to accounting for syllable boundaries. Most of these studies place a particular focus on the syllabification of an intervocalic consonant or consonants; see for example studies on Dutch, Finnish, Cerman, French, Japanese, and Engl ish (e.g. Fallows 1981; Cillis and DeSchu tter 1996; Schiller et al. 1997; Berg and Niemi 2000; Content et al. 2001; Goslin and Frauenfelder 2001; Ishikawa 2002; Redford and Randall 2005). Still, a number of experimental studies have been adduced to test the validity of the internal constituents of the syllable; the inajority of these studies focus on the primary constituents of onset and rhyme. Evidence regarding hierarchical structure within the syllable is mixed, with arguments drawn from language games (both "traditional" and invented/experimental), slips of the tongue, perceptual studies, investigations with children, and other experinental paradigms (CHAPTER 96: EXPERIMENTAL APPROACHES IN THEORETICAL PHONOLOGY) to investigate whether onset, rhyme, nucleus, and coda are or are not syllable constituents.

A series of experiments by Treiman and co-authors argue in favor of an onsetrhyme structure, based on subjects' performance on various word games (Treiman 1986; Fowler et al. 1993; Treinan et al. 1994; Treiman et al. 1995). Must recently, Kapatsinski (2009) clains to show from an experimental study that English speakers are able to learn rhyme-affix associations more easily than budy-affix associations, basing this argument on the claim that associations should be easier to learn within rather than across constituents, given a hierarchical structure to the syllable. However, Pierrehumbert and Nair (1995) replicate Trei:nan's word ganne paradigm
merely substitutions of segmental units - errors in "selection" - but instead may be examples of gestural intrusion or mis-timing (Pouplier and Goldstein 2005).

Various studies conducted on languages other than English appear to show that if there is an onset-rhynie distinction it may be a language-specific one; experiments with native speakers of Korean indicate that Korean syllables "contain a cohesive CV or body unit, in contrast to the VC or rhyme unit of English" (Yoon and Derwing 2001); one of the five experiments described here studied preliterate children, indicating that literacy could not be a confounding factor. A study involving Chinese-English bilingual children found "a preference for matching body over rime in Chinese, and for matching rime over body in English," concluding that there must be cross-language differences in processing spoken syllables (Wang and Cheng 2008).

Acoustic studies have examined timing relationships within the syllable to identify syllable constituents. Conducting an acoustic study on English disyllables and casual speech vowel reduction, in triplets of words such as support./sport/s'pport. (reduced support.) Fokes and Bond (1993) conclude that there were no invariant acoustic cues determining syllabicity. While the authors concede that sport and s'pport may in fact be phonetically distinct, the study found no invariant cues to distinguish them. Certainly, attempts to isolate acoustic or articulatory invariants of the syllable date from as early as Stetson's (1928) "chest pulse" theory; however, there is no current consensus on either acoustic or articulatory definitions of the syllable, let alone of structure internal to the syllable. While Selkirk (1982: 340) set the stage for a good deal of ensuing research with her note that "other phonological, or shall we say phonetic, phenomena such as duration and closeness of transition between segments might also be taken as revealing of the infmediate constituent structure of the syllable," we still find very little clear evidence of any invariant property pointing to syllable-internal hierarchical structure.

## 5 Conclusion

Despite the lack of phonetic evidence for invariant acoustic or articulatory measures of syllable structure, research in this area too continues apace. As Ladefoged noted:

> There is no single muscular gesture marking each syllable ... (but) there is evidence ... that speakers organize the sequences of complex muscular events that make up utterances in terms of a hierarchy of units, one of which is the size of a syllable; and it is certainly true that speakers usually know how rany syllables there are in an utterance. We will therefore assume that a neurophysiological definition is possible, even if ome cannot at the mosment state it in any way (Ladefoged 1971: 81).

Even those who argue against the use of syllable structure to account for phonotactics acknowledge the usefulness of the terms referring to syllable-internal structure: onset, peak, coda, and even rhyme. "Syllable structure, whether directly perceived or inferred, is an undeniable aspect of phonological representations," claims Steriade (1999), although she goes on to argue against employing syllable constituents in a phonological analysis, concluding that syllable position "does not condition segment realization." Steriade argues instead that knowledge of
syllable structure, and syllable edges in particular, derives from or is founded on the speaker's perception of word-based phonotactic regularities. Her claim is essentially that we have put the cart before the horse in arguing that phonotactic constraints are built upon syllable structure; instead, these phonotactic regularities may be precisely what allow us to identify syllable position.

In any case, the labels we use to identify internal constituents of the syllable onset, coda, and rhyme - remain convenient terminology, and seem likely to remain in commion usage. Nevertheless, it alse seems clear that a conservative view of linguistic structure - a view shaped by Occam's razor, perhaps - would concede that these terms, while useful, may not be supported by empirical evidence. Acoustic and experimental studies offer only mixed results, while language-specific phonological studies continue to differ widely in their use of (and claims for) sume particular organization of syllable-internal structure. How we use syllable structure to represent the patterns and organization of human language will differ depending on the questions we ask and the problems we confront in the specific languages we investigate. Syllable structure may turn out to be an organizational tonl, rather than an object available for independent manipulation.
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# 34 Precedence Relations in Phonology 

Charles Cairns Eric Raimy

## 1 Introduction

"Precedence" in phonology refers to the fact that elements occur in ordered sequences. An understanding of precedence relations is key to explicating notions of locality, adjacency, and left-right asymmetries, which have played significant roles in the phonological literature, especially since the advent of autosegmental phonology (Goldsmith 1976; CHAl'TER 14: AutuseGments). McCarthy (1989; 71) writes "nonlinear phonology imposes strict requirements of locality on phonological rules," and "locality ...ensures that the elements referred to in phonological transformations and constraints are adjacent at some level of representation."

We must agree on a common set of questions in order to compare and contrast linguists' notions of precedence relations, a requirement that presupposes a formal framework. Since the earliest days of phonology, the sequential nature of speech and the progression of letters across the printed page have been assumed to be sufficient to understand precedence. It is always salutary to explicate tacit assumptions, so this chapter explores the implications of a formally rigorous understanding of precedence. The formal rigor is supplied by graph theory, a branch of mathenatics that we will use to unpack the question of what it means for phonemes to appear in an ordered sequence (Wilson 1996 is one of several good introd uctions). Phomology is concerned with the characteristics of precedence in human language, so graph theory itself can be no more than a useful tool. But because graph theory is an explicit mathenatical nodel that provides specific and well-understood possible answers to questions of precedence, we explore its implications in this chapter.

Once we have introduced the relevant aspects of graph theory, we go on to examine a sample of the claims and assumptions that have been made in the literature on phonological precedence, with varying degrees of explicitness. In particular, we examine the characterizations of various approaches to autosegmental phonology within graph theory. We will further explicate the nature of precedence in phonology by considering the basic uperation of deletion. All phonologists must take as bedrock assumptions that phonemes appear in a sequence and that there exist phonological processes with the capacity to delete phonemes from a sequence. One interesting result of this exercise is that commonly assumed antagonistic theories of phonology converge on a common model of deletion.

Before proceeding, we first ask if precedence relations are primitives of phonological representations or if they are derived. Van der Hulst (2008), for example, proposes that precedence relations can be derived from underlying syllables. Consider a highly articulated theory of the syllable with labeled nodes, e.g. Fudge (1969, 1987); Cairns (1988); see also chapter 33: syllable-internal structure. The idea is that if at the lexical level featural information such as [back] or [coronal] were stored in syllabic nodes like onset and rhyme, then perhaps the number and order of phonernes on the surface could be predicted from the inherent order of syllabic constituents. There are at least four natural lintits to deriving precedence relations from syllable structure. First, syllabifiication is not always exhaustive; many languages are known to have sequences of unsyllabified consonconts (Bagemihl 1991; Czaykowska-Higgins and Willett 1997; Vaux and Wolfe 2009). Second, it would in any case be necessary to specify the order amıong syllables. Consider the English loan from Tamil catamaran; hypothetical *matacaran and *tamacaran would serve as equally plausible loans into English, yet they differ from the existing word only by syllable order. The possibility of using foot structure to order syllables only moves this question higher in the prosodic hierarchy and requires more prosodic information to be stored in the lexicon. The necessity of stipulating explicit sequencing information in the lexicon cannot be escaped.

Third, reference to precedence relations at the segmental level is necessary to properly account for phonotactic constraints. Blevins (2003), building on Steriade (1999), shows numerous compelling examples where phonological sequencing generalizations and cross-linguistic universal patterns refer to properties of the phonological string and not to syllable structure. Of course, as Blevins points out, there are many cases "where phonotactic constraints and syllable structure appear to converge." She suggests that "this is because syllabifications are derivative of phonotactics, not vice versa" (2003: 393).

Finally, we are encouraged in our focus on segmental precedence by the fact that resyllabification is rampant throughout phonology and phonetics; the effervescence of the syllable makes it a poor candidate for the bearer of lexical precedence relations.
§2 sketches the basic elements of graph theory and their application to phonology. $\S 3$ presents the complications that arise in connection with considering precedence relations in autosegmental phonology and provides a plausible explanation of why the Obligatory Contour Principle (OCP) is so variably valid. §4 demonstrates how investigating the process of deletion in graph theory illuminates how different theoretical models of phonology converge on the same understanding of deletion in phonology. $\S 5$ demonstrates how theories of phonology that view segments as entities that occur in real time can benefit from the consideration of precedence in graph-theoretic terms. $\S 6$ shows how graph theory can illun. inate issues in phonology such as the "no crossing constraint" and local ws. long-distance adjacency. $\S 7$ illustrates some extensions of graph theory approaches to different phonological and morphological phenomena. $\S 8$ concludes this chapter.

## 2 Precedence relations and graph theory

Phonologists differ about whether to view a phonological sequence as a string of discrete, point-like objects or as a series of possibly overlapping segments which exist in real time; Trubetzkoy (1939) described phonemes as essentially timeless
(zeillos), abstract entities like the dits and dots of Morse code, where each unit is unaffected by the producing process (although possibly influenced by proximal symbols). The alternative view, that phonological patterning is defined by the dynanic articulation of actual speech, goes back to Sweet (1877), Sievers (1881), and Saussure (1916). This serves as the fundamental assumption of such schools of thought as Articulatory Phonology (Browman and Goldstein 1986, 1989, 1990a, 1990b; chapter 5: the atoms of phonological retresentations), which views the elements that appear in phonological sequences to be events in real time.

The consensus that phonetic sequences involve continuous, overlapping elements does not extend to more abstract levels of phonology. Theories of morphological operations such as reduplication and infixation and of many phonological processes such as inorphophonemics, deletion, etc., generally operate on representations made up of discrete, point-like objects, and these theories have achieved considerable descriptive success; we will proceed on this basis and turn to the event-based outlook later.

Consider the representation of the Margi word /tágíl/ 'horse' (from Kenstowicz 1994: 312) in a generic version of autosegmental phonology in (1). This is a picture of what Coleman and Local (1991: 309) call "paddlewheel graphs." It is drawn so as to induce the reader to visualize three half planes, each emanating from a common line. The three-dimensional metaphor is useful because it helps us break down general questions of precedence into smaller and hence more manageable ones. This imagery can be misleading, however, because, as Coleman and Local (1991) demonstrate, autosegmental representations are not necessarily threedinnensional (i.e. non-planar, as defined in §6) in a mathentatical sense.
(1) Paddlewheel graph of Margi /tágú/


Lines are referred to as "tiers" in autosegmental phonology, and the line defined by the intersection of the three planes depicted in (1) is the "anchor tier." The anchor tier contains the string of symbols \# x $\times \times \times \%$, where \# and \% indicate the beginning and end, respectively, of the phoneme sequence (we ignore these now, but return to them belows).

Elements are also arrayed in tiers on the "feature plane," the "syllable plane," and the "tone plane" of (1). The feature plane is shown with the alphabetic syinbols $t, a, g, y$ in lieu of the familiar feature trees (we employ this notation throughout the remainder of the chapter); in $\S 3$ we will see that this is nore complicated than
(2) a. $\mathrm{t}-\mathrm{a}-\mathrm{g}-\mathrm{u}$
b. vertices: $\{t, a, g, u\}$
edges (unordered): it a, a g, gu\}
(2a) and (2b) contain the same information. (2a) depicts the graph in a visual manner, while (2b) defines the graph as a list of vertices and a list of edges. Each edge is defined by a pair of vertices, and these pairs are set off typographically from each other by commas in (2b). A list of edges suffices for many graphs, because the vertices can be determined from the list of edges. Note that the lists of vertices and edges are literally lists and not sets.

Because the edges in (2b) are undirected, it is called an undirected graph, where the two vertices that define each edge are unordered with respect to each other; for example, the edge $\{t$ a\} is equivalent to $\{a \mathrm{t}\}$. Because this type of graph contains information only about adjacency of vertices and does not specify any order, it appears to be a poor candidate for a model to represent phoneme strings. For one thing, lexical representations must contain ordering information. Consider the existence of pairs of words like cat and tack in English. The adjacency pairs (undirected edges) for these two words are identical; both words have the edge set $\{t$ æ, æ k $\}$.

Beyond the obvious fact that ordering is distinctive is the observation made by de Lacy (2007) that if phonological graphs were undirected, we would predict that mirror-image rules or constraints like those that appeared in early versions of SPE-type phonology would be commonplace. An example would be rules of the form $x \rightarrow y /\{z \ldots, \quad$ z\}, as suggested by Bach (1968), Langacker (1969), and Andersion (1974). This means that $x$ is rewritten $y$ if it either precedes or follows 2 . If we were to adopt undirected graphs as the representation for phonological forms we would predict, contrary to fact, that mirror operations should be the most common operations found in phonology.

Because a theory containing only undirected edges carmot distinguish between cot and tack and makes false predictions about the directionality of phonological operations, we consider graphs where the vertices that specify each edge are ordered with respect to each other. Information about sequential order can be added to the graph in (2) by making it a "directed graph" (or "digraph"), as in (3). An edge in a digraph is an ordered pair of vertices; the vertex mentioned first in an edge specification precedes the one mentioned second.

(3a) is the graphic representation of the information in (3b). Because the edges in (3b) are ordered, they specify that $t$ precedes $a, a$ precedes $g$, and $g$ precedes u. (3a) is not the only diagram consistent with (3b), however; for example, the diagram in (3c) is equally consistent with (3b), but not as convenient to read as (3a). They are formally equivalent; in fact, (3a), (3b), and (3c) all represent the same
$\xi$ or $u$, so in this sense it is true that if $t$ precedes $a$ and $a$ precedes $g$, then $t$ precedes $\delta$.

Before concluding this section, note that it is convenient to add explicit beginning and end symbols, which we represent as \# and \%, respectively. Positing these symbols allows us to say that all vertices on the anchor tier that are of degree two are available for serving as phonological segments, and only the abstract terminal symbols are of degree one. These symbols are also convenient to define the environinents of initial and final segments, needed by many phonological processes. Also, chain graphs supplemented with special beginning and end symbols allow for the definition of free us bound morphemes: a free morplueme like togu is a chain graph with \# and \% at beginning and end; a bound morpheme would lack one or both of these symbols. The graph in (4) is the type we will use to explicate precedence issues when we consider deletion in \$4.

$$
\begin{align*}
& \text { a. } \# \rightarrow \mathrm{t} \rightarrow \mathrm{a} \rightarrow \mathrm{~g} \rightarrow \mathrm{u} \rightarrow \%  \tag{4}\\
& \text { b. vertices: } \mid \#, t, a, g, u, \%\}
\end{align*}
$$

This section has described the basic principles of graph theory as they apply to notions of phonological representations held by virtually all schools of thought in phonology. The overwhelming majority of phonologists operate on the assumptions, usually tacit, that sequences of phonemes have the properties of asyınmetry, irref.exivity, and (in the qualified senses explicated above) transitivity, and the preced ing paragraphs have shown that these are best understood in graph theory, where they derive from the properties of directed chain graphs. However, as stated at the beginning of this section, we have been considering only precedence relations on the anchor tier of (1). We now turn to a consideration of precedence relations in autosegmental phonology.

## 3 Precedence relations and autosegmental phonology

In the preceding section we adopted the expository convenience of depicting phonological content of segments on the anchor tier by means of phoneme symbols. This was a shorthand way of showing feature trees, sketched in (5), which is an elaboration of the diagram in (1). This section is devoted to analyzing the precedence relations among elements that are on different tiers, and we will see that this exercise provides insight into the OCP. A brief explanation of (5) is in order first.
(5) Schematized autosegmental representation of [tagu]

violate the requirement that phonological representations be equivalent to connected graphs; foating elements would be represented by vertices that are not connected to the rest of the graph. Consequently, "foating" features inust be connected to the rest of a phonological representation; this seems to be consistent with current thinking on this topic (see citarter s2: peatural affixes).

We will assume that precedence is encoded only on the anchor tier for the remainder of this chapter. This view improves our understanding of Odden's $(1986,1988)$ critique of the OCP as a language universal: in general, the OCP appears to behave in a cross-linguistically arbitrary way, because the locality of distinctive features is mediated by the timing tier. Consequently, whether two elements are adjacent or not must be determined either directly from the list of edges or by calculating whether a walk exists between the two elements. The implementation of a walk appears to coincide with proposals about "searches" in phonology by Mailhot and Reiss (2007), Samuels (2009), and Nevins (2010) (see §7). This perspective has the advantage that it supplies one universal account of adjacency, which has two different specifications: two elements are adjacent if they either share an edge or if there is a walk connecting them. Each language-particular process must, of orurse, specify which definition of adjacency is required for its application. The existence of two ways of specifying adjacency is plausibly a naajor reason why the OCP appears superficially to be so variably valid.

## 4 Deletion and precedence

Deletion is a fundamental phonological phenomenon that must be accounted for by any phonological theory. The naive view of deletion is that segments can be simply eliminated from a representation without any complicating entailments; this is based, of course, on the conception of precedence portrayed by the left to right array of symbols across the printed page. Deletion is far more complicated when we oonsider how precedence structures are altered when a segneent is deleted. For purposes of explicating how deletion affects precedence relations, we return to using our Margi example and suppose that a phonological process of Margi were to delete the $g$ from tagu. It does not matter what triggers this operation, nor in what phonological theory this operation is described; we are interested here in specifying precisely what it means to delete a segment when it is considered as a vertex in a directed chain graph.

In this section we describe the two characterizations of deletion (see chapter 68: deletion) that are possible within directed chain graphs. One consists of skipping over (or underparsing) the seginent to be deleted, and the other involves merging two segments into one. Both appear to be empirically altested. A particularly significant part of this presentation is that two models of Optimality Theory (Containment and Correspondence) as well as the derivational model known as Precedence Based Phonology (Raimy 2000, 2009) converge on the representations and operations revealed by a graph-theoretic explication.

Without considerations about the nature of precedence, (1 1a) presents the naive mapping between representations undergoing the deletion of $g$, where the symbol " $>$ " means merely "becomes," without reference to the nature of the operations involved. The question at hand is: once precedence relations are specified, how exactly does (11b) becone (11c)?

All graphs representing phonological structure must be interpreted by some sort of phonetic inplementation mechanism, so the question now before us is how to assure that this mechanismı follows the added " $a$ to $u$ " precedence relation, and not the old " $n$ to $g^{\prime \prime}$ precedence relation. There are two general solutions to the favoring of the newly added precedence relation and they differ in whether computation in phonology is "parallel" or "derivational." "Parallel" computation is the type fround in the containment model of OT, where there is a GEN function that creates a list of different candidates; there is also the EVAL function, which determines which candidate is the most harmonic given a language-specific ranking of CON. In this model, GEN would be free to create candidates that contain any number of novel precedence relations that do not exist in the input. Therefore, GEN will generate candidates with underparsed segments, and these candidates would indicate that phonetic implementation will follow the "deletion edge" and not the edges associated with the deleted $\wp$. Whether candidates with detours might emerge as the noost harmonic will be the result of parochial constraint interactions. In shwrt, preference for newly added precedence links that produce deletion can be implemented easily in the containment model of OT,

This approach to deletion can be straightforwardly carried over to the Correspondence model of OT (McCarthy and Prince 1995). The difference between the implementation of deletion by underparsing in the Containment and Correspondence models of OT is in the status of a representation with conflicting precedence specifications as in (13). Whereas the Containment model can directly produce this type of representation as its output with the effect that segments that are "detoured" around are the underparsed segments, the Correspondence model can produce the chain graph in (11c) directly from (11b) by deleting the vertex $g$ and by adding the new edge $\{a \operatorname{u}\}$, operations freely performed by GEN. This computation requires the comparison of both (11c) and (11b) in order to determine the Max, Dep, and Conticuity violations. Thus it appears that the Containment and Correspondence models of OT converge on deletion as the addition of a new precedence link.

Preference for newly added links and consequent deletion can be implemented in a derivational model of phonology by imposing an order on the list of edges. Recall that (13) is not a directed chain graph, a requirement for phonetic inplementation. We return to this point in §7, but for now note that, as Idsardi and Rainvy (forthcoming) point out, a derivational theory of phonology requires representations to have the characteristics of a directed chain graph only at the interface between modules. "Serialization" is a process that creates a walk from the beginning symbol \# to the end symbol $\%$; this walk creates a representation that is a directed chain graph. Idsardi and Shorey (2007) propose that serialization is a walk that uses the order of the list of edges to make decisions about which precedence link to follow when there is a choice. Thus, in (13b), when the walk reaches the $a$ vertex, it must choose between following either the $\{a$ u\} or the fa g] edge. This choice will be made by the order of the edge list, because one of these edges will be "first" and thus will be followed. In order for an added precedence link to produce deletion effects it noust be added to the list of edges in a manner which places it before the precedence links associated with the segment to be deleted.

We emphasize that the detour approach to deletion is virtually the same in three theories of phonology, i.e. the Contairment and Correspondence models of OT
and the derivational model．The differences among the phonological theories arise only from specific details on how the deletion process is actually computed in the different models．

A second approach to deletion is also possible in graph－theoretic terms and can be understood as involving a type of coalescence，as suggested by de Lacy（2007） for OT．Another way to map a representation like（11b）to（11c）is to merge two of the vertices into one，without any addition of new precedence relations．We must first decide whether the＂deleted＂seginent is merged with the preceding or following segment．For purposes of explication in our hypothetical exanıple we merge the deleted $\delta$ with the preceding $a$ ．The uperation of vertex merger will be broken into steps in（14），so that important questions can be identified．

Deletion as vertex merger
a．$\# \rightarrow \mathbf{t} \rightarrow \mathrm{a} \rightarrow \mathrm{g} \rightarrow \mathrm{u} \rightarrow \%$
vertices $\quad \mid \#, t, a, g, u, \%\}$
edges（ordered）讲t，ta，ag，gu，u\％\}
b．$\# \rightarrow \mathbf{t} \rightarrow$［ag］$\rightarrow \mathrm{u} \rightarrow *$

vertices $\quad$ 价，$t,[a g], u, \%$ ）
edges（ordered）讲 t，t［ag］，［ag］［ag］，［ag］u，u \％）
c．\＃$\rightarrow \mathrm{t} \rightarrow$［a］$\rightarrow \mathrm{u} \rightarrow \%$
vertices $\quad \mid \#, \mathrm{t},[\mathrm{a}], \mathrm{u}, \%$ \％
edges（ordered）抽 t，t［a］，［a］$u, u \%\}$
（14a）presents the representation for trgu as in（4）．Vertex merger（14b）cualesces every occurrence of $n$ and $g$ into a new vertex $a g$ ．This produces the representa－ tion in（14b），where the neerger of the $a$ and $\%$ is indicated by the［ag］composite segment．The inevitable result of this is the production of the edge lag agl，or the edge that loops back onto itself，thus violating the constraint requiring irreflexivity． This reflexive edge will produce a geminate or long version of the composite［ag］ segment．Although this is not the desired result for plain deletion，this situation produces compensatory lengthening effects（Hayes 1989；Sloan 1991：80－87）in a straightforward manner without recourse to moras（see §7）．

The final steps that are required to produce（14c）are to eliminate the looping back arrow if it is not desired and to specify the phonetic interpretation of the vertex ag．There are a number of ways of accomplishing the former，one of which is to specify a parameter that allows languages to eliminate any＂ref．exive＂edges （edges that are defined by two mentions of the same vertex）whenever they are formed．Any theory of phonology that has the resources to separate the melodic content of a segment from its timing slot easily handles the phonetic interpreta－ tion aspect of this process．Some languages retain features of both segments in the contposite vertex；for example classic cualescence in Sanskrit／a／$+/ \mathrm{i} />/ \mathrm{e} /$ ． In our example，we want the segment to simply be interpreted as $n$ ，which will require some extra statement．

The preceding description of deletion in connection with compensatory length－ ening and coalescence is theory－neutral，and will be implenented differently in different theories．The point is that considering explicit precedence relations
shows how deletion, coalescence, and compensatory lengthening are deeply connected regardless of how different theories focus on the various surface effects of deletion.

One question that arises from this discussion is whether there is an embarrassment of wealth in the representational possibilities offered by graph theory to produce deletion. It appears that all the ways of accomplishing deletion are attested in different languages. For example, Tohono $\mathrm{O}^{\prime}$ odhatn vowel syncope in reduplication is best characterized by the detour approach (Rainny 2000: 113-114). Chumash /l/-deletion (Raimy 1999: 82-83) exhibits deletion that is best characterized with the oualescence approach, as are examples of classic cualesoence. Some languages appear to have both options available in competition with each other (Indonesian nasal assimilation; Raimy 2000: 99-112). Consequently, all of the analytical options based on different representational opportunities appear to be attested. Questions about delet $w o n$ are thus typological in nature, where phonologists should ask which kind of deletion any particular instantiation in a particular language exhibits: does the type of deletion that occurs correlate with compensatory lengthening and/or coalescence processes, and what diagnostics are there to distinguish the different types of deletion?

An important theme of this section is that making precedence relations explicit via graph theory is useful to all theories of phonology. This should not be misunderstood as suggesting that there are no differences among different theories of phonology; our point is that specific differences with respect to precedence can be identified explicitly tlurough differences in the necessary graph structures. Put another way, graph theory provides a reasonably neutral lingua franca to discuss and explore the nature of precedence in phonology. Of course, up until this point we have been discussing phonology whose elements are discrete, timeless entities; we now turn to considering the role of precedence in theories that view segments as containing real-time articulatory gestures.

## 5 Precedence and discrete point theory

One assumption in the preceding sections of this chapter that can and should be called into question is that phonology operates strictly on abstract discrete elements. This is the standard assumption in the class of theories of phonology that we will call formal phonology. Not all theories of phonology make this assumption. According to the theory of Articulatory Phonology (Brow'man and Goldstein 1986, 1989, 1990a, 1990b), vertices represent "gestures," i.e. abstract representations of dynamic articulatory events or actions. Thus the basic elements exist in real time, and are not abstract, timeless points. Such theories are also amenzble to graph-theoretic representation, because they can be seen to have multiple precedence structures, one for each art iculator in a segment. In fact, from a precedence structure point of view, it may be just the difference of whether there is a single abstract precedence structure or multiple more concrete articulator based precedence structures that produces an overall precedence structure that allows or disallows overlap.

Gafos (2002) argues that it is the nature of precedence that is at issue in the formal os. gestural models of phonology. Gafos (2002: 270) observes that "the phonologically relevant notion of time is overlap of dynamic units"; this is in contrast
to "linear order of static units [being] the only relevant notion of time in phonology." Both approaches still order phonological elements; they differ only in the nature of the precedence graphs. For formal phonology, the vertices are seginents that are timeless points, and overlap is not definable. In gestural phonology, the vertices are gestures that have both spatial and temporal aspects, so there is a more complicated relation of overlap. Bird and Klein (1990) explicitly develop the model of precedence for phonological representations that can overlap. Another way of conceptualizing precedence in gestural phonology is to assign weight to the edges in a precedence graph to indicate the anount of overlap between each gesture; alternatively, the weights may indicate the actual time span between the gestures.

Any model of phonology can be cast by precedence graphs. Different models of phonology simply argue for or assume different characteristics for the relevant precedence graph. The different approaches to phonology - formal and gestural - are only incompatible if one assumes that either model will account for all phonological phenomena. Buth models are necessary in their own domains and provide insights into different aspects of phonology. Formal phonology with atemporal segments represents phenomena closer to the morphology-phonology interface, while gestural phonology represents phenomena closer to the phoneticsphonology interface.

## 6 Graph theory as a tool for phonology

One major advantage of adopting graph theory as the formal underpinning of precedence in phonology is that it supplies general and specific knowledge that can be applied to uniquely phonological questions. Two topics in phonology that directly benefit fronl general knowledge of the nature of graphs are the no crossing constraint and Incality in phonology.

The no crossing constraint originates in Coldsmith (1976: 27) as the statement "Assuciation lines do not cross." Archangeli and Pulleyblank (1994:39) present this constraint as a ban on the representation in (15a), which we augment with explicit precedence relations in (15b).
(15) The no crossing constrnint (Archangeli and Pulleyblank 1994: 39)
a.

b.


The problem with (15) is that it appears to encode conficting precedence relations. The association lines indicate that $a$ and $\mu_{j}$ occur together, as do $\beta$ and $\mu_{i}$. The two tiers thus provide conflicting information about which feature procedes the other feature, because it encodes both $\alpha \rightarrow \beta$ and $\beta \rightarrow \alpha$. Two assumptions dictate that (15b) is ineluctably derived from (15a): that the left-itoright array of printed symbols encode directed edges and that association lines must be straight.

Coleman and Local (1991) argue that the no crossing constraint is an incoherent concept in autosegmental phonology, in part because there is no nathematical
justification for insisting on straight lines; that restriction is merely a convention for drawing diagraıns and has no formal content. (15a) is formally equivalent to all the diagrans in (16), which do not portray a no crossing constraint violation. (16a) is a graphic trick making an association line curved; (16b) nakes the diagram appear three-dimensional, and ( 16 c ) simply moves one of the elements to the other sude of a tier.

## (16) Graphic workarounds

a.

b.



More importantly, Coleman and Local argue that the no crossing constraint implies that autosegmental representations must be "planar," an important question of graph theory that bears directly on when lines cross or not.

Kuratowski (1930) proves that two kinds of graph cannot be drawn within a single plane without lines crossing. One is the $\mathrm{K}_{3,3}$ graph in (17). This is a bipartite graph, which means that the vertices can be partitioned into two sets such that each edge of the graph has one end in one set and the other in the other. The presence of a $K_{3,3}$ graph structure means that the graph which has it is "nonplanar" if the lines are not to cross. According to Kuratowski's Theorem, a graph is non-planar if and only if it contains either the subgraph $\mathrm{K}_{3,3}$ or $\mathrm{K}_{5}$ (see Kuratowski 1930 for the $K_{\bar{z}}$ graph, which does not appear to be relevant to phonology).

## (17) Kurntoruski's $K_{3,3}$ grapht



Coleman and Local (1991) establish that most supposedly three-dimensional (non-planar) representations in the literature are in fact planar; on the other hand, they also point out that phonology must countenance non-planar representations. The autosegmental representation of the word room in Cuyanese English in (18), adapted from Coleman and Local (1991: 330), is an example of a non-planar graph (i.e. it contains a $\mathrm{K}_{3,3}$ graph); the three features [nasal], [round], and [back] are on independent tiers and each is associated with all three segınents. The first x-slot represents the phoneme $/ \mathrm{r} /$, the second $/ \mathrm{u} /$, and the last $/ \mathrm{m} /$. Coleman and Local report that the three features depicted here spread to each of the three segments independently of one another, and therefore each should be on a separate tier. It is not possible to depict these associations in two-dimensional space without lines crossing.
(18)


The import of Colentan and Local's work is that autosegnental representations can be non-planar, which means that different distinctive features will not be able to cross lines by defiinition, because the association lines will be in different planes. The practical result is that phonologists must be explicit about the nature of precedence in phonological representations and distinguish between conventions on drawing convenient diagrams and formal properties of precedence.

Restrictions on precedence relations in phonology do not necessarily reside in the representations themselves but may result from how they are implemented. Graphs are "abstract data structures" (Aho et ol. 1985) that can be implemented in many different ways. The manner of implementation affects wlat operations are easier (or possible) to perform than others. For example, we have so far portrayed phonological representations as a list of vertices ( $x$-slots and associated features) and edges (precedence relations) as the basis for implementation. Some scholars (e.g. Heinz 2007) use adjacency tables as the basis for implementation, as exemplified for tagn in Table 34.1 (which is technically a local adjacency table). An adjacency table is made by listing the vertices of the graph as the headers for columns and rows and indicating in each cell whether the relevant precedence relationship holds or not.

The row headers in Table 34.1 indicate which segment precedes the column headers; Table 34.1 encodes that $t$ is the wrord-initial segment, because no segment precedes it, indicated by the lack of any mark in the $t$ column; t precedes $a$, as indicated by the mark in the $t$ row's a column, a precedes $g$, and so on. This type of precedence encoding makes information about immediate precedence easily accessible, reflecting the frequency of phonological operations that are strictly local. A drawback to this type of precedence encoding is that long-distance relationships required to account for phenomena like long-distance assimilation and vowel harmony (see chai'ter 77: LonG-distance assimilation or consonants; CHAPTER 91: VOWEL HARMONY: OPAQUE AND TRANSPARENT VOWELS; CHAPTER 118:
 calculated by a walk (see \$2) through the representation.
Adjacency tables can encode "transitive precedence." Table 34.2 does this by marking in each row all of the other segments that a particular segment precedes

Table 34.1 lmmediate ad jacency

|  |  | follows |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $t$ | a | g | u |
| 8 | t |  | x |  |  |
| - | a |  |  | x |  |
| Э. | g |  |  |  | X |
|  | 11 |  |  |  |  |

Table 34.2 Transitive precedence

|  |  | follows |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | t | a | g | 11 |
| 8 | $t$ |  | x | $x$ | $x$ |
| 苞 | a |  |  | X | x |
| 3. | g |  |  |  | x |
|  | u |  |  |  |  |

Just as there are two distinct ways to produce the deletion of a segment, there are two distinct ways to epenthesize a segment. The first way is to explicitly add precedence relations to and from a new segnent from the relevant points in the representation. This would take (19a) and produce the representation in (20).


The new structure added to (19a) to produce (20) is offset by having the segment $r$ below the underlying segments. Notice the parallels between (19) and (13a), and recall that the actual graphic layout does not matter. The difference is that deletion is detouring around an old segment, while epenthesis is detouring through a new segment. Another parallel between the epenthesis and deletion representations is that both need to be "serialized" to resolve the precedence conflict present in them. As earlier in the chapter, all models of phonology have the relevant resources to produce the proper output to this form.
"Fission" is to epenthesis as coalescence is to deletion. To see this, consider the explicit representation of $x$-slots and melodies in (21), which shows the splitting of an $x$-slot to produce a new segment.


This type of epenthesis raises the question how the new $x$-slot is formed without taking the associated melody along with it; reasons of space preclude a full exposition of this question here beyond pointing out that the interpretation of a bare $x$-slot will be determined on a language specific basis (see CHAPTER 67: VOwEL epenthesis; chapter is: tife emprgence of tife unmarkeb). The differences between these two types of epenthesis suggest differences in the type of epenthetic segment. The approach in (20) supports a prespecified type of epenthetic segment, which cannot be derived from markedness conditions, while the approach in (21) suggests an "Envergence of the Unmarked" (McCarthy and Prince 1994) type of epenthetic segment, because an empty $x$-slot needs to be interpreted. A final note is that just as the coalescence approach to deletion creates an intermediate representation that can account for compensatory lengthening effects, so this fission approach can also account for simple segment lengthening effect by fissioning the melody along with the $x$-slot.

If seginentall length is encoded on the $x$-tier as opposed $t 0$ being marked by a mora (see Ringen and Vago 2010), there are two representations for true geminates (Hayes 1986; Schein and Steriade 1986) that follow naturally. The structure in (22a) is the traditional inultiply linked melody representation, while (22b) is a novel looped segment representation for a geminate.

A minimal extension of the epenthesis as addition of a precedence link produces infixing phenomena. Toba Batak infixation, taken from Halle (2001), is presented in (25) (stress is suppressed for expository purposes).

## (25) Nominalizer -al- in Tobn Balak

| bntuk | b-al-atuk | 'ladder' |
| :--- | :--- | :--- |
| ogo | al-ogo | 'wind' |

This infixing pattern can be described as the affix al preceding the first vowel of the form. Whether $a l$ appears as an infix or a prefix is derived from whether the first vowrel of the form is in word-initial position. This variation does not change the positional generalization about where this affix is concatenated to the base. (26) provides the precedence graphs for the exainples in (25).

b.


As with previous examples, the addition of the affix al produces a representation that violates the characteristics of a chain graph, which forces the representation to be serialized at some point in time. See Y'u (2007) for further discrussion of infixation.

Our last example of (morpho)phonological processes that are illuminated by explicit precedence graphs is from Spokane, in (27). Repetitive morphology in Spokane is interesting because it combines elements of infixation and reduplication. The content of the repetitive morpheme is /e/; it appears to infix if the root begins with two consonants (27a), but causes reduplication if the base begins with a single consonant (27b).
(27) Repetitive morphology in Spokane (simplified, from Bates and Carlson 1992)


The precedence graphs that capture this behavior are shown in (28).
(28) a.

b.
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## 35 Downstep

Bruce Connell

## 1 Introduction

Downstep is a pitch-lowering phenomenon that is widely recognized to occur in tone languages, particularly those of sub-Saharan Africa, in which it was first identified. It is also attested in several languages of the Americas, though only very rarely in Asia. The concept of downstep has also more recently been extended to account for phenomena associated with intonation in non-tonal languages, and is indeed perhaps better known to non-specialists in this context. Downstep is most commonly described as the lowering influence of a low tone (L) on a following high tone (H), such that a new, lower, "ceiling" is set for all subsequent Hs within a specifiable domain or prosodic unit. One of the early and still primary areas of debate in the study of downstep pertains to the sameness or otherwise of downstep as effected by a surface $L$ as opposed to an underlying or floating L. Another area of interest has to do with the implications of its recurrent and cumulative nature for the analysis of contrastive tone levels; a language with only two apparent contrastive lexical levels (e.g. H, L) will manifest several intervening levels in actual speech, including situations in which a H occurring late in an utterance may be realized at a lower pitch than a $L$ early in the same utterance. Another debate centers on the analysis of downstep applying to tones other than H ; while the paradigm case is the lowering of H in a language with two tones ( $\mathrm{H}, \mathrm{L}$ ), downstep does occur in languages with more than two tones, and in some such languages, cases of downstepped mid (M) and $L$ tones are alse attested. Whether such cases parallel downstepping of H remains noot. In addition, there are apparent cases of "upstep," a tone raising phenomenon that ideally would be symmetrical to downstep in the details of its realization, though few if any of the attested cases are precisely so.

[^547]Discussion as to how best to characterize downstep from a theoretical perspective has benefited from and contributed to general phonological theory, with proposals being shaped by phonetic and phonological approaches. This debate renains unresolved, with some scholars advocating the view that downstep is best accommodated in the phonetic implementation component (e.g. Poser 1984; Beckman and Pierrehumbert 1986; Pierrehumbert and Beckman 1988), and others arguing that it is phonological (e.g. Snider 1998, 1999).

The discussion of downstep was particularly fruitful in the 1960s and then again through the 1980s and 1990s, with the advent of autosegmental phonology (Cilapter lif: autosegments) and feature geometry (cilapter 27: tife organization of features). Since then the debate has subsided somewhat, though two good general presentations of downstep have appeared in recent years, in Yip (2002) and Gussenhoven (2004). The most recent detailed arguınent for a particular theoretical approach to downstep is Snider (1999).

This chapter characterizes downstep and related tonal phenomena, summarizing with representative data the key issues and current views. In doing so, I draw on those sources just mentioned, as well as several other published (and some unpublished) studies that have contributed to our understanding of downstep.

The remainder of the chapter is divided as follows. $\$ 2$ is an overview of work leading to the recognition and study of downstep in tone languages. This section defines the key terms used in the discussion, presents relevant illustrative data, and introduces some of the important therretical issues involved. The third section then discuss downstep-related issues, including its distribution, downstepping of tones other than H and in languages with more thron just H and L tones, and downstep in non-tonal languages. What triggers downstep is discussed in 54, phonetic aspects of downstep in $\S 5$, and issues pertaining to upstep and H-raising in $\$ 6$. A particular personal concern has been the inconsistent and conflicting use of terminology found in the discussion of downstep and related pitch phenomena, and its innportance for developing an adequate understanding of these phenomena; these issues are examined in $\S 7 . \S 8$ presents instrurinental evidence from the Bantoid language Mambila that bears on a resolution to the issues discussed in $\$ 7$.

Inevitably, some aspects of the topic receive fuller treatment than others; in particular, the substantial literature in which the notion of downstep is used in the analysis of non-tonal languages does not get the attention it deserves. This is in large part due to space constraints, but it is to sonee extent also a reflection of my own expertise and familiarity with the subject, at well as an attempt to address a perceived itnbalance in the general thenretical phonology literature; while downstep is primarily a phemomenon of tone languages, it has perhaps received greater attention for its operation in non-tonal languages, and this aspect of the discussion is more accessible to the general reader. For related discussion, see also citapter 45: tile representation of tone; cilapter 114: bantu tone.

## 2 An overview of downstep in language study: Phonological issues

### 2.1 Early studies

The phenomenon now known as downstep was first noted in print well over a century ago, by Christaller (1875: 15). In his discussion of Fante (Kwa, Ghana)
(1)


The first three sentences, which differ only in the italicized words (i.e. the tone pattern of /aboy/) show, in (1a) all Hs, in (1b) Hs where an intervening L has conditioned a lowering of following Hs , and in (1c) a similar lowering of the last four H s, though without a preceding L to effect the lowering. Sentences (1d) and (1e) show successive lowering of what are analyzable as Hs, with only the initial and final tones being L. The "terracing" seen with the Hs in these two sentences shows the classic effect of downstep.

These data reveal the unsatisfactory nature of an analysis that sees the lowered tones as M. First, such an analysis would require /ké r) ${ }^{\perp}$ kút/ 'that I seé in sentences (1a)-(1c) to be identified first as HHH (1a) and later as MMM (1c); in (1b), while the tones of $/ k e n^{\downarrow}$ kít/ are phonetically similar to those in (1c), they are best treated as HHH , since they represent a conditioned lowering. Further, the successive lowering in (1d) and (1e) would require a number of nid tones (i.e. Ms of different heights), with /édí/ 'canne' bear'ing a different, kower, M in (1e) than in (1d).

Winston examines briefly a different solution, which contrasts non-low and low, with non-low tones divided into H and M , and with restrictions on the distribution of M, but finds this equally awkward. He instead proposes "two distinct systems of contrasting tonal units" (1960: 187): first, H ws. L, which accounts for sentence (1a) ws. (1b), and second, "a unit of 'downstep'," which operates only in the context of HH , and accounts for sentence (1a) ws. (1c). Winston draws attention to the fact that not only does downstep distinguish sentences, but it is phonemic in its own right, as the words /óbórı/ 'nosquito', / ${ }^{\downarrow}$ bón/ 'chief', and /jbjıy/ 'cane' demonstrate. His analysis is also insightful in that it focuses attention not on the nature of the tones themselves - e.g. the last four tones of (1a)-(1c) - but on the relation between these tones and preceding tones; the drop is the realization of downstep.

### 2.3 Automatic and non-automatic doronstep

As mentioned, the Efik data included instances of "non-automatic" downstep, in which a H is lowered by an underlying or floating L , and the lowering of a surface $H$ tone under the influence of a preceding surface $L$, termed "automatic" downstep. These terms were intruduced in Stewart (1965) and continue to be used, though many writers use (simply) downstep to refer to "non-automatic" downstep, and "downdrift" when referring to automatic downstep. As discussed below in $\S 7$, however, there are in fact different tonal processes grouped together as downdrift, and the use of downdrift in referring to autonatic downstep as well
(1979) proposed an alternative view', which helped to lay the foundation for most current views of downstep. Clements's proposal saw terracing as "the result of intonational processes applying to the tone level frame itself, rather than directly to individual tones" (1979: 358). The occurrence of actual downstepped tones was restricted to initial position in sequences in which pitch was lowered, but they have the effect of precipitating a (downward) register shift, re-establishing the levels at which subsequent tones within a given prosod'cunit are realized. Whether this shift affects all tones (i.e. H and L , and M in a three-tone system) within a given prosodic unit, or just H , became an empirical and language specific question.

### 2.5 Downstep in autosegmental phonology

The developnient of autosegniental phonology (Leben 1973; Coldsmith 1976) provided the rest of the foundation for our current understanding of downstep and related tonal phenomena. Perhaps the key contribution of autosegmental phonology to our understanding of downstep was its abiity to represent tone on a separate tier, and consequently different tone types on different tiers. Several authors have contributed to this debate and its development, exploiting this insight in different ways and to different degrees. Among them are Hyman (1979, 1993), Clements (1983, 1990), Stewart (1983, 1993), Pulleyblank (1986), Yip $(1989,1993)$, Snider $(1990,1999)$, and Clark (1993). The most recent and most detailed of these contributions is that of Snider (1999), who provides a proposal for an understanding of downstep that lays considerable emphasis on the incorporation of upstep as a phenomenon to be accounted for by the same means as downstep, as well as a critique of the related approaches, at least where they differ from his own.

Snider's (1999) proposal is presented within the theoretical fraınework of Register Tier Theory (RTT), which exploits the mechanisms of autosegmental phonology and feature geometry, and their tiered and hierarchical representations. RTT incorporates a Register tier admitting two features, $h$ and $l$, a Tonal tier with two features, H and L, a Tonal Root Node tier (TRN), and a Tone-Bearing Unit (TBU) tier. Features on the register and tonal tiers are linked to a node on the TRN tiver, and each TRN node is in turn linked to a mora on the TBU tier. This permits the specification of four level tones, which Snider labels Hi (=h,H), Mid2 (=h, L), Mid1 $(=1, H)$, and Lo ( $=1, L$ ). In a two-tone language (i.e. with $H$ and $L$, as is frequently found in sub-Saharan Africa), the register feature associated with a particular TBU permits a register shift relative to the preceding TBU's register: $h=$ higher than the previous register setting, $l=$ lower than the previous register setting. Automatic downstep, then, is represented by the spread of the register feature I, which effects a downward shift, realizing the following high tone a step lowrer than on the preceding register setting.

Snider's tonal features H and L equate wrell with Yip's (1980) [ $\pm \mathrm{H}$ igh], Pulleyblank's (1986), and Yip's (1989) [ $\pm$ Raised]. However, his h and l register features provide an advantage over Yip's and Pulleyblank's [ $\pm$ UPper], in that they are relative features, whereas [ $\pm$ Upper] is non-relative; it is either high or low. Both Snider's systern and the Yip/Pulleyblank system, then, account well for phonemic tone levels, but the relative nature of Snider's register features permits descript ${ }^{110}$ of the cumulative nature and the terracing associated with downstep.

## 3 Distributional characteristics of downstep

### 3.1 Dozunstep type

Non-automatic downstep (often equated with phonologically distinctive downstep) is usually found only in systems that also have automatic (or non-distinctive) downstep, though the two need not co-occur. Automatic downstep is not uncommon in the absence of non-automatic downstep; however, the reverse - i.e. cases of non-automatic downstep in the absence of automatic downstep - is rare.

Automatic downstep has been reported in languages such as Hausa (Chadic, Nigeria) by Leben (1984), Lindau (1986), Inkelas and Leben (1990), and Leben et al. (1989), and in Yoruba (Benue-Congo, Nigeria) by Corunell and Ladd (1990), Laniran (1992), Akinlabi and Libernan (1995), and Laniran and Clements (2003). In neither of these languages is non-automatic downstep found, and downstep is neither lexically nor grammatically distinctive. Both autormatic and non-automatic downstep oceur in a great many languages, including not only the paradigm examples of Akan, Efik, and Igbo, but also languages such as Baule (Kiva, Ivory Coast; Ahoua 1996), Bimoba (Gur, Togo; Snider 1998), Chumburung (Kwa, Ghana; Snider 1999), Yala-Ikonา (Benue-Congo, Nigeria; Arnstrong 1968), and Zande (Adanzarva-Ubangi, Democratic Republic of the Congo; Boyd 1981).

For only very few languages has non-automatic donvnstep been reported in the absence of automatic downstep. Three such languages are Dschang (Grassfields Bantu, Cameroon), Ikaan (Benue-Congo, Nigeria; Salffner 2009), and Kikuyu (Bantu, Kenya; Clements and Ford 1980), and each of these present analytic complexities for which consensus has yet to be reached.

### 3.2 Geographical distribution

All of the above mentimed languages are geographically located in subSaharan Africa, the region best known for downstep, and representative of several different language farnilies and phyla. Downstep is also found in the Americas, the best-known examples being in Central America. Isthmus Zapotec (Oto-Manguean, Mexico; Mock 1981, cited in Yip 2002) show's downstep functioning in a manner expected from research on African languages, i.e. it is triggered by a floating L. Oiher languages of this region show both downstep and upstep; varieties of Mixtec (Oto-Manguean, Mexico) are discussed in $\$ 6$ below.

Only very rarely has downstep been reported among Asian languages. One such language is Kuki-Thaadow (Tibeto-Burman; Hyman 2007), spoken in northeast India and Burnia. Contrary to the well-reported differences between Asian and African tone languages, Kuki-Thaadow's tone system behaves very much like those found in Africa. Hyman analyzes Kuki-Thaadow as having three underlying tones: HL, H, and L. Downstep occurs when HL precedes H, with L being realized as a downstep on the following $H$, as shown in (2) (Hyman 2007: 6):
(2) /mêer) vóm thím hí/ $\rightarrow$ méers ${ }^{\downarrow}$ vóm thúm hí [ ${ }^{-}$- - - ] 'these three black cats'

According to Hyman's report, downstep in Kuki-Thaadow is realized phonetically by raising of the preceding H , with the amount of raising being determined by the nuinber of downsteps to follow; though no instruinental data is presented, this is reminiscent of Rialland's (2001) findings for Dagara (see §6).

### 3.3 Downstep in languages zoith more than tivo tones and zuith tones other than H

The discussion thus far has centered on languages with just two tones, H and L , and downstepping of H tones. This is clearly the most commonly attested situation, though downstep does occur in languages with more than two tones, and with tones other than H , including in some languages with just two underlying tones.

The first language with more than a basic two-tone system recognized as having downstep, and as downstepping tones other than H , was Yala-Ikom (Benue-Congo, Nigeria; Armstrong 1968). Yala-Ikoın has three contrastive tones, $\mathrm{H}, \mathrm{M}$, and $\mathrm{L} . \mathrm{H}$ is lowered after both L and M , and M is lowered following L; this occurs regardless of whether the tone causing the lowering is underlying or surface (i.e. floating or associated), and terracing results in both situations. The example below (Armstrong 1968:53) illustrates downstepping of Mi following a M (Armstrong used the diacritic ' to indicate downstep); note that the downstepped M is followed by H :

'It did not begin in the evening.'
Dowrnstep begins with the third M, a result of the underlying ("latent" in Armstrong's terms) floating $L$ of /là/ 'in', which remains after vowel elis'ion. Evidence for M triggering downstep of H is provided in examples such as the derived verbal noun, /òréré/ 'eating'; the presence of a floating $M$ is confirmed by cross-dialectal comparison, where M surfaces in Yala-Ogoja /òrôōré/ 'eating'.

In Vute (Bantoid, Cameroon), also a three-tone language with H, M, and L, H apparently undergoes both automatic and non-automatic downstep (Guarisma 1978; Thwving and Watters 1987). Guarisma describes the second H of a HLH as being lowered, but does not comment on whether subsequent Hs are terraced, nor does she comment on the interesting situation of $M$, and the possibility of overlap of ${ }^{\downarrow} \mathrm{H}$ and M , or whether Ms and Ls Iower correspondingly. However by Guarisma's examples, non-automatic downstep does extend beyond the first tone of the sequence and so terracing exists. Guarisma describes non-autornatic downstep as marking associative constructions, but her examples of both nonautomatic and automatic downstep are with associatives.
(4) Dgwé séhí $\rightarrow\left[-_{-}\right]$'head (of) abscess'

Gár jémi $\rightarrow\left[-_{-}^{-}\right]$'spots (of) leopard'
Bamileke-Dschang (Grassfields Bantu, Cameroon) is a language with two tones, H and L . Dschang has received considerable attention in the literature on downstep (Tadajeu 1974; Hyman 1985; Pulleyblank 1986; Clark 1993; Manfredi 1993; Stewart 1993; Bird and Stegen 1995; Snider 1999) as the first language (and one of
very few languages) analyzed as having downstep affecting $L$ as well as $H$; it has a four-way surface contrast, $H,{ }^{\downarrow} \mathrm{H}, \mathrm{L},{ }^{\downarrow} \mathrm{L}$. There is considerable divergence among the views of these authors as to the nature of downstep in Dschang; the downstepped H is attributable to a following floating L, with leftward spreading, and this seems largely agreed (Tadajeu 1974; Pulleyblank 1986; Snider 1999). Snider attributes the downstepped L to a floating $H$, which, when inserted between two Ls, results in downstepping of the second L. Clark (1993), however, prefers to see Dschang with a basic four-tone system and only relatively few occurrences of downstep.

So, while there are languages like Yala-lkom with more than two tones in which both H and M may be downstepped, and others like Vute in which only H is affected, there are no languages reported where (non-automatic) downstep affects M (or L) but not H. Similarly, like Dschang, there are no languages reported where ${ }^{\downarrow} \mathrm{L}$ occurs but not ${ }^{\downarrow} \mathrm{H}$.

Interestingly, for Yala-lkom, discussed above, Armstrong (1968) reports that the effect of downstep triggered by M is indistinguishable from that triggered by L ; i.e. ${ }^{`} \mathrm{H}$ lowers the same degree regardless of whether L or M is the trigger. On the other hand, in Yala-Ikom ${ }^{\downarrow} \mathrm{H}$ remains higher than M . This is contrary to reports for other three tone languages in which H is downstepped and for which it is claimed ${ }^{{ }^{4}} \mathrm{H}$ is indistinguishable from M (e.g. Supyire, Cur, Mali; Carlson 1983; Moba, Cur, Togo; Russell 1996, cited in Sriider 1999; Bimoba, Cur, Chana; Snieter 1998). Snider (1998) provides instrumental evidence for the phonetic equivalence of ${ }^{~} \mathrm{H}$ and M in Bimoba.

### 3.4 Downstep in "non-tonal" languages

The possibility that downstep could account for pitch phenomena in non-tonal languages was first introduced in Pierrehumbert's (1980) work on English, in which it was proposed that declination could, largely, be accounted for as the successive lowering of pitch accents (Chapter itit: sentential pronjine.nce in englisir). The term "catathesis" rather than downstep was adopted for a time (Poser 1984; Beckman and Pierrehumbert 1986), in order to avoid the terminological conflicts inherent in the use of downdrift us. downstep and automatic vs. non-automatic downstep (e.g. as nentioned briefly in §2.3, and more on which in §7.1.3); usage has since reverted to, and settled on, downstep. Pierreliumbert's model has evolved considerably, both in her own work and that of others following, broadly speaking, the same tack. It has been applied to several other languages, e.g. Japanese (Japonic, Tapan; Pierrehumbert and Beckman 1988; Kubozono 1989), and Dutch (Germanic, The Netherlands and Belgiunl; van den Berg et al. 1992), with discussion on the nature of downstep in these languages largely being separate from the debate on its functioning in African and other tone languages. One of the key issues has been the extent to which downstep is distinguishable from declination; in other words, can or does downstep account for all downward novement of pitch across a phrase or utterance? While there has been soine effort to include both downstep and declination in models of intonation in such languages, resulting in a move away from the restrictive position in Pierrehumbert (1980), Ladd (2008) points out the methodological/empirical difficulty in separating the two. (In tone languages this is less problematic; see §7.1.2.) Ladd's general view of downstep as part of intonation (e.g. 1992, 1993, 2008) sees (intonational)


Figure 35.1 Declination illustrated in a sequence of Hausa High tones in the sentence Murdiz yen =00 gidan 'Vluudii came home', adapted from Lindau (1986)

### 7.1.2 Downdrift

Downdrift is somew hat more difficult to characterize, precisely because, as mentioned earlier, the term has been used in different senses. Most commonly, it has been used synonymously with Stewart's automatic downstep. Hombert (1974: 171), for example, describes downdrift as "the progressive lowering of a high tone after a low tone," and in a footnote explicitly equates it with automatic downstep. Similar views are expressed by a range of authors including, more recently, Snider and van der Hulst (1993) and Hyman (2001). However, Hombert also attributes an intonational element to downdrift, observing that Ls also descend, and then suggests that the term downdrift refer to "the lowering of like tones (consecutive or not)" (1974: 172, fn. 6). Given this proviso concerning like tones (or, when it applies to consecutive like tones), it appears to be the same phenomenon as that described earlier as declination; however as we have seen, declination is clearly something quite independent of automatic downstep. Both of these views of downdrift - i.e. that it involves a local assimilation between Ls and Hs, and that it is a phrase or sentence level effect - are found elsewhere in the literature, though it is most frequently characterized as being equivalent to automatic downstep. An illustration of downdrift of a presumably assimi atory nature, through the alternat ${ }^{\prime}$ ion of Hs and Ls, can again be taken from Lindau's (1986) study of Hausa (Chadic, Nigeria), and is shown in Figure 35.2. In this figure, as in Figure 35.1, a trend line for the H tone only is represented (in Lindau's representation, the second sentence also shows a downtrend affecting the Ls, and both map the actual F0 trace). What is important in comparing the two is that the slope in Figure 35.2 is steeper than that in Figure 35.1, with a decline of 33 percent per second; i.e. the slope shown in Figure 35.2 combines the declination of Figure 35.1 with the effect of downdrift, the local assimilation of Hs to Ls. ${ }^{6}$

### 7.1.3 Downstep

An important, indeed defining, feature of downstep, in addition to its lowering of a H relative to a preceding H (or lowering of other tones relative to preceding

[^548]

Figure 35.8 Pitch traces of $\mathrm{Tl} 4 \mathrm{TlT1Tl}$ (HLHHH) for two Mambila speakers, showing the absence of automatic downstep


Figure 35.9 Pitch traces of T 4 T 4 Tl 1 TlTl (LLHHH) for two Mambila speakers, showing the absence of automatic downstep

Rather than downstep, Mambila has a local interaction, a lowering of a high(er) tone following a low(er) tone, that appears to be simply a phonetic effect that is corrected once the low tone is not involved, allowing the H to regain its former height. That the effect of this interaction is cumulative, i.e. in a
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## 36 Final Consonants

Marie-Hélène Côté

## 1 Introduction

Final consonants, in thee stem, the word, or the phrase, often display properties that set them apart from consonants in other positions. Basic principles of syllabification predict that final consonants are codas (see also chapter 33: syllable-internal structure) and, as such, are expected to pattern like non-final codas. Final consonants thus pose an analytical challenge when this expectation is not fulfilled.

Languages in which final consonants simply mirror internal codas are referred to as "symmetrical." In Manam, only nasals appear in both positions, and stress is regularly attracted to closed syllables, internal and final (1a); default stress is penultinate in the absence of closed syllables (1b). So final consonants in Manam display the same segmental profile and stress-attracting power as internal codas (Buckley 1998; Piggoút 1999).

$$
\begin{array}{lll}
\text { a. ['embegi] } & \text { 'sacred f.ute' }  \tag{1}\\
\text { [?u'lar., ] } & \text { 'desire' } \\
\text { [ura'pundi] } & \text { 'I waited for them' } \\
\text { b. [wa'bubu.l] } & \text { 'night' }
\end{array}
$$

Spanish and Selayarese offer other illustrations of the correspondence between internal codas and final consonants. As shown by Harris's (1983: 14-15) list of word-medial and final rimes in Spanish, the set of permissible codas is the same in both positions and includes any consonantal category, possibly followed by [s]. Final syllables clused by consonants also attract stress, which is consistent with their contributing weight to the final syllable, as coda consonants regularly do cross-linguistically (chapter 57: euantiry-sensitiviry). In Selayarese (Mithun and Basri 1986), ınedial codas are restricted to homorganic nasals, the first parts of geminates, and [²]; final consomants are limited to [²] and [y]. Assuming that [7] and [17] lack place specification (e.g. Paradis and Prunet 1993; Lombardi 2002), all codas can be characterized by the absence of independent place features (charter 7: feature specification and underspecification; chapter 22: consonantal flace of articulation): they are placeless or acquire the place of the following onset.

In many other languages, final consonants pattern differently from internal codas. First, the right edge of constituents regularly hosts more consonants than internal codas may accommodate. Second, final consonants may be ignored in the application of metrical processes, while internal codas cannot be. These two tendencies, formulated in (2), define final consonant exceptionality.
(2) a. Segmental immunity

Final consonants escape segmental constraints that apply to internal codas.
b. Metrical invisibility

Final consonants are ignored in the application of metrical processes.
Both patterns occur in Cairene Arabic. While only one consonant is allowed in phrase-internal codas, two may appear phrase-finally (Wiltshire 2003); the additional final consonant is said to escape the coda conditions applicable elsewhere in the phrase. In addition, word stress is attracted to non-final CVC syllables and final CVCC/CVVC, as opposed to CV and final CVC, as if the final consonant were invisible to the stress assignment algorithm (Hayes 1995).

Firal consonant exceptionality has attracted considerable attention in the development of modern phonological theory. Segmental innmunity (2a), clearly the most widely discussed aspect of final exceptionality, is treated in §2-§4, starting in $\$ 2$ with a review of various representative patterns (generalizations). Analyses of the special behavior of final consmants have almost exclusively relied on special accommodations to syllable structure in final position; different representational devices are examined and compared in $\$ 3$ (representations). Representations, however, provide only part of the story: they offer a formal frame for the expression of the specificity of final consonants, but no explanation for it. $\S 4$ (motivations) is concerned with the formal, grammatical, or functional factors that lave been called upon to account for the freedom of uccurrence of right edge consonants. Metrical invisibility (2b) and its relationship to sesmmental inımunity are addressed in $\S 5$.

Final consonants are also implicated in other processes, which are not reviewed in this chapter, since they fall under different topics. First, if final consonants appear with greater freedom, they are also regularly subject to deletion processes (charter 68: DELETION). Final clusters variably simplify in many languages. The factors that govern simplification, however, appear to be relevant to final and non-final clusters alike (e.g. Côté 2004), and I have chosen not to address this tupic. Single final consonants also delete, giving rise to various types of $C / \varnothing$ alternations. Examples include French liaison (see chapter uiz: french liaison), linking [r] in non-rhotic dialects of English (Hay and Sudbury 2005; among many others), and Maori verbal forms (Blevins 1994). Interestingly, such cases may irıvolve a re-analysis of historically word-final consonants as epenthetic consonants (Vennemann 1972). Firially, final consonants are subject to resyllabification with a following initial segment. Both $\mathrm{C} / \cong$ alternations and resyllabification fall under the scope of external sandhi phenomena.

## 2 Segmental immunity: Generalizations

The immunity of final consonants emerges in static segmental distributions in the lexicon (\$2.1) and in the asymmetrical application of segmental processes (\$2.2).

More consonants are licensed in final than in internal coda position, allowing additional segmental slots (size effects) or a wider range of place, manner, or laryngeal contrasts (feature effects).

### 2.1 In the lexicon

Eastern Ojibwa (Piggott 1991, 1999) and Tojolabal (Supple and Douglass 1949; Lonmbardi 1995) exemplify increased licensing possibilities in final position in manner and laryngeal features. In Ojibwa, while nasals and fricatives are permissible cudas in all positions in the word (3a), stops are only allowed word-finally (3b). In Tojolabal, the contrast between plain/aspirated and laryngeal stops and affricates is neutralized in word-internal codas, where only plain segments appear (4a), but remains active in onsets and word-finally (4b).

| a. | $[$ barigisin] | 'it falls' |
| :--- | :--- | :--- |
|  | [mo:fkine:] | 't is full' |
| [wi:ja:s] | 'meat' |  |
| b.[nindib] 'my head' <br>  [ninik] | 'my arm' |  |


| a. | [hutp'in-] <br> ['atnija] | 'to push' <br> 'you bathed' |
| :--- | :--- | :--- |
| b. | [potot'] | 'class of plant' <br> $\left[k^{\prime} a k\right]$ |
| 'flea' |  |  |

French illustrates the presence of additional consonantal slots word-finally. While it admits a large var" 1 申y of final clusters of up to four consonants (5), all morphemeinternal clusters may be analyzed with codas limited to one consonant (Dell 1995). Final clusters include sequences of rising sonority, in violation of the Sonority Sequencing Principle (e.g. Clements 1990; Charter 49: sonority). This can be taken as a further indicat ion that final consonemts are not regular codas: they exceed the possibilities offered by the syllable template applicable elsewhere in the word not only in terms of the number of segments, but also in their relative autonomy with respect to general syllabic principles.
(5) [adəpt] 'adopt'
[se:rkl] 'circle'
[äbid $\varepsilon k s t r]$ 'ambidextrous'
F.nglish offers different kinds of final exceptionality effects. As in French, more consonants are found finally than in internal codas: up to three in monomorphemic words (e.g. next) and four with the addition of word-level suffixes (e.g. thousandths) vs. only one internally (exceptionally two, as in empty; see Borowsky 1986). Unlike French, however, English does not tolerate word-final sequences of an obstruent followed by a non-sonorant. In addition, English displays asymmetries in vowel + consonant combinations. Word-finally, long vowels are followed by any oonsonant (6a); morpheme-internally, long vowels in closed syllables appear in restricted contexts: before fricative + stop ( 6 b ) or a sonorant homorganic w'ith the following onset ( 6 c ), often with additional combinatorial constraints. Coronal obstruents enjoy

| a. | /siok-ta/ | [siokta] | 'Our (INCL) chicken' |
| :--- | :--- | :--- | :--- |
|  | /bantil-kon/ | [bantilkon] | 'inform (BENEFACTIVE)' |
| b. | /laigan-ku/ | [laiganku] | 'my house' |
|  | /wurup-ta/ | [wurunta] | 'our (INCL) language' |

Patterns so far have been described in terms of more consonants being allowed at the right edge. Another language type has been put forward, which requires constituents to end in a consonant. This possibility is instantiated in Yapese, the case most commonly discussed (Piggott 1991, 1999; Broselow 2003; Wiltshire 2003). This language has no internal codas, but a generalized final short vowel deletion process, which results in words ending in a consonant on the surface. (Final long vowels shorten but do not delete.) The status of Yapese as a distinct type is questionable. As in Kayardild (8), vowel deletion applies finally but not internally (at the word level rather than the phrase), leading to the same generalization as other cases of final consonant immunity: consonants are more easily tolerated in final position. The Yapese pattern may be interpreted as favoring vowel deletion to the extent that it results in phonntactically acceptable forms, rather than actively requiring words to end in a consonant. Menominee is another language in which words end in a consonant, lexically or as a result of firtal vowel deletion (Bloomfiield 1962). ${ }^{2}$

## 3 Segmental immunity: Representations

If final consonants escape the conditions applying to codas in other positions, their identity as codas is called into question or must be qualified. At least four directions have been explored to account for the internal-final asymmetry. (i) One consists in admitting position-specific syllable well-formedness conditions, for examtple by defining different coda constraints for final and non-final syllables. This approach is often taken at a descriptive level but it has not been favored in analytial work. (ii) Uniform syllabic conditions may be maintained across positions but violated at edges under pressure from independent constraints. Recent Optimality Theory (OT) analyses have often relied on this type of reasoning; see $\S 4$ for a discussion of some relevant factors. (iii) Another line of research has explored the idea that syllabic structure is irrelevant in all or some of the final innmunity effects, which arise through sequential generalizations. It has been argued, for instance, that final clusters in English and other languages are accounted for with a constraint linniting sequences of consonants to only one place of articulation (with coronals unspecif'ıed for place in English) (Iverson 1990; Y'ip 1991; Lamontagne 1993; see also Burzio 2007). Such a sequential generalization allows a unified account of consonant clusters in all positions in the word. Côté (2000) takes a more radically non-syllab ic approach to consonant phonotactics in general, and final edge effects in particular, which are defined in terms of segment sequencing and adjacency to

[^549]Appendix (13b): It has been argued that final consonants belong to a separate constituent that hosts consonants that do not fit into the coda. This constituent has been variably called "appendix".1 (e.g. Halle and Vergnaud 1980; Mohanan 1982; Charette 1984; Borowsky 1986; Goldsmith 1990; Iverson 1990; Wiltshire 1994; Booij 1995; Kraehenmann 2001), "affiix" (Fujimura and Lovins 1982), and "termination" (Fudge 1969). By stipulation, the appendix is available only in wordfinal position. This constituent is usually attached to the syllable node, as in (13b); it is alternatively part of the word structure, as a sister to the syllable. Two types of affixes may be distinguished, for non-suffixal and suffixal consonants (Coldsmith 1990; Duaninu 2008).

Defective syllables (13c): Final consonants are by default taken to be part of the syllable headed by the closest preceding vowel. This assumption is regularly challenged by clains that these consonants in fact belong to a separate syllable, one without a pronounced nucleus (e.g. McCarthy 1979; Selkirk 1981; Iverson 1990; Burzio 1994; Dell 1995; Bye and de Lacy 2000; Cho and King 2003). Representational and terminological details abound here. These special syllables have been termed "degenerate," "empty-headed," "minor," "defective," " semi-syllables," and "catalectic." They may or may not contain a nucleus pusition; the consonants may be onsets, rimes, or segntents attached directly to the syllable node. Different types of degenerate syllables may even be distinguished, for example moraic vs. non-moraic (Nair 1999), or syllables whose nucleus position is empty vs. those whose nucleus is occupied by segmental inaterial shared by the onset (Goad 2002; Goad and Brannen 2003). Final consonants have been considered to be universally onsets, notably in the nodel of Government Phonology (Kaye 1990; Harris and Cussmann 2002). Others advocate a mixed coda vs, onset approach to final consonants, depending on their segmental profile and behavior, and determined on a language-specific basis or even varying within the same language (Piggott 1991, 1999; Goad 2002; Rice 2003).

Attachment to higher prosodic constituents (13d): Final consonants may attach directly to prosodic constituents higher than the sylable, ustally the prosodic word (PWd), but also phrasal constituents (e.g. Rubach and Booij 1990; Rialland 1994; Rubach 1997; Wiltshire 1998, 2003; Auger 2000; Spaelti 2002). As a variation on this theme, Piggott (1999) considers that final consonants are codas or onsets of empty-headed syllables licensed by, rather than attached to, the prosodic word. Attachment to higher prosodic constituents implies thent the relevant domains for finsal consonant exceptionality are prosodic in nature. This proposal does not directly account for additional contrasts or slots at the end of morphosyntactic constituents, such as the stem (Broselow 2003).

Extraprosodicity (13e): The nost prevalent approach to final consonant exceptionality involves the concept of extraprosodicity (or extrametricality; see CHAPTER t. 3 : extrametricality and non-finality). Originally designed to exclude final syllables from stress assignment algorithms (Liberman and Prince 1977), extraprosodicity has been extended to tinal consonants by Hayes (1980 (citing a presentation by K. P. Mohanan 1982)) for stress and Steriade (1982) for syllabification. Designating final consonants extraprosodic makes them invisible for the

[^550]purposes of syllabification, stress assignment, and other processes. The consonants are later adjoined to prosodic structure, in conformity with the principle of Prosodic Licensing (Itô 1986), at a stage in the derivation when syllabic constraints are no longer applicable and metrical structure has already been built. Extraprosodicity is subject to the Peripherality Condition, which restricts it to edges of constituents.

Here again, the theme of extraprosodicity allow's for numerous variations, regarding its universality and the level at which it operates. Final consonants are clainted to be universally extraprosodic at the lexical level (Borowsky 1986; Itô 1986). At the word level, extraprosodicity is parametrized (ltô 1986) or universal (Piggott 1991). Ito argues that it is turned off post-lexically, but cases of fincl consonant exceptionality at the phrasal level motivate its possible extension to post-lexical phonology (Rice 1990).

Non-mornic "codn" consonants (13f): In languages with moraic codas, additional final consonants may be represented as non-moraic (Lamontagne 1993; Sherer 1994; Hall 2002; Kiparsky 2003).

The merits and disadvantages of each of these approaches depend in large part on theory-internal considerations. Each must give up on at least one established principle or generalization of phonological theory. The idea of enriching syllable structure with an appendix constituent has encountered sume resistance, since it involves position-specific syllable architecture. Little evidence has been adduced to motivate the appendix as a constituent, which would be expected to act as a trigger or target of some phonological processes; the only case known to me is Mohanan's (1982) suggestion that [ r ] depalatalizes in the appendix position in Malayalam. Attachment to higher prosodic constituents violates the principle of exhaustive syllabification, as well as strict layering of prosodic constituents. Extraprosindicity requires multiple levels of syllabification, in itself a contentious issue, and may be interpreted as a rveakening of the principles of prosodic phonology (Piggott 1999). On the other hand, it avoids syllabic consituents that are otherwise unnecessary (Steriade 1982). Degenerate syllables imply a higher level of abstractness; empty syllabic positions are either viewed as going against the "uncontroversial assumption that syllables must have nuclei" (Rubach 1997: 570571) or, more positively, as a natural consequence of the phonological architecture in which the segmental and suprasegmental structures are independent of each other (Harris and Gussmann 2002).

Beyond conceptual considerations, at least three issues must be addressed by all approaches relying on specific representations for final consonants. One issue concerns the featural or combinatorial restrictions that additional consonants allowed at the right edge may themselves be subject to, and how these should be expressed. Final obstruent + sonorant sequences occur in French, but not in English. Cermanic languages are also well known for allowing word-final strings of voiceless coronal obstruents. The representations in (13b)-(13f) do not make explicit predictions as to the range of consonants they may host, with the exception of the onset approach, according to which final consonants are expected to display onset-like properties. Final consonants or clusters in many languages do have an onset or coda-onset profile (e.g. French; Dell 1995). But many other patterns appear more challengith for the onset approach, as final consonants are regularly much more limited than onsets. In particular, the claim that final oonsonants are universally onsets is not readily compatible with languages in which
(20) a. No codas, no final empty nuclei Type (15c)
b. No codas, final empty nuclei Type (15a)
c. Codas, no final empty nuclei Type (15e)
d. Codas, final ennpty nuclei Type (15b)

Crucially, this typology excludes the other symmetrical pattern (15d), in which internal codas and final consmants obey the same constraints. This appears too restrictive, as argued by Piggott (1991). In response, Piggott (1999) proposes another parameter based on the notion of remote licensing. All segments nust be licensed by a higher prosodic category, either directly by the syllable, or indirectly (remotely) by the PWd or a phrasal constituent. Piggott, unlike Kaye, allows final consonants to be either codas or onsets, depending on their segmental profile; final onsets, which escape coda restrictions, are always licensed remotely, final codas inay be licensed by the syllable or a higher constituent, and vowels must be licensed directly by thee syllable. Languages vary in whether remote licensing is excluded (all finnal segments are either vowels or codas), possible (final segments are vowels, codas, or onsets), or obligatory (final segments must be consonants). This last option, reminiscent of McCarthy's (1993) FinalC, derives Yapese generalized apocope. Unlike Coda Licensing, Piggott's parametric approach does not provide for languages of type (20c); it also predicts that final consunants that exceed the coda template display onset-like properties, which is not always the case, for example with final coronal obstruents in Germanic languages.

An OT account similar in spirit to that of Piggott has been proposed by Spaelti (2002). According to his Weak Edge family of constraints, the right edge of a constituent should contain as little prosodic structure as possible. These constraints favor the attachment of final segments to constituents higher than the syllable in the prosodic hierarchy. Since only consonants may be so attached, WeakEdce establishes consenants as the preferred segment type in final position.

Piggott's and Spaelti's proposals rely on the idea that constituents should end in a consonant, echoing the constraint Final-C neentioned above, and specifically in a non-coda consunant. Guad (2002) argues that final non-codas are indeed advantageous from a processing viewpoint. Final consonants that are not possible internal codas signal the right edge of words more clearly than final vowels or codas do, since they cannot appear syllable-finally inside words. Likewise, codas signal the right edge of syllables better than vowels do. This parsing argument needs to be tested; for now, two questions arise. First, if it is a desirable thing for words to end in onsets, one should expect to find more cases of generalized wordfinal vowel deletion or epenthesis of a non-coda consonant. As noted above, many languages actually require that words, but not syllables, end in a vowel. Second, if codas are the best indicators of the right edge of syllables, why are they considered marked in syllable typology?

### 4.4 Perception and adjacency to prosodic boundaries

The syllabic basis of consonchnt phonotactics has been questioned in the last decade or so (Steriade 1999a, 1999b; Blevins 2003), in particular by proponents of the "licensing by cue" approach, according to which the likelihood that a feature or segnent occurs in a given context is a function of its relative perceptibility in that context (Chaptek 8: slpeech pekcertion and phonolocy). Côté (2000) applies
this idea to segmental immunity at the right edge, arguing that the additional licensing possibilities in peripheral positions are motivated by perceptual factors. Mlore consonants are tolerated at edges, because their perceptibility is enhanced by a nunıber of phonetic processes: lengthening, articulatory strengthening, and reduction of the amount of overlap with adjacent segments.

The formal architecture is based on two constraint families that require consonants to be followed by a vowel (21a) or adjacent to a vowel (21b), contexts where they benefit from optinal transitional cues. But consonants with stronger internal or contextual cues are less dependent on vocalic transitions and vowel adjacency. This includes final consonants, which are subject to the more specific constraints in (21c) and (21d), where $i$ ranges over the set of prosodic boundaries at the word level and above, including $\varnothing$ for word-internal consonants (which are not adjacent to any boundary).

$$
\left.\begin{array}{ll}
\text { a. } & \mathrm{C} \rightarrow \mathrm{~V}
\end{array} \quad \begin{array}{l}
\text { A consonant is followed by a vorvel. }  \tag{21}\\
\text { b. } \\
\text { c. }
\end{array} \quad \mathrm{C}\right]_{\mathrm{j}} \rightarrow \mathrm{~V} \text { A consonant is adjacent to a vowel. } \begin{aligned}
& \text { A consonant followed by a prosodic boundary } \mathrm{i} \text { is followed } \\
& \text { by a vowel. }
\end{aligned}
$$

It is assumed that the higher the prosodic boundary a consonant is adjacent to, the more easily it surfaces without the support of an adjacent vowel; consonants not adjacent to any prosodic boundary are the weakest. This is expressed in the rankings in (22), which follows the three-way distinction between phrase-final, word-final, and (word-)internal consonants established in §2.2. Syllable wellformedness and extraprosodicity are irrelevant concepts in this framework, but $C \rightarrow V$ and $C \leftrightarrow V$ obviously bear similarity to, but are not equivalent to, NoCoda and NoComptexCoda/Onset, respectively.

$$
\begin{align*}
& \text { a. } \left.\left.C]_{0} \rightarrow V>C\right]_{\rho W} \rightarrow V>C\right]_{\rho h} \rightarrow V  \tag{22}\\
& \text { b. } \left.\left.C]_{\odot} \leftrightarrow V \gg C\right]_{1 \cdot w} \leftrightarrow V \gg C\right]_{1 h} \leftrightarrow V
\end{align*}
$$

This approach derives the Kamaiurá and Cairene Arabic patterns. In Kamaiurá, NoDeletion is ranked between $C]_{\mathscr{\oplus}} \rightarrow V$ and $\left.C\right]_{P \psi W} \rightarrow V$; word-internal consonants have to be followed by a vowel, but word-final ones survive (23). It also directly accounts for cumulative immunity effects, as in Basque (10), with the rankings in (22). Note that $C$ in these constraints may be restricted to specific categories or features (e.g. stops or [coronal] consonants).

| o-mo-kon-mo-kon | $\mathrm{C}]_{\mathrm{O}} \rightarrow \mathrm{V}$ | NoDeletion | $\mathrm{C}]_{\mathrm{p}} \rightarrow \mathrm{V}$ |
| :---: | :---: | :---: | :---: |
| a. omokonmokon | $*!$ |  | $*$ |
| b. omokomoko |  | $* *!$ |  |
| uss c. omokomokon |  | $*$ | $*$ |

Broselow (2003) interprets the existence of exceptionality effects involving the stem - a morphosyntactic constituent - as contradicting the prosodic basis of the perceptual account. Moreover, enhancement effects are strongest at the phrase

### 4.6 Summary and discussion

The proposals in $\$ 4.1-\$ 4.5$ can be compared along two empirical dimensions: (i) do they adequately account for all types of final imnunity?; (ii) are they compatible with other phonotactic patterns involving the internal-final relationship? Concerning the first question, alignment constraints, due to their variety, are capable of deriving the full range of immunity effects; parameters such as Coda Licensing and Remote Licensing also account for additional consonantal slots, but their onset status appears at odds with the limited range of final consonants often tolerated beyond syllabic possibilities. Positional faithfulness struggles with final consonant immunity obtained though fïnal vow'el deletion; Ancior-based analyses also fail to protect final clusters by targeting only the last segment. Prosodic approaches raise the issue of immunity effects at the end of morphosyntactic constituents. Finally, it remains to be seen how reasonably morphology can embrace all cases of final consonant immunity.

Beyond final immunity effects, Coda and Remote Licensing are integrated into parametric systems that claim to account for the full typology of internal-final phonotactic patterns, but the former fails to provide for symmetric languages of type (15d), where final consonants display a typical coda profile, and the latter ignores languages that require words to end in a vowel (15e). Alignment constraints probably offer the most fexible framework and derive the full range of patterns in (15). In fact, the flexibility of alignment constraints is such that final immunity effects enjoy no special status: consonant sequences are as likely to be more complex internally as to be more complex finally. This position might be argued to lack restrictiveness or explanatory power or, conversely, better reffect the range of formally possible patterns, depending in part on the status of type (15f), with complex codas productively allowed only inside constituents. Approaches based on positional faithfulness, perception, or morphology make no specific claims with regard to phonotactic patterns other than final imurlunity, especially those involving nore complex internal codas, which need to be derived by independent constraists or factors. The requirenent that words end in vowels might be interpreted as a morphological constraint, but type (15f) would seem to be more challenging. Progress in the analysis of final (and internal) immunity effects rests on a deeper understanding of the patterns in (15), how they arise diachronically, and what factors they are sensitive to.

## 5 Metrical invisibility

As noted in (2b), fincll exceptionality also manifests itself prosodically, final CVC syllables patterning like CV ones in stress assignment and vowel length alternations. While regularly noted, the metrical invisibility of final consonants has not given rise to the same analytical diversity as phonotactic imnunity. Whether or not metrical invisibility and phonotactic immunity are amenable to a unified approach is also unclear: despite some attempts at a common analysis, there is evidence that the segmental and metrical manifestations of final exceptionality should be kept separate. $\$ 5.1$ presents the relevant generalizations underlying metrical invisibility and its relationship with segmental imnnunity; §5.2 addresses its functional motivation.

### 5.1 Generalizations

In quantity-sensitive stress systems, syllable weight is normally determined by the segınental make-up of the rime. In some cases weight assignment also depends on the position of the rime in the word. Of interest here is the pattern where CVC syllables count as light in final position but as heavy elsewhere. See Hayes (1995: 57), Lunden (2006: 1), and Gordon et al. (2010: 142) for lists of languages in which final CVC patterns as light.

Various dialects of Arabic illustrate this effect, annong them Cairene (Hayes 1995: 67-71; see also CHAPTER 124: WORD sTRESS IN ARABIC). Cairene has three syllable types: light CV, heavy CVC and CV:, and superheavy CVCC and CVIC, found only in final position. Stress falls on final superheavy syllables (24a), otherwise on heavy penults (24b), otherwise on the penult or antepenult, according to a complex algorithm not described here. This pattern reveals an equivalence between final CVCC/CV:C and penultimate CVC/CV:, which regularly attract stress, and between final CVC and penultimate CV, which do not. This is straightfor wardly accounted for if word-final consonants are ignored in the computation of weight and stress.

|  | [ka'tabt] | 'I wrote ${ }^{\prime}$ |
| :---: | :---: | :---: |
|  | [hadjustart] | 'pilgrimages' |
|  | [ka'tabta] | 'you (MASC SG) wrote' |
|  | [hà:'סa:ni] | 'these (masc dual)' |
|  | [mu'darris] | 'teacher' |

As shown in (9) and (24), final consonants are simultaneously invisible to syllabic restrictions and stress assignment, which makes Cairene Arabic a textbook example of final consonant exceptionality, regularly discussed since Broselow (1976) and McCarthy (1979). Such data make it tempting to interpret segmental immunity and metrical invisibility as two effects of a single phenomenon. Yet the two must be distinguished. In Cairene, stress assignment applies at the word level, but the CVC syllable temiplate is enforced at the phrasal level, after resyllabification of word-final consonants with a following vowel, as in (25a). Crucially, stress remains on the second syllable in [ [fi'ribt] and the first in ['katab] (25b), even though on the surface the second syllable is assumed to be CVC in both cases.
$\begin{array}{cll}\text { a. / iribt ahwa/ [Si.'rib.'tah.wa] } & \text { 'you drank coffee' } \\ \text { (Selkirk } 1981\end{array}$
(Broselow 1976: 16)
Other evidence of the independence of segmental immunity and metrical invisibility can be found in the stress pattern of Hindi-Urdu (Hayes 1980; Hussain 1997). The relevant facts resemble those of Cairene Arabic, with stress falling on final superheavy syllables, otherwise on the rightmost heavy. Unlike Cairene, however, super heavy syllables are not restricted to the final position. Final consonants are metrically invisible, since CVC attracts stress only in nonfinal syllables. But segmental inmmunity is not involved, since complex codas occur in all positions.

Like stress, vowel length is sensitive to syllable shape, vowel shortening typically occurring in closed syllables and lengthening in open syllables. Again, final consonants appear to be ignored in some languages, with lengthening applying in final CVC syllables or shortening applying only in CVCC ones. Icelandic (Gussmann 2002) regularly stresses the initial syllable of the word. The stressed vowel lengthens in open syllables (26a) and in monosyllables closed by only one consonant (26b), but no lengthening is observed in non-final closed syllables (26c) and in monosyllables closed by two or more consonants (26d). This is a straightforward case of final consonant invisibility: final CVC patterns like non-final CV, and final CVCC like non-final CVC. Similar length alternations are observed in Swiss Cerman (Spaelti 2002) and Menominee (Milligan 2005).

| a. | ['pu:] | 'estate' |
| :---: | :---: | :---: |
|  | ['sta:ra] | 'stare' |
| b. | ['pruin] | 'edge' |
|  | ['Өa:k'] | 'roof' |
| c. | ['s¢nta] | 'send' |
|  | ['f.aska] | 'bottle' |
| d. | ['t'jalt] | 'tent' |
|  | ['rixs] | 'rich (GEN SG masc)' |

English show's both stress and length effects of final metrical invisibility. In verbs, final CVCC attracts stress (u'surp, tor'ment), but CVC does not ('edit, de'velop). The stress-attracting power of internal CVC is, however, visible in nouns (a'gendn, a'maly ${ }^{\prime}$ (min) (Hayes 1982). With respect to length, long vowels in firnall CV:C syllables regularly correspond to short vowels in final CVCC or non-final CVC, after the addition of a consonantal or syllable-size suffix (keep-kept, wide-width, five-fifth-fifty, wise-wisdom, intervene-interzention). This suggests that shortening applies in closed syllables (internal CVC and final CVCC) but spares final CVC, treated as upen by virtue of final consonant invisibility.

The representations specific to final consonants discussed in $\S 3$ have also been used to derive their metr ${ }^{*}$ cal invisibility, in part ${ }^{1}$ cuar extraprosod ${ }^{+}$laty ( 13 e ) and non-moraic coda consonants (13f). The latter directly accounts for invisibility in the context of stress assignment, if stress depends on syllable weight and weight on moraic strucíure. Extraprosodicity for metrical purposes is generally kept distinct from phonotactically motivated extrametricality (e.g. Hayes 1995: 106), echoing the remarks above on the non-equivalence between metrically invisible and segmentally immune consonants. Iverson (1990) in fact argues that extraprosodicity should be restricted to stress and excluded from the segmental domain, with cases of segmental immunity and vowrel length alternations re-analyzed as involving some of the other devices mentioned in $\S 3$ : appendices, empty-headed syllables, and sequential cluster constraints (see also Lamontagne 1993).

### 5.2 Motivation

The lightness of final CVC syllables is motivated by the avoidance of final stress, embodied in OT by the oonstraint Non-Finaliry (Prince and Smolensky 2001), which excludes final stressed syllables or head feet (see chapter 33: Extrametricality and non-finality). Non-Finality, in conjunction with other constraints, correctly
derives stresslessness on final CVC and stress on final CVCC and CVVC in Arabic dialects (Rosenthall and van der Hulst 1999).

If Non-Finality generates the facts, the question remains why final stress should be avoided or why final CVC is treated as light. A number of proposals functionally related to the special status of final CVC have recently been put forward. Ahn (2000), Lunden (2006), Hyde (2009), and Cordon et al. (2010) offer explanations that, although distinct, are all related to final lengthening." Ahn suggests that the increased vowel duration resulting from final lengthening jeopardizes the contrast between short and long vowels by making final short vowels comparable in duration to non-final long vowels. Stressing the final vowel would weaken the length contrast even further. Lunden and Cordon et $n l$. develop a duration-based account of syllable weight, according to which syllables count as heavy (and attract stress) if their rime is sufficiently longer than that of light syllables. The relative difference in duration between internal CVC and CV is sufficient for CVC to be categorized as heavy, but this may not be the case finally, where fïnal lengthening reduces significantly the durational ratio of CVC to CV. Cordon et al. (2010) also reveal that the languages that asymmetrically treat final CVC as light lack vowel length contrasts in funal syllables. It is proposed that phonetic final lengthening tends to be more pronounced when no length contrasts need to be maintained, making it noore likely that CVC be interpreted as light.
Hyde (2009) focuses on certain properties of fincol lengthening rather than on duration itself. He notes that, unlike initial lengthening, final lengthening is typically associated with tempo deceleration and declining intensity. These characteristics make final position less compatible with stress, either because diminished intensity makes stress more difficult to perceive, or because the intensity that typically accompanies stress makes it more difficult to decelerate. See Нуman (1977) and Gordon (2001) for related ideas. Gordon invokes intonational factors, final stress being avoided because it would result in the high tone assoc iated with stress and the low firtal boundary tone being realized on the same syllable. Note that these different factors - duration, final lengthening, length contrasts, tones, deceleration, and intensity - are potentially complementary rather than contradictory in explaining the distinction between final stressless CVC and stressed CVCC/CVVC.

## 6 Conclusions

Final consonants are implicated in a multiplicity of data and analytical approaches, involving a variety of representations, constraints, and parameters. Among the relevant empirical domains, consonant phonotactics has largely dominated the debates, and the stresslessness of final CVC has drawn sonfe attention, while vowel length alternations have been relatively neglected. A nalytically, no unified conception of final consonant exceptionality has really emerged, despite attempts based on extraprosodicity, which have been challenged by evidence for the independence of metrical invisibility and segmental inmmunity. In a changing theroretical landscape, discussions have tended to shift over time from issues of representation to motivations, ranging from abstract parameters (coda or remote

[^551]licensing) and OT constraints (alignment, positional faithfulness) to the role of morphology and functional explanatims (perceptual factors, final lengthening). These approaches are probably to some extent complementary.

Focusing on phonotactic patterns, several issues remain to be clarified, concerning the typology of final immunity effects and their relationship to internal immunity effects, whereby more consonants are allowed in internal codas than in final position, and the prosodic or morphosyntactic nature of the constituents involved (phrases, words, stenns). To what extent can patterns that require constituents to end in a consonant be analyzed along the same lines as those that merely allow add itional consonants? What is the status of patterns displaying more complex codas inside constituents? Should internal and final immunity effects be accounted for in a unified and symmetrical fashion or do they involve distinct factors? One difficulty in answering such questions stems from the fact that positional asymmetries in the complexity of consonant sequences may relate to many factors other than the internal-final contrast, including stressed vs. unstressed syllables, initial vs, non-initial syllables, morpheme boundaries, and coda-onset linking.
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## 37 Geminates

## Stuart Davis

## 1 Introduction

The tern "geminate" in phonology normally refers to a long or "doubled" consonant that contrasts phonemically with its shorter or "singletor" counterpart (see also chapter 47: initial ceminates). Such contrasts are found in languages like Japanese and Italian, as exemplified by the minimal pairs in (1) and (2), respectively. ${ }^{\text {' Languages such as English and Spanish do not have geminates. }}$
(1) Japanese dreninate contrast (Tsujimura 2007)²
a. [saka] 'hill'
b. [sakka] 'author'
(2) Italian geminate contrast
a. [fato] 'fate'
b. [fatto] 'fact'

The issue of the phonological representation of geminates has engendered much controversy over the past thirty years. The main issue revolves around how to distinguish formally a geminate consonant from its singleton counterpart in a way that captures the cross-linguistic phonological patterning of geminate consonants. The featural representation of geminate consonants posited in Chomsky and Halle

[^552](1968) as being a single consonant possessing the distinctive feature [+long] has long been considered insufficient, since, as noted by researchers such as Leben (1980), long consonants can behave like a sequence of two consonants for certain phenomena. Leben posited an autosegmental representation of geminates in which a single phoneme is linked to two slots on a skeletal tier that encodes the prosody of the word. This skeletal tier is also referred to as a CV-tier, an X-tier, or a length tier, depending on the specific conception of the researcher. Important earlier works that incorporate a CV-tier include McCarthy (1979, 1981), Halle and Vergnaud (1980), Clentents and Keyser (1983) and Hayes (1986), while Levin (1985) posited that the tier consisted of X-slots (see citapter 54: tite skeleton). Ceminate representation on this view is exemplified by the geminate [kk] of the Japanese word in (1b), as is illustrated in (3).
a. CV-tier representation

b. X-tier representation


As seen in (3), a geminate consonant has one set of features indicated by the single consonant " $k$ " on the phoneme (or melody) tier, whereas it is linked to two slots on a prosodic tier. In (4), we make clear the distinction between a geminate and a singleton using an $X$-tier that encodes prosody.
(4) Prosodic length analysis of geminates


While the proposals for the representation of geminates in (4) go back thirty years, this representation is specifically argued for by Ringen and Vago (2010), who refer to (4) as the segmental length analysis of geminates.

A different representation of gerninates from that in (4) is the two-root node analysis of geminates posited by Selkirk (1990) slown in (5). The root node in a feature-geometric framework indicates the major class features of a sound (McCarthy 1988) and it dominates the rest of the specified features. Every phoneine has a root node, but a geminate under this view has two root nodes ( $\mathrm{RN}=$ root node, $c=$ consonant).
(5) Prosodic length analysis of geminates


There are at least two main differences between the two-root node analysis of geminates in (5) and the segmental length analysis in (4). First, unlike the $X$-slots
epenthesis pattern. On the other hand, if a geminate is represented as moraic, as in (6a) and (7d), epenthesis might not be predicted to occur with a word ending in a geminate, since the consenantal length of a geminate is not segmentally encoded. That is, there would not be two C-slots or two consonantal elements at the end of the word to trigger the epentluesis. Ringen and Vago point out that the Hungarian epenthesis pattern poses a problem for the moraic view. Further, given the weight analysis of geminates in (7d), geminate consonants are predicted to play a role in processes that are sensitive to syllable weight even when singleton (coda) consonants do not. Much of the recent research on gerninates has focused on whether geminates display weight properties that are independent of other consonants. This will be discussed shortly.

Over the past twenty years, a wide variety of phonological evidence has been brought to bear on the correct representation of geminates. The issue is still controversial. ${ }^{3}$ All three views of geminate representation presented in this section, namely the prosodic length view in (4), the two-root node view in (5) and the moraic weight view in (6), have been argued for on the basis of the phonological patterning of gerninates. Some composite views have even been proposed that combine aspects of the above representations, such as those of Schmidt (1992), Hume et rl. (1997) and Curtis (2003). In $\S 2$ we will present specific evidence from a variety of phenomena to argue for the inherent weight representation of geminates. In §3, we will examine the behavior of gerninates with respect to stress processes, cross-linguist ically. In these sections, we will try to inaintain a consistent view for the weight analysis in (6a) even when the data presented seem problematic for such a view. In $\$ 4$ we will reconsider the representational issue and suggest theit a composite view of the representation of geminates under a constraint-based approach can account for the patterning of geminates in the world's languages.

## 2 The weight analysis of geminates

The underlying weight analysis of geminate consonants, as proposed in Hayes (1989), views a geminate consonant as being underlyingly moraic, as shown in (6a), whereas a non-geminate consonant is underlyingly non-moraic, as in (6b). The weight representation of geminates in (6a) has a number of implications, which will be discussed in this section. One such implication is that if genninates are inherently moraic, they should count as moraic in considering minimal wort effects: that is, the cross-linguistically common requirement that content words be at least bimoraic. In $\S 2.1$ we show that this is the case for Trukese. A specific structural aspect of the weight representation in ( $6 a$ ) is that geminates do not entail a double linking to two C-slots as in the length representation. This implies that there should be cases in which geminates do not pattern with a sequence of consonants. $\$ 2.2$ discusses cases of the asymmetrical patterning of geminates and consonant

[^553]sequences. A third implication that emerges from the weight representation in (6a) is the prediction that there should be languages that treat syllables closed by a geminate (CVG) as heavy but do not otherwise treat syllables closed by a (coda) consonant (CVC) as heavy. In §2.3, we will provide evidence for this prediction by discussing languages that avoid long vorvels in syllables closed by a geminate (CVVG), but do not generally avoid long vowels in closed syllables (CVVC). We hold off until $\$ 3$ the discussion of geminate behavior in weight-sensitive stress systems.

### 2.1 Trukese initial geminates

One type of evidence for the underlying moraic nature of geminates as in (7d) comes from the bimoraic minimal word requirement in Trukese (also called Chuukese) and the behavior of word-initial geminates with respect to it. Although word-initial geminates are rare, they are attested in a number of languages. (Indeed, the dissertations of Muller 2001 and Topintzi 2006, 2010 are exclusively on initial gemínates; see also chapter 47: initial geminates.) ${ }^{4}$ Muller (2001), whose study incorporates acoustic ancolyses of word-initial geminates in a variety of languages, including Trukese, concludes that initial geminates are moraic in some languages but not in others, while Topintzi (2006, 2008, 2010), focusing on languages where initial geminates pattern as moraic, argues that such geminates constitute noraic onsets, thus providing examples in which onsets carry weight. ${ }^{5}$ Trukese provides a clear example of a language where a word-initial geminate patterns as moraic. Consiter the data in (8) and (9), which reflect a minimal word constraint on Trukese nouns. The data here are cited from Davis (1999b) and Davis and Torretta (1998), and are mainly taken from Dyen (1965) and Goodenough and Sugita (1980). The relevance of Trukese geminates for noraic phonology has previously been observed by Hart (1991) and Churchyard (1991.).

[^554]

[^555]
### 2.3 Avoidance of CVVG syllables

Hayes's theory of underlying moraic representation was presented in (7): geminate consonants (7d) differ from singleton consonants (7c) in being underlyingly moraic. Furthermore, Hayes distinguishes long vowels from short vowels by representing the former as underlyingly bimoraic and the latter as monomoraic. Moraic Theory has an inplication for the patterning of gemithates with respect to weight-sensitive processes - an implication not discussed by Hayes (1989), but taken up by other researchers such as Selkirk (1990), Tranel (1991), and Davis (1999a, 2003). That is, there should be languages in which syllables with a long vowel (CVV) and those closed by a geminate consonant (CVC) count as heavy since they would be bimoraic, while CV syllables and CVC syllables (i.e. syllable closed by a non-geminate consonant) would be considered light or monomoraic. This weight distinction is shown in (11) ( $\mathrm{C}=$ geminate consonant, $\mathrm{C}=$ non-geminate consonant).
(11) Syllable weight distinction based on geminates being underlyingly mornic

| heavy | light |
| :--- | :--- |
| CVV | CV |
| CVG | CVC |

The system in (11) is predicted to occur under Hayes's theory in any language with long vowels and geminate consonants that do not regard coda consonants as moraic. The moraic representation for syllables with the structure of (11) is given in (12).
(i) Geminate in LIR- Iength repmesemation

(ii) Eprenthesis infora gempirnte


[^556]epenthesis apply between the two consonants to create open syllables, thereby avoiding any trimoraic syllable.

In the Arabic dialects, the rule (or constraint) of Weight-by-Position applies, resulting in a moraic coda. However, if we consider the weight division in (11) in which Weight-by-Position does not apply, we would expect to find a language where CVVG syllables but not CVVC syllables are avoided. A potential CVVG syllable would not surface, since it is trimoraic, while a CVVC could still occur, as it would only be bimoraic. Kiparsky (2008a) discusses Swedish dialects where vowel shortening occurs before a geminate but not before a single coda consonant. For example in West Swedish (Kiparsky 2008a: 191) /rulu-dde/ 'rowed' surfaces as [rudde], with its underlying long vowel shortened, but no shortening occurs when a long vowel is before a singleton coda consonant. The shortening before a geminate changes the potential trimoraic CVVG syllable to bimoraic CVG. There is no need for shortening in a CVVC syllable since it would be bimoraic, given that Weight-by-Pusition does not apply. Kiparsky specifically uses the Swedish data to argue for the moraic representation of geminate consonants.
Another language displaying this pattern of shortening is the Dravidian language Koya, brought up by Sherer (1994), based on Tyler (1969), and discussed in Davis (1999a, forthconiing). Koya has long vowels, coda consonants and geminate consonants. Sherer notes that there are words in Koya like tluse in (14a)-(14c), with a long vowel before a coda consonant. Crucially, as Tyler (1969: 6) observes, there are no words that contain a long vowel before a geminate. They are always short, as in (14d). All Koya data are cited from Tyler (1969), with the page numbers provided. (The transcription of the vowel quality is phonenticized and does not reflect the precise allophonic variant.)

$$
\begin{array}{lllll}
\text { a. lemga 'calf' }(\text { p. 11) } & \text { b. amda 'fenale' (p. 8) }  \tag{14}\\
\text { c. nerrs } & \text { 'learn' (p.76) } & \text { d. ett } & \text { 'lift' }(\text { p. } 76)
\end{array}
$$

Sherer additionally notes cases where a sten-final long vowel shortens before a geminate-initial suffix, as the examples in (15) show.

$$
\begin{array}{llll}
\text { a. ke: }+t t+\text { o:ndu } & \text { [ketro:nd_u] } & \text { 'he told' (p. 39) }  \tag{15}\\
\text { b. o: }+t t+\text { o:ndu } & \text { [otro:indu] } & \text { 'he bought' (p. 38) }
\end{array}
$$

This shortening can be viewed as a way of avoiding trimoraic syllables. Shortening does not occur before a non-geminate consonant, as the examples in (16) illustrate.

$$
\begin{array}{lll}
\text { a. ra:l + ke } & \text { [na:lke] } & \text { 'tongue' (p. 47) }  \tag{16}\\
\text { b. tung + ana: }+\mathrm{n}+\mathrm{ki} & \text { [tungana:nki] } & \text { 'for the doing' (p.90) }
\end{array}
$$

In (16), a long vowel surfaces beffre a syllable-final singleton coda consonant. Since vowel shortening occurs before a geminate in (15), the Koya data in (14)-(16) are consistent with the weight system in (11), in which CVV and CVG syllables are bimoraic whereas CVC syllables are light. ${ }^{\text {s }}$

[^557]While the above examples of Koya and Swredish are cases w'here vowel shortening occurs in syllables closed by a geminate, there are other languages where vowel-lengthening processes are prevented in CVG syllables but not in CVC syllables. This suggests that in such languages geminates are tunderlyingly moraic, although coda consonants in general are not. Vowell lengthening then does not apply before a geminate, since that would create a trimoraic syllable. This is illustrated by Seto (Southeastern Estonian), discussed by Kiparsky (2008b). According to Kiparsky, Seto has feet that are required to be trinnoraic and such a restriction is nornally inuplemented by foot-final vowel lengthening. As a result, a foot with the underlying sequence CV.CVC surfaces as CV.CVVC. However, given an input structure where the fincll consonant of the foot is part of a gemincte, i.e. CV.CVG, no vowel lengthening occurs. This provides evidence that the geminate is underlyingly $\quad$ noraic: that is, foot-final vowel lengthening need not occur in CV.CVG since the foot is already trinooraic.

A different case that avoids the surfa cing of CVVG syllables can be found in the West African language Fula as discussed by Paradis (1988) and Sherer (1994). Fula avoids CVVG syllables by degemination of the consonant but, importantly, it allows for CVVC syllables, as seen in (17).
(17) CVVC syllables in Fulla (Sherer 1994: 176)
a. kaakt-e 'spittle'
b. caak-ri 'couscous'

This language has a suffixation process that triggers the geminat ion of a root-final consonant. Consider the singular/plural alternations in (18). Because of an active constraint that requires geminates to be [-continuant] in Fula, a root-final conttinuant segment changes to a stop when it gerninates. (I thank Abbie Hantgan for help with the Fula data.)
(18) Fula morphological gemination (Paradis 1988: 78)

|  | stem (sC) | suffixed form (PL) |  |
| :--- | :--- | :--- | :--- |
| a. $1 \varepsilon . \mathrm{w}$ | lebb-i | 'month' |  |
| b. $1 \varepsilon \mathrm{~F}$ | lepp-i | 'ribbon' |  |

Of relevance here is that when a long vowel precedes the stem-final consonant, gemination fails to occur, but the stem-final consonant nonetheless is realized as a stop. This is illustrated by the singular/plural alternations in (19).
(19) Lack of gemination after a long vorvel (Paradis 1988: 80)

|  | stem (sG) selffixed form (PL) | expected form |  |
| :--- | :--- | :--- | :--- |
| a. Iaaw | laab-i | "laabb-i | 'road' |
| b. Iecs | Iecc-e | ${ }^{*}$ Ieccc-e | 'bed' |

Given thent gemination is part of this suffixing process, we note that the expected forms in (19), where the initial syllable would be CVVC, fail to surface as such. Rather, the nature of the occurring suffixed forms in (19) makes it appear that degemination has occurrect. This can be understood as the avoidance of a trimoraic CVVG syllable. Since CVVC syllables are allowed as in (17), Fula seems to
instantiate a language with the weight system of (11), where CVG syllables are heavy but not other CVC syllables. Thus, we see that a variety of languages have strategies to avoid CVVG syllables but not CVVC syllables. These languages can be understood as providing support for the inherent weight analysis of geminates.

## 3 The patterning of geminates in stress systems

One of the critucisıns of the weight analysis of geminates proposed by Hayes (1989), discussed by Tranel (1991), comes from the observation that there do not seem to be quantity-sensitive stress systems that support the weight division in (11), repeated below as (20), where stress would be attracted onto a syllable with a long vowel or closed by a geıninate consonant, but not on a syllable closed by a non-geıninate.
(20) Syllable weight distinction based on geminates being underlyingly moraic

| heary | light |
| :--- | :--- |
| CVV | CV |
| CVG | CVC |

The system in (20) is predicted to occur under Hayes's theory in any language that allows long vowels and geminate consonants, but in which Weight-byPosition does not generally apply to coda consonants. According to the division in (20), CVV and CVG syllables would syllabify as bimoraic, while CV and CVC syllables would syllabify as monomoraic, as was shown in (12). Since quantitysensitive stress systems single out bimoraic syllables, it would be expected that at least some quantity-sensitive stress systems would reflect the weight division in (20) if the moraic representation of genuinchtes were correct. Tranel suggests that weight systems like (20) do not exist and instead proposes a principle of equal weight for codas. Specifically, in languages in which codas pattern as moraic, geminates will be inoraic; but in languages in which codas are not moraic, geminates would not be moraic. While our observation in $\S 2.3$ above - that in a variety of languages CVVG syllables are avoided but CVVC are not - can be taken as evidence for the weight division in (20), Tranel's observation is of importance. In this section, we will overview the behavior of geminates in quantity-sensitive stress systems. In §3.1, we will provide stress data from various languages which indeed support the division in (20) whereby CVV and CVG syllables pattern together, thus supporting the moraic weight analysis of geminates. These are langutages whose stress patterns Tranel predicts not to occıur. In §3.2, I will review the type of case mentioned by Tranel in which quantity-sensitive stress treats all closed syllables in the same manner whether they be CVG or CVC. These are the languages that motivated Tranel's principle of equal weight for codas and can be considered somewhat problematic for the weight analysis of geminates. In §3.3, I will present the case of the Australian language Ngalakgan (variably spelled Ngalagkan and Ngalakan; Baker 1997, 2008), in which CVC syllables can attract stress but apparently not CVG syllables. This seems to suggest that somehow geminates are resistant to carrying a mora. Thus, this section will ident:fy three different types of geminate behavior with respect to quantity-sensitive
language that requires exhaustive footing. The data item in (21e) is similar to the last two syllables in (21d) in that the syllable with a long vowel forms a foot on its own and the syllable immediately after it is at the beginning of a new trochaic foot, thereby receiving stress. We see then that bimoraic CVV syllables in Cahuilla are distinguished from monomoraic syllables, not only in bearing stress, but also by the presence of stress on the syllable immed iately after them. CV and CVC syllables lack these two characteristics and function as monomoraic. It is interesting in this light to observe the patterning of syllables closed by a geminate, as in (21f), where the first syllable is CVG. This CVG syllable functions as bimoraic. It has stress, as would be expected of any initial syllable, but crucially it patterns exactly like a CVV syllable in that the syllable immediately after it also carries stress. This provides evidence that the CVG syllable comprises a bimoraic (trochaic) foot on its own. This constrasts with the initial CVC syllable in (21c) that forms a trochaic foot with the following syllable, suggesting the monomoraic nature of the CVC syllable. Cahuilla thus serves as a clear illustration for the weight distinction in (20) in which stress treats syllables with long vowels and those closed by geminates as bimoraic but not other types of syllables, be they CV or CVC.

San'ani Arabic (Yemen) presents a very interesting case, in which CVV and CVG syllables pattern together with respect to stress. Watson (2002: 81-82) specifically notes that they pattern logether as opposed to CVC syllables (see also ciia ter 135: WORD STRESS IN ARABIC). Consider the data in (22), which illustrate the stress pattern in words without geminates.
(22) San'rni Arabic (Watson 2002: 81-82)
a. mak.'tu:b 'office'
b. da.'rast 'I/you (masc sG) learnt'
c. 'sa:.fa.rat 'she travelled'
d. 's.'sa:.lil 'launderette'
e. mi.'gam.bar 'sitting'
f. 'mad.ra.sih 'school'
g. mak.'ta.ba.ti: 'my library'
h. 'Ii.bi.sal 'she wore/put on'
i. 'ka.tab 'he wrote'
j. 'ra.ga.ba.tih 'his neek'

Stress normally falls on one of the last three syllables of the word: it falls on a final superheavy syllable (CVVC or CVCC) if there is one, as in (22a)-(22b); it falls on the rightmost non-final heavy syllable (CVC or CVV) up to the antepenultinate, as in (22c)-(22f); otherwise, stress falls on the leftmost CV syllable, as in $(22 \mathrm{~g})-(22 \mathrm{j})$. The data in general show that the word-final segment does not play a role in the computation of weight so that the final syllable can only be stressed if it is superheavy. The word in $(22 \mathrm{~g})$ illustrates two important aspects of the stress systenา. It shows that a word-final syllable ending in a long vowel does not attract the stress; it also indieates that a CVC syllable in pre-antepenultimate position fails to attract stress. The latter point is significant, since it suggests that Weight-by-Position, which assigns a mora to a coda consonant, is restricted 10 one of the last three syllables of the word. Now let us consider the data in (23) with words possessing geminate consonants.
(23) San'ani Arabic (Watson 2002: 81-82): stress on idords with geminate consonants
a. ji.'Ћib.bu 'they (MASC) love/like'
b. mit.' ${ }^{\text {Pax.xirart 'late (FEM PL)' }}$
c. mu.'sactj.ctzi.la.ti 'my recorder'
d. 'ha:.ka.da.ha: 'like this'
e. 'daw'wart 'I/you (mAsc SG) looked for'
f. 'sai.fart 'I/you (MASC SG) travelled'

The comparison between (22) and (23) indicates the priority of CVC and C.VV syllables for stress assignment, in thit CVG and (non-final) CVV syllables always attract stress even when in pre-antepenultimate posit 10 as in (23c) and (22d). The word in $(22 \mathrm{~g})$, in contrast, shows that a CVC syllable does not receive stress in pre-antepenultinate position. The difference between CVG and CVC syllables can be readily understood on the inherent weight analysis of geminates. If a geminate is underlyingly moraic, it contributes weight to the syllable regardless of its location in the word. Recall that Weight-by-Position does not apply here, because it is restricted to one of the last three syllables in San'ani Arabic. In pre-antepenultinate position, only CVV and CVG act as binnoraic. Moreover, (23e) shows that CVG syl lables have a priority of stress over a final superheavy syllable and should be compared with (22a) where a regular CVC syllable is devoid of such priority. It could be argued that Weight-by-Position in San'ani Arabic only applies to words that would not otherwise have bimoraic syllables (CVV or CVG). That is, there is no necessity for Weight-by-Position to apply in (23e) or (23f). While we do not pursue a full analysis here (but see Watson 2002), the priority given to both CVV and CVC syllables in stress assignment, especially as seen by the comparison of (23c) and (23d) with (22g), provides an interesting argument for the underlying moraic weight analysis of geminates, and, in turn, against Tranel's (1991) claim of equal weight for codas.

We have detailed above two cases where C.VV and CVG syllables pattern together with respect to stress systems as predicted by the inherent weight analysis of geminates. Further support for the weight analysis of geminates is found in other languages. For example, Gupta (1987) discusses a Hindi dialect in which stress is attracted to the leftmost heaviest syllable in the word. The dialect treats both CVV and CVC syllables as bimoraic, while CVC syllables behave as light, although, as noted by Curtis (2003), such a pattern appears unusual among Hindi dialects. Additional support may come from the stress system of Pattani Malay, discussed by Topintzi $(2006,2008,2010)$ and references cited therein. Pattani Malay has geninates that are restricted to word-initial position and the language lacks long vowels. Although primary stress typically falls on the final syllable of a word, stress occurs on the initial syllable in words that begin with a geminate consonant. This can be taken as evidence for the moraification in (10a) where a geminate is underlyingly moraic. That is, stress is attracted onto a syllable that is binnoraic.

Despite the range of examples presented in this section, it remains rare to see languages that display the weight system in (20), grouping CVV and CVC syllables together as heavy. It is possible, on the other hand, that the rarity is due to the infrequent occurrence of the specific set of properties that is required for CVV and CVG to pattern together in stress assignment; namely, the language would
have to have quantity-sensitive stress, long vowels, coda consonants, and geminates. Perhaps when such languages, San'ani Arabic for one, are examined closely, nore instances of the special properties of CVG syllables will enmerge. In this connection, it is worth noting that in most Arabic dialects CVG syllables are special: they always attract stress when in word-final position. This property separates them from other CVC syllables, which do not attract stress in wrord-final position. The difference thus finds a logical explanation in the underlying weight analysis of geminate consonants (especially in those dialects, such as Hadhrami Arabic, discussed earlier, which disallow final consonant clusters). ${ }^{10}$

### 3.2 Languages in which stress treats all codas equally

There are two types of languages in which stress assigıunent treats all codas equally. In the first type, stress is quantity-sensitive and is attracted to a heavy syllable, be it CVV, CVC, or CVG. Latin belongs to this group: any coda consonant makes a syllable heavy, so both CVC and CVG syllables are bimoraic. In the second type, which is more relevant for the representation of geminate consonants, both CVC and CVG syllables behave as light in a quantity-sensitive stress systen. In such a language, stress is attracted to a CVV syllable, but both CVC and CVG syllables seem to pattern as monomoraic, treating CVG as light, just like other CVC syllables. As an illustration, consider the stress data from the Uralic language Selkup in (24). The data in (24a)-(24f) come from Halle and Clements (1983). The data itens in (24g)-(24h) are reported in Ringen and Vago (2010) from the Selkup language scholar Eugene Helimski, and reflect the Taz Selkup dialect, which seenis to have the same stress pattern as that in Halle and Clements (1983).

Selkup stress
a. gu'nno:qi 'two human beings'
b. 'uiciqo 'to work'
c. u:'cormat 'we work'
d. 'quminìk 'human being (dAT)'
e. 'amirna 'eats'
f. 'uicikkak 'I am working'
g. 'Esykka '(it) happens (occasionally)'
h. Es'sisqo 'to happen (already)'

[^558]In Selkup, primary stress falls on the rightmost syllable with a long vowel (24a)-(24c) or on the initial syllable if there are no long vowels (24d). A CVC syllable does not count as heavy (24e), even if the CVC syllable is closed by a gemlinate, as seen in (24f) and ( 24 g ). As noted by Tranel (1991), if stress targets bimoraic syllables and geminates are underlyingly moraic, the second syllable in $(24 \mathrm{f})$ and $(24 \mathrm{~g})$ would be the rightmost bimoraic syllable. Both the vowel and the geminate would contribute a mora to the second syllable. The fact that (24f) and $(24 \mathrm{~g})$ do not receive stress on the second syllable, however, seems to provide evidence against geminates being underlying ntoraic, favoring a representation of geminates that is different from that in (10a).

The stress pattern of Selkup does not appear to be unique in ignoring geminate consonants. Davis (1999a: 41) notes the Altaic language Chuvash (Krueger 1961), which exhibits an alnost identical stress pattern to that of Selkup; stress is attracted to the rightmost syllable with a full vowel (interpreted as being binoraic), but CVG syllables are ignored. Thus, in both Chuvash and Selkup, CVC syllables do not function as bimoraic CVV syllables but instead act like monomoraic CV and CVC syllables.

Data from languages like Selkup have been used by Tranel (1991) and Ringen and Vago (2010) to argue against the underlying noraic weight representation of gentinaíes. Ringen and Vago note that such languages are consistent with the length analysis of geminates as in (10b). In these languages, stress is sensitive to the presence of a long vowel, and ignores a coda consonant, whether the coda is part of a geminate or not. However, it is not that proponents of the weight representation are unaware of languages like Selkup. Topintzi $(2008,2010)$, who for the most part maintains the underlying moraic weight view of geminates, suggests that wreightless geminates are represented by double consonants with two root nodes rather than as a single root node linked to a mora like (10a). But such a comment inplies that there is language-specific variation in the representation of geminate consonants. On the other hand, Davis (2003) suggests that the stress pattern of languages like Selkup does not necessarily argue against the underlying moraic representation of geminates; viewed from an optimalitytheoretic perspective, the pattern can be a consequence of certain high-ranking stress constraints that have the effect of ignoring the bitnoraicity of any CVC syllable. As suggested by Steriade (1990: 275), there may be reasons in some languages to restrict the set of stress-bearing segments to those that are also tone-bearing, "for reasons that are clearly related to the fact that pitch is one of the main realizations of metrical prominence." Steriade's suggestion can be incorporated into an optimality-theoretic approach as a constraint that restricts pitch realization to vocalic elements: the constraint prefers to place stress on any CVV syllable over any syllable closed by a consonant, even if that consonant is part of a geminate. Thus, the lack of second syllable stress in (24f) and (24g) of the Selkup data need not reflect on the underlying moraicity of geminate consonants.

### 3.3 Languages in which geminates repel stress

A third type of geminate behavior is witnessed in languages where stress is attracted to a closed syllable, but not to one with a geminate. The Australian language Ngalakgan, discussed by Baker (1997, 2008), serves as a major examıle. Consider
the pattern of primary stress in (25), taken from Baker (2008) who notes that other geographically proximate languages have a similar stress pattern.

Ngalnkgan

| ci | 'water python' | k. 'calapir | (species) |
| :---: | :---: | :---: | :---: |
| b. ki'pitkuluc | 'frogmouth (bird)' | I. 'kupuj | at ( N$)^{\prime}$ |
| c. ni'rarppur | 'crab' | 1n. kan'talppuru | 'plains kangaroo' |
| d. pu'tolko? | 'brolga (bird)' | n. 'cakanta | 'macropod sp.' |
| e. ,maca'purka | 'plant sp.' | o. 'muruntuc | 'ermu' |
| f. 'larkurca | 'vine sp. | p. 'rojorjko' | 'eucalyptus' |
| g. 'calpurkic | 'fish sp.' | q. 'yamuc,culo | 'subsection terı |
| h. 'ciwi | 'liver' | r. 'capatta | oise sp.' |
|  | 'women's ceremony' | s. 'moloppol | 'catfish sp.' |
| 'рага,munu | 'sand goanna' | t. 'ıana?paj | and moreover |

(25a)-(251) show that primary stress in Ngalakgan falls on the leftmost (non-final) heavy syllable; if there is no heavy syllable, it falls on the initial syllable. Froon these data, it can be surmised that a coda consonant is moraic in inaking a syllable heavy, be it an obstruent (as in (25a) and (25b), or a senorant (as in (25c)-(25g)). The data in ( $25 \pi$ )-(25t) show that the leftmost closed sylable (underlined) fails to attract primary stress. Note that the coda in the leftmost closed syllable in (25ın)-(25t) belongs to one of three types: in (25m)-(25p) the coda is a nasal homorganic with the following onset, in (25q)-(25s) it is the first part of a geminate consonant, and in (25t) the coda is a glottal stop. Key to our discussion is the fact that CVG syllables in (25q)-(25s) resist stress. However, the comparison of the stressresistant nature of CVC syllables with the other instances of stress-resistant closed syllables in (25m)-(25p) and (25t) points to the fact that a common property these syllables have is that they do not possess their own place features: either the place features are shared with the following onset, or, in the case of the glottal stop in (25t), there is a lack of place features altogether. Thus, Ngalakgan seems to divide closed syllables into two types: those in (25a)-(251), in which the coda has independent place features and attracts stress, and those in which the coda does not have its own independent place features and fails to attract stress. This suggests that Ngalakgan is best analyzed as having a requirement that moraic elements have independent place features (i.e. not shared with a following onset), as advocated in Baker (1997). It follows that the stressed closed syllables in (25a)-(251) would be bimoraic and attract stress, whereas the CVG syllables in (25m)-(25p) would be monomoraic and not attract stress.

Languages like Ngalakgan seem to present a challenge for the underlying weight representation of geminates in (10a), since not only do syllables with geminates not attract stress, but they are not even equal in weight to CVC syllables, as in (25a)-(251), which do attract stress. Baker (2008) offers an articulatory gestural analysis of the difference. He observes that the apparent CVC syllable attracts stress only if the postvocalic coda consenant has an articulatory gesture distinct from that of the following onset. That is, in a CVCCV sequence, the first syllable counts as heavy only if the two intervocalic consonants have distinct articulatory gestures. When the intervocalic sequence involves a geminate or a nasal that is homorganic with a following consonant (or a glottal stop, which does not have a distinct articulatory gesture) there is only one articulatory gesture, and stress
is not attracted onto CVG (or CVN where N is homorganic with a following consonant). Baker (2009) adopts a composite view of geminate representation that incorporates a gestural tier along with root nodes and moras. Under this view, stress in Ngalakgan is characterized as sensitive to the gestural tier. Ringen and Vago (2010), in contrast, take the Ngalakgan data as supporting the length representation of geminates where the stress rule treats linked structures like those in (10b) as light. Davis (2003), who maintains the underlying weight representation of geminates, suggests that the Ngalakgan stress pattern in (25) does not necessarily argue against the underlying moraic representation of geminates as in (10a); rather, the language has a high-ranked constraint that requires moraic elements to have their own place features. Thus, while geminates may be underlyingly moraic, they do not surface as inoraic. ${ }^{11}$

To conclude this section, we have surveyed languages demnonstrating three types of behavior of CVG syllables in stress systens: (i) cases where CVG and CVV pattern together; (ii) cases where CVC patterns with other CVC syllables; and (iii) cases where CVG syllables are specifically resistant to stress. We have tried to maintain the underlying moraic weight representation of geminates despite apparent evidence to the contrary. In the concluding section we will further discuss representational issues.

## 4 Representational issues and conclusion

In this overview, we have focused on the cross-linguistic patterning of geminate consonants while Irying to maintain the representational view of geminates in (10a), in which geminates are marked as being underlyingly moraic, over the length representation in (10b). In $\S 2$, we provided evidence for the underlying moraic representation of geminate consonants by considering a variety of phonological patterning pertinent to geminates. This included the inoraic analysis of iritial geminates in Trukese in $\S 2.1$ and the cross-linguistic avoidance of CVVG syllables in $\S 2.3$. We made it clear in $\S 2.2$ that geminates do not always behave like a sequence of two C -slots in prosodic patterning, thereby contradicting the length representation of geminates in (10b). In §3, we surveyed geminate patterning in stress systems identifying three types of behavior. Despite the differences, we still argued for the underlying moraic view of geminate consonants.

The issue of the representation of gerrinate consonants has been a controversial matter and will most likely remain so in future investigations. This is because geminates do not display un:form behavior, as we have illustrated. It seems that the very nature of the data under examination determines what type of representation must be appropriate. For example, the parallel patterning between final CC sequences and final geminates in Hungarian seems to be supportive of the length representation, while the difference between final $C C$ sequences and final

[^559]to different aspects of the representation. For example, in Trukese, the moraic aspect of the geminate representation is crucial, while it may or may not surface with two $X$-slots, depending on the constraints. In Hungarian, given the parallel behavior of word-filtal clusters and geminates, the X-tier representation is effective, while the geminate may or may not surface as moraic, depending on the constraints. In Ngalakgan, the behavior of geminates with respect to stress can be understood through the gestural tier, as proposed by Baker (2008, 2009). Geminates and homorganic nasal + consonant clusters have a single gesture. Consequently, they can pattern as single consonants despite having two X-slots, as long as there is a high-ranked constraint that requires a moraic element not to share place features. This wrould provide an explanation for the repulsion of geminates to stress. It follows that while geminates may have one underlying universal representation (as in (26)), its surface realization may vary cross-linguistically, e.g. as non-moraic in Ngalakgan, but moraic in Trukese.

The composite view, or some version of it, may ultimately be the best universal representation for an underlying geminate. For example, one criticism of a purely weight account of geminates is that it cannot distinguish between a geminate that syllabifies entirely in a coda fromı a single coda consonant in a language in which Weight-by-Position applies. This natter comes up in the Palestinian Arabic dialect described by Abu-Salim (1980) and mentioned in Rose (2000), where a coda singleton in a word like [bit.na] 'our house' is representationally indistinguishable from a coda geminate in a word like [sitt.na] 'our grandmother' on a strictly moraic view of gem inates as in (10a). Unless a length tier (or two root nodes) is assumed, there is no obvious way to distinguish the two cases. Although such examples are probably rare, the occurrence of this type of contrast indeed favors a composite analysis, especially given the language-specific evidence for Arabic moraic structure presented in various parts of this chapter. That said, it may still be possible to argue for the underlying moraic weight representation as universal, but with the understanding that the surface realization of geminates may vary across languages because of the interaction of relevant constraints.

In conclusion, there is much about the phonology of geminates that remains to be investigated. Geminates do not all pattern the same way across languages. Consequently, geminate phonology will remain an area of theoretical controversy for the foreseeable future.
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# 38 The Representation of sC Clusters 

Heather Goad

## 1 Introduction

Clusters of the shape $s+$ consonant ( sC ), exemplified by stnck, have posed a challenge for theories of syllabiéication, as they defy many of the constraints holding of true branching onsets, as found in, for example, track. Accordingly, some researchers have proposed that $s$ is organized outside the onset constituent that contains the following consonant. Others have proposed that this sort of analysis holds only for a subset of $s C$ clusters; those that rise in sonority, for example in slack, are represented in the same fashion as branching onsets. Yet others have argued that some sC clusters, those of the shape $s+$ stop, form complex segments.

This chapter will critique each of these proposals. An element shared by all of them is that phonological units are highly articulated: the burden of explanation is placed precisely on the structural relationships that adjacent segntents enter into. Although this approach captures many peculiarities of sC clusters, there is little attempt to explain why the consonant that displays unorthodox behoviwr is typically s. Under the view that segments are ordered to maximize their perceptibility, the behavior of $s$ becomes less puzzling: strident fricatives have robust internal cues, ensuring their perceptibility even in non-optimal contexts.

If the acoustic properties of $s$ are of central importance, it behoves us to ask whether the differences between $s C$ clusters and branching onsets can be explained solely by perceptual considerations. This, of course, would challenge the view that a structural approach to cluster well-formedness is necessary. In the final section of the paper I will argue that this position is too strong. I will conclude that an adequate understanding of sC clusters requires consideration of both perceptual and structural factors.

Much of the paper compares $s C$ clusters with branching onsets. We will observe that they differ in several respects: phonotactic constra ints, word-internal syllabification, allomorph selection, patterns of reduplication, options for cluster repair, etc. Although the general observations we will detail are likely to be accepted by most phonologists, there is little agreement on how these differences should be formally represented. In this context, there are three topics that will be addressed.

The first involves critical assessment of various proposals in the literature concerning the representation of sC clusters - as a single class - in contrast to
obstruent + sonorant clusters. Henceforth, I will use the term "obstruent" to refer to obstruents other than $s$. " $s$ " is itself a cover term for the sibilant(s) appearing in sC clusters; although this sibilant is usually /s/, in sme languages, other sibilants pattern ass (e.g. German $s$ is usually $/ \int /$; in Russian, $/ \mathrm{sz} \int 3 /$ all pattern as $s$ ).

Concerning obstruent + sonorant clusters, there will be nothing particularly special to say about their representation; they form branching onsets, and there is little controversy on this matter among those who accept a hierarchically organized syllable. For sC clusters, in contrast, several options will be considered. Most of these share the idea that $s$ is an appendix, a segment which is not organized by any sub-syllabic constituent; one views $s$ as a coda. We will see, in addition, that some researchers propose a single representation for $s C$ in all languages; others argue for different representations across languages.

The second topic that must be addressed is whether, in a given language, all sC clusters are represented in the same fashion. $s+$ sonorant clusters are phonotactically ambiguous: like obstruent + sonorant clusters, they rise in sonority, yet like $s+$ obstruent clusters, they do not respect the place constraints holding of obstruent + sonorant clusters. Depending on the weight assigned to each of these, different conclusions will be arrived at concerning the analysis of $s+$ sonorant. For those researchers who place most weight on sonority profile, $s+$ sonorant clusters form branching onsets. This research itself falls into two categories. One body of work aims to show that $s+$ sonorant patterns with branching onsets while $s+$ obstruent patterns differently, and is organized with some type of appendix. Another body of work considers $s+$ sonorant clusters to be branching onsets, but focuses on arguing that $s+$ stop clusters fornu complex segnents.

The proposals sketched above assume that the syllable is hierarchically organized. However, there is a growing literature that de-emphasizes the role of constituency and aims to provide phonetically grounded explanations for phonological behavior. The third topic therefore considers whether differences in the behavior of obstruent + sonorant, $s+$ senorant, and $s+$ obstruent can be explained by perceptual considerations alone. This topic will be the focus of the final section of the paper. Until then, a structural approach will be assumed.

## 2 Cluster phonotactics

We begin by detailing the phonotactic constraints most commonly held of obstruent + sonorant clusters on the place and sonority dimensions, in turn, examining sC clusters on these same dimensions (see also charter 33: syllablbinternal structure; chapter 55: onsets). Our focus will be on the left word edge; other types of phonological behavior will be discussed in later sections, when we examine alternative representations for sC clusters.

Consider the inventories of two-member clusters found in word-initial position in English and Dutch in (1) and (2). ${ }^{1}$ The data are organized by the place and naminer values of $\mathrm{C}_{\mathrm{I}}$ for obstruent + sonorant clusters and of $\mathrm{C}_{2}$ for sC clusters. (On cluster phonotactics for English, see Fudge 1969; Selkirk 1982; Clements and

[^561]Keyser 1983; Goldsmith 1990; Harris 1994; for Dutch, see Trommelen 1984; van der Hulst 1984; Fikkert 1994; Booij 1995; van der Torre 2003.)
(1) Eng/is/h
a. Obstruent + sonorant

| pl | "tl | $k l$ |
| :--- | :--- | :--- |
| pr | tr | kr |

fl * Hl * fl
fr Or $\quad$ r
(2) Dutch
a. Obstruent + sonorant

|  | ${ }^{* t n}$ | kn |
| :--- | :--- | :--- |
| pl | ${ }^{\mathrm{tl}}$ | kl |
| pr | tr | kr |
| fl |  | xl |
| fr |  | xr |

b. $s C$ clusters

| sp | st | sk |
| :--- | :--- | :--- |
| sm | sn |  |
|  | sl |  |
|  | *r |  |

b. $s C$ clusters
sp st sX
sm sn
sl
*sr

We first consider place identity, which forbids the consonants in obstruent + sonorant clusters from having the same place (chal'eer 22: Consonantal place of articulation). This captures the ill-formedness of */tl 01 תl/ in English (la), and */tn $\mathrm{ll} /$ in Dutch (2a). ${ }^{2}$ Turning to (1b) and (2b), the well-formedness of /st $\mathrm{sn} \mathrm{sl} /$ indicates that sC clusters do not respect place identity, suggesting that sC clusters do not have the same representation as obstruent + sonorant clusters. However, before we can conclude this with certainty, we must consider place-sharing */sr/, which is ill-formed in English and Dutch. ${ }^{3}$ Inาportantly, */sr/ is illicit even in Dutch dialects with dorsal $/ \mathrm{r} /$, suggesting that the ill-formedness of this cluster has nothing to do with place identity. We return $10^{*} / \mathrm{sr} /$ later in the chapter.

A second, less commonly discussed, constraint on place concerns asymmetries that hold between $C_{1}$ and $C_{2}$ in obstruent + sonorant clusters (when $C_{2} \neq$ glide). English is not very revealing, because $\mathrm{C}_{2}$ is restricted to liquids, which are coronal. Dutch is potentially more illuntinating, because it contains stop + nasal clusters, and nasals contrast for place. ${ }^{1}$ As (2a) shows, when a nasal is in $C_{2}$ in an obstruent + sonorant cluster, it must be coronal: /kn/ is well-formed; */km/ is out. The broader generalization is thus that when $C_{2}$ is a contoid, it must be coronal (except /r/; see note 2 ).

[^562]$\mathrm{C}_{2}$ in sC clusters has a different profile: it can have any place of articulation. Indeed, in $s+$ obstruent and $s+$ nasal clusters, $C_{2}$ displays the same range of place contrasts attested for singleton onsets (e.g. /sp st sk/ alongside /p tk/ in English). Directly oomparing nasal-final clusters in Dutch, we find the following: */km/, $/ \mathrm{kr} / ; / \mathrm{sm} /, / \mathrm{sr} /$. The absence of $* / \mathrm{km} /$ alongside the presence of $/ \mathrm{sm} /$ is unexpected, if these clusters are represented identically.

Because of the disputed status of Dutch / kn/ (note 4), we turn to Modern Greek to better examine differences in place profile between $\mathrm{C}_{2}$ in obstruent + sonorant ws. sC clusters. (On Modern Greek cluster phonotactics, see Joseph and PhilippakiWarburton 1987; Drachman 1990; Klepousniotou 1998; Morelli 1999; Tzakosta and Vis 2009; on Attic Greek, see Steriade 1982.) The data in (3) reveal that, although $C_{2}$ in an obstruent + sonorant cluster can have any manner, leading to a wider range of cluster profiles than in Dutch or English, $C_{2}$ must still be coronal (Klepousniotou 1998). ${ }^{5}$ (3b) shows that $s C$ clusters are more restricted on the manner dimension than they are in Dutch, but among clusiters with obstruents in $\mathrm{C}_{2}$, it can nevertheless be seen that $C_{2}$ can have any place.
(3) Modern Greek
a. Obstrwent + sonorant

| pt |  | kr |
| :---: | :---: | :---: |
| (pn) | ${ }^{4} \mathrm{n}$ | (kn) |
| pl | *tl | kI |
| pr | ir | kr |
| ft | * 0 | xt |
| $f \theta$ |  | ( $\mathrm{x} \theta$ ) |
| *fn | ( $\theta$ п) | xn |
| f | ( $\theta 1$ ) | $\mathrm{x}]$ |
| $f r$ | $\theta \mathrm{r}$ | xr |
| (mn) |  |  |

b. SC clusters

| sp | st | sk |
| :---: | :---: | :---: |
| sf | $(\mathrm{s} \theta)$ | sx |
| $(\mathrm{sm})$ | $(\mathrm{sn})$ |  |
|  | $\left.{ }^{*} \mathrm{sl}\right)$ |  |
|  | ${ }^{*} \mathrm{sr}$ |  |
|  |  |  |

In sum, we have observed that $C_{2}$ in an obstruent + sonorant cluster does not parallel $C_{2}$ in an sC cluster on the place dimension. On the contrary, a closer parallel is observed between $C_{1}$ in an obstruent + sonorant cluster and $C_{2}$ in an sC cluster, which we return to below.

We consider finally the sonority constraints that hold between $C_{4}$ and $C_{2}$ in initial clusters. ${ }^{6}$ Greek is not very revealing here, as both obstruent + sonorant and sC clusters can have a falling, flat, or rising sonority profile (although (3b) indicates that the productivity of the latter for sC clusters is questionable; we return to this below). We therefore focus on English and Dutch. (1) and (2) show that $s C$ clusters need not rise in sonority, in contrast to obstruent + sonorant clusters. Although $C_{L}$ in an $s C$ cluster is an obstruent and so the potential exists for these

[^563]c. Licensed by o
(e.g. van der Hulst 1984)

d. Codn
(e.g. Kaye 1992)
©


In (5a), $s$ is extraprosodic. I am using this term in its narrowest sense, to refer only to the situation where an element is licensed but not organized into higher structure; compare (5b) and (5c). These two share with (5a) the idea that $s$ is an appendix: s is not organized by any sub-syllabic constituent, in contrast to (5d), where $s$ is a coda (technically in Kaye's model a rhymal dependent).

Two predictions follow from the difference in representation and headedness in (4) us. (5). First, there should be languages that permit dependents in branching onsets but not sC clusters, and vice versa. This prediction holds true. Spanish is a language with branching onsets, but lacking initial sC clusters (Harris 1983). Acoma, spoken in New Mexico, has the opposite profile: initial clusters are restricted to sC (Mil ler 1965). Relatedly, Fikkert's (1994) study on the acquisition of Dutch reveals that some children acquire branching onsets first, parallel to Spanish, while others acquire sC clusters first, parallel to Acoma. Second, languages permilting both types of structures should not prevent them from being combined. To my knowledge, this prediction always holds. In languages that have branching onsets and sC clusters, three-nember clusters of the shape $s+$ branching onset are alsi) well-furmed. However, these clusters may be restricted to a subset of what would be expected from a free combination of $s C$ clusters and branching onsets in the particular language (e.g. Greek/sx/, /xr/, */sxr/; English/sk/, /kl/, */skl/ (Ioans aside)).

Further, an explanation emerges under (5) for why the constraints against place identity and for rising sonority do not hold of sC clusters. It is not enough for two consonants to be adjacent; they must be sisters, as in (4).

Finally, we demonstrate that the difference in headedness between branching onsets and sC clusters can account for a com monly attested pattern of cluster reduction in acquisition, illustrated in (6) from two learners of German and English respectively, Arumalena (Elsen 199.1) and Amahl (Smith 1973).
(6) a. Annolena (age 1;4-1, )

| obs + son | output | target |  |
| :---: | :---: | :---: | :---: |
|  | [daubet] | [tr]aube | 'grape' |
|  | [fikz] | [fi] ]iegre | 'fly' |
| $s+o b s$ | [Pigal] | [Jp]icsel | 'mirror' |
|  | [dama] | [ ft ]ein | 'stone' |
| $s+$ son | [misan] | $\left[\int \mathrm{m}\right] \mathrm{ci} / \mathrm{\beta en}$ | 'to throw |
|  | [la:fa] | [Sl]afen | 'to sleep |

[^564]The alternative that is typically adopted, therefore, is that these two types of extraprosodic segments are extraprosodic at different points in the derivation. Extraprosodic /s/ in taxed and /p/ in tramps are incorporated as codas in the post-lexical plwnology before inflectional /t/ and /s/ are added (cf. Borowsky 1986). Initial /s/ in (7a) similarly loses extraprosodic status in the post-lexical phonology, where lexical constraints on sonority profile are no longer assumed to hold. The problem with this approach, however, is that it fails to show that extraprosodic elements ever function as menbers of the constituents that ultinnately come to organize thent, the onset in (7a) and the coda in (7b) (Piggott 1991).

This problem is resolved once the Strict Layer Hypothesis is abandoned - the requirement thit elements be dominated by the immediately higher category in the prosodic hierarchy (Nespor and Vogel 1986). Extraprosodic segments on this view are technically not extraprosodic (unaffiliated); instead, they are organized by some higher constituent in the prosodic hierarchy.

One possible representation for / $\langle s\rangle t æ m<p\rangle\langle s\rangle /$, consistent with this approach, is in (8): initial /s/ is organized by the PWd, extrarhymal /p/is organized by the syllable, and inflectional $/ \mathrm{s} /$ is adjoined to the PWd. This representation is consistent with the Peripherality Condition: extrarhymal /p/ and inflectional /s/ are each at the right edge of a separate PWd (Goad and White 2006).


Returning specifically to $s C$ clusters, the representation for /st/ in (8) involves $s$ linking directly to the PWd (see e.g. Goldsmith 1990, drawing on evidence from English; Trommelen 1984 and Fikkert 1994 fron Dutch; Goad and Rose 2004 from German). An alternative invol ves s linking directly to the syllable, the inverse of extrarhymal /p/ in (8) (see e.g. van der Hulst 1984 with evidence from Dutch; Levin 1985 and Kenstowicz 1994 from English; Barlow 1997 and Gierut 1999 from English in phonologically delayed children; Drachman 1990 and Tzakosta and Vis 2009 from Greek; Tzakosta 2009 from child Greek). ${ }^{10}$ These two proposals were provided earlier as (5b) and (5c). ${ }^{11}$

[^565]The alternatives in (5b) and (5c) make different predictions concerning the distribution of $s C$ clusters. I show that both options (or their equivalents) are needed, indicating that sC clusters carmot be represented identically across languages (Goad and Rose 2004; Vaux 2004; Ewen and Botna 2009). In languages with (5b), sC is only licensed PWd-initially. Cerman has this profile (Coad and Rose 2004). (9) shows that sC clusters only occur stem-initially; word-internal tautosyllabic sC clusters are actually stem-initial, (9b). If stem-initital corresponds to PWd-initial, this restriction on sC distribution can be captured through (5b).

## (9) German



Hall (1992) argues against (5b) for Cerman on grounds that it incorrectly predicts aspiration in $s+s$ top clusters, as the stop is syllable-initial in this representation. However, Iverson and Salmons (1995), following Kin (1970), offer an explanation for the absence of aspiration in $s+$ stop that holds independently of how $s$ is organized: because $s$ is voiceless, the peak of glottal width that characterizes aspiration is internal to $s$, not the following stop. Thus, we do not see the absence of aspiration in $s+$ stop as reason to reject (5b).

In contrast to German, sC clusters in Dutch and English have a wider distribution, requiring (5c). Both languages contain monomorphemic examples where the rhyme preceding sC appears unable to accommodate s (e.g. Dutch [Ekstar] 'magpie’, English [हkstra] extrn (van der Hulst 1984; Levin 1985)). (5c), however, freely permits violations of the Peripherality Condition. Accordingly, before we definitively conclude that it is required for morpheme-internal $s C$, we must examine the following alternative: PWd-initial sC clusters involve appendices organized as in (5b); in word-medial clusters, $s$ is a coda. If this analysis could be supported, we could dispense with ( 5 c ).

To show that (5c) is truly needed, we examine word-medial sC clusters in English in detail. Harris (1994) discusses the constraints governing three-position rhymes shaped VVC in this language. As (10a) reveals, coda sonorants in these superheavy syllables are confuned to coronals which share place with the following onset ( ${ }^{[ }$[Jowlbar], ${ }^{\text {F[nาawmpan]). PWd-internal VCC rhymes are not considered by }}$ Harris (they are not well-formed in Covernment Phonology, the framework in which he works). (10b) reveals that the onset is similarly constrained to coronal and the preceding consonants must be homorganic nasal + stop (*[viltnər], *[ł̧alkfan]).

## (10) <br> English

| a. VVC rhymes |  |
| :--- | :--- |
| [Jowldar] | sloulder |
| [mawntan] | mombnin |
| [kawnsal] | council |


| b. | VCC rhyme |  |
| :---: | :---: | :---: |
|  | [æntlar] | antler |
|  | [vintnar] | vintner |
|  | [ḑ^D(k)Jən] | junction |

With these constraints in mind, we turn to cases where the consonant fol lowing VV/VC is s. Parallel to (10a), (11a) shows that only coronal s is permitted after VV (*[i:ftar]) and the following consenant must be coronal ("[i:spar]). ${ }^{12}$ This leads Harris to conclude that $s$ in (11a) is syllabified as the coda of a three-position rhyme. The forms in (11b) are similarly parallel to those in (10b), seemingly leading to the same conclusion.
a. VVs rhymes
[i:stor] Enster
[Jistar] oyster
b. VCs rhymes
[manstar] monster
[monstral] minstrel

Problems arise, however, in (12). (12a) shows that VCs does not always respect the constraints holding of (11b): the consonant preceding sis not restricted to placesharing sonorants. (12b) reveals that the onset following $s$ can be other than ooronal, in contrast t 0 (11a) and (11b). Ore could object un grounds that, extra aside, the words in (12) involve Latinate prefixes. However, these prefixes are not synchronically productive: they fall within the stress domain, and must therefore be contained inside the lower PWd (['abstakal $\left.\left.]_{p w_{d}}{ }^{*}[\text { 'ab[stakal }]_{P w_{d}}\right]_{\rho w_{d}}\right)$.
(12) Appendix s
a. Non-coromel codas
['ekstra] extra
['abstakal] obstacle.
b. Non-coronal onsets
[^Ekspa'zrfan] exposition
['kanskript] conscript
If the forms in (12) truly involve appendixal s, we expect to find soccurring after three-position rhymes of the shape in (10). (13) shows that such words are well-formed, albeit rare. Bolster and holster are monomorphemic, and while-ster in upholster is historically a class 2 suffix (seventeenth-century uphold-ster 'small furniture dealer'), this analysis no longer holds, as revealed by the fact that upholster is now a verb and $-y$ can attach outside (upholstery). ${ }^{13}$
(13) VVC rhymes followed by s

| [bowlstar] | bolster |
| :--- | :--- |
| [howlstar] | holster |
| [Ap(h)owlstar] | upholster |

In short, while some instances of medial $s C$ in English may involve $s$ as coda, appendixal $s$ is required to capture the data in (12) and (13). This thereby supports the postulation of ( 5 c ), where $s$ is licensed by the syllable.

Although languages like English appear to require (5c), this analysis cannot straightforwardly capiure the fact that these same languages syllabify s as a coda

[^566]after short stressed vowels. If the appendix representation is available wordmedially, why do native speakers judge sC as heterosyllabic ('pester) rather than as appendix + onset ('pe.ster)? It cannot be due to sonority profile, as will be seen shortly for Dutch. Heterosyllabicity of medial sC is handled more elegantly in Kaye's (1992) Covernment Phonology approach to sC clusters, which we consider now.
Kaye (1992) proposes that sC clusters are syllabified as coda + onset sequences, shown earlier in (5d). ${ }^{14}$ He provides support from Italian, Ancient Greek, European Portuguese, and British English; see also Brockhaus (1999) on Cerman and Cyran and Cussmann (1999) on Polish. We consider fïrst Italian, where the cuda + onset pattern observed for 'pester-type w'ords is illustrated more concretely. In Italian, rhyınes of stressed syllables must branch (Chierchia 1986). When a stressed syllable lacks a coda, the vowel lengthens; see (14a) and (14b). (14c) shows that sC clusters do not trigger lengthening as do branching onsets; instead, they pattern w'ith coda + onset sequences ( 14 d ), revealing that medial $s$ is a coda.

## (14) Medial sC in Italian

a. ['faito] 'fate'
b. ['ka:pra] 'goat'
c. ['pasta] 'pasta'
d. ['parko] 'park'

Turning to word-initial position, Kaye proposes that s in this position is also a coda; the difference between the initial and medial environments is that, in the former, $s$ is the coda of an empty-headed syllable. Word-init ial coda s follows fiom the Uniformity Principle in Covernment Phonology, which requires syllabification to be constant for a given string of segments, within and across languages. Kaye provides empirical support for Uniformity fron Italian nasculine definite article allomorphy and raddoppinmento sintattico. In the former, vowel- and sC-initial words pattern together, in contrast to words beginning with (branching) onsets; compare (15a) and (15b) with (15c). Since the representation for s in an sC cluster in (5d) includes a preceding nucleus, there is a structural parallel with vowel-initial words.
(15) Masculine definite article allomorphy (Davis 1990)
a. I'est /lo est/ 'the east'
b. lo studente 'the student'
c. il burro 'the butter'
it clima 'the climate'
In raddoppinmento sintattico, the first consonant in an onset gerninates when the preceding word ends in a stressed vowel, while the first consonant in an sC cluster resists gemination; see (16). The pattern in (16b) follows directly from the view that $s$ is a coda: as coda + onset, sC already has precisely the structure that holds of geminates.

[^567](16) Raddoppiamento sintattico (Chierchia 1986)

$\begin{array}{lll}\text { a. palto pulito } & \text { [pal'toppu'lito] } \\ \text { citto triste } & \text { [ty it'tat'triste] } & \text { 'clean coat' } \\ \text { b. citta straniern } & \text { [ty it'tastra'niera] }] & \text { 'foreign city' } \\ & & \text { " }[\text { yit'tasstra'niera }]\end{array}$
Although it is evident from (15) and (16) that sC clusters in Italian cannot be analyzed in the same fashion as branching onsets, the proposal that they contain an initial appendix can also handle tluese data (see Chierchia 1986; Davis 1990). Of the cases Kaye considers, the construction that poses a particular challenge for appendixals is European Portuguese vowel nasalization. We turn to this case now.
In European Portuguese, nasal consonants carnnot close syllables. While /n/ is realized intact before vowel-initial bases (17a), before onset-initial bases, nasality surfaces on the preceding vowel (17b), (17c). Interestingly, sC-initial bases pattern as vowel-initial (17d).
(17) European Portuguese
a. [in]adnissivel 'inadnuissable'
b. [ī]purcza 'impurity'
[î]satisfeito 'dissatisfied'
c. [î]tratavel 'unsocitable'
d. [infk]apavel 'inescapable'
(17d) can be straightforwardly expressed under Kaye's view that sC clusters are coda + onset, because, for independent reasons, all syllables in Covernment Phonology contain an onset constituent. Consider the representations below. ${ }^{15}$ In (18a), /n/ associates to the onset of the first syllable in the base. In (18b), this position is occupied, so nasality is preserved on the preceding vowel. The right result obtains in ( 18 c ) precisely because the syllable containing sincludes an empty onset.

Coda analysis

b. O

c. O


[^568]An appendix analysis of $s$, it seems, cannot formal ly capture ( 17 d ). See ( 19 c ), where bases with initial sC are incorrectly predicted to pattern with onset-initial bases because there is no empty constituent to host / $n /$.

## Appendix analysis



Kaye's paper compares the coda + onset analysis of sC clusters to the alternative that they form branching onsets; the option that $s$ is analyzed as an appendix is not discussed. We have seen that appendixal s cannot straightforwardly capture European Portuguese. It also goes against the Uniformity Principle: Italian s is an appendix in stra'niern but a coda in 'pastn; this would likely be considered a weakness by proponents of Government Phonology. However, there are contexts where word-internal s maintains its appendix status, in contrast to the pattern observed for ltalian; sC can follow a rhyme that is already full, so s cannot be accommodated as an ordinary coda. We have already observed this for English, but we have als.) seen that English permits word-internal three-position rhymes under limited circumstances and most of the problematic sC data are in words that historically involve prefixes. To ensure that there is nothing unusual about English concerning the distribution of sC clusters, let us turn to Acoma (Miller 1965).

Two-position rhymes in Acoma are limited to VV and seemingly Vs (loans as ide); see (20a) and (20b). If word-internal $s$ were always a regular coda, as it appears to be in (20b), we would expect it to be restricted to occurring after short vowels, as in Italian. (20c) reveals that this is not the case.
(20) Acomr

| a. | [spúuná] | 'Pottery' |
| :--- | :--- | :--- |
| [ja'âi] | 'sand' |  |
| b. | [sust'á] | 'I took wate:r' |
|  | ['éská] | 'rawhide' |

Table 38.1 Jarmo's cluster development

| Singe | Pattern |  | Examples |  | Age |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | stop | /'vlındar/ | ['kınt] | 'butterfly' | 2;2.6 |
|  |  | /'slatpo(n)/ | ['taspo] | 'to sleep' | 2;0.28 |
| 2 | liquid | /'vlindar/ | [ 1 Inta] | 'butterfly' | 2;2.27 |
|  |  | /'slatpo(n)/ | ['la:por] | 'to sleep' | 2;3.9 |
| 3 | fricative | /'xlei,bain/ | ['xaixa:n] | 'slide' | 2;4.1 |
|  |  | /'sla:pa(n)/ | ['sa;pe] | 'to sleep' | 2;3.9 |
| 4 | stop + liquid | (skipped by Jarmo) |  |  |  |
| 5 | fricative/s + liquid | /'flesiol | ['slesju] | 'bottle (DIM)' | 2;4,1 |
|  |  | /slak/ | [flak]~[slak] | 'snail' | 2;4,1 |

study: all follow the same developmental path for fricative + liquid and $s+$ lateral clusters. The stages through which learners pass are exemp lified in Table 38.1 with data from Jarmo.

Further, all children in Fikkert's study master $s+$ stop clusters at a different point in time from rising sonority clusters. As all rising sonority clusters pattern together in Dutch acquisition, in contrast to $s+$ obstruent, Fikkert concludes that $s+$ sonorant clusters are represented in the same manner as branching onsets. For her, $s$ + obstruent clusters involve s licensed by the PWd, as in (5b) above.

While sonority plays a decisive role in Fikkert's data, this is not the case for all children. Indeed, we observed in (6) that when only one member of a cluster is produced by Annalena and A.mahl, it is the cluster head that survives, regardless of its relative sonority. To show that this pattern extends past the deletion stage, consider the developmental path for Amahl in Table 38.2.

Table 38.2 Amahl's cluster development

| Strose | obstruent + liguid | /sl/ | /sm sn/ | /sp sk/ | /st/ | Age |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1-8 | reduction to head | reduction to head | reduction to head | reduction to head | reduction to head | 2.60-2.175 |
| 13-14 | branching onset acquired |  |  |  |  | 2.233-2.256 |
| 15-19 |  | fusion | fusion | vacuous <br> fusion | vacuous <br> fusion | 2.261-2.333 |
| 20-22 |  |  |  |  | fusion | 2.345-3.38 |
| 24 |  | appendix acquired |  |  |  | 3.78-3.96 |
| 25 |  |  | appendix acquired |  |  | 3.104-3.128 |
| 26-29 |  |  |  | appendix acquired | appendix acquired | 3.133-3.355 |

approach to cluster behavior. The epenthesis site, in particular, is chosen to maximize perceptual similarity between the target (non-epenthesized) form and the output. In view of this, we consider in this section whether the differences that hold between sC clusters and true branching onsets can be explained by perceptual considerations alone; this, of course, would challenge the claim that a structural approach to cluster behavior is necessary.

We do not have space to examine Fleischhacker's proposal in detail, but the predictions she motivates are as follows: (i) anaptyxis is preferred to prothesis in stop + sonorant; (ii) prothesis is preferred to anaptyxis in s + stop; (iii) among $s+$ sonorant, more anaptyxis is expected as $C_{2}$ increases in sonority; and (iv) more anaptyxis is expected in stop + sonorant than in fricative + sonorant. Concerning (iv), note that Fleischhacker's account does not distinguish s from other fricatives; that is, no explanation is provided for the observation that fricatives other than $s$ pattern with stops in preferring anaptyxis to prothesis ((24) above). We return to this shortly. First, let us examine the role of perception in sC well-formedness in more detail (charter ye: speech rercertion and phonolocy).

As alluded to earlier, the acoustic properties of $s$, unlike other obstruents, enable it to appear in positions where it is not followed by a sonorant: strident fricatives have robust internal cues for both place and manner, ensuring their perceptibility in all contexts, even before stops (Wright 1996, 2004). Clearly, then, the view that segments are ordered to yield a rise in sonority toward the peak does not extend to s. Indeed, in spite of the sonority reversal, (strident) fricative + stop is superior to both stop + stop and stop + fricative, ${ }^{2 \theta}$ even though the latter two contain a sonority plateau and minimal rise respectively, because (strident) fricatives are less dependent on formant transitions for their identification than stops (Wright 1996, 2004). ${ }^{\# 1}$

However, while the acoustic properties of sexplain why appendices are so often limited to $s$ on the one hand and why these segments can be followed by stops on the other, they cannot, as far as I can tell, explain cross-linguistic preferences on SC profile. Table 38.3 shows that sC clusters have a rather l.unusual distribution across languages when viewed from the perspective of perceptual robustness. We focus on word-initial position. Since the perceptibility of all consonants in $C_{2}$ position in an initial sC cluster will be partly compromised by the preceding s ,

Table 38.3 sC cluster profiles across languages

|  | Sparisisf | French, Acoma | Greek | Englisht | Dudch | Gerirenr | Russian |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s+s t o p$ | * | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $5+$ fricative | * | * | $\checkmark$ | * | $\checkmark$ | * | $\checkmark$ |
| $s+$ nasal | * | * | (*) | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $s+$ lateral | * | * | * | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $s+$ chostic | * | * | * | * | (*) | $\checkmark$ | $\checkmark$ |

[^569]we would expect consonants that are most perceptible to be positioned after s. Masking should not be too severe in this context; as mentioned earlier, Byrd (1994) observes that \#sk clusters involve less overlap than s\#k and sk\#. The problem may rather be one of duration: Byrd finds that /s/ is longer in \#sk than in both s\#k and sk\#, while /k/ is shorter in \#sk than in both s\#k and sk\#. If the relatively short duration of $C_{2}$ can be generalized to other \#sC clusters, we would expect segments with robust internal cues to be favored in this position. Liquids should be optimal, since they have clear forınant structure throughout. Nasals should be favored over stops, since their nanner (and to a lesser extent their place) properties are present in the nasal spectrum. Stops, which have weak internal cues, should be the least optimal.

What we observe in Table 38.3, by contrast, is that $s+$ stop is favored. French and Acoma do not permit $s+$ sonorant clusters at all (French has $s+$ sonorant in loanwords), and depending on the status of marginal $s+$ nasal clusters, Greek may fall into this category as well. Otherwise, it permits $s+$ sonorant clusters of lower sonority than those of higher sonority.

Although a larger typology of languages is required before firm conclusions can be drawn, Table 38.3 suggests that $s+s t o p>s+$ nasal $>s+$ lateral $>s+$ rhotic ( $>=$ is more harmonic than). The favored profile in sC clusters is thus the opposite of that observed for branching onsets. This is not unexpected on a structural aocount if all sC clusters are head-final, in contrast to branching onsets. In sC clusters, $\mathrm{C}_{2}$ is the onset head; thus it should respect the preferences holding of singleton onsets. Since obstruents are the optiinal onsets (e.g. Clements 1990), a parallel should be observed between obstruents in $C_{1}$ position in branching onsets and stops in $C_{2}$ position in $s C$ clusters (not fricatives more generally, because of the preceding s; see Wright 2004: 51).

While the $\mathrm{C}_{1} \mathrm{C}_{2}$ asymmetry in branching onsets vs. sC clusters follows from the status of $s$ as an appendix, it is best captured, I suggest, under Kaye's proposal that $s$ is a coda. Recall from (14) and (21) that medial sC clusters in Italian and Dutch are heterosyllabic. If sC clusters are alturys syllabified as coda + onset clusters, then their profile should respect cross-linguistic preferences for optimal syllable contact. Syllable contact will favor $C_{2}$ with Iower sonority: $\mathbf{V s . T V}>\mathbf{V}$ s.NV $>$ Vs.IV $>$ Vs.rV. As $C_{2}$ increases in sonority, the cluster prefers to be syllabified as a branching onset, but if this option is never available for sC clusters, then higher-sonority sC clusters will be forbidden, regardless of their position in the word.

The profile in Table 38.3 closely parallels Fleischhacker's typology in (25) for preferred epenthesis sites, in sC clusters. Prothesis occurs more commonly when $C_{2}$ has lower sonority. As the sonority of $C_{2}$ increases, prothesis will result in poor syllable contact. Note as well that the proposed syllable contact account of sC well-formedness leads to a distinction between $s+$ sonorant and fricative + sonorant, as only the latter can form branching onsets. Thus, the fact that fricative + sonorant patterns with stop + sonorant in epenthesis follows, in contrast to under Fleischhacker's account (see (iv) above).

In sum, I contend that both perceptual and structural considerations must be factored into our understanding of cluster well-formedness. While perceptual considerations can explain why appen dices are so often limited to $s$ and why $s+$ stop is well-formed in spite of its sonority profile, it is the structural differences between sC clusters and branching onsets that explain the preference for sC profile on the sonority dimension as ivell as some observed differences in epenthesis site.

## 7 Conclusion

In this chapter, we have examined several alternative analyses for sC clusters. On the empirical front, we have seen that $\mathrm{s}+$ stop clusters reliably pattern differently from true branching onsets. Not surprisingly, then, the proposals we have examined for $s+$ stop all share an important property: $s+$ stop clusters are head-final, whether $s$ is unaffiliated, an appendix organized by some prosodic constituent above the onset, the coda, or the first member of a complex segment. Branching onsets, by contrast, are head-initial. This difference in headedness lvelps to explain parallels on the place dimension between $C_{2}$ in an $s+$ stop cluster and $C_{1}$ in a branching onset, as well as syllabification preferences in word-medial contexts.

Beyond that, however, details of the proposals differ, and, following on this, each proposal is both supported and chal lenged by the available evidence. There are languages like Acoma, English, and Dutch where s can appear medially after rhymes that are "full," thereby providing support for the analysis that s is linked to the syllable and potentially challenging the coda analysis. However, in some of these same languages, namely English and Dutch, as well as in languages like Italian, the observation that sC clusters are heterosyllabic after stressed vowels supports the coda analysis and thereby questions the proposal that $s$ is licensed by the syllable or that $s+$ stop form a complex segment. The complex segment analysis, in turn, is supported by the reduplication pattern in Gothic which both the appendix and coda analyses fail to elegantly capture.

At present, then, it seems that multiple representations for sC clusters may be required. If the number of parametric options is limited and there is robust evidence available for learners to determine the appropriate representation for the language being acquired, this is far from problematic. For example, the fact that $s C$ clusters have a more limited distribution in some languages (Gernan) than in others (English, Dutch) can be captured if licensing by the PWd represents the least marked option and therefore the starting point for learners. There will then be positive evidence available to signal learners of some languages that sC clusters are licensed lower down, by the syllable. However, we have also seen that this type of scenario may not always work. If Dutch learners initially assume that $\mathrm{s}+$ sunorant clusters form branching onsets, the evidence available to undo this analysis in favor of one where all SC clusters pattern as a class is far from robust and may present a learnability challenge.

The problem with $s+$ sonorant clusters more generally is that they are phonotactically ambiguous and, following from this, they pattern anmbiguously across languages. While one could fail to be surprised by this, on the grounds that these clusters are both s-initial and rise in sonority, exactly how their ambiguous behavior should be formally expressed is far from clear. They appear to be analyzed as branching onsets in some languages (e.g. Jarmo's Dutch grammar) and as appendix/coda-initial in others (e.g. Amahl's English grammar), but in this particular case, this finding is surprising, in view of the otherwise high degree of similarity between the two target languages.

The solution that languages employ different analyses for $s+$ sonorant is far from optinal and may lead some researchers to abandon a structural approach to the syllable altogether in favor of a perceptually grounded account of segmental
contact. Indeed, the latter may find support in the observation that even within the class of $s+$ sonorant, languages show different patterns of behavior; we have seen that the division between prothesis and anaptyxis can be drawn anywhere internal to this class. At the same time, however, a purely perceptually based account seems to be challenged by the finding that preferences for sC cluster profile are virtually the inverse of those observed for obstruent + sonorant clusters. While an appeal to syllable contact was made to capture both of these observations, the analysis follows inost straightforwardly from the proposal that sC clusters are always syllabified as coda + onset strings. We have already seen that this proposal may be challenged by languages such as English, Dutch, and Acoma.

In spite of the quantity of research that has been undertaken on sC clusters, it is perhaps most evident that more needs to be done before the issue of their representation can be resolved (if ever). A sampling of questions at the two extremes includes the following. At one end of the spectrum, can a more detailed examination of perceptual factors capture differences in the behavior of fricative + sonorant and $s+$ sonorant clusters, thereby further questioning the need for a structurally based approach to segmental contact and syllabification behavior? At the other end, if a structural account of behavior based on syllable contact proves fruitful to pursue, with judicious use of abstract representations, can the coda + onset analysis be motivated for all languages? I leave these and many other questions in between to future research.
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# 39 Stress: Phonotactic and Phonetic Evidence 

Matthew Gordon

## 1 Introduction

Stress can be signaled through a number of different acoustic properties, including increased duration, greater intensity, and higher fundamental frequency. Stress may also affect segmental and syllable structure. Typically, stressed syllables trigger qualitative fortition and/or lengthening, whereas unstressed syllables are associated with lenition and/or shortening. To take an example of a stress-driven fortition process affecting syllable structure, Dutch (Booij 1995) inserts an intervocalic glottal stop as an onset to stressed vowels; epenthesis does not interrupt vowel sequences in which the second vowel is unstressed. We thus have pairs such as ['xа.эs] 'chaos' and [a.' ${ }^{\prime}$ эr.ta] 'aorta', in which the presence of glottal stop is predictable from stress. American English provides well-described cases of lenition in unstressed syllables. For example, post-vocalic coronal stops weaken to taps before unstressed syllabic sounds, e.g. /siti/ $\rightarrow$ ['sisi] 'city'. Furthermore, most unstressed vowels reduce to schwa, e.g. ['kan,tekst] context vs. [kan'teksty'ual] contextual, or may delete in certain contexts delete, e.g. ['tmeirou] ~ ['tameitou] tomato, ['ksændæa] ~ [ka'sæendia] Cassandra.

While ınost segınental effects of metrical structure can be transparently linked to stress, there are others that are not predictable from stress, despite displaying properties typically associated with stress-induced alternations. For example, Nganasan, a Uralic language (Tereshchenko 1979; Helimski 1998; Vaysman 2009), has an alternation between strong and weak intervocalic consonants, termed "consenant gradation," whereby strong consonants, generally voiceless or prenasalized obstruents, alternate with weak consonants, typically voiced or not prenasalized. The appearance of strong and weak consonants is predictable from syllable count (1). In the onset of even-numbered non-initial syllables, the strong grade appears, while the weak grade appears in the onset of oddnumbered non-jnitial syllables. Long vowels interrupt the alternating syllable count and, as long as they are not word-initial, ace always preceded by weak consonants.
(1) Nganasan consonant gradation (Vaysman 2009: 43)
jama'ঠа-tu 'his/her/its animal'
, yoru'niu-tu 'his/her/its copper'
su:'ðə:-ðu 'his/her/its lung'
ı) ${ }^{\prime} h u-ð u \quad$ 'his/her/its mitten'

As Vaysman shows, this pattern is explained if one assumes that wrords are parsed into binary feet siarting at the left edge of words with long vowels forming monosyllabic feet and degenerate feet allowed word finally. Strong consonants occur foot medially and weak consonants occur in foot-initial syllables that are not also word-jnitial (2).
(2) $N$ gamasan consonant gradation as a reflex of foot structure (Vaysman 2009: 43)

|  |  |
| :---: | :---: |
|  |  |
| ә:)-(すu) |  |
| u) | is |

The interesting feature of the Nganasan data is that stress does not always fall on syllables predicted to be stressed by the metrical structure diagnosed by consonant gradation. Primary stress in Nganasan falls on the penultimate syllable in all the words in (2), with a secondary stress occurring on initial syllables that are not adjacent to the primary stress. The monosyllabic foot in the last two words is thus completely unstressed, as is the first foot in the penultimate word.

This chapter provides a typological overview of the phonetic correlates of stress and the various types of effects of stress and metrical structure on segmentlevel features, exploring how these effects can offer insight into the nature of stress and netrical structure and their formal representation (see CHAPTER 40: the foot, chapter 41: the representation of word stress and chapter 57: quantity-sensitivity for related issues). The structure of the chapter is as follows. §2 examines supra-segmental correlates of stress including the phonetic parameters of duration, fundamental frequency, and intensity. §3 examines segmental alternations conditioned directly by the presence or absence of stress. 54 focuses on the role of foot structure in predicting fortition and lenition of vowels and consonants. $\$ 5$ addresses segmental changes triggered by foot structures that conflict with metrical constituency as diagnosed by the stress system. $\$ 6$ explores the role of history in shaping these mismatches between stress and the foot structure relevant for segmental alternations. Finally, §7 summarizes the chapter.

## 2 Suprasegmental phonetic correlates of stress

Fry $(1955,1958)$ pioneered research on the acoustic correlates of stress in his exannination of the effect of stress in English on duration, intensity, and fundamental frequency. Focusing on the vowels in noun-verb minimal pairs such as 'convert (noun) vs. con'reerl (verb) and 'import (noun) ws. im'porl (verb), Fry found that stressed vowels were associated with greater duration, greater intensity, and lugher
fundamental frequency than their unstressed counterparts, with the last of these properties being inost reliable as a cue to stress.

Since Fry's work, phoneticians have considerably broadened the typological database on stress correlates by examining other potential correlates of stress and by targeting a diverse set of languages for phonetic study. This research program has yielded many important results. For example, beyond the acoustic domain, stress is also asseciated with hyperarticulation of segments, which has ramifications for the segmental alternations discussed in §3. Furthermore, other potential acoustic correlates of stress have come to light, such as measurements of stress thent are sensitive to spectral tilt (Sluijter and van Heuven 1996a, 1996b) or that integrate intensity over time (Lieberman 1960; M. Beckman 1986). Finally, typological study has shown that many languages are similar to English in using duration, intensity, and/or fundamental frequency to signal stress, e.g. Polish (Jassem et al. 1968), Tagalog (Gonzalez 1970), Mari (Baitschura 1976), Indonesian (Adisasmito-Smith and Cohn 1996), Pirahä (Everett 1998), Aleut (Taff et al. 2001), Chickasaw (Gordon 2004), Turkish (Levi 2005), and Kabardian (Gordon and Applebauin 2010). It has also become increasingly clear that the phonetic study of stress is a complicated matter for several reasons.

Languages differ in their relative reliance on different cues to stress where the relevance of certain properties is functional ly constrained in many languages by the extent to which potential stress correlates are used to mark phonemic contrasts other than stress. For example, lexical tone languages - e.g. Thai (Potisuk et al. 1996) and Pirahã (Everett 1998) - are less reliant on fundamental frequency to cue stress, and languages with phonentic length contrasts, e.g. Finnish, inay have phonetical ly longer unstressed vowels than stressed vowels.

There are also languages in which potential phonetic markers of stress do not converge on a single syllable but rather are shared between multiple, often, though not always, adjacent syllables. For example, in Welsh (Williams 1985) an unstressed final syllable often has higher fundamental frequency and longer vorwel duration than an unstressed penultimate syllable in the sarine word. In such cases, leng thening of the conson, int immediately following the stressed vowel seems to be the most reliable correlate of stress. A similar situation arises in Estonian, where the primary stressed initial syllable, if it contains a phonemic short vowel, will be shorter than the imnediately following syllable and often have less intensity and lower fundanental frequency (Lehiste 1965; Eek 1975; Cordon 1995). Lengthening of the consonant in the onset of the stressed syllable serves as the most reliable cue to stress in Estonian (Lehiste 1966; Gordon 1997). Hyman (1989) discusses cases in Bantu of different diagnostics leading to different conclusions about the location of stress. For exanıple, certain Eastern and Southern Bantu languages display evidence for metrical prominence on the penultinnate syllable, such as vowel lengthening, attraction of high tone, and even phonetic stress. However, these properties may conflict with other properties that suggest stress on another syllable, e.g. high tone on the antepenult in Zulu, even though the penult conditions vowel lengthening. A sitnilar pattern of high tone on the antepenult preceding a stressed penult is found in the Northern lroquoian language Onondaga (Chafe 1970, 1977; Micluelson 1988), the Polynesian language Tongan (Sch ütz 1985), and several Micronesian languages (Rehg 1993). In "split-cue" stress systems such as those described in this paragraph, determining the location of stress is potentially problematic.

## 3 The taxonomy of segmental correlates of metrical structure

Fortition and lenition effects associated with metrical structure nay be broadly classified into three groups according to the property triggering these segmental alternations. The first type of segmental effect is well documented and involves stress (or lack thereof) directly as a trigger of fortition and/or lenition. A second type of segmental effect is predictable from constituent structure rather than stress, but the constituent structure inotivating the segmental change accords with the metrical parse evinced by the stress system. A third type of segmental alternation, exemplified by Nganasan, is linked to metrical constituency, where the foot structure diagnosed by the segmental change is at odds with that suggested by the stress system. In the following sections we take a closer look at examples of each of these types of relationships between segmental properties and inetrical structure.

### 3.1 Stress-driven segmental phenomena: Fortition and lenition

Nany languages display segmental changes that are conditioned by stress or lack of stress. The typical pattern is for sounds to strengthen in stressed contexts and to weaken in unstressed positions. Fortition and lenition can target either consonants or vowels. In the case of consonants, unstressed position is usually associated with decreased resistance to coarticulatory effects and hypo-articulation (de Jong 1995), resulting in reduced constriction either temporally or in magnitude. Kirchner (2001.), Lavoie (2001), Bye and de Lacy (2008), and Vaysman (2009) summarize a number of segmental alternations conditioned by stress, of which I mention a few here (see charter 66: lenition for an overview of the typology of lenition). Post-vocalic coronal stops in American English reduce to flaps before an unstressed syllabic sound, and stops become aspirated in the onset of stressed syllables. In Kupia (Christmas and Christmas 1975), the stops /p t/ have lenited variants in the onset of unstressed syllables: / p / is realized as a fricative and /t/ as a tap. West Tarangan (Nivens 1992) displays fortition in the onset of stressed syllables: / $\mathrm{j} /$ affricates to /ds/, and /w/ occlusivizes to /g/, a change that also applies to word-initial consonants. In the development from Proto-Samurian to pre-Lezgian (Tupuria 1974; Ciginejshvili 1977; Yu 2004), vo` red stops devoiced, a type of fortition, and geminated in the onset of stressed syllables.

Stress often also triggers lengthening of consonants. Thus, in Urubu Kaapor (Kakunnasu 1986) and optionally in Tukang Besi (Donohue 1999) oral stops lengthen in the onset of prinary stressed syllables. Lengthening is also employed as a strategy to beef up the rime of stressed syllables. Hayes (1.995: 83) discusses several cases of lengthening in order to enhance the weight of stressed syllables. For example, in Munsee (Goddard 1979), a consenant geminates after metrically prominent short vowels, thereby converting the stressed syllable from light (CV) to heavy (CVC).

Vowels are also subject to fortition and lenition processes conditioned by stress. As in the case of consonantal alternations, vowels may be affected either qualitatively or quantitatively by the presence or absence of stress. Cross-linguistically, it is very colnmon for vowels to lengthen in stressed syllables. Hayes (1995: 83)
initial syllable in non-derived words containing only reduced vowels underlyingly (3b). (We abstract away from cases where an underlying schwa alternates with a full vowel on the surface.)
(3) Eastern Mari stress (Vaysman 2009: 62-64)
a. Korj'ga 'oven'
ferge 'comb'
kagar'tifen 'dove'
'tengaz. 'sea'
'olizk 'meadow'
'joralar 'mistake'
pu'fanga 'tree'
b. 'ßajar 'canvas'
'alkal 'step'
lirßor 'butterfly'
Rounding harmony is propagated rightward from the stressed vowel in a word. Thus, the 3rd person possessive suffix surfaces as [Je] when the stressed vowel is unrounded (4a) but as [ $\left.\int x\right]$ or [ $\left.\int 0\right]$ when the stressed vowel is a rounded vowel (4b). (The backness of the rounded vowel is conditioned by a process of front-back harnony.)
(4) Eastern Mari rounding harmony (Vaysman 2009: 92)
a. 'ergafe 'his/her/its boy'
y'remare 'his/her/its street'
pyk fer'ıne-ऽe 'his/her/its wralnut tree'
b. 'Syra-fo 'his/her/its soup'
kaハ'лา ()-fめ 'his/her/its shovel'
'fofo-fo 'his/her/its spring'
Another lype of harmony that is sensitive to stress in volves the propagation of a feature from an unstressed syllable up through a stressed syllable, which blocks further spreading of the harmonizing feature. Tudanca Spanish (Penny 1978) instantiates this type of harmony. In Tudanca, underlying final high vowels, which surface as more centralized than their non-final counterparts, induce centralization (in the front/back and /or height dimension depending on the vowel) of preceding vowels up to and including the stressed vowel (5). (Centralized vowels are marked by the * diacritic.) Stress is lexically governed and may fall on either the penultinate or antepenultimate syllable.
(5) Tudanca laxness harmony (Penny 1978: 54-55)

| 'pintü | 'nıale calf' | cf. 'pinta | 'female calf' |
| :---: | :---: | :---: | :---: |
| 'sềkư | 'dry (masc)' | cf. 'seka | 'dry (fem)' |
| 'pôrti̊kư | 'portico' |  |  |
| 'pưlpîtü | 'pulpit' |  |  |
| anti'gwísixmúa | 'very old' |  |  |
| o'rêg ${ }^{\text {ax }}$ ¢ ${ }^{\text {x }}$ | 'oregano' |  |  |

Walker $(20(04,2(f) 5)$ discusses several cases of metaphony in Romance languages involving harmonizing in height of a stressed vowel to a posttonic one (see alsn Chal'ter ino: metarhony in romance for an overview of simiar processes in Italian dialects). In some language varieties, as in Tudanca Spanish, harmony propagates left-wards from the triggering vowel to the stressed vorvel through any intervening unstressed vowels. In other varieties, e.g. Asturian Lena Bable (Hualde 1989, 1998), the stressed vowel is transparent to the harmonizing feature, which propagates past the stressed vowel leftward to the pre-tonic vowel.

### 3.3 Exceptional lenition in prominent syllables

Despite the cross-linguistic tendency for stressed syllables to be associated with increased segmental strength, this pattern is not universal. Mokša Mordvin (Vaysınan 2009) optionally lenites consonants in the onset of stressed syllables that are not word initial. Stress in Mokša is sensitive to a distinction between the low-sonority vowels [iua] and the high-sonority vowels [a æo e]. In words containing vowels belonging to the same sonority class, stress falls on the first syllable of a word (6a). In words consisting vowels of different sonority classes, stress falls on the leftmost vowel belonging to the higher-sonority group ( $\sigma \mathrm{b}$ ).
(6) Moǩn Mordvin stress (Vaysman 2009: 135-137)
a. 'bianatl 'boat'
'makur 'buttocks'
'kusin 'jug'
'juza 'skin'
'aka 'older sister, aunt'
'lopæ 'leaf'
'pango 'mushroom'
's'eja 'goat'
b. tsia'ræ 'son'
vi'na 'alcohol'
az'na 'older sister's husband'

Lenition in stressed onsets entais voicing of underlying voiceless obstruents, liquids, and glides, the spirantization of underlying voiced stops, the conversion of $/ \mathrm{m} /$ to $/ \mathrm{w} /$ and the deletion of $/ \mathrm{n} /$, with concomitant nasalization of the stressed vorwel. Crucially, lenition does not target word-initial consonants, as the examples in (7) indicate.
(7) Mokšn Mordrin lenition in stressed onsets (Vaysman 2009: 142-143)

| kur'ka | $\sim$ kur'ga | 'turkey' |
| :---: | :---: | :---: |
| siar'pe | ~ 'siar'be | 'heart' |
| biania'tioze | ~ bian'a'dj-oze | 'my boat' |
| paja'!̣íoze | ~ paja'lioze | 'ny knife' |
| bu'jæ-ze | ~ bu'jæ-z.e | 'my end' |
| tioble-ze $^{\text {a }}$ | $\sim t^{\text {e }}$ e $\beta^{\text {i }}$ e-ze | 'my work' |
| pirl'gæ-ze | - pin'yæ-ze | 'my period of time' |
| $p^{\text {i }}$ 'ma | - pi'i'wa | 'large cup, mug' |
| ka'nak-oze | ~ ka'ãk-oze | 'nyy guest' |

This constraint interaction can be illustrated by considering the analysis of Guaraní vowel harmony developed in J. Beckman (1998). In Guaraní (Gregores and Suárez 1967), nasalized and oral vowels contrast in stressed syllables, but in unstressed syllables nasalized vowels may only surface before a nasal consonant. The [nasal] feature also spreads leftward from a prenasalized stop and from a phonemic nasalized vowel up to but not including a stressed vowel (8). Nasalization additionally spreads rightward (as the examples below indicate) although its phonetic properties are different, which has led certain researchers, e.g. Flemming (1994), Io analyze it as phonetic rather than phonological. Beckman thus does not develop an analysis of rightward spreading of nasality.
(8) Guarami nasnl harmony (Gregores and Suárez 1967: 69)

| /amaa'porõre'ju/ | $\rightarrow$ วã"'ba`a'porõrēju | 'if I work you come' |
| :---: | :---: | :---: |
| /je' intera / | $\rightarrow$ jetintēnã | 'just once more!' |
| /ija,kāra'ku/ | $\rightarrow$ rīnā,kārā'ku | 'is hot-headed' |
| /rojotopa'pamarōro'xova,rā/ | $\rightarrow$ rojotopa'pamārō̃̃ | 'xov̀à, |

Two faithfulness constraints play a pivotal role in Beckman's analysis. First, a generic faithfulness constraint, Ident(nasal), requires that segments underlyingly associated with a [nasal] feature preserve that feature on the surface. The second constraint is the positionally defined analog to Ident(nasal), loent-G(nasal), which requires that surface segments in stressed syllables preserve their underlying [nasal] specification. The existence of contrastive nasality on stressed vorvels but not on unstressed vowels follows from the ranking of a markedness constraint banning nasalized vowels, ${ }^{*} V_{\text {nasav }}$ above generic IDent(nasal) but below positionspecific Ident -f(nasal). This ranking ensures that any underlyingly nasalized vowel will lose its nasality if it surfaces in an unstressed position. Critical to the analysis of nasal harmony in Beckınan's an*lysis is an alignment constraint, fllign-L(nasal), requiring that all instances of the feature [nasal] be aligned with the left edge of a word. This constraint is honored in forms in which nasality either is underlyingly associated with a segment in the first syllable or has propagated to the first syllable through nasal spreading. One violation is incurred for each segment intervening between a nasal feature and the left edge of the word. By sand wiching Align-L(nasal) above Ident (nasal) but below Ident-ćr(nasal), nasality is correctly predicted to spread as far leftward as the stressed syllable, where it is blocked from spreading any further (9).

| /je'intenā/ 'just once more' | IuEni-'̇(nas) | Aligri-L (nas) | IuEnil(nas) |
| :---: | :---: | :---: | :---: |
| ${ }_{\text {cis }}$ a. je'intènā |  | *** | * |
| b. nê'łntẽna | *! |  | *** |
| c. je'intenã |  | ***, +!***** |  |

Lenition in unstressed syllables can be handled similarly in the positional faithfulness approach. A constraint banning non-lenited segments is ranked above a generic faithfulness constraint, but below a positional faithfulness constraint
(1990) as a foot, in recited Japanese verse. Finally, foot-final lengthening may be viewed as the foot-level manifestation of the well-attested phenomenon of final lengthening observed at levels above the foot, such as the word and phrase (Wightman et al. 1992). Foot-final lengthening has also been appealed to by Revithiadou (2004) as a factor in promoting the cross-linguistically pervasive phenomenon of ia mbic lengthening discussed in the next section.

### 4.3 Iambic/trochaic length asymmetries

Certain asymmetries in quantitative alternations are also best explained with reference to foot structure rather than directly to stress. In particular, stressed syllables in iambic and trochaic feet appear to display fundamentally different length characteristics (see Hayes 1985, 1995 and chapter 4: the iambic-trochaic law). Stressed syllables in languages employing an iambic parse are often lengthened cross-linguistically, whereas those with trochaic feet characteristically either fail to lengthen the stressed syllable, or, in some cases, even shorten the stressed syllable. Chickasaw (Munro and Ulrich 1984; Munro and Willmond 1994, 2005; Munro 1996, 2005; Cordon et al. 2000; Cordon 2003, 2004; Cordon and Munro 2007) is an iambic language in which closed syllables and syllables containing long vowels are heavy, i.e, are parsed as monosyllabic feet word-initially or following a stressed syllable. The final syllable is also parsed as a foot even if it is light (CV). The rightmost stress, i.e. the one on the final syllable, is the primary one, except that a long (or lengthened) vowel in pre-final position attracts the primary stress from a final CV(C). As shown in (11), stressed vowels in open non-funal syllables substantially leng then, where the output of lengthening is a vowel that is either nearly neutralized or completely neutralized in length with a phonemic long vowel depending on the vowel and the speaker (see Gordon et al. 2000 for phonetic duration results).
(11) Inmbic lengthening in Chicknsaw (lengthened vowels indicated by ')

|  | 'I looked at you.' cf. (pi'sa')(li,tok) 'He looked at you.' |
| :---: | :---: |
|  | 'He makes you play.' <br> cf. (to,kof)(ko'ınor)(tok) 'He played.' |
|  | 'He bit you.' cf. (ki'si')(li,tok) 'He bit it.' |
| ( $\mathrm{a}, \mathrm{sa} \mathrm{a}^{\prime}$ )(bi'ka$)($,tok ) | 'I was sick.' cf (a'bi')(ka,tok) 'He was sick' |

The process of iambic lengthening has an intuitive purpose, in that it enhances the prominence of the stressed syllable. In some languages, the beefing up of the stressed syllable in an iambic foot is achieved by lengthening a consonant rather than a vowel (see Hayes 1995; 82-83 for a survey of iambic lengthening; but see Bye and de Jacy 2008 for re-analyses of iambic consonant lengthening). This consonant can either be the coda consonant in a stressed CVC syllable, as in the Chevak dialect of Central Alaskan Yupik (Woodbury 1981) or the onset of the following syllable, the first half of which ends up closing the stressed syllable, as in Delaware (Goddard 1979, 1982).
(13) Nganasan consonant alternation and foot structure (Vaysman 2009: 43, 52)

| (, jama)('ða-tu) | 'his/her/its animal' |
| :---: | :---: |
| (1) 0 ¢u)('nาu-tu) | 'his/her/its copper' |
|  | 'his/her/its lung' |
| (т)u'hu)-(\%u) | 'his/her/its mitten' |
| (ba:r)('pa-"ta)(nu) | 'master, chief (LOC SC NON-ross)' |
| (ha)('tya-"ta)(nu) | 'thumb (LOC SC NON-POSS)' |
| (ku'bu)(tanu) | 'skin, fur (LOC SC NON-POSS)' |
| ( ${ }^{\text {(h"as) }}(\tan \mathrm{u})$ | 'tree (t.OC SC Non-poss)' |

As these examples show, the strong variant of the 3rd person possessive suffix (beginning with [t]) and the locative singular non-possessive suffix (beginning with a prenasalized ["t]) surface foot medially, whereas the weak allophone (beginning with [む] and plain [t] in the two suffixes, respectively) occurs foot initially. The strong grade and the weak grade both occur in the onset of unstressed syllables, meaning that stress does not predict the alternation. Furthermore, the foot structure diagnosed by the consonart alternations does not accord with the foot structure that would be required to predict primary stress.

It is not the case, however, that stress assignment in Nganasan is completely blind to foot structure. Secondary stress falls on odd-nunbered syllables counting from the left edge of a word in keeping with the footing predicted by consonant gradation (14a). Two provisions to this generalization, however, make the relationship even between secondary stress and foot structure opaque. First, secondary stress may not clash with an immediately following stress (14b) and, second, secondary stress skips over a light (CV) syllable in favor of a heavy (CVV) syllable ( 14 c ). In both situations, a final syllable is potentially footed but unstressed, and a word may display a mix of iambic and trochaic feet.
(14) Nganasan secondary stress (Vaysman 2009: 24)
a. (,baku)(numa)('numa) 'my salmon (prolative)' (,tiri)(,mma)('numa) 'my caviar (prolative)'
b. (kaðar)(nาa'nu)(ina) 'iny light (prolative)'
(ttemuli)(na'nu)(ma) 'my salary (PROLATIVE)'
c. (ky) (ma:) (ma'nu)(ma) 'my knife (prolative)'
(le)(,hua)(ma'nu)(ma) 'my board (prolative)'
A further context in which foot structure is relevant to stress arises in words in which both the penult and the antepenult contain a central vowel. We abstract away from cases in which the penult and antepenult contain different central vowels, a situation that gives rise to variability in the location of stress, and consider here only cases in which both the penultimate and antepenultimate syllables contain the same central vowel. In $\mathrm{u}^{\prime}$ ords of this profile, the penult attracts stress if it is footinitial (15a) but the antepenult carries the stress if the penult is foot-final (15b).
(15) Nganesan stress in words with the same central vowel in the penult and antepenult (Vaysman 2009: 36)
a. (biời)('tìra)
'you (SG) are drinking (INTR)'
(rili) ('tira) 'you (sG) are living'

## 7 Summary

Stress or lack of stress is associated with both suprasegmental and segmental properties. On a suprasegmental level, stress typically triggers lengthening, higher fundamental frequency, and greater intensity, although there are many languages in which these properties do not converge on a single syllable but rather are distributed over multiple syllables. On a segmental level, stress characteristically, although not always, triggers consonant fortition or blocks lenition targeting unstressed syllables. Soıne metrically conditioned segmental alternations, on the other hand, are better explained with reference to foot structure. For example, boundary-driven processes such as foot-initial fortition and foot-final lengthening are plausibly the foot-level analogs of well-documented phenomena applying at the word level. Furthermore, stressed vowel lengthening in many languages is explicable in terms of stress, but its cross-linguistic bias toward applying in iambic stress systems suggests that it is sensitive to foot structure. A final type of segmental alternation cannot be accounted for with reference to stress but rather suggests the relevance of foot structure that is orthogonal to the stress system in certain languages. Examination of historical data potentially provides insight into these misınatches between foot structure diagnosed by fortition and lenition and foot structure diagnosed by stress by showing thent the segmental changes became entrenched at a chronologically earlier stage, when stress and foot structure coincided.
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## 40 The Foot

## Michael Hammond

## 1 Overview

The nuetrical foot organizes the syllables of words into higher-order units built around stressed syllables.

In this chapter, we review the evidence for, and structure of, the foot. Along the way, we treat some of the major issues that have arisen in the development of this notion.

The organization of this chapter is as follows. First, we review the background against which the foot was proposed: linear generative phonology and then early footless metrical phonology. We then turn to the earliest foot proposals and the arguments advanced at the time, including arguments from stress theory and prosodic morphology. We then go on to consider how the theory of the foot has changed in Optimality Theory (OT). (For a nore general discussion of stress, see chapter 39: stress: phonotactic and phonetic evidence.)

## 2 Background

In this section, we lay out the necessary background for understanding the earliest proposals about the foot. First and foremost is the background of generative phonology generally and Chomsky and Halle (1968) specifically. We then go on to consider the foundation for the foot laid in early metrical theory.

### 2.1 Generative phonology and SPE

Here we discuss Chomsky and Halle (1968; henceforth SPE) as the foundation for the foot. ${ }^{.}$The main contribution of SPE for our purposes is an explicit treatment of the regularities of stress in English. The analysis is comprised of a number of

[^570]rules written in the specific formalism proposed there. Their full rule for main stress in English is given in (1) (SPE: 240).
(1)
\[

$$
\begin{aligned}
& \mathrm{V} \rightarrow[1 \text { stress }] /\left[\mathrm{X}-\mathrm{C}_{0}\left(\left[\begin{array}{c}
\text {-tense } \\
\gamma \text { stress } \\
\mathrm{V}
\end{array}\right] \mathrm{C}_{0}^{1}\left(\left[\begin{array}{c}
\alpha \text { voc } \\
\alpha \text { cons } \\
- \text { ant }
\end{array}\right]\right)\right)\right.
\end{aligned}
$$
\]

Conditions: $\beta=\left\{\begin{array}{l}2 \\ 1\end{array}\right\}$
$\gamma \leq 2$
$X$ contains no internal \#
Setting aside norphological and diacritic variables, and focusing on nouns in particular, the main stress rule assigns main stress and secondary stress to nouns in the following way. First, a [+tense] vowel in a final syllable gets primary or secondary stress, e.g. kangaroo [,kægga'ru] or chickndee ['tiko, di]. If the final syllable does not have a stress, and the penult:mate vowel is followed by appropriate consonants, then it gets stress, e.g. agenda [a'dzenda]. Likewise, if the penultinate vowel is [+tense], it gets stress as well, e.g. momn [a'roma]. Finally, in other cases, the antepenult receives stress, e.g. America [a'meraka] or remedy ['remadi].

Abstracting away from the formalism of the time, what we see is a restrict inn of the primary stress to the last three syllables of the word and a pressure to stress syllables of appropriate weight.

The alternating stress rule in (2) (SPE: 240) is responsible for stresses further to the left, e.g. the first stress in kmy aroo [,kænga'ru]. Like the main stress rule, it places stress subject to a basically alternating pattern.

$$
\begin{equation*}
\left.V \rightarrow[1 \text { stress }] / \ldots C_{0}(\Rightarrow) C_{11} V C_{0}[1 \text { stress }] C_{c}\right]_{\text {NAV }} \tag{2}
\end{equation*}
$$

Both rules alternate in a similar way; both rules assign stress with respect to a following landmark. The fact that both rules exhibit similar patterns and the fact that this kind of alternation is ubiquitous in other languages was a missed generalization in $S P E$, and one that found an explanation in the developinent of the metrical foot.

A second important aspect of the analysis proposed in SPE is that, unlike other phonological features, the feature [stress] exhibited more than two levels in the phonology. Thus, while a feature like [high] could have the values [+high] or [-high] in the phonology, the feature stress could have an infinite number of values: [Ostress], [1stress], [2stress], [3stress], etc. These different numerical values corresponded to degrees of stress that were held to be contrastive. Moreover, the values had a rather odd interpretat ${ }^{*} \mathrm{~m}$, where [0stress] is the least stressed element and [1stress] has the most stress. Since the values can increase without bound, as the integer value increases, the degree of stress gets smaller, but never quite reaches [0stress].

Rischel (1972) was the earliest proposal to replace aspects of the SPE stress system with a hierarchical tree. Specif ically, Rischel proposes that compound stress in Danish does not require a cycle and that degrees of stress can be easily read off the morphosyntactic tree.

Compare the following two compounds in Danish:
(6) faedrelandssang 'patriotic song' [father-land]song
perlehnisbind 'pearl necklace' pearl[neck-band]
In the first case, the compound is left-branching and has the stress valules 132. In the second case, the compound is right-branching and has the stress pattern 123. The SPE rules given for English here would actually accommodate these directly, as shown in the derivations below.
$\left[\begin{array}{cccc}{\left[_{N} \text { [ fædre }\right.} & \text { lands }]_{N} & \text { sang }]_{N} \\ 1 & 1 & 1 & \text { NSR } \\ 1 & 2 & - & \text { CSR } \\ 1 & 3 & 2 & \text { CSR }\end{array}\right.$
(8) [s: perle [N hals binnd $\left.]_{N}\right]_{N}$

| 1 | 1 | 1 | NSR |
| :--- | :--- | :--- | :--- |
| - | 1 | 2 | CSR |
| 1 | 2 | 3 | CSR |

Rischel proposes that cyclic effects can be gotten by reading stress levels directly off of trees. He gives trees like the following for the examples above. The pluses and minuses reflect the relative strength of left and right branches and the numbers on nodes reflect the relative effects of those strengths at different levels of the tree.
(9)


Rischel does not propose a specific algorithon for reading stress values off trees like these, but it is easy to see that various interpretations will produce what appear to be reasnnable values. The gist is that reapplication of stress rules per se is not required to get the same kind of cyclic effects cited above from $S P E .^{2}$

Libernian and Prince (1977) made a similar proposal a few years later, proposing a fairly complete analysis of English stress along similar lines. Basicatly, they propose that [stress] be treated as a binary feature, with the values [+stress] and

[^571]As noted above, the labeling of the lower-level trees is unambiguous, because of a general constraint against [+stress] in weak position. The higher-level trees are labeled in accord with the Lexical Category Prominence Rule (LCPR; 1977: 270).
(18) In the configuration $\left[\mathrm{N}_{1} \mathrm{~N}_{2}\right], \mathrm{N}_{2}$ is strong iff it branches.

Let us take a look at an example: Winnepesaukee [,winapa'sski]. First, [+stress] values are assigned by the ESR, producing:

> Winnepesaukee

Syllables are gathered into feet as below:


Finally, the feet are gathered into a tree, the right node of which is labeled strong, since it is branching.


What is important about this entire tree-construction and tree-labeling procedure is that it explicitly recognizes two levels: a foot level and a higher word level. This is the first step toward an explicit theory of the foot. Libernan and Prince showed how the foot could be employed in a reanalysis of the basic stress facts of English that SPE introduced.

## 3 Why we need feet

The next step was the parametric elaboration of the foot. At around the same time as Liberman and Prince (1977), Hyman (1977) offered the first typological treatment of stress. While he was not able to go very far in terms of the technical analysis offered, this paper was an important catalyst in forcing phonologists interested in stress to look at the broader typological implications of their work.

The first parametric approaches to the metrical foot showed up in Halle and Vergnaud (1978) and McCarthy (1979), but the most influential early proposal was that of Hayes (1980). Let us look at the Hayes proposal in some depth.

Hayes offered a theory of the foot based on the trees proposed in Liberman and Prince. In particular, feet were parameterized for the following:
a. Hendedness

Is the designated terminal element - the strongest element of the foot - on the left edge or the right?
b. Boundedness

Are feet binary or unbounded? Do feet contain only two syllables or as many as possible?
c. Directionality

Are feet built left-to-right or right-to-left?
d. Itcrativity

Are feet constructed iteratively or rot? That is, is only a single foot built on some edge or are as many feet built as possible?
e. Qumatity-sensilivity

There are three choices here. First, feet can be quantity-sensitive (QS): weak nodes cannot dominate heavy syllables. Second, feet can be quantity-insensitive (Ql): syllable weight is irrelevant. Last, feet can be obligatory-branching (OB): in OB feet, strong nodes must dominate heavy syllables and wreak nodes may not.
f. Syllable weight

If feet are sensitive to syllable weight, are they sensitive to the weight of the syllable nucleus or the syllable rhyme?

Let us go through some of the exanmples Hayes cites in support of this theory. Naranungku (Tryon 1970) is cited as an example of left-headed binary left-to-right QI feet. Here, main stress falls on the first syllable of the word and secondary stresses fall on alternating syllables to the right.

| 'tiralk | 'saliva' |
| :--- | :--- |
| 'mere,pet | 'beard' |
| 'jangar,mata | 'the Pleiades' |
| 'langka,rate,ti | 'prawn' |
| 'wele,pene,manta | 'kind of duck' |

Here are two examples:


Notice how the left-to-right construction of feet is apparent from the fact that in words with an edd number of syllables, a monosyllabic, or degenernte, foot is built on the right.

The difference between primary and secondary stress is captured by positing a higher level of structure: the word tree. These are left-or right-headed unbounded trees built on the rools of feet (see chapter 4l: the representation or word stress). In Maranungku, the word tree is left headed.


Note that in this and in subsequent diagrams we circle the roots of feet when the word tree is represented. ${ }^{3}$

Warao (Osborn 1966) provides an example of right-to-left footing with left-headed binary feet.
(26) ,japu,ruki,tane'hase 'verily to climb'
, naho,roa, haku'tai 'the one who ate'
ji,wara'nae 'he finished it'
e, naho, roa,haku'tai 'the one who caused him to eat'
Warao differs fromı Maranungku in that, in words with an odd number of syllables, there is no initial degenerate foot; rather that foot is removed by an additional destressing rule. For example, [ji, wara'nae] is first footed as follows:


This intermediate representation is then converted to:


The word tree in Warao is right headed. Hayes assumes that unfooted syllables are adjoined as weak nodes to the word tree. For example:


Hayes cites Weri (Boxwell and Boxwell 1966) as an example of binary right-headed feet constructed from right to left with a right-headed word tree.

[^572]| wu'le | 'tomorrow' |
| :--- | :--- |
| ti'panto | 'year' |
| e'lumu,ju | 'give us' |
| e'lua,enew | 'he will give me' |
| ki'mufa, luw,u,laj | 'he pretended not to knows' |

The analysis here is binary right-headed feet built left to right.


Monosyllabic feet are generally disallowed (or removed) in odd-syllabled cases:


Let us now consider quantity-sensitivity (QS; see citapter 5: Quantity-sensitiviry). This parameter allows heavy syllables to attract stress. Hayes cites Tïbatulabal (Voegelin 1935) as an example of right-to-left right-headed QS bounded feet. The generalization is that stress falls on (a) the final syllable, (b) any long vowel, and (c) any vowel that is two syllables to the leit of a stress. Since stresses are unranked, there is no word tree.

Here are two examples of the footings produced by these parameter settings.


Notice that long vowels count as heavy in Tiabatulabal; thus QS refers to the nucleus, nut the rhyme. ${ }^{5}$

Hayes' theory of feet also allows for unboumded feet. When these are quantityinsensitive, they simply position stress on the first or last syllable of the word. No actual examples are cited, but we would expect trees like the following for a language with initial stress and QI left-headed unbounded feet:

[^573]We have only exemplified some of the combinations of parameter settings that this theory allows. The claim of the theory is that all settings can be freely combined and that the set of possible stress languages is fully defined by these settings.

The argument for feet per se comes from their role in this parametric system. If the set of possible stress languages is best defined in terms of a theory that adopts the foot as a central descriptive device, then the typology of stress is an argument for the foot.

## 4 Do we need constituency?

One could argue that while the foot is a central computational device in the system Hayes develops, the full predictive power of the foot in that system is not exploited; specifically, while the foot is a comstituent in metrical trees, its oonstituency plays no specific role in the system.

Prince (1983) takes this observation to its Iogical conclusion, proposing an alternative metrical theory without constituency and without feet. To understand this proposal, let us return to Liberman and Prince (1977) and their theory of the metrical grid.
Liberman and Prince propose the metrical grid as a mechanism for identifying the environment for the rhythm rule, the phenomenon whereby stress is shifted in certain contexts. Thus, when a word like ,thir'teen is combined with 'men, we get a shift of stress in the former: 'thir,teen 'men. The effect of this shift can be diagrammed as follows:


Interestingly, the shift also happens with phrases like 'achromatic 'lens, but not with phrases like ,Mon'tana 'cow,boy. Why this should be the case is not apparent from the inetrical trees.

(54)
Feet Halle and Vergnaud (1987) Hayes (1995)
degenerate
x
(x)
(x)
(
x
$\left(\begin{array}{ll}x & x\end{array}\right)$
$\sigma \quad \sigma$

G
(x .)
$\sigma \quad \sigma$

The other proposal in response to parallel tree and grid representations of stress was that of Prince (1983). Specifically, Prince proposed a grid-only theory of stress without the foot. The basic idea behind the proposal as far as feet are concerned is that binary patterns of iteration are replaced by appeal to the perfect grid. This device allows for a binary pattern of stress to be assigned in one of four ways, depending on whether the assignment is from left to right or from right to left and on whether one begins with a stressed syllable or a stressless syllable.

| Feet | Left-to-right (LR) | Right-to-left (RL) |
| :---: | :---: | :---: |
| peak first | x x x | $x \quad x \quad x$ |
|  | $x \times \mathrm{x} \times \mathrm{x}$ | $x \times \mathrm{x} \times$ |
|  | $\sigma \sigma \sigma \sigma \sigma \ldots$ | $\sigma \sigma \sigma \sigma \sigma$ |
| trough first | $x \quad x$ | $x \quad x$ |
|  | $\mathrm{x} \times \mathrm{x} \times \mathrm{x}$ | $x \times \mathrm{x} \times \mathrm{x}$ |
|  | $\sigma \sigma \sigma \sigma \sigma$ | $\sigma \sigma \sigma \sigma$ |

Notice how this pattern is achieved with no appeal to binary constituents.
To get the effect of word trees and unbounded foot construction, Prince proposes the End Rule. This device assigns a grid mark to the leftmost or rightmost element of the highest level of the grid present. If no stresses have already been assigned, the effect of the End Rule is to assign a stress to the first or last syllable of the word.

End Rule Left

|  | $x$ |
| :---: | :---: |
| $x \times x$ | $x \times x$ |
| $\sigma$ | $\sigma \sigma$ |



If stresses are alread y present, however, then the effect of the End Rule is to promote the leftmost or rightmost stress to primary stress:
(57) End Rule L,eft

|  |  |  |  | $x$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| X |  | $x$ |  | $X$ |  | $x$ |  |
| X | $x$ | X | $x$ | X | X | X | $x$ |
|  | $\sigma$ | $\sigma$ | $\sigma$ | $\sigma$ | $\sigma$ | $\sigma$ |  |

(69)


Finally, examples like the following show that the element must be the strongest element of the phrase, and that the bracketing restrictions do not suffice of themselves (Paradise Regained 2.424).
(70)


Hayes (1983) argues that references to foot constituency can be done away with if we define stress peaks over metrical grids and refer to higher-level prosodic constituency. His version of Milton I looks like this:
(71) Milton ! (grid version)
*Peak / [... - $]_{\text {phitase }}$
A peak is defined in terms of the grid as a grid column that is higher than at least one of its neighbors.

Let us now look at how this constraint separates the cases we have considered so far. Hayes represents grids in terms of a single symbol "x," rather than numbers. In addition, he represents the line template as a simple single-level grid, rather than with nodes labeled "s" and "w." For the line in (68), we would have this template:
. $x$. $x$. $x$. $x$. $x$
Resembling strong youth in his middle age

| (79) | Word | Legral |
| :--- | :--- | :--- | Illegal

Strikingly, there are multiple infiixation possibilities just in case we find two medial stressless syllables in a row. This follows directly from the claim that feet in English are binary.

| (80) | Word | Legal |
| :--- | :--- | :--- | Illegal

The second stressless syllable is affiliated with neither of the adjacent feet allowing the infix to be positioned to either side of it, still satisfying the requirement that there be feet to each side and that the primary stress follows.
There are additional complications to the system (Hammond 1997, 1999). First, the main stress camnot precede the infix. Thus ,Kalmma-fickin'-'zoo is decidedly better than 'catmma-fuckin'-ran. In addition, if the syllable preceding the infix is stressed, it must be at least bimoraic. Hence, mun-fuckin'-dme [,m, nn,f^kən'den] is better than rn-fuckin'-ccoon [rre,f fak $\Rightarrow n^{\prime} k u n$ ].

Those complications notwithstanding, the locus of infixation provides additional evidence for foot constituency.

### 5.5 Minimum word size

Lardil (Wilkinson 1988) provides a nice exantple of a minimum word constraint based on the foot: words in Lardil must have at least two vowels. If they do not, then they are augmented to meet this target with an epenthetic [a]. This provides for alternations in the shape of the stem depending on whether it is suffixed or not; an unsuffixed sub-ininintal stem is augmented. Verbs with at least two syllables are inflected as follows:

|  | 'tree' | 'dugong' | 'beach' | 'inside' |
| :--- | :--- | :--- | :--- | :--- |
| underlying | /turaal/ | /kentapal/ | /kela/ | /wite/ |
| uninflected | tural | kentapal | kela | wite |
| non-future | țunalin | kentapalin | kelan | witen |
| future | tunalur | kentapalur | kelar | witer |

Monosyllabic consonant-final roots with long vowels behave in similar fashion.

|  | 'ti-tree sp.' | 'spear gen.' |
| :--- | :--- | :--- |
| underlying | /peer/ | /maanl |
| uninflected | peer | maan |
| nor-future | peerin | manarin |
| future | peerur | mankut |

However, nouns with only a single vowel get augmented when uninflected.
'thigh' 'shade'

| underlying | /ter/ | /wik/ |
| :--- | :--- | :--- |
| uninflected | tera | wika |
| non-future | terin | wikin |
| future | terur | wikur |

The two-vowrel target can be seen as foot based if we treat Lardil as Hayes (1980) treated Southern Paiute: each vowel element is a potential terminal element for footing. Alternatively, if we view vowels as the sole bearers of moras in Lardil, we can view this as a bimoraic target, which was later proposed to be a foot. ${ }^{15}$

### 5.6 Language games

Hammond (1990) discusses a language game in English that provides further evidence for the foot. The game is played by substituting names into the following rhyme.

```
Jack, Jack bo back - , - bo b -
    [djæk dyaek bo brek]
    banana fana fofack banana fana fof-
    [banæna fæ na fo fæk]
    me ny mo mack me my mo ml -
    [mi maj mo mæk]
Ja-ack -
[cta๕-æk]
```

The onset of the name undergoes various substitutions not relevant here. The relevant point here is that the name must fit a particular prosodic template: from one to three syllables, where the first syllable is stressed and any subsequent syllables are stressless.

This corresponds to a single left-headed binary foot plus an optional extrametricinl syllable. Marking feet with square brackets and the extrametrical syllable with angled brackets, we get a clear difference between names that are acceptable and those that are not.

| Permissible | Impermissible |
| :--- | :--- |
| ['Iack] | A[n'nette] |
| ['To]<ny> | [Isa]['do]<ra> |
| ['Tenni]<fer> | ['Mira][,beil] |
| ['Gwendo]<lyn> | O['livi]<a> |
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# 41 The Representation of Word Stress 

Ben Hermans

## 1 Introduction

Since the publication of Hayes (1985), the asynmetries betwreen iambs and trochees have been a central theme in the literature on stress. Two types of asymmetries can be distinguished. One has to do with quantity. It has frequently been claimed that iambs do not allow a heavy syllable in the weak position, and require a heavy syllable in the strong position. Kager (1993) deals with asymunetries of this type on the basis of a theory whose central hypothesis is that feet are built over moras, rather than syllables. The recent literature, however, has shown that these "quantitative asymmetries" are not supported empirically. It is simply not true, for instance, that iambs invar kibly constrain the occurrence of heavy and light syllables in the way just described. A particularly convincing argument to this effect is given in Altshuler (2009), with respect to Osage. (See also chapter 44 : the iambic-trochaic law and chapter 57: euantity-sensitivity.)

There is a second class of asymmetries, however, which remains valict. These are "parsing asymmetries," which have to do with the direction of foot construction in a word. Two authors have argued that such parsing asymmetries can only be explained if the representation of word stress is fundantentally changed. Interestingly, however, they disagree as to kow it should be changed. While Cordon (2002) proposes to simplify the representation of word stress by eliminating foot structure completely, Hyde (2001, 2002, 2008) recognizes not only foot structure but, in addition, a new type of structure, the "overlapping foot," thus complicating the representation of stress in order to account for the asynunetries.

In this chapter I consider the ongoing debate about the representation of word stress from the perspective of parsing asymmetries. In §2, after presenting some of the most important asymmetries, I briefly sketch Cordon's account, which is as simple as it is radical. In his view, asymmetries can be accounted for if foot structure is abolished. Word stress representations contain only gridmarks, as in Prince (1983) and Selkirk (1984).

In the spirit of Cordon, then, we might say that feet are superflluous if we want to account for the distribution of stress in the wrords of the world's languages. This raises the question of whether feet are necessary at all. Interestingly, if we broaden our scope to include other phenomena as well, the evidence for foot
structure becomes overwhelming. In §3 I present some cases from the recent literature which support the existence of feet, thus suggesting that representations with only gridnarks are too inpoverished.

If foot structure does exist, then how do we account for the distribution of stress in the words of the world's languages? Is it still reasonable to formulate the relevant constraints in terms of the grid only? Or must they be stated in terms of foot construction, with gridınarks playing only a marginal role? In §4 I present an overview of Hyde's work, in which the claim is made that the distribution of stress can best be explained in terms of constraints regulating foot construction. Cridmarks only read off some of the basic properties of a word's foot structure. This is a continuation of the tradition initiated by Liberman and Prince (1977). Other authoritative studies, such as Hayes (1984, 1995), have argued for the same idea, which also led to developnent of the "bracketed grid" notation (Halle and Vergnaud 1987). There are some important differences between the various "tree-cum-grid" theories, however. In §5 I give a brief overview of one issue where theories seem to differ. This concerns the status of headedness in foot structure. Is a foot inherently headed, even if it is not accompanied by a gridnark? Or is it the case that a foot is inherently headless unless there is a gridmark accompanying it, marking one syllable as the head? In the first approach, sonne or all of the properties of foot structure can simply be read off the grid. In this view foot structure is primary and the grid secondary. In the second approach, in which the grid is imposed on foot structure, the grid is primary and foot structure secondary.

## 2 Explaining parsing asymmetries without foot structure

Hyde (2001, 2002) shows that some non-existing systems can easi.y be derived with generally accepted foot inventories (see charter 40: the för). Let us consider three of these cases. The first one is the Australian language Garawa, which can be compared with what Hyde (2002: 329) calls "Anti-Carawa," an unattested system.
(1) Garaiun

Anti-Garazoa

| $x \quad x \quad x$ | $x$ x $x$ |
| :---: | :---: |
| $(12)(34)(56)$ | $(12)(34)(56)$ |
| $x \quad x$ | $\mathrm{x} \quad \mathrm{x}$ |
| $(12) 3(45)(67)$ | (12)(34) 5 (67) |

In these representations foot structure is indicated by round brackets and headedness is represented by gridinarks. Garawa can be derived with the following rules. One trochee is built at the left edge. Then trochees are built from right to left. Furthermore, degenerate feet are not allowed. In odd-parity words this creates a lapse following the stressed initial syllable. If we change just two ingredients of this system we derive a non-existing pattern. One inmb is built at the right edge, and then a series of iambs from left to right. We then derive a system in which odd-parity words contain a lapse before the final (stressed) syllable.

The second example is a pair consisting of the Australian language Pintupi, which can easily be derived by the rules of the theory, and Anti-Pintupi, which can be derived just as easily but does not exist.
(2) Pintupi


In Pintupi, trochees are built from left to right. Degenerate feet are not allowed. In odd-parity words this creates a lapse at the right edge of a word. Anti-Pintupi can be derived just as easily, by constructing iambs from right to left, so that the lapse is located at the left edge.

Finally, consider Piro, spoken in Brazil and Peru, and Anti-Piro, an impussible system.
(3) Piro

| $\begin{array}{ccc} x & x & x \\ (12) & (34)(56) \end{array}$ |
| :---: |
|  |
| 2) |

Anti-Piro

|  |  |  |  |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
|  |  |  |  |

In Piro, one trochee is built at the right edge. Remaining trochees are built from left to right; degenerate feet are not allowed. In odd-parity words this creates a lapse before the stressed penultimate syllable. Anti-Piro can be derived by changing just two ingredients. One iamb is built at the left edge; remaining iambs are built from right to left. In odd-parity words this creates a lapse after the perinitial syllable.

The three non-existent cases have in comnon that iambic structure refers to the right edge. In Anti-Carawa one iamb is constructed at the right edge, while in Anti-Pintupi and Anti-Piro foot construction starts at the right edge. One might suppose, then, that iambs cannot refer to a word's right edge. This, however, is not true; languages where iambs are constructed from right to left do exist. One example is Sururvaha, spoken in Brazil (Hyde 2002: 320), which is the mirror image of Araucanian, spoken in Chile and Argentina (Hyde 2002: 320). In this language iambs are constructed from left to right. These systems are illustrated in (4):
(4)

Araucanian

| $\begin{array}{cc} x & x \\ (12)(34) \end{array}$ |
| :---: |
|  |  |
|  |  |

## Surneuaha

$\left.\begin{array}{ccc}x & x & x \\ (12) & (3 & 4\end{array}\right)\left(\begin{array}{lll}5 & 6\end{array}\right)$

In Araucanian the final syllable is unparsed in odd-parity words. In Suruwaha the first syllable of odd-parity words is assigned a degenerate foot.
(12) Anti-Garaman resolved (Surmoalan)

$$
\begin{array}{llll}
x & x & x \\
1 & 23456 \\
x & x & x & x \\
1 & 23456
\end{array}
$$

Insertion of the initial gridmark creates a system with a binary rhythm. This is a possible system, which is exemplified by Suruwaha.

The same reasoning applies to Anti-Piro, whose pattern is given again in (13), without foot structure.

## (13) Anti-Piro

$x \quad x \quad x$
123456
$x \quad x \quad x$
1234567

The presence of stress on the final syllable indicates that AlignEuges is high-ranked, as in Suruwaha. To ensure that in even-parity words the final syllable is stressed, Align $\left(x_{1}, R\right)$ must dominate $\operatorname{Align}\left(x_{1}, L\right)$. With these rankings, it is impossible to derive the stress pattern of odd-parity words in (13). Again, this pattern has a lapse, and violates AlicnEdces. Both violations can be eliminated by inserting a gridmark over the first syllable, and by inoving the gridnark of the second syllable to the third, as shown in (14).
(14) Anti-Piro resolved (Surutwaha)

$$
\begin{aligned}
& x \times x \\
& 123456 \\
& x \text { x } x \\
& 1234567
\end{aligned}
$$

Again this pattern is actually attested, and is exenoplified by Suruwaha.
I have shown in this section that gridonly frameworks can easily explain the asymmetries occurring in binary rhythmic patterns. They do so in a way that is as simple as it is radical. Foot structure is eliminated, and only stresses are preserved, represented as gridmarks. As far as the distribution of stress is concerned, grid-only approaches do rather well. Surely this explains why the grid-only approach is still adopted (see for recent applications Karvonen 2005, 2008; also Gordon 2003: 179, note 4, where he confidently states that "a grid-based theory of stress offers a closer fit to the typology of stress than foot-based metrical theories"). It seems, then, that grid-only approaches are sufficient, and that foot structure is therefore supertluous.

Interestingly, however, if we go beyond the distribution of stress, and broaden our scope to other phenomena, we find abundant evidence for feet. In the next section I will present a few arguments in favor of foot structure. Then, in §4, I will investigate what this ineans for the theory of stress.
tone receives word stress, because it is the head of a trochee. With a grid-only approach it is difficult to explain these facts. It seems as if an unstressed syllable with a low tone behaves differently from an unstressed syllable with a high tone; the former but not the latter seems to avoid a lapse. By its very nature, the grid structure of an unstressed syllable with a low tone is identical to the grid structure of an unstressed syllable with a high tone. This indicates that a grid-only framework cannot account for these facts. ${ }^{\text {. }}$
l now turn to the second type of evidence for foot structure: the proper characterization of domains.

### 3.2 The characterization of domains

A stressed syllable and a neighboring unstressed syllable often form a doınain within which a phenomenon applies. A grid-only approach is notoriously bad at defining domains of this type, as it can only define a primary stressed position, secondary stressed positions, and unstressed positions. It is impossible to express the fact that some unit creates a bond with another unit. ${ }^{4}$

An example showing this is provided by Guugu Yimidhirr, a language spoken in Australia (Zoll 2004; Elias-Ulloa 2006). In this language long vowels can only occur in the first and/or the second syllable of a word, but nowhere else. Some illustrative examples, from Elías-Ulloa (2006: 231-232), are given in (18):

|  | 'gu:gu | 'language- |
| :---: | :---: | :---: |
|  | 'bu:ra,jaj | 'water-loc' |
|  | 'dasba,rjahja, la | 'ask-RED-jmp' |
| b. | a'gi:l | branch-AB |
|  | ma'ji:rıu | 'food-rurr' |
|  | ma'gi:lnaj,gu | 'branch-pl-Em |
| c. | 'bu:ra:j | 'water-abs' |
|  | 'dji:ra:l.gal | 'wife-adess' |
|  | 'bu:ra:j,bigu | 'water-LOC-EMP |

In a theory that recognizes feet, it is easy to characterize the domain within which the long vowels can occur; it is the jnitial foot, which is also the head of the word. This foot can either be a trochee or an iamb, depending on the presence and location of a long vowel. On the other hand, in a grid-only account it is difficult to understand why long vowels are restricted to the first two syllables of the word. This is a consequence of the fact that in this approach the first two syllables cannot be characterized as a dontain. The facts illustrated in (18) are therefore

3 Other phenomena showing that not all syllables belave in the same way in a lapse are ligh voivel deletion in Old English (Dresher and Lahiri 1991) and vowel balance effects in Scandinavian (Bye 1996) and Old Frisiaul (Smith 2004; Smith and van leyden 2007). L'nfortunately, due to lack of space 1 cannot discuss these phenomena here.
1 The dormain-defining character of the four is the oldest evidence in favor of its existence (selkirk 1981). It turns out to be very difficult to find cases where it is absolutely impossible to define a domain with grids only. An interesting example is provided by Pearce (2006), who argues that foet in Kera create the domains for tone association. I suspect, however, that an altermative is possible with grid norks only, such that (certain) tones tend to anchort to strong positions on the grid. The role of the foot as a domain delineator is systematically eliminated in Majors (1998). She argues that feet do nort play a rolle in stress-dependent harmony.
problematic for a grid-only framework. Let us now turn to the third type of evidence: syllable weight.

### 3.3 Evidence from syllable weeight

Prince (1983) shows that the grid-only framework can explain the relationship between syllable weight and the position of stress. This seems to suggest that the effect which weight has on the position of stress can be described without making use of foot structure. However, once we broaden our view beyond the distribution of stress in the strict sense, it becomes obvious that weight does provide us with convincing evidence for foot structure. Here I present one case: allomorph selection in Shipibo, spoken in Brazil and Peru. ${ }^{5}$

Shipibo has two alloınorphs meaning 'again': /ribi:/ and /ri:ba/. The allomorph /ribi:/ has a long vowel in the second syllable, /ri:ba / in the first syllable. ElíasUlloa (2006) shows that allomorph selection is determined by foot structure. The language has two different feet: moraic trochees and iambs. The former is preferred; iambs are only built if the construction of inoraic trochees is not possible. Furthernore, both moraic trochees and ianbs inust be bisyllabic. Two other high-ranking constraints are relevant here. The constraint Weight-toStress is inviolable, so a heavy syllable cannot be left unparsed. There is also one Alignment constraint that is high-ranked: the left edge of a word must be aligned with the left edge of a foot. Consider the following forms (from ElíasUlloa 2006: 7), where the relevant allomorphs are underlined:

## Allomorph selection in Shipibo

a. (pi-'ri:) (ba-kí
b. ('puta)(ri, bi: $)-k \dot{j}$
c. ('puta) (-ma-,ri:) (ba-ki)
d. ('puta)(-,jama)(-cibi:)-ki
'eat-again-past'
'throw-again-rast'
'throw-caus-again-r'ast'
'throw-NEG-again-PAST'

In (19a), /ri:ba/ is selected, allowing all syllables of the word to be parsed into feet. If the other allomorph had been selected, the form /pi-ribi:-ki/ would have been created. This form cannot be correctly parsed into foot structure. One possible parse is ('pi-ri)(bi:-ki), but this representation contains an uneven trochee, which is not allowed in Shipibo. Another realization might be pi-(ri'bis)-ki. Bu.tt this structure violates the Alignment constraint, which is not possible either.

In (19b), /ribi:/ is selected; this is again explained by foot structure. If the other allonnorph had been selected, a form would have been created that could not be properly parsed, viz. /puta-ri:ba-ki/. The parse ('puta)(-ri:ba)-ki is unacceptable, because it contains an uneven trochee. The alternative ('puta) (-, ris) (, ba-ki) is alsi) bad, because it contains a monosyllabic iamb, a type of foot that is non-existent in this language. Yet another alternative would be pu(ta-'ri:) (ba-kí), but this representation violates the requirement that a word should begin with the left edge of a foot. This constraint is very highly ranked in Shipibo. The form that is actually realized, (19b), does not suffer from any of these problems. It is parsed

[^575]Exchuded by stipulation


1234
The inglication of this stipulation is that if $P_{R} W-L$, which requires a trochee at the left edge, is high-ranked, then the other feet cannot be iambic, even though iambs better satisfy right-alignment. The mirror image is also true, of course; if $P_{R} W_{D}-R$, which requires an iamb at the right edge, is high-ranked, then the other feet cannot be trochaic, even though trochees better satisfy left-alignment.

Maramungku has the ranking PrW -J. >> Hos-R, which derives the represertation on the left in (27). This is an instance of maximization, because, in an odd-parity word, as many gridmarks are present as there are feet. Suruwaha has the ranking $P_{R} W_{D}-\mathrm{R} \gg \mathrm{H}_{\mathrm{s}}$-L, deriving the pattern on the right in (27). Again, in the odd-parity words the number of stresses equals the number of feet. Maranungku has traditionally been analyzed as a language with trochees built from left to right, with a degenerate foot at the right. Suruwaha has been described as its mirror image, with iambs built from right to left and a degenerate foot at the left (cf. (4)).

In principle, every foot receives a gridmark, although, due to overlapping feet, this does not necessarily mean that there are as many gridmarks as there are feet. At the right edge, Non-finality might exclude the presence of a gridmark over the last syllable. Furthermore, at the left edge, the first syllable can be subject to a constraint called InitialGridmark (Hyde 2002; 320), which requires the presence of a gridmark on the first syllable of a word. If these constraints are high-ranked, this can lead to a situation where a foot is not accompanied by a gridnark. Pintupi has high-ranking Non-finality, while Garawa has high-ranking Initial Gridmark, as illustrated in (29).


Garawa is like Nengone (cf. (25)) in the sense that feet are attracted to the left by high-ranking Hos-L. There are also two differences. In Carawa, InirialGridmark is high-ranked, so the initial syllable must have stress. The constraint against clashing gridmarks is also high-ranked, excluding an imnediately following gridinark in the domain of the second foot. With these two constraints dominating GridmarkMapting, the first foot of the two overlapping feet is stressed, whereas the second foot is not. We thus get a stressless trochee. This is a foot with a head, but without a gridmark. The absence of a gridmark in the second foot creates a lapse inmediately after the initial stress.

Pintupi is similar to Maranungku (cf. (27)), but has high-ranking Non-finality. If the final syllable is a foot-head, then it may not receive a gridmark. This creates a lapse at the right edge.

With the system described here it is very easy to explain all the asymmetries mentioned in §2, which are listed again in (30).

| (30) | Anti-Garaua | Anti-Pintupi | Anti-Piro |
| :---: | :---: | :---: | :---: |
|  | $x \times 1$ | $\mathrm{x} \times \mathrm{x}$ | $\times \quad \times$ |
|  | (12)(34)(56) | (12)(3 4)(56) | (12)(34)(56) |
|  | $x \quad \mathrm{x}$ | $\times \mathrm{x}$ x | $x$ |
|  | $(12)(34) 5$ (67) | $1(23)(45)(67)$ | (12) $3(45)(67)$ |

In Anti-Carawa, one iamb is built at the right edge, and the other iambs are built from left to right, so that, in odd-parity words, a lapse is created before the final stress. In Hyde's theory it is impossible to derive such a pattern. There are two ways to stress the firtal syllable of a word: either HDs-R or PRWD-R is high-ranked. With these two systems, it is impossible to create a lapse before the final stress. With high-ranking Hos-R, we derive Araucanian, as already shown in (25). This is a language with a minimization pattern, where in odd-parity words stresses are economically placed, so as to avoid a lapse. With high-ranking $P_{R} W_{D}-R$ we get a system like Suruwaha, whose basic structure is given in (27). This is a maximization pattern, where an extra stress is created so as to avoid a lapse. Anti-Carawa, then, is ruled out, because it cannot be derived.
There is also no place for Anti-Pintupi. The particular property of this imaginary system is that there is no stress on the initiol syllable. There is only one way to block a stress on a peripheral syllable, Non-finality, which, however, can only block stress on a final syllable. Since there is no equivalení Non-initiat.try preventing stress from the initial syllable, Anti-lintupi cannot be derived.

Anti-Piro is also impossible. In this imaginary systent, one iamb is built at the left edge, creating a fjxed stress on the peninitial syllable. To place a fixed stress at the left periphery two constraints are available. Either HDs-L or PrWd-L must be high-ranked. In the former case we derive Nengone, whose basic configurations are shown in (25). Nengone is a minimization pattern, where the minimal number of stresses is economically placed so as to avoid a lapse. With highranking ['RWD-L Maranungku is derived, as shown in (27). Maranungku displays a maximization pattern, where an additional stress is inserted so as to avoid a lapse. Thus there is no way to generate a systen like Anti-Piro.

Hyde's system is similar to Cordon's in one sense. Neither uses the classical alignment constraints that refer to feet. In particular, AllFeet-L/R and $\operatorname{PrWd}-$ L/R (McCarthy and Prince 1993) are eliminated.
a. AllFeet-L/R

The left/right edge of every foot is aligned with the left/right edge of some prosodic word.
b. $P_{R} W_{D}-L / R$

The left/right edge of every prosodic word is aligned with the left/ right edge of some foot.

In these constraints, Hyde replaces the argument foot by foot-hend, as shown in (21) and (26), whereas Gordon replaces it by gridmark. These two changes are almost identical, since a foot-head normally has exactly the same distribution as a gridmatk.

The crucial difference, of course, is the notion of overlapping feet. We might say that, where Gordon eliminates foot structure entirely, Hyde introduces a new type of structure. Of course, Hyde is aware of the fact that this concept must be motivated on independent grounds, a task which he undertakes in Hyde (2008).

Optimality Theory struggles with what Hyde calls the "odd-parity problem." This problem can be divided into two sub-problems: the "even-only problem" and the "odd-heavy problem." The introduction of overlapping feet provides a solution which is not available in standard approaches. For reasons of space I will only discuss the first instance of the odd-parity problem.

The even-only problern is caused by the fact that, in odd-parity words, Faithfulness constraints are in conf ict with two other constraints: FootBinarity (the constraint that penalizes degenerate feet) and Parse- $\sigma$ (the constraint requiring that syllables be domiriated by feet). Suppose that the Faithfulness constraints are ranked below FoorBinarity and Parsert. Under this ranking it is better to insert or delete a syllable than to create a violation of either FootBinarity or Parseet, as shown in the following tableau:

| 1234567 | Parse-o | Footbinarity | Max | Dep |
| :---: | :---: | :---: | :---: | :---: |
| a. $(12)(34)(56) 7$ | *! |  |  |  |
| b. $(12)(34)(56)(7)$ |  | *! |  |  |
| brec. $(12)(34)(56)(78)$ |  |  |  | * |
| $\square \times$ d. $(12)(34)(56)$ |  |  | * |  |

This tableau shows what happens to a word with an uneven number of syllables. The first candidate, (32a), contains an unparsed syllable, virlating Parse- $\sigma$. (32b) has a final, monosyllabic foot, violating FootBinarity. In (32c), a vowel is inserted. In this way an extra syllable is created, so that at the right edge a binary foot is buill. FootBinaritv and Parse-er are therefore satisfied, although Dep is violated. Finally, in (32d) a vowel is removed, so that both Parse- $\sigma$ and FootBinarity are again satisfied, although Max is violated.

We can see, then, that in an odd-parity word Parse- $\sigma$ and FoorBinakity can be satisfied if a syllable is inserted or deleted. From this it follows that there should be langue.ges in which all words contain an even number of syllables. These languages would have the ranking Parse-g, FootBinarity >>Max, Dep. However, no language like this has ever been attested. This illustrates the phenomenon referred to as the even-only problem.

Hyde (2008) shows that the even-only problen does not arise in a theory ivith overlapping feet. It such a theory, it is possible to satisfy FootBinarity and Parse- $\sigma$ without violating Faithfulness. In other words, with overlapping feet, no conflict arises between FootBinarity and Parse- $\sigma$ on the one hand and the two Faithfulness constraints on the other. This is shown in (33):

Nengone has overlapping trochees, with a stressed syllable in the middle. Araucanian has overlapping iambs, also with stress in the middle (cf. (25)). Finally, Garawa has overlapping trochees, with a stress in initial position, as shown in (29). ${ }^{6}$

These representations indicate that headedness is not expressed by gridmarks. In Hyde's framework a foot can be an iamb, even though it does not have a gridmark in its final syllable, as in Araucanian; similarly, a foot can be a trochee, even without a gridmark in its initial syllable, as in Nengone and Garawa.

This is a unique aspect of Hyde's theory. Most recent theories claim that headedness is expressed on the grid. Some theories claim that feet must have heads, so that for each foot there must be a gridmark accompanying it. Theories of this type invoke a principle like the Faithfulness Condition, originally formulated in Halle and Vergnaud (1987: 15-16). ${ }^{\text {. }}$

Meanwhile, another theory on the relation between foot structure and headedness has been developed. In this theory, headedness is disconnected from foot structure. In these theories there are two foot types; headed feet, which are accompanied by a gridmark, and headless feet, which are not accompanied by a gridmark. The loose connection between headedness and foot structure is expressed by the Separability Hypothesis (Crowhurst and Hewitt 1995b; 39), which states that feet can be headed or headless. Normally, a foot does have a head, but under the pressure of certain constraints, it can happen that a foot is not able to acquire a head. Proponents of the Separability Hypothesis are Hagberg (1993), Crowhurst and Hewitt (1995a, 1995b), Bye (1996), and Crowhurst (1996). Bye occupies a special position among them, because he assumes that feet can sometimes have two heads; when this happens there are two gridmarks in a single foot. ${ }^{8}$

It is clear that Hyde's theory differs from both views just mentioned. On the one hand, it (implicitly) uses the Faithfulness Condition, because all feet are inherently headed. (Heads are not expressed on the grid, but by line structure, as we have already seen; a head has a vertical line, whereas a dependent has a slanted line.) Yet the theory also recognizes the Separability Hypothesis, in the sense that there is a separate mode of representation, the grid, where a gridmark may or may not accompany a foot. Hyde's theory, therefore, does not recognize headless feet, but it does recognize stressed (headed) feet and unstressed (headed) feet. In this sense, Hyde's theory is certainly representationally richer than all other recent theories.

There is some evidence from Vogul, a language of Siberia, that feet can be headed, even if they are not stressed. In Vogul, stress does not seem to be quantitysensitive (Vaysman 2009). The main stress is realized on the initial syllable, and there are secondary stresses on every other syllable thereafter. If, however, the final syllable is a target for secondary stress, this stress is not realized. Syllable quantity is irrelevant for this distribution. Only syllables with long vowels are heavy: words with a heavy syllable have exactly the same stress patterns as words with only light syllables. These regularities are illustrated in (35).

[^576]words. Overlapping feet can be motivated on independent grounds: overlapping feet solve the odd-parity problem.

In Hyde's theory, the grid is mostly subservient to foot structure. Feet are always inherently headed, with or without a gridmark.
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# 42 Pitch Accent Systems 

Harry van der Hulst

## 1 Introduction

This chapter deals with the typology of word prosodic systems and, specifically, discusses the notion of "pitch accent (language)," asking whether there is such a class of pitch accent languages distinct from "stress languages" and "tone languages." Several issues will turn out to be crucial. Firstly, there is the issue of recognizing (or not) a notion of accent which could be said to underlie both pitch accent and "stress" (or indeed stress accent), and perhaps other plenomena which are not frequently referred to as accentual (such as phonotactic asymmetries). Secondly, there is the question as to whether we wish to distinguish between pitch as a non-distinctive and thus perhaps strictly phonetic property (found in phonetic implementation) and pitch as the exponent of a phonological category (naınely tone). Thirdly, there is the possibility of having tone, stress, and accent (in various combinations) "side by side" within the same language, which raises the question of how these notions interact in any given language.
The structure of this chapter is as follows. In § 2 I will introduce the basic notions and definitions. $\S 3$ will briefly discuss examples of languages that have been referred to as pitch accent languages, where accent is apparently realized in terms of non-distinctive pitch. In §4, l examine cases in which tone realization or tone distribution has been said to depert on accent (or stress), a class of languages that is also often included in the pitch accent type. $\S 5$ and $\S 6$ focus on the different ways in which alleged pitch accent languages have been analyzed, with or without using the notion "accent." In §7, I define the notions accent and stress as distinct phonological entities and suggest that stress languages may or may not be accentural. In §8 I offer some conclusions.

## 2 Accent, tone, and stress: Definitions and usage

### 2.1 Accent and stress

For many languages, researchers have reported word-level "prominence," associated with a specific syllable in the word, which is called "stress" (an English
term) or "accent" (the term used in, for example, French or German) (see also chapter 41: the representation or word stress). In literature in English on the subject, both "stress" and "accent" have been used for word-level prominence, which has lead to a good deal of confusion, in particular because there are writers who use the terms for different things. Cutler (1984), for example, regards "stress" as a property of words and "accent" as a property of sentences. There is thus a need for clarity on how these two terms are used.

### 2.2 Accent and its cues

On closer scrutiny, the informal notion of "prominence" can be divided into two distinct phenomena. On the one hand, we have the location of the prominent syllable (e.g. penultimate; final if the final syllable has a long vowel, otherwise penultinate; etc.) a and on the other hand, there are phonetic (and phonotactic) cues that signal the location of the prominent syllable (ciapter 39: Stress: pienotactic and phonetic evidence). In one (fairly old) terminological tradition, the locational aspect of prominence is referred to as accent. The characterization of the accent (location) is essentially sequential (or syntagimatic); only one syllable within the relevant domain can have this property. This is what Martinet (1960) and Garde (1968) refer to as the contrastive or culminative function of "accent," a term mainly used by Trubetzkny (1939). The realizationd aspect of prominence is, in a sense, paradigmatic (cf. van Coetsem 1996): there are various (not necessarily incompatible) phonetic and phonotactic means for cueing the accent. Some languages may favor one specific cue (e.g. pitch or duration), but several cues inay conspire to manifest the accent. This division of "prominence" correlates with traditional terminological systems such as imusical accent vs. dynamic accent or (with much the same meaning) pitch accent (systems) vs. stress accent (systems) (see Fox 2000: ch. 3 for an excellent general review of the notion accent; also van Coetsen 1996; van der Hulst 1999b, 2010b). In each case, the modifier of the head noun ("accent") says something about the way in which the accent is "manifested" or "realized." In this chapter I will focus on relationships that involve accent and pitch, whether used distinctively (in terms of contrastive tones) or non-distinctively. However, I will also consider the relationship between accent and stress.

### 2.3 Word prosodic types

While in some languages pitch is a property of words, all languages use pitch features within an intonational system, a system that aligns "sentences" with a melody that can be defined in terms of pitch events that mark boundaries of (syntactic or prosodic) units as well as the informational packaging of the utterance with reference to the notion "focus" (Bolinger 1982; Cussenlwoven 2004; Citapter 32: the representation of (ntonation). At the same time there are languages in which pitch is a property of "words." Within this group of languages we comnoonly find the labels in (1b) and (1c). The label "stress" in (1a) is reserved for languages that need no specification of pitch at the ivord level, although, like all other languages, they use pitch for intonation purposes.
(1) a. Stress (or stress accent)
b. Pitch accent
c. Tone

There is, however, a great deal of controversy concerning the use of the terms tone and pitch accent, and, for that matter, the terin stress. ${ }^{1}$

Hyman $(2001,2006,2009)$ makes a case for treating systems that we label stress and tone as "prototypes," meaning that languages that belong to one or the other (or both) type(s) display one or more specific defining properties. ${ }^{2}$ "Pitch accent," according to Hyman, is not a prototype, but rather a label for a large class of hybrid systems that mix "tone" and "stress" properties in various ways, or systems that are clearly tonal, although displaying various restrictions on the distribution of tones. In effect, Hyman regards the notion accent as unnecessary, whether as a formal mechanism in analysis or as a prosodic type. Other researchers (such as Cussenhoven, e.g. 2004) who also reject the idea of "pitch accent languages" nonetheless recognize the notion of accent as an analytic device. In this chapter these views will be discussed and compared to views that attribute a fundamental role to the notion accent.

### 2.4 Definitions and use of tone

A traditional way of defining the notion tone is in terms of "distinctive use of pitch." Thus, if a language uses pitch to distinguish different otherwise identical morphemes, pitch has a phonological or contrastive (distinctive) status. The following frequently quoted definition captures what is perhaps the canonical use of distinctive pitch:

A tone language may be defined as a language having lexically significant, contrastive, but relative $\mathrm{p}^{\text {itch }}$ on each syllable (Pike 1948: 3).

If tones are distinctive on all syllables (possibly like properties such as frontness, height, or roundness) we can say that the distribution of tones is unrestricted. Most researchers, howvever, agree that there is no reason to limit the terin tonal language to cases in which the distribution of tones is entirely unrestricted (see Citarter 45: the representation of tone). Presumably, all tonal systems show restrictions resulting from tonal spreading or assimilation (Schuh 1977; Hyman 2007), from using a limited set of tonal melodies which are properties of morphemes rather than of syllables (Leben 1971; Goldsmith 1976b; Halle and Vergnaud 1982), from the avoidance of sequences of identical tones (dissinilatory or OCP effects), or indeed from relations between tone distribution and accent (or "stress") (see \$4). Also, it is not uncommon to find that the full range of contrasts is not found in affixes (as opposed to roots or stems) (ChAPTER 104: ROOT-AFFix asymmetries). Finally, initial or funal syllables may fail to bear tonal contrast (sometimes to leave rooin for intonational tones or for other, perhaps "perceptual," reasons; charter 98: speech percertion and pionology). ${ }^{3}$ Since it would be unwise

[^577]to maintain the strictness of Pike's definition (according to which perhaps there is not a single tonal language), van der Hulst and Smith (1988) quote the much nore liberal definition of Welmers (1973: 2):

> A tone language is a language in which both pitch phonemes and segmental phonemes enter into the compusition of at least some morphemes.

Note the use of the term pitch phoneme (charter 11: the phoneme), which suggests that Welmers requires that pitch is used contrastively, a crucial point to which I return below. This definition includes languages in which there are tonal contrasts in certain positions, or even in only one position, in some morphentes.

With this broader definition, tonal languages can be ranked on a scale of tonal density (Cussenhoven 2004), which indicates how many word positions have how much tonal contrast. In a sense, such a scale indicates the relative functional lond of tone properties. Stretching Gussenhoven's notion, we could say that relative density arises not only in the syntagmatic dimension (depending on how many positions display tonal restrictions), but also in the paradigmatic dimensions (depending on the number of contrastive options per position):
(2) Tonal density matrix
$\mathrm{Tl}+\quad+\quad+\quad+\quad+\quad+$
$\mathrm{T} 2++$
T 3
+
+

Each potential milnus would indicate a restriction on the distribution of a distinctive tone. However, no matter how dramatic the restrictions, as long as there is tonal contrast (i.e. distinctive use of pitch), phonological tones trmst be specified in the lexical entries. The smallest tonal system would have two tones, H and L. More extensive systems would add an M tone, or possibly two different M tones (high mid and low mid). In addition, systems can have contour tones (rise, fall, etc.) (citapter 45: the representation of tone).

### 2.5 Culminativity and obligatoriness

Another frequently cited term in this context is "restricted tone language," introduced by Schadeberg (1973) and Voorhoeve (1973). This term, too, would seem to indicate a scale of restrictiveness, although Voorhneve introduced it in the context of Bantu languages whose tonal system is so severely restricted (up to one H per word in a $\mathrm{H} / \mathrm{L}$ systern) that he suggested that an accentual analysis might be considered (Chapter 114: Bantu tone). Indeed, adding syntagnatic and paradigmatic restrictions on the distribution of tone together, one could see that a language, despite having a $\mathrm{H} / \mathrm{L}$ contrast, while allowing at most one H tone per word could easi.y permit an accentual atralysis in which the H "tone" is regarded as the predictable pitch cue of an accent, even in a case where there is no indication of any additional independent cues for this accent.

[^578]But what is "accent," and how is it formally represented? Hyman (2009) formulates two necessary properties of what he calls stress, which I will take as a point of departure for establishing what might be seen as characteristics of accent, if these notions are going to be distinguished. One "property" is that each "word" can have stress or accent at most once (only one syllable can be stressed or accented) and, additionally, each word must have it at least once. These two properties, following Hyman (2006, 2009) can be referred to as:
(3) a. Culminativity (at most one)
b. Obligatoriness (at least one)

Let us now ask whether the two properties in (3) mmst be regarded as necessary properties of accent. An issue that goes to the heart of what is often seen as problematic for the notion "pitch accent" is that languages which allegedly have a pitch accent system, and thus accent, sometimes have (lexical) words that appear to be unaccented (see the discussion of Tokyo Japanese in §6). This, however, is only problematic if obligatoriness is stipulated to be a necessary property of accent. We could investigate a more liberal interpretation of accent, in which unaccented words are permitted in an accentual language. This, of course, has important consequences, because it opens the door to using the presence vs. absence of accent as a contrastive option and thus to analyzing alleged tonal languages that have a $\mathrm{H}-\mathrm{L}$ contrast as fully accentual languages, with H as the exponent of accent and $L$ as the lack of accent.

We muight then also question whether culminativity is a necessary requirement for describing accent. If culminativity is not required, even " $\mathrm{H} / \mathrm{L}$ " languages that allow multiple H "tones" could be analyzed as fully accentual. Allowing words to have multiple accents separates the notions stress and accent even more draınatically than just giving up obligatoriness for accent. Still, if accent is not the same thing as stress, there is no a priori reason for believing that any properties of the latter need to be true of the former. I return to these issues in $\S 5.3$.

### 2.6 Representational issues

Answers to the question of whether or not the properties in (3) are definitional of accent have repercussions for, or are implicit in, the manner in which accents are formally represented. In one type of approach the relevant syllables are marked with an "accent mark," as is common in dictionaries and in autosegmental theory (e.g. the "star" of Goldsmith 1976a), or in ternis of a segmental feature, as in the phonological theory of Chomsky and Halle (1968). In this "lexicograplicic" approach there is no commitment to culminativity or obligatoriness.

A different formal approach is to provide the string of syllables with a headed tree structure, as proposed in various versions of metrical theory (Liberman and Prince 1977) and dependency phonology (Anderson and Ewen 1987) (see also Charter an: thf foot). Metrical structures have one designated ternoinal unit, the head of the word, which counts as the (primary) "stress." This notation (assuming that all syllables must be grouped in one structure) impl ${ }^{*}$ ts culminativity, but not necessarily obligatoriness, because it does not follow from the notation that each word inust be provided with a inetrical tree.

However, rather than seeing asterisks and trees as competing mechanisms, we should entertain the idea that they are complementary, in that the former represent accents, while the latter represent stress. This point is acknowledged by Anderson and Ewen (1987), who, in addition to headed tree structures, also use asterisks to indicate what we might call "potential heads." ${ }^{5}$ I will return to this point in $\S 7$.

### 2.7 Problems with the notion "pitch accent"

We have been considering a use of the term accent as an abstract mark of a position that can be cued by various phonetic properties, "stress" being one of them. Beckman (1986) refers to languages that are not stress accent languages, as "non-stress accent" languages (thus avoiding the term "pitch accent language"). This, of course, is conpatible with the idea that in many non-stress languages pitch is the noost salient property of accent. Van der Hulst (1999a, 2010b) points out that if we maintain the term "pitch accent language" we might also expect to find languages that can be labeled as "duration accent" languages (if duration is the only cue). On this view, pitch accent languages are languages in which accent is (mainly) cued by phonetic pitch.

There are, in fact, various factors that make the use of this terin problematic. One factor is, obviously, that penple may simply define the term differently. For example, as we will see in $\$ 4$, tonal contrast is often limited to specific syllables in the word; cases of this stort have been analyzed by identifying a notion "accent," with association of tones being dependent on this accent. While in this case, the presence of tone can be said to function as a cue of accent, the cue is not a phonetic, but rather a phonological, fact (namely the phonotactic distribution of tones). The fact that the possibility of tonal contrast may signal the accent location is part of a much more general pattern, found in many languages, where accented syllables display contrastive or structural options that are exclusive to a particular syllable (see Downing 2010; van der Hulst 2010b). ${ }^{6}$ Pursuing the terminological path that wee started out on above, we right refer to such cases in which tonal contrast is limited to the accented syllable as tone accent (or tonal nccent) languages, rather than pitch accent languages. It is apparently the case that accented syllables can be referred to by the phonology as well as by the phonetic impleınentation system. In fact, accents can be referred to by other grannmatical modules as well, e.g. the intonation system. Does this mean thent we can refer to English as an "intonation accent" language? Languages cannot be put in a single box as far as cues for accent are concerned.

Tonal accent systems, then, differ from pitch accent systems if we agree that in the latter pitch is not used distinctively. However, some writers (e.g. Downing 2010) use the term "pitch accent" fror any system in which pitch properties (whether distinctive or not) enter into a relationship with accent or stress. This would include not only what is referred to here as a pitch accent or tone accent language, but also another class of languages which have both tone and accent, in which accent (or "stress") is assigned with reference to tone. Downing's use of the term pitch accent is thus much broader than the one considered above.

[^579]
### 3.2.1 Basque

The dialects of Basque present a great diversity of word prosodic systems (see Hualde 1999). Gussenhoven (2004: ch. 9) presents an analysis of Northern Bizkaian Basque with reference to the Gernika and Lekeito dialects. Both have accented and unaccented roots, the former being in the minority. There are inflectional and derivational suffixes that are accented or pre-accenting. In Lekeito, if a word has an accent, this accent always ends up on the penultimate syllable. In Gernika, the leftmost (non-final) accent prevails; this is the more common case in Basque dialects. In Lekeito, unaccented words are grouped with an accented word to their left or right, whereas sequences of unaccented words together form a single domain. Each such domain eitluer has an accent (if it contains an accented word) or is unaccented. Unaccented domains receive a default final accent in certain syntactic positions, namely at the end of the sentence or before the finite verb. Each accent, whether lexical or default, is associated with a HL pitch accent. The left edge of the accentual domain is marked by a LH boundary sequence; a high plateau is found between the boundary H and the H of the pitch accent. Systems of this sort seem obvious candidates for accentual analyses, which of course begs the question of whether they mist be analyzed accentually. One argument that could be made for an accentual approach is that in the various dialects we note a variety of accent locations (ranging front lexical to rule-governed) which is very reminiscent of the distribution of stress in "stress accent languages." The second argument again involves the fact that pitch is non-distinctive in Basque dialects. Note that in Basque, unaccented words are provided with default accent, at least in some cases.

### 3.2.2 Japanese

We also find a broad array of word prosodic systems among the dialects of Japanese (cf. Haraguchi 1977). An overarching property of all systems is the relevance of pitch at the level of the "word," or, as some researchers prefer to put it, the "accentual domain." An interesting overview in the context of autosegmental theory of dialectal differences is offered by Haraguchi (1977, 1988), who divides Japanese dialects into two broad categories: pitch accent systems and unaccented systems. Cross-classifying with this dichotomy, he suggests a "universal" inventory of melodies (H, L, HL, LH, and LHL), from which a system may select at most one or two. In addition to the choice of one or more melodies, the differences among d'talects depend on:
(4) a. The location of accent/H: fixed or free."
b. The spreading of H : no spreading, rightward or leftward.

Thus, in Tokyo Japanese, the H tone spreads leftwards (leaving an initial nora low, possibly due to a boundary $L$ tone that comes with the left). We will focus on the pitch aspect of Tokyo Japanese in $\begin{aligned} & 6 \\ & \text {. The system of Tokyo Japanese is }\end{aligned}$ such that the constituents of words (stems, affixes) can be accented or unaccented (or, in the case of affixes, pre-accented). When more than one accent is present in the accentual doınain (which can be larger than the word and therefore needs careful definition; Gussenthoven (2004) calls it the $\alpha$-domain), the first (or leftmost

[^580]accent) predominates, i.e. will attract the high pitch/tone. If no accent is present, the high pitch occurs on the last (rightmost) syllable (and spreads from there). This "First/Last" pattern constitutes a system that is reminiscent of so-called unbounded stress systems (Hayes 1995). In fact, Haraguchi (1988) notes that three of the possible unbounded patterns occur in Japanese dialects (see also citafter 12n: japanese fitch accent).
(5) a. Systems with tuaccented ivords

| First/First ${ }^{12}$ | Kumi |
| :--- | :--- |
| First/Last | Tokyo, Osaka |
| Last/First | - |
| Last/Last | Hirosaki |

## b. Systems without unaccented words

First Fukuoka
Last -

Note that systems without unaccented words have no default clause.
Haraguchi $(1977,1988)$ also recognizes unaccented systems, i.e. systems in which no word is accented. He mentions Sendai, Miyakonojo, and Kagoshima. In such systems the tonal melody is associated either from left to right or from right to left in his analysis:
(6) Systems with only unaccented words

First
Last
For these systems, tones are associated to words in terms of association conventions that make no reference to accents, but rather the word edges. These same conventions are invoked for unaccented words in accentual languages (as in (5a)), which implies that in such systeins tones are associated partly to accents and partly directly (i.e. without "intervening" accents).

In all dialects that use just one melody, the question can again be raised whether this "melody" is a phonological entity or entirely due to phonetic interpretation. Haraguchi (1988) does not consider this issue, but it could be argued, as before, that only dialects that have more than one word melody are truly tonal.

### 3.3 Bantu languages

Many Bantu languages are commonly described as having both tone and accentual properties, while a few (such as Swahili) have lost tone, and retain only "stress" (CHAPTER 114: BANTU TONE). Bantu word prosodic systens have always been of special interest in the debate regarding the appropriate analysis for languages that have both significant word-level pitch movement and indications that accent plays a role as well; see Schadeberg (1973), Voorhneve (1973), Coldsmith (1976а, 1988), Hyman (1978, 1981, 1982, 1989), Clements and Coldsmith (1984), Odden (1988), and especially Downing (2010). The accentual analysis of Bantu languages was pronoted by Goldsmith (1976b, 1988), although the approach has a long history (see the introduction in Clements and Goldsmith 1984 for a historical perspect ive).

[^581]tonal accent system. A question that arises in these cases is whether the accented syllable is cued merely by its attraction of tonal contrast, or, additionally, by other "stress-like" cues. I will consider this issue in §5. I consider here some examples from Suárez (1983), as well as from Yip (2002), in their surveys of Meso/Middle American languages. Isthmus Zapotec has two tones which associate to the accented syllable and from there spread rightwards. "Pre-stress" syllables are low-toned. Suárez also mentions Northern Pame and Yaitepec Chatino as languages that have a tonal contrast only in the syllable that is said to be "stressed" (in both cases the "final" syllable, presuntably of the stem). This can be compared to Huautla Mazatec, where every syllable can have contrastive tone. In between, we find cases where the contrast on certain non-accented syllables is limited. In Palantla Chinantec, for example, there is no tonal contrast on post-stress syllables.

Van der Hulst and Smith (1988) cite the case of San Juan Copola Trique, which illustrates how restricted tonal distribution can arise historically (cf. Hollenbach 1988; Yip 2002). In the Otomanguean family in general, we find a continuum of reduction of tonal contrast and, interestingly, an increase in tonal contrasts on the accented syllable. A case where accent has only mildly influenced tonal contrast is found in Cajonos Zapotec (Nellis and Hollenbach 1980). Of the four underlying tones $\mathrm{H}, \mathrm{L}, \mathrm{HL}$, and M , only M is disallowed in unaccented syllables. In this case, then, we do not have a tone accent systent, but simply a. tone and a.ccent system, with accent-driven reduction.

Among the languages in which the distribution of tone is dependent on accent, there is a subclass of cases in which tonal contrast is only found on or near accented syllables, not because tones have been neutralized in other positions, but simply because a tonal contrast historically developed only in this position. In these cases, the accented syllable, in addition to being an attractor for tonal association, has clear stress-like cues. Hence languages of this kind are both stress accent and tonal accent languages, with the proviso that the tone does not always associate directly to the accented syllable, but sometimes on a syllable near it (although this also depends on the details of the analysis). Two well-known cases of this sort are some of the Scandinavian languages and Serbo-Croatian. For discussions of the Scandinavian type I refer to Bruce (1999) and Gussenhoven (2004) (see also chapter 97: tonogenesis). For Serbo-Croatian, see e.g. Inkelas and Zec (1988). ${ }^{\text {13 }}$

We nust note that the co-occurrence of stress accent and a lexical pitch contrast enforces a tomal analysis of the latter. If the accent was not manifested in any other way than forming an anchor for lexical pitch, it could be argued that the opposition is one between accented words and unaccented words.

## 5 The accent debate

### 5.1 Accents or no accents

We have so far discussed two possible interactions between accent and pitch or tone:

[^582](8) a. Pitch is dependent on accent (pitch accent systems; §3).
b. Tone is dependent on accent (accent-dependent reduction and distribution; \$4).

The divid ing line between the two types is distinctivity. If pitch is non-distinctive, i.e. if there is no tonal contrast, the system uses pitch to cue accent. But if there is tonal contrast, tones are involved.

The Bantu systems mentioned in the preceding section have been analyzed as involving accent and tone. However, the question of whether the occurrence of tone cortrast on one specific syllable requires a notion of accent carnot be taken for granted, even when tonal association seems to be limited to an "accent-like" position. Consider the case in which the alleged accented syllable has no independent property apart from being the locus of tonal contrast. One could then say that there really is no accent at all, and instead assume that the tones, being specified as a property of morphemes, associate to their. specific locus directly, without first assigning an accent that attracts the tones. In this case we would accept that accent rules and tone association rules fall under the umbrella of a general theory of positional identification, and that the principles for positional identifjcation are similar, if not the same, for both accent placement and tone association.
(9) a. Indirect (accentual) approach

Step one: Accent goes to position X.
Step two: Tones go to accent.
b. Direct approach

Step one: Tones go to position $X$.
If the direct approach is taken, the category of tonal accent systems reduces to tonal systerns which are then further differentiated in terms of different principles of association (LR, RL, positional). Below we will see that the direct toral approach can also be applied in systems that have unpredictable (i.e. lexically specified) loci for accents.

To what degree should tone placement and accent placement be allowred to overlap? If, for example, a tonal contrast occurs on the final syllable if it is closed, and otherwise on the penultinnate syllable, should we say that there is a quantitysensitive accent rule and that tones are attracted to the accent, or should we make the tonal assoc tation rules quantity-sensitive? The earlier literature on systems in which tone contrast is limited to specific syllables reflects the view that the theory of accent placement should not be duplicated in a theory of tone placement, so that in these cases accent is usually seen as placing ar role in tonal association.

On the other hand, Haraguchi $(1977,1988,1991)$, as we saw in $\S 3.2$, makes a sharp distinction between tomes that associate to accents and tones that associate directly to tone-bearing units at edges. The latter case involves only strict directional association in his analysis (from right to left, or from left to right). But, if peripheral tone-bearing units can be "extra-tonal," we can expand the set of cases in which toral association can be direct. However, we do not expect direct tonal association to be dependent on syllable weight distitctions. Hence, if tones are attracted to positions that reflect weight criteria one would be inclined to associate tones to accent which are assigned in a weight-sensitive fashion.

Given the inevitable overlap between accent placement and direct tonal association, Pulleyblank (1986) launched an attack on the use of accents and suggested replacing accents by tones. This approach, discussed in the next section, has since beconve dominant.

### 5.2 Giving up accents

The direct tone approach was promoted by Pulleyblank (1986) nainly for various African tonal systems and by Poser (1984) for Tokyo Tapanese in particular. The most important of Pulleyblark's arguments against the use of stars (cf. Blevins 1993: 238) are as follows. Firstly, using stars and tone makes the system overly rich, in that we now predict rules referring to stars and to tones, and to both at the same time. Secondly, the inherent culminative nature of stars can also be found in systems that are arguably tonal and non-accentual, i.e. the asymntetry between accent and non-accent finds a counterpart in systems in which H tone contrasts with zero (ending up as default L). Another argument that could be mentioned is that accent (if equated with stress) is a property of syllable, whereas stars sometimes need to be assigned to moras. Finally, as we have already mentioned, the existence of unaccented words in accentual systens, or indeed of words with multiple accents which all surface, can be regarded as problematic.

Pulleyblank applied the direct tone approach to a variety of cases, not only cases in which the position of the tone is predictable, but also those where the former accent location is lexically specified; it was subsequently adopted in much other work (Clark 1988; Hyman 1989). We note again that this move entailed the use of phonological features for non-distinctive, i.e. predictable properties. Even though the location of the alleged tone could be a lexical, unpredictable property, the phonetic nature of the entity (high pitch) would nonetheless be predictable. ${ }^{\text {is }}$

The abandonment of stars innplies, firstly that the systems discussed in §4, where H tone is restricted (perhaps up to the point of being culminative), but not obligatory, are now analyzed as tonal. However, a further-reaching conclusion is that "straightforward" pitch accent systems (discussed in §3), where high pitch is both obligatory and culminative, are also analyzed as tonal, despite the fact that pitch is not distinctive. This inay or may not be considered a (conceptual) problen (cf. Clements 2001, 2009). Another issue is of course that we have rules for tonal association which dupl icate the theory of accent which is independently needed for non-tonal accent systems.

Abandoning accent cannot make the Scandinavian (and Serbo-Croatian) case purely tonal, since, as mentioned, in these cases we need the notion of stress (accent), independently of the Ional specifications.

### 5.3 In defense of accents

If accents are rejected for pitch accent and restricted tone languages, the term "accent" can simply be abandoned in favor of the term "stress" (for stress accent languages). Hyman (2007) adopts this position, reducing the typology of word

[^583]prosodic systems to tone languages and stress languages. In this section I wlll focus on the use of accents in "tonal" systems and suggest a different approach, one which naximizes the use of accents at the expense notjust of non-contrastive "tones," but also of (allegeclly) contrastive tones.

The issue here does not revolve around languages that have obligatory and culminative high pitch such as Nubi. Here, the case for accent could be considered uncontroversial, if we believe that culminativity and obligatoriness are necessary for an analysis using accent (which essentially means that accent and stress are the same thing). Rather, let us focus on languages in which H tones violate one or both of these two constraints. I will argue that languages of this sort can also be analyzed as accentual (and thus non-tonal), if obligatoriness and culminativity, while perhaps being typical or even necessary for stress, are not required for accent. These points were anticipated in $\$ 2.5$.

Let us first consider the type of case in which one syllable per word is either H or L, meaning that H is culminative, but not obligatory. In an accent-cum-tone analysis we would postulate an accent, and from there we have several options, depending on how we characterize the tonal contrast (H/L, H/zero, zero/L). But there is also another option. We can also analyze the contrast as accent us, no accent (with accent giving rise to phonetic high pitch and low pitch as default). This means that we can analyze these alleged H/L systems as pitch accent systems as long as we "allow" that accentual languages have a class of unaccented words.

Secondly, even when a "H/L" system allows multiple (non-adjacent) "H tones," this does not necessarily enforce a tonal analysis. If neither criterion proposed by Hyman (2007) for stress applies to accent, there is no reason why a word could not have more than one accent.

Concluding, if we push the use of accents to its limits (at the expense of using tones), this implies allowing unaccented words (violating obligatoriness) and multiple accents (violating culminativity). In this liberal view on accent, only languages that have more than a binary pitch contrast are necessarily tonal; in addition, we find languages in which culminativity and obligatoriness of accent is independently required (as in the case discussed in §4).

One could say that "H/L" systems are the real pivotal cases, where, as linguists (or as language learners), we have a choice between an accentual and a tonal analysis. There may be certain diagnostics that will tip the balance to either an accentual or a tonal analysis, and these need to be made explicit. More work is called for in this area.

An accentual approach is favored when the distribution of accent falls squarely within a theory of accent placement that is independently needed for stress accent and other types of accentual languages. This, perhaps, inakes an accentual analysis of those languages in which the alleged accents need to be assigned to moras unu tesirable (cf. the case of Somali; Biber 1981; Hyman 1981; Banti 1988). Another diagnostic pointing 10 tones is the need to refer to flonting tones, on the assumption that the notion "floating accent" is suspect. Thirdly, it could be argued that tonal spreading processes inight suggest tone, but implementational mechanisms can also be held responsible for pitch extending over several syllables. A fourth potential way to discriminate between accent and /H/ tone would be to look at the details of phonetic implementation. One could conceivably argue that the phonetic pitch target of phonological categories like /H/ is more specifically defined than the pitch target of accents. Lastly, an accentual analysis could account
for cases in which we need rules that delete apparent accents in clash, or other rules that refer to accents, irrespective of their pitch or "tonal" correlates.

MicCawley (1978) suggested that in some cases one might want to say that a system is accentual first, and then becomes tonal in the course of the derivation. The question is, however, whether the tonal end of the derivation is still part of the phonology or part of the phonetic implementation.

In this section I have suggested that accentual systems should be "allowed" to have unaccented words or multiple accented words, or even both. This seems to imply that obligatoriness and culminsativity are not necessary properties of accent and that the case in which accents are buth obligatory and culminative is just one of four possibilities; see $\S 7$.

## 6 The case of Tokyo Japanese

Tokyo Japanese is a language that is often mentioned as a prime example of a pitch accent system, but differs from both Nubi and Somali, while apparently sharing properties with each. Every word is said to have high pitch, but, at the same time, sonve words are accented and others are non-accented. Let us first consider the basic facts; references to various types of anal yses are offered below.

In Tokyo Japanese, nouns have a specific pitch contour, which in some but not all cases involves LHL. In those words that have the full LHL pattern, the L occurs on the initial mora. This mora is followed by a high plateau, which may drop to low at some point. After the drop, remaining syllables are low. In some words the initial $L$ is missing, and in other words the final $L$. Thus we find the following patterns, taking trisyllabic nouns to illustrate the possibilities:
(10)
a. HLL
$\sigma \sigma \sigma$
inoti
'life'
b. LHL
$\sigma \sigma \sigma$
kokoro
'heart'
c. LHHL
$\sigma \sigma \sigma(-\sigma)$
atama
'head'
d. LHHH
$\sigma \sigma \sigma(-\sigma)$
sakana
'fish'

This system can be and has been analyzed in many different ways; here we will specifically focus on accounting for the difference between (10c) and (10d). For (10a)-(10c) we have three options; depend ing on which one is chosen, various approaches can be suggested for class (10d):
(11) (10a)-(10c)
(ii)
default accent /H/ to last $\sigma$ /H/ to last $\sigma$
(iii)
implementation implementation implementation

In (11a), the accent-cum-tone analysis, the (10d) case would be lexically unaccented. Since such words surface with an apparent $H$ tore throughout (except for the initial mora), one could consider assigning a default fiinal accent (11.i), which then triggers an H tone. This analysis encounters a problem, however. Words that have no lexical accent must be identifiable as such in the phonetic interpretation because there is a phonetic difference between (10c) and (10d). Roughly speaking,
( 10 c ) is LHH and (10d) is LHM, with the stem-final "H" in the latter not quite as high as the other Hs in both examples. The two types of ivords also have different effects on following words (or "accentual phrases") inside the Intermediate Phrase: (10c) causes downstep, (10d) does not; cf. Haraguchi (1988); Pierrehumbert and Beckman (1988); Gussenhoven (2004). Alternative (ii), which would use the H tone assignment rule in (12), resolves this issue, because it can be argued that a H tone on an accented syllable and a H tone on an unaccented syllable are interpreted differently (cf. (5a)):
(12) Assign / H/ to the first accent or, if there is no accent, to the fiinal syllable. ${ }^{15}$

The difference between (10c) and (10d) could also be described if the pitch properties of the latter class are entirely accounted for in terms of phonetic implementation (11.iii), since this system could respond to the presence us. absence of an accent.

In the second (tone-only) approach, (10d) should be accounted for by method (iii), since tnethod (ii), available in principle, would wrongly conflate ( 10 c ) and ( 10 d ), as there is no longer an accent to differentiate between them. Finally, in the third method, (11c) (accent only), both classes must be differentiated in the phonetic implementation: accent is interpreted as high pitch, while lack of accent is interpreted differently, although also in terms of elevated pitch.

I have briefly discussed three different approaches to a system such as that of Tokyo lapanese nouns, namely those mentioned in (11). All three approaches have been defended in the literature in one form or another. The tone accent approach (although oîten colled "pitch accent approach"), (L1a), comes closest to the analysis offered in McCawley (1968). Lexically, the language is accentual, but in the course of the derivation (presumably at the word level) tone is added, and from that point on the language is tonal. This approach was adopted as part of the autose $\xi_{j}$ mental analysis of languages like Japanese and other monomelodic systems (cf. Goldsmith 1976b; Haraguchij 1977, 1988). The tone-only approach, (11b), has been advocated by Meeussen (1972), Poser (1984), Pulleyblank (1986), Clark (1987), and Pierrehumbert and Beckman (1988). Lockurood (1983) is a clear representative of ( 11 c ), the pitch accent analysis.

To what extent do these linguists recognize the possibilities in (11), other than the one that they propose for Japanese, as valid for other languages? Clark (1988) rejects (11a) as a theoretical option, but claims that (11c) represents an independent possibility, alongside (11b). She makes a distinction between restricted tonal systems, i.e. (11b), and metrical pitch accent systems, i.e. (11c). The difference between the two types is clained to be that only metrical pitch accent systems have the characteristics that we also find in non-tonal accent languages with respect to accent location (e.g. influence of syllable weight) and other phonetic cues that occur as the manifestation of accent. In her restricted tonal languages, the alleged accent is simply a tone at every level of representation (Clark 1988: 52). An argument for analyzing Tokyo Japanese as tonal would be the fact that we have words like (LOd), distinct from ( 10 c ). In a tonal analysis, this difference is expected, since words do not have to have a tone. But in an accentual analysis,

[^584]prosodic boundaries. We can, if accents have high pitch, first assign [H] to accent and then do the actual inplementation. The same applies to boundaries; we can assign a $[\mathrm{H}]$ to the left boundary of a certain type of prosodic phrase. Strictly speaking, we only do this in order to make the inuplementation rules refer to only one type of entity (namely tonal entities, whether phonetic or phonological) instead of to three different types of entities (tones, accents, and boundaries). In any event, it would seem that the pitch profiles of Tokyo Japanese words do not require reference to word-level tones.

## 7 Accent and stress

A discussion of pitch accent systems forms part of the broader discussion of word prosodic systems. However, having made reference in the preceding sections to a view that recognizes both accent and stress as independent notions, this section will briefly discuss their properties and interaction.
We might entertain the idea that the alleged accents in Tokyo ]apanese are simply "narks" which are to be compared to syllable weight. If this comparison holds, we might refer to the accents as "diacritic weight marks" and in that case there is no reason for every word to have one such mark, just as languages that have a contrast between CV (light) and CVX (heavy) syllables typically do not necessarily demand that each word has a "heavy syllable." Nor, for that matter, do we expect words to have only one "accent," since words also can have more than one heavy syllable. This interpretation of "accents" explains the occurrence of unaccented words and multiple accented words in specific systems.
A problem with this approach is that weight diacritics have characteristics that are more reminiscent of "stress" than of heavy syllables, notably predictability. This can be illustrated by taking a closer look at the accentual system of Tokyo Japanese. See chapter 120: Japanese pitch accent, where it is shown that the Tokyo Japanese accent rule is very similar to the Latin-style English accent rule.

We now have a new problem. If the Tokyo Tapanese accents are like weight, (a) why is their distribution predictable by rule, and (b) why is the rule so similar to the typical "stress" placement rules? And why are there accentual systems in which accent is culninative and/or obligatory? To resolve these issues, van der Hulst (2009, 2010c) proposes to account for accent and "rhythm," which traditional metrical theories conflate in one representation, in two different modules. The accentual module accounts for the location of so-called primary accent or primary "stress" in systems where this location shows influence of lexical factors (exceptions, norphological classes, etc.), while the rhythmic module associates words with metrical structures. This separation of tasks allows a simpler version of the metrical system, which, as van der Hulst shows, cannot handle all varieties of primary accent locations in bounded systems and is simply not designed to deal with accent locations in unbounded systems.

The theory of accent that has been suggested is "liberal," in that accent is required neither to be culminative nor obligatory. While this allows four different kinds of pitch accentual systems, it might be argued that we now predict four kinds of nny sort of accent system, whatever the cues for accent. Focusing on the specific case of stress accent languages, Hyman (2009) argues that in such systems "stress" is always culminative and obligatory.
of accent) if, at the same time, cases in which accent is cued by non-distinctive duration or vowel quality are not analyzed as involving lexical specification of length or of non-distinctive vowel features?
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# 43 Extrametricality and Non-finality 

Brett Hyde

## 1 Introduction

Extrametricality and non-finality are often treated as two lerms that refer to the same principle of final stress avoidance, the former being implemented in a rule-based framework and the latter being implemented in a constraint-based framework. The labels and native framewrorks of the two approaches, however, do not constitute the full extent of their differences. As Prince and Smolensky (1593) explain, extrametricality focuses on the parsability of prosodic constifuents, while nonfina lity focuses on the position of stress peaks. Extrametricality is concerned primarily with dominance relations, and non-finality is concerned primarily with prominence relations.

Liberman and Prince (1977) introduced extrametricality in their foundational work on inetrical stress theory to capture the apparent exclusion of certain English suffixes from the domain of stress rules. ${ }^{1}$ Recognizing the potentially wide range of applications, Hayes (1980) proposed the general formulation for extrametricality rules in (1), where the initial or final constituent of a particular domain is designated as extrametrical.
(1)

$$
C \rightarrow\left[+ \text { extrametrical] } /\left\{\begin{array}{l}
-l_{0} \\
n[-
\end{array}\right\}\right.
$$

The result of extrametricality is essentially invisibility to the application of subsequent rules. When a constituent is designated as extrametrical, it is excluded from the domain of rules that might incorporate it into higher levels of prosodic structure. An extrametrical segment cannot be associated with a mora; for example, an extrametrical syllable cannot be footed, and an extrametrical foot cannot be included in a prosodic word.

[^585]As part of his general approach, Hayes proposed four restrictions on extrametricality. The first, constituency, ensures that only constituents - segments, syllables, feet, affixes, and so on - can be designated as extrametrical. Peripherality restricts extrametrical constituents to the edges of a domain, while edge markedness prefers that they occur at the right edge. Finally, non-exhmustivity ensures that extrametricality cannot exhaust the domain of a rule, preventing it from applying altogether.

Prince and Smolensky (1993) incorporated similar restrictions into non-finality when they presented it as a replacement for extrametricality as part of their initial work on Optima lity Theory. As (2) indicates, non-finality only applies at the edge of a domain (peripherality), and it only applies at the right edge in particular (edge markedness). The stress peaks that must avoid the right edge are prosodic categories (constituency) that are the heads of larger categories.

## (2) Head-based non-finality

No head CatI of a Cat2 occurs in final position in Cat3 (where CatI, Cat2, and Cat3 are prosodic categories).

The effect of non-finality constraints is to prevent prominent categories - the heads that represent stress peaks - from occur ring at the right edge of a domain. Nonfinality might prevent the head moras of syllables from occurring at the right edges of feet, for example, or head syllables of feet from occurring at the right edge of a prosodic word.

Although it is usually a simple matter to distinguish non-finality from extrametricality, some approaches do exhibit characteristics of both. This is especially true of approaches that target relationships between final constituents and entries on the metrical grid, the classical device for representing stress patterns (see chalter 41: the representation of ivord sitress). As (3) indicates, the nonfmality constraints of Hyde (2003) prohibit stress peaks - grid entries - in final position, but they specify a particular final constituent that stress must avoid.

## (3) Grid-based non-finality

No Cat1-level grid entry occurs over the final Cat2 of Cat3 (where CatI, Cat2, and Cat3 are prosudic categories).

Under the grid-based approach, a non-finality constraint might prevent foot-level grid entries (secondary stress) from occurring over the final mora of a foot, for example, or prosedic word-level entries (primary stress) from occurring over the final foot of a prosodic word.

The grid-based non-finality approach is like the head-based approach, then, in that it focuses on stress peaks, but it is similar to an extrametricality approach in that it excludes a particular final element from associating with some structure (in this case, certain levels of the metrical grid). A similar mjxture of characteristics can be found in approaches that are typically considered extrametricality approaches. Since the griti-based account of Prince (1983) lacked feet, for example, the effect of extrametricality was to prevent syllables from mapping to the metrical grid - in other words, from associating with a stress peak - rather than to prevent thent from being footed.
from left to right. With the final syllable extrametrical, the last two syllables in an even-parity form cannot form an iambic $f$ ont, so the expected final stress fails to appear. The difference between the two languages would be that Aguaruna tolerates degenerate feet - and can parse the penult as a degenerate foot after iambic footing is no longer possible - but Clwetaw does not. Since Aguaruna can parse the penultimate syllable as a degenerate foot, as (6) illustrates, the expected final stress shifts to the penult.
(6) Aguarum extrametricality amalysis

$$
\begin{aligned}
& \text { extrametricality parsing } \\
& \text { i.tyi.na.ka } \rightarrow \text { i.ti.na(ka) } \quad \rightarrow \text { (i.'ti) (na) (ka〉 }
\end{aligned}
$$

Since Choctaw cannot parse the penult as a degenerate foot, however, as (7) illustrates, the expected final stress is absent altogether.
(7) Choctare extrametricality analysis

$$
\text { ti.pi.sa.li } \rightarrow \text { extrametricality } \rightarrow \quad \text { parsing }
$$

For additional, and more detailed, extrametricality analyses of final stress avoidance, see Halle and Vergnaud (1987) and Hayes (1995).

A non-finality approach produces the same patterns, although a bit more directly, simply by prohibiting stress at the right edge of the word. Head-based nonfinality, where heads represent stress, prohibits the head syllable of a foot frorn occurring in final position. Grid-based non-finality, where gr udentries represent stress, prohibits a foot-level gridmark from occurring over the final syllable. In either case, prohibiting final stress effectively prohibits a final iambic foot.

The difference between Aguaruna and Choctaw is in the options that they eniploy to avoid a final iamb. As (8) illustrates, Aguaruna employs a final trochaic foot, shifting the expected final stress to the penult. Notice that the non-finality analysis does not necessarily require underparsing like the extrametricality analysis. (In (8) and examples throughout, the expression " $\mathrm{X} \gg \gamma^{\prime}$ " indicates that X is more harmonic than $Y$ or that some constraint, in this case non-finality, prefers $X$ to $Y$.)
(8) Aguaruna non-finality analysis
non-finality
(i.'ti)(na.ka) $\quad>\quad$ (i.' $\quad$ (fi)(na, ka)

In contrast, as (9) illustrates, Choctaw prefers to leave its final two syllables unparsed in order to avoid a final iamb. ${ }^{3}$
(9) Choctaw non-finality analysis

$$
\text { (ti.' } \mathrm{pi} \text { ) sa.Ii } \stackrel{\text { non-finality }}{\gg}(\text { tfi.'pi)(sa.'Ii) }
$$

[^586]See Hyde (2002, 2003) for more detailed grid-based non-finality analyses of final stress avoidance, and McCarthy and Prince (1993) and Kenstowicz (1995) for more detailed head-based non-finality analyses.

In this section, then, we have seen that extrametricality and non-finality provide equally effective analyses for the avoidance of stress on final syllables. Both approaches account for cases where a binary stress pattern is perturbed at the right edge, whether the final stress arrives early or is absent altogether.

## 3 Final feet

Another important use of extrametricality and non-finality has been to prevent primary stress from occurring over a word-final foot. In the clearest examples of the phenomenon, the primary stress is the pemultinate stress, the presence of a secondary stress further to the right being the clearest indication that there is a final foot that primary stress might have occupied.

Consider Banawá (Buller et al. 1993; Everett 1996, 1997) and Paumari (Everett 2003). In Banawá, consonant-initial words have a trochaic pattern, and vowelinitial words have an iantbic pattern. In both the trochaic pattern and the iambic pattern, however, the primary stress is the penultimate stress. The secondary stress that follows indicates that there is a final foot that primary stress might have occupied if it had been drawn as far to the right as possible.
(10) Primary stress in Banazún
a. a'bari,ko 'moon'
b. ,metu'wasi,ma 'find them'
c. ,tina'rifa,bune 'you are going to work'

The primary stress is also the penultimate stress in the consistently iambic Paumari, indicating the presence of a final foot that prinary stress has avoided.
(11) Primary stress in Pammari
a. ka'bala, ki 'to get rained on'
b. ,aha'kaba,ra 'dew'
c. $\mathrm{a}, \mathrm{t}^{\text {h }}$ ana'rari,ki 'sticky consistency'
d. bi,kana, t'ara'ravi,ni 'to cave in, to fall apart quickly'

It is a relatively simple matter to produce the Banawá and Paumari patterns with either extranetricality or non-finality. In the extrametricality approach, a wordfinal foot is designated as extrametrical, excluding it front the prosodic word. As (12) illustrates, when a right-headed prosodic word is constructed, it positions the primary stress over the penultimate foot, rather than the final.

$$
\begin{equation*}
\text { extramelricality } \quad \text { word layer } \tag{12}
\end{equation*}
$$



The non-finality approach produces a similar result, although it does not require that final feet be excluded from the prosodic word. Head-based non-finality avoids primary stress on final feet by prohibiting head feet from occurring in final position. Grid-based non-finality prohibits a prosodic word-level gridmark from occupying the final foot.

$$
\begin{gather*}
\binom{\text { non-finality }}{(x \quad)(x \quad)(x)}\left(\begin{array}{l}
(x)(x)(x)
\end{array}\right)  \tag{13}\\
\text { ti na ri fa bu ne } \gg \text { ti na ri fa bu ne }
\end{gather*}
$$

In either case, the primary stress and the foot associated with it are pushed back from the right edge. As a result the primary stress is the penultimate stress, and the associated foot the penultimate foot.
It should be noted at this point that many of the examples cited in the literature on prinnary stress avoiding final feet are not as compelling as those discussed above. Hayes (1995) presents several languages as potential examples of foot extrametricality: Bedouin Arabic (Blanc 1970), Cayuga (Chafe 1977; Foster 1982; Michelson 1988), Delaware (Coddard 1979, 1982), Eastern Ojibwa (Piggott 1980, 1983), and Palestinian Arabic (Kenstowicz and Abdul-Karim 1980); Kenstowicz 1983). McCarthy (2003) points out, however, that these are not especially clear cases, because no secondary stress has been reported in a position asseciated with the supposed extrametrical foot. While McCartliy's point overreaches a bit - Piggott (1983) reports post-tonic secondary stresses in Ojibwa, and patterns of reduction and non-reduction suggest post-tonic feet in Delaware - it is true of many of the traditional examples. As Banawá and Paunari demonstrate, however, the avoidance of stress on final feet is still one of the important functions perforned by extrametricality and non-finality.

## 4 Final moras

The avoidance of final moras can make stress sensitive to the weight of syllables generally or to the weight of domain-final syllables (see CHAPTER 57: UANTITYsensitivitx). As we shall see below, non-finality offers a relatively straightforward analysis in such cases. $\S 4.1$ demonstrates how avoidance of syllable-final moras promotes general weight-sensitivity, $\S 4.2$ how avoidance of prosodic word-final moras promotes sensitivity to the weight of prosodic word-fital syllables, and $\S 4.3$ how avoidance of foot-final inoras pronzotes rhythunic lengthening. $\$ 4.4$ examines the difficulties confronting extrametricality analyses.

### 4.1 General zueight-sensitivity

A fairly comemon type of weight-sensitivity is the type where stress avoids light syllables. It has been addressed, for example, using the Obligatory Branching Parameter (Hayes 1980) of classical metrical theory and the Peak-Prominence (Prince and Smolensky 1993) and Stress-ro-Weight (Hammond and Dupoux 1996; Lorentz 1996) constraints of Optinality Theory. As Hyde (2006, 2007b) deınonstrates,

Similarly, the Aguacatec pattern would emerge when non-finality in the syllable takes precedence over rightward orientation.

Moraic non-finality constraints applied to the syllable domain, then, have the same effect as Obligatory Branching, Peak-Prominence and Stress-T@-Weight. One point that favors the ron-finality approach over the others is that nonfinality constraints are motivated by their usefulness in a much wider range of contexts - the avoidance of stress on final syllables (\$2) and feet (§3), for example - many of which have nothing to do with syllable weight.

### 4.2 Weight-sensitivity in zoord-final syllables

In this section, we examine the situation where stress is sensitive to the weight of prosodic word-final syllables only. To make stress sensitive to the weight of prosodic word-final syllables, all that is necessary is to require that prosodic wrordfïnal moras be stressless. When word-final moras cannot be stressed, stress can occupy a heavy final syllable, but it cannot occupy a light final syllable.

One situation where stress is sensitive to the weight of prosodic word-fitual syllables only arises in syllabic trochee systenns. Consider the case of Wergaia (Hercus 1986), where heavy syllables are syllables with long vowels (typically limited to initial position), syllables with diphthongs (limited to initial or final position), and closed syllables. As (17) :llustrates, Wergaia stress is largely weight-insensitive. It falls automatically on every odd-numbered syllable counting from the left, except the final syllable. Stress falls on final syllables only if they are odd-numbered and heavy, as in (17f) and ( 17 g ). It avoids final syllables if they are light, as in (17d) and (17e).
(17) Avoidance of final light syllables in Wergaia

| a. 'LL | 'wuru | 'mouth' |
| :---: | :---: | :---: |
| b. 'HL | 'ıja:ri | 'oak tree' |
| c. 'LH | 'ıyaratı | 'vvild turkey' |
| d. 'HLL | 'ma:bila | 'to tell lies' |
| e. 'LHL | 'dagut)ga | 'to punch someone' |
| f. 'LL, H | 'buna,dug | 'broad-leaved mallee' |
| g. 'LLH | 'waлa,gai | 'calfish' |
| h. 'LL, LL | 'buna,mala | 'finc-leaved mallee' |
| 'LL, LH | 'wureg, wuran | 'speaking together, gabbing' |

In Hyde's (2007b) grid-based non-finality approach, the Wergaia pattern enterges when it is more important that foot-level gridmarks avoid prosodic word-final moras than it is that feet contain a stressed syllable. When the final syllable of an odd-parity form is light, stress cannot occur on the final syllable without occurring on the final mora, so the final foot emerges without a stress, as in (18).
(18) Moraic non-finality preferences in the prosodic word


When the final syllable is heavy, however, stress can occupy the final syllable without occupying the final mora, so the final foot emerges with a stress, as in (19).
$\left(\begin{array}{cc}x & )(x\end{array}\right)$
$\mu \quad \mu \quad \mu \mu$
wa. na. gai

The same result can be produced in a nore standard structural framework when non-finality in the prosodic word takes precedence over the constraints that require syllables to be parsed into feet. Odd-parity fornes with a light final syllable would emerge with the final syllable unparsed and stressless. Odd-parity forms with a heavy final syllable would emerge with the final syllable parsed and stressed. The result can also be produced with head-based non-finality by prohibiting the head mora of a foot from being final in the prosodic word. ${ }^{5}$

### 4.3 Rhythmic lengthening

Non-finality can be used not only as a simple detector of syllable weight - the use focused on in $\$ 4.1$ and $\S 4.2$ - but also as a trigger to increment syllable weight. When stress would fall on an underlyingly light syllable, non-finality can force the syllable to become heavy on the surface. Rhythmic lengthening is an example of this effect. It results from avoidance of stress on foot-final moras or syllablefinal moras.

There are two types of rhythmic lengthening: iambic lengthening and trochaic lengthening. The former adds a mora to the stressed syllable of an iamb; the latter adds a mora to the stressed syllable of a trochee. The iambic type appears to occur more frequently than the trochaic type (Hayes 1985, 1987, 1995; Kager 1993; chapter 44: the lambic-trochaic law), but both are well attested. Iambic lengthening can be found in Carib (Hoff 1968), for example. As (20) illustrates, Carib lengthens even-numbered syllables counting from the left, but not the firial syllable, producing a fairly typical iambic pattern.

## (20) Lambic lengthening in Carib

| a. tonoro | $\rightarrow$ tono:ro | 'large bir'd' |
| :--- | :--- | :--- | :--- |
| b. kurijara | $\rightarrow$ kuri:jara | 'canoe' |
| c. woturoporo | $\rightarrow$ wotu:ropo:ro | 'cause to ask' |
| d. woturopotake | $\rightarrow$ wotu:ropo:take | 'I shall ask' |

Trochaic lengthening can be found in Chimalapa Zoque (Knudson 1975), a dual stress language based on trochaic footing. In Chimal.apa Zoque, stress occurs on the initial syllable and the penult, with the stress on the penult being primary. As (21) illustrates, every stressed syllable nust be heavy on the surface. When an underlyingly light syllable is stressed, the syllable is made heavy by lengthening its vowel.

[^587]a. Final CV
i. Preceding consonant stray

$\left(\begin{array}{cc}x & ) \\ H & \mu\end{array}\langle\langle-1\rangle\right.$
[CV] [CV] CV
ü. Preceding consonant as coda

| $\begin{aligned} & \left(\begin{array}{cc} x & ) \\ \mu & \mu\langle\mu\rangle \\ {[C V][C V C] V} \end{array}\right. \end{aligned}$ |
| :---: |
|  |  |
|  |  |

b. Final CVC


Hayes does not actually consider this second option and, therefore, does not reject it explicitly. Its rejection is implied, however, by his assumption that extrametricality never prevents syllabification. Unfortunately, he only justifies the assumption as it relates to extrametrical consonants, but there do seem to be good reasons for applying it to extrametrical moras as well.

The analysis presents some fairly obvious problems in CV-final words. When the final mora and its associated vowel remain unsyllabified, there are essentially two options for dealing with any consonants that would otherwise be part of the final vorvel's onset. First, they might be left stray, as in (25a.i), in which case they would be subject to Stray Erasure and deleted (see \$6.3). The result would be a language where final CVC and CVV sequences are preserved and their vowels stressed but F̈nal CV sequences have their consonants deleted and their vowels left stressless. To my knowledge, such an outconte is unattested. Second, preceding consonants might be incorporated into the preceding syllable as a ooda, as in (25a.ii). The result would be a language where final CVV and CVC sequences always have their consonants syllabified as onsets and their vowels stressed but final CV sequences always have their consonants syllabified as codas and their vowels left stressless. To my knowledge, this outcome is also unattested. ${ }^{6}$

There is an additional, primarily theoretical, reason for rejecting extrasyllabic moras, not only in the particular situation under consideration, but in all situations. Moras are unique in that the primary motivation for including them in the prosodic hierarchy in the first place is to provide an effective representation of syllable weight, a function that cannot be performed outside the syllable.

Neither of the options thent might be used to achieve the desired results under an extrametricality approach, then, appears to be viable.

## 5 Final consonants

Evolved from proposals by Mohanan (1979) and Hayes (1980), traditional consonant extrametricality rules prevent word-final consonants from having moraic status and, therefore, from contributing to the weight of final syllables. The result is that final syllables that end in a consonant are lighter than we would otherwise

[^588]expect. As (26) illustrates, final CV and CVV are unaffected. Final CVC, CVVC, and CVCC, however, are all lighter than they would be otherwise. Final CVC, nornally bimoraic, emerges as monomoraic and counts as light. Final CVVC and CVCC, normally trimoraic, emerge as bimoraic and count as heavy.

## Weight contrasts under consonant extrametricality

a. Light syllables

i. \begin{tabular}{c}
$\mu$ <br>
$C V$

$\quad$ ii. 

$\mu$ <br>
$C V\langle C\rangle$
\end{tabular}

b. Heavy syllables
i. $\quad \mu \mu$
i. $\begin{gathered}\mu \mu \\ C V V\langle C\rangle\end{gathered}$ iii. $\left.\begin{array}{c}\mu \mu \\ C V C\end{array} C\right\rangle$

Among the languages that have been argued to exhibit consonant extrametricality are English (Hayes 1982), various dialects of Arabic (McCarthy 1979; Hayes 1995), Ancient Greek (Steriade 1988), Spanish (Harris 1983), and Estonian (Hint 1973; Prince 1980). Exaınples from Estonian are provided in (27),

Final syllables in Estonian
a. 'kava,latt 'cunning'
b. 'pahemait 'worse (rart rl)'
c. 'pimestav 'blinding'
d. 'pintes,tavale 'blinding (IlL SG)'

Like Wergaia, Estonian automatically stresses every odd-numbered syllable except the final syllable. Final syllables are stressed only if they are heavy, as in (27a) and (27b). When a final syllable is light, as in (27c) and (27d), it is unstressed. Since final CVV, CVVC, and CVCC are always stressed, they must pattern together in counting as heavy. Since final CV and CVC are always stressless, they must pattern together in counting as light. This is exactly the division predicted by consonant extrametricality.

Since moras are not stress peaks, non-finality cannot directly prohibit noras from associating with final consonants. Non-finality can only affect a final consonant's moraic status by referring to a stress peak that coincides with moras. The success of a non-finality approach, however, depends crucially on the representation of stress peaks. Under head-based non-finality, no stress peak coincides with moras generally. A mora coincides with a stress peak only if it is a head inora, and banning head noras from final position does not ban all moras. ${ }^{7}$ In contrast,

[^589]assuming that moras map to the base-level of the grid, there are stress peaks that coincide with moras generally under grid-based non-finality. By prohibiting base-level gridınarks from occurring over prosodic-word final consonants, nonfinality can prevent firtal consonants from associating with moras.

To illustrate, when it is more important for final consonants to avoid associating with base-level gridmarks than it is for coda consonants to be moraic, final consenants will give up their moraic status to avoid associating with base-level gridmarks. Final CVC syllables enverge as monomoraic and light, and final CVVC and CVCC syllables emerge as bimoraic and heavy, resulting in the same weight distinctions among final syllables as those created by consonant extrametricality.
(28) Consonantal non-finality preferences

| a. | $x$ |  | $\times \mathrm{x}$ |
| :---: | :---: | :---: | :---: |
|  | $\stackrel{\mu}{\mathrm{CVC}}$ | >> | $\stackrel{\mu \mu}{C V C}$ |
| b. | x $x$ |  | $x \times x$ |
|  | $\begin{gathered} \mu \mu \\ \text { CVVC } \end{gathered}$ | >> | $\begin{gathered} \quad \mu^{\mu} \mu \\ \text { CVC } \end{gathered}$ |

c. $\mathrm{xx} x \times x$
$\stackrel{\mu \mathrm{H}}{\mathrm{HVCC}} \stackrel{+1 \mu \mu}{\text { CVCC }}$

Given its parsability focus, then, the extrametricality analysis is the most straightforward for cases like Estonian. Since it makes firnal consonants invisible to the process of mora assignment, consonant extrametricality produces the desired weight distinctions in a fairly direct fashion. While it is alse possible to provide a nonfinality analysis, it is only possible to do so with a grid-based approach.

For additional discussion of this and other issues concerning final consonants, see Cilatter 3f: final. consonants.

## 6 The classic arguments

We turn now to some of the classic arguments marshaled in support of extrametricality and briefly consider whether or not they also provide support for non-finality. Below we consider three of extrametricality's traditional uses: establishing trisyllabic stress windows, helping to capture generalizations about the stress patteris of different lexical classes, and helping to provide a general account of the deletion of unsyllabifiable segments.

### 6.1 Eliminating ternary foot templates

In many languages, a word's final three syllables form a domain that is crucial in creating the appropriate stress pattern. The most direct option for creating such a domain - establishing it with a trisyllabic foot - has the disadvantage of making
it necessary to expand the foot inventory beyond the well-motivated binary templates to include less well-motivated ternary templates. As Hayes (1980) demonstrates, a less direct extrametricality approach allows us to maintain the snaller inventory. It allows the theory to create trisyllabic windows using a binary foot followed by an unparsed syllable.

Consider the stress pattern of Latin. In Latin words of at least three syllables, stress falls on either the antepenult or penult, depending on the weight of the latter. If the penult is heavy, it is stressed; otherwise, the antepenult is stressed.

Trisyllabic stress window in Latin
a. L'HH a'mi:kus 'friend (NOM SG MASC)'
b. LH'HH mone:'ba:mus 'warn (1pi. imperf indic act)'
c. L'LLH ko'mitium 'the election site in the forum (nom SG)'
d. L'HLH do'mestikus 'domestic (nom sc masc)'

Without extrametricality, the Latin pattern requires the quantity-sensitive ternary template ( ${ }^{\prime} \mathrm{L} \sigma$ ) to establish the appropriate trisyllabic domain at the right edge. When the penult is light, the template is used to construct a ternary foot at the right edge of the word, resulting in antepenultinate stress. When the penult is heavy, however, the template allows only a bincory foot, resulting in penultinate stress.

Ternary foot analysis

$$
\begin{array}{lll} 
& \text { parsing }  \tag{30}\\
\text { a. do.mes.ti.kus } & \rightarrow \text { do('mes.ti.kus) } \\
\text { b. nıo.ne:.ba:.mus } \rightarrow \text { mo.ne:('ba:.nıus) }
\end{array}
$$

Extrametricality makes the ternary template unnecessary, allowing the trisyllabic domain to be formed with an unparsed syllable and a maximally disyllabic foot. The unparsed syllable is the result of syllable extrametricality. The maximally disyllabic foot is produced with the quantity-sensitive template ( $\bar{i} \mathrm{~L}$ ). If the penult is light, as in (31a), the template allows for a disyllabic foot at the right edge. In combination with the extrametrical syllable, the result is stress on the antepenult. If the penult is heavy, however, as in (31b), the template only allows for a monosyllabic foot, resulting in stress on the penult.

## (31) Extrametricality analysis



As Prince and Smolensky (1993) demonstrate, a head-based non-finality approach can also construct trisyllabic domains from a binary foot and an unparsed syllable. When it is more innportant for the luead front to avoiet final position than it is for the head foot to occur as far to the right as possible, the desired pattern emerges.

Head-based non-finality analysis

| non-finality |  |  |  |
| :--- | :--- | :---: | :---: |
| a. do('mes.ti)kus $\gg$ do.nes('ti.kus) |  |  |  |
| b. mo.nes('ba:) mus $\gg$ mo.ner.bar('mus) |  |  |  |

With the head foot pushed back from the right edge by non-finality, a disyllabic foot positions stress on the antepenult when the penult is light, and a monosyllabic foot positions it on the penult when the penult is heavy.

In the case of Latin, extrametricality and head-based nom-fiinality have a very similar effect. They both result in the final syllable being left unparsed. The similarity arises because the stress peak that must avoid final position in the non-finality analysis happens to be a foot, the head foot of the prosodic word. If the head foot inust be the rightnont foot but cannot be final, then the final syllable must remain unfooted, the very situation demanded when a final syllable is made extrametrical.

Two points should be kept in mind, however. The first is that grid-based nonfinality is unable to produce this same result. Since stress peaks do not double as prosodic constituents, grid-based non-finality cannot require that final syllables renain unfooted.. ${ }^{8}$ Second, as Hyde (2008) points out, even head-based norfïnality does not offer a general approach to trisyllabic stress windows. It is unable to produce the stress window of Macedonian (Comrie 1976), for example. An alignment-based analysis actually provides a more successful general approach.

For a discussion of ternary stress intervals more generally, not just those limited to word edges, see CHAPTER 32 IERNARY RHYTHM.

### 6.2 Similarities between lexical classes

In many languages, one class of lexical itens exhibits one stress pattern, while a different class exhibits a slightly different pattern. In many cases, the difference can be reduced to an extrametricality effect that one class exhibits and the other does not. Once the extrametricality effect is recognized, the similarities between the patterns become apparent, and it is possible to address both with a more unified approach. English (Hayes 1982), Spanish (Harris 1983), and Yawelmani (Archangeli 1984) are among the languages where extrametricality has played an important role in this context. English is used to illustrate below.

At first glance, English verbs and nouns seem to have very different stress patterns. In verbs, the position of stress depends on the shape of the final syllable. If the ultima is CVV, CVVC, or CVCC, the ultinna is stressed. If the ultima is CV or CVC, the penult is stressed.

[^590](33) English verbs
o'bey de'velop
a'tone as'tonish
tor'ment
In nouns, the position of stress depends on the weight of the penult. If the penult is heavy, stress appears on the penult. Otherwise, it appears on the antepenult.?

English nouns
a'genda A'merica
e'litist 'discipline
Ari'zona 'labyrinth
As Hayes (1982) demonstrates, the difference between verbs and nouns is that they show the effects of two different types of extrametricality. The verb pattern is influenced by consonant extrannetricality, the evidence being the characteristic weight distinctions among final syllables (see §5). The noun pattern is influenced by syllable extrametricality, the evidence being the presence of a trisyllabic stress window (see §6.1).

Once we allow for the two different types of extrametricality, the correct patterns emerge for both verbs and nouns when we use the quantity-sensitive binary template ( $\sigma \mathrm{L}$ ) to construct a foot at the right edge. In verbs, the ( $\sigma$ L) template positions stress on the penult when the ultima emerges as light, once the effects of consonant extrametricality have been taken into account. It positions stress on the ultima when the ultima emerges as heavy.
(35) English verbs and consonant extrametricality
a.

b.

$$
\begin{aligned}
& \mu \mu \underset{\mu \mu}{\mu} \rightarrow \underset{\mu \mu}{\mu \mu} \\
& \text { tor } \cdot \operatorname{men}\langle 1\rangle \text { tor } \cdot \operatorname{men}\langle 1\rangle
\end{aligned}
$$

Once syllable extrametricality excludes final syllables from the foot layer in nouns, the same (ó L ) template positions stress on the antepenult when the penult is light. It positions stress on the penult when the penult is heavy.

English nowns and syllable extrametricality
a. A.me.ri $(c a\rangle \xrightarrow{\rightarrow} \stackrel{(x}{x})$
b.

$$
\begin{array}{lll} 
& \rightarrow & (x) \\
\text { a.gen }\langle\mathrm{da}\rangle & & \text { a.gen }\langle\mathrm{da}\rangle
\end{array}
$$

[^591]Extrametricality, then, allows us to extract the aspects of the English verb and noun patterns that differ, in order to capture the similarities in a single general stress rule. The analysis consists of tivo independently motivated extranetricality rules, the source of the differences, and a single, general stress rule, the source of the similarities. If extrametricality were unavailable, we would be forced to incorporate its effects directly into separate stress rules for verbs and nouns, making both that much more complicated and obscuring the similarities between the patterns.

It is not a straightforward matter to reproduce the extrametricality analysis in this case with a non-finality analysis. As mentioned in $\$ 6.1$, head-based nonfinality can produce the type of stress window found in Latin and in English nouns, but grid-based non-finality cannot. As mentioned in $\$ 5$, however, grid-based nonfinality can reproduce the consonant extrametricality effect seen in English verbs, but head-based non-finality cannot. Although non-finality could, in principle, help to capture similarities between the stress patterns of different lexical classes, then, its success depends very much on the facts of the particular case.

### 6.3 Licensing segments

Itô (1986) puts extrametricality to a use that is quite different from those discussed thus far. In the types of effects discussed above, extrametricality makes a domain-final constituent invisible to rules that create prosodic structure. Itô, however, uses extrametricality to make domain-final segments invisible to Stray Erasure (Harris 1983), a rule that deletes unsyllabified segments. The result is a theory of syllabification that relies on general, rather than idiosyncratic, deletion rules.

As a simple illustration, consider deletions that occur as part of the syllabification process in Diola Fogny (Sapir 1965). Diola prefers not to syllabify obstruents as codas. As seen in (37a)-(37c), a medial obstruent that would otherwise be syllabified as a coda ends up being deleted instead. The preference to avoid obstruent codas seems to be thwarted at the right edge of the word, however, as seen in (37d). Final obstruents are not deleted, even though they cannot be syllabified as anything other than a coda.

## (37) Obstruent deletion in Dioln Fogny

a. letkufaw $\rightarrow$ lekujaw 'they won't go'
b. ujukja $\rightarrow$ ujuja 'if you see'
c. kobkoben $\rightarrow$ kokoben 'yearn, long for'
d. kurilak $\rightarrow$ kurilak 'the children'

Extrametricality accounts for the different treatment of final and medial obstruents. In the lexical phonology, Diola's coda condition prevents obstruents from being syllabified if they would syllabify as codas. Stray Erasure then deletes any segment that remains unsyllabified and has not been designated as extranetrical. Since medial consonants cannot be designated as extrametrical - due to the Peripherality restriction - medial obstruents that fail to syllabify are always deleted, as in (38a). Since final consonants can be designated as extrametrical, horvever, final obstruents are invisible to Stray Erasure and escape deletion, as in (38b), even
syllables often have a longer rhyme might make them seem more compatible with final lengthening．The fact that intensity declines in the rhyme under phonetic final lengthening but increases under stress，however，suggests that this is really not the case．The increased intensity in the rhyme and the strengthening of the onset makes stress more compatible with initial lengthening．

Based on a parallel phenomenon in music（Cabrielsson 1987，1993），Hyde （2009）suggests that different types of tempo changes at prosodic boundaries might account for the different characteristics of initial and final lengthening．Initial length－ ening is the result of a strong attack and acceleration to nedial tempo，while final lengthening is the result of a deceleration from medial tempo．An initial acceler－ ation results in strengthening of initial segments and increased intensity in initial syllables，characteristics consistent with stress．A final deceleration results in declining intensity in final rhymes，a characteristic consistent with stresslessness．

## 7．2 Stress typologies

The second line of evidence against initial extrametricality and＂non－initiality＂is that they result in a decline in the accuracy of typological predictions（Hyde 2002；Altshuler 2009）．Consider，for example，the ianbic patterns of Aguaruna and Choctaw，discussed in \＄2．They emerge when rightward binary alternation of unstressed and stressed syllables is perturbed at the right edge of even－parity forms in order to avoid final stress．Aguaruna avoids final stress by shifting it one syl－ lable to the left，and Choctaw avoids it simply by not assigning it．

| a． | Unattested ớx́tóso ớớ̛ớo | b． | Aguaruna oướớo <br>  |
| :---: | :---: | :---: | :---: |
| c． | Unattested ののб́のণ́の dócrércuóos | d． | Choctazo oúơớo ớơóơóo |

Although the trochaic mirror linages of these patterns are both unattested，they would be predicted to occur if leftward binary alternation of unstressed and stressed syllables could be perturbed at the left edge in order to avoid initial stress．

Among the attested binary patterns in general，final stress avoidance is often a reason to perturb binary alternation，but initial stress avoidance is not． Including a principle of initial stress avoidance in the grammar，then，would only result in the prediction of unattested patterns．

The only requirement for initial syllables that produces attested patterns is a requirement that initial sylables be stressed．For example，in the trochaic Passamaquoddy（LeSourd 1993）and Carawa（Furby 1974）patterns，an initial stress requirement perturbs leftward binary alternation at the left edge．

## a．Passamaquoddy <br> Góógóo <br> ároćsoíro

c．Garatua
óのо́ণó́a
óacítoúóa

d．Unattested
のóণớのó
đớ̛ớช̛ớ

Not coincidentally, given the repulsion of stress by final syllables, the iambic mirror images of these patterns are both unattested.

Both final stresslessness and initial stress, then - the two aspects of the asymmetry suggested by the phonetic and rhythmic considerations discussed above - are confirmed by the typology of binary stress patterns.

### 7.3 Potential counterexamples

While the vast majority of extrametricality and non-finality effects have been found at the right edges of prosodic domains, a few languages have been argred to exhibit extrametricality effects at the left edge. In most such cases, however, alternative analyses are readily available.

Halle and Vergnaud (1987), for example, attribute the unstressability of initial vowels in Western Aranda to initial segment extrametricality. Subsequent research, however, has resulted in a number of alternative analyses of Western Aranda and similar languages, analyses that do not require initial extrametricality or noninitiality. Typically, they require the left edge of an appropriate prosodic structure to align with a consonant, preventing initial vowels from being included in that structure and, therefore, from being stressed. In Goedemans (1996), for example, the left edges of feet must align with a consonant. This prevents the initial vowel from being frooted and, therefore, from being stressed. In Hyde (2007a), it is the left edges of head syllables that must align with a consonant; in Downing (1998), it is the left edges of prosodic words. Smith's (2002) approach simply requires stressed syllables to have onsets.

As a second example, in the stress patterns of Winnebago (Miner 1979; Hale and White Eagle 1980) and Kashaya (Oswalt 1961, 1988; Buckley 1992) the primary stress in a form is the leftmost stress, but it typically does not appear until the third syllable. Since this ternary interval is characteristic of both even- and oddparity forms, the most straightforward analysis is to establish a trisyllabic stress window at the left edge of the word. An initial extrannetricality approach could establish the stress window by making the initial syllable extrametrical and then constructing a maximally disyllabic foot just to the right of the initial syllable. This is not necessarily strong evidence for initial extranetricality, however. As nentioned in $\S 6.1$, there are alternative approaches to trisyllabic stress windows in the literature, some of them addressing a greater variety of windows than is possible with extrametricality.

## 8 Summary

Extrametricality and non-finality have much in common. Both deal with peripheral positions in a domain, both deal primarily with the right edge of the domain, and both often result in final stresslessness. An important difference, however, is that extrametricality focuses on constituent parsability, while non-finality focuses on the position of stress peaks. Exirametricality rules typically prevent some domain-final constituent from being parsed into higher prosodic structure; non-finality constraints typically prevent a stress peak from occurring in some domain-final position. While they have been used to address many of the same phenomena, the difference in focus ensures that they do not address all types with equal success.

In §2 and §3, we saw that extrametricality and non-finality provide equally effective analyses of situations where stress avoids larger final constituents like syllables and feet. In situations where stress is avoided on final syllables, an expected final stress either arrives early or is absent altagether. An extranetricality analysis achieves the desired effect by excluding the final syllable from the foot layer, a non-finality analysis by prohibiting head syllables in final position or by prohibiting foot-level gridmarks over final syllables. In situations where primary stress avoids final feet, the primary stress emerges as the penultimate stress. An extrametricality analysis excludes the final foot from the prosodic word; nonfinality either prohibits head feet in final position or prohibits prosodic-word level gridmarks over fincal feet.

In contrast, extrametricality and non-finality do not perform equally well in accounting for phenomena involving smaller final constituents. In \$4, we saw how the avoidance of stress on word-final moras makes stress sensitive to the weight of word-final syllables, how the avoidance of stress on foot-final moras results in iambic lengthening, and how the avoi lance of stress on syllable-final moras results in general weight-sensitivity, iambic lengthening, and trochaic lengthening. In these cases, a non-finality analysis is much more straightforward than an extrametricality analysis. With its stress peaks focus, non-finality can prohibit stress on domainfinal nocras directly. With its parsability focus, howvever, extrametricality can only prohibit stress on domain-final moras by excluding them from some higher prosodic structure, a requirement that seems impossible to implement without either violating syllable integrity or requiring inoras to remain unsyllabified.

In §5, we saw how the failure of final consonants to contribute to syllable weight affects the stressability of final sylables. Extr anetricality achieves the desired result directly by making final consonants invisible to mora assignment. A grid-based non-finality approach achieves the desired result indirectly by prohibiting moralevel gridmarks - and, thus, the moras associated with them - from occurring over final consonants. A head-based non-finality approach, however, appears to be tunable to capture the effect at all.

In $\S 6$, we examined some of the classic arguments for extrametricality, focusing on trisyllabic stress wrindows and segmental licensing, and we considered the possibility of non-finality approaches. While head-based non-funality offers analyses for some types of trisyllabic windows, grid-based non-finality does not. Recent alternative proposals for a general approach to stress windows, however, make non-finality's limitations in this area less problematic. With respect to segmental licensing, it is not clear that a non-finality approach is even possible.

Finally, $\$ 7$ outlined the evidence for the edge asymmetry in extrametricality and non-finality formulations. First, the types of effects analyzable in terms of extrametricality or non-finality occur almost exclusively at righi edges. Second, phonetic and rhythmic considerations motivate stresslessness in final positions, but they actually motivate stress in initial position. Third, the inclusion of initial extrametricality or non-initiality in the grammar negatively impacts the accuracy of typological predictions.
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## 44 The Iambic-Trochaic Law

Brett Hyde

## 1 Introduction

In the development of netrical stress theory, several influential approaches (Hayes 1985, 1987, 1995; McCarthy and Prince 1986; Prince 1990) have employed the lambicTrochaic Law (ITL) to provide extralinguistic grounding for an account of the differences between iambic and trochaic stress systems (see also charter 39: stress: l'HONOTACTIC AND FHONETIC EVIDENCE; CHATTER 40: THE FOOT; CHAl'TER Al: the representation of word stress). The ITL, given in (1), is a statement about the naturalness of two types of rhythmic groupings in two different contexts. According to the ITL, sequences of elements that contrast in intensity most naturally divide into groups with trochaic prominence, and sequences of elements that contrast in duration inost naturally divide into groups with iambic prominence.
(1) The Inmbic-Trochaic Laiv (Hayes 1985, 1987)
a. Elements contrasting in intensity naturally form groupings with initial prominence.
b. Elements contrasting in duration naturally form groupings with fïnal prominence.

For approaches to metrical stress based on the ITL, this difference in naturalness is responsible for the duration-related differences found in iambic and trochaic stress patterns.

The ITL is based on a long tradition of experimental investigation into the perception of rhythmic grouping (Bolton 1894; Woodrow 1909). In the typical experiment, participants are asked to group a sequence of artificially created alternating sounds. The sounds alternate either in intensity, as in (2a), or in duration, as in (2b).

b. ... - - - - - - - - - - - - - - - - - - ...

The outcome, under certain circumstances, is that participants tend in divide intensity alternations into groups where the more intense element appears first,
as in (3a), and they tend to divide duration alternations into groups where the longer element appears second, as in (3b). ${ }^{1}$ The ITL is essentially a statement of these results.

## (3) a. Intensity contrasts: Left-prominent groupings

$$
\ldots\left[\begin{array}{lll}
\mathrm{O} & \circ
\end{array}\right][\mathrm{O}
$$

b. Duration contrasts: Right-prominent groupings

$$
\ldots[--][--][--][--][--][--][--][--] \ldots
$$

Though the ITL is an extralinguistic principle, it seems to be reflected in the stress patterns of numerous languages, suggesting, at least initially, that it plays an important role in shaping them. For example, many trochaic languages are like Cahuilla (Seiler 1965, 1967, 1977; Seiler and Hioki 1979). They exclude heavy syllables from disyllabic feet, ensuring that durational contrasts never arise in a foot with trocha'ıprominence. In Cahuilla, heavy syllables are CVV and CV?.
(4) Exchusion of H from disyllabic feet in Coluilla

| ('LL) (, L) | ('taxmu) (1'at) | 'song' |
| :---: | :---: | :---: |
| ('LL)(,LL) | ('taka)(, lityem) | 'one-eyed ones' |
| ( H )(, L) | ( $\mathrm{pa}^{\text {² }}$ )(1i) | 'the water (0bJ)' |
| ('H)(,LL) | ('qa:)(, nittem) | 'palo verde (ri)' |
| ('L) (, H) (, L) | ('su) (, ka')(, ti) | 'the deer (овj)' |
| $\left({ }^{(L)}\right.$ (, H) (,LL) | (,nesun) ('ka)(, vi:)(,yi-wen) | 'I rvas surprised |

Many iambic languages are like Hixkaryana (Derbystire 1985). They lengthen the vowel of stressed syllables, if necessary, to ensure that feet with iamb" icprominence always contain durational contrasts. In Hixkaryana, heavy syllables are CVV and CVC.
(5) Immbic lengthening in Hixkaryana

| a. | (L'L)('H) L |  | $\left(L^{\prime} \mathrm{H}\right)\left(\begin{array}{l}\text { 'H) } \\ \text { L }\end{array}\right.$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | (khæ'næ)('nurh)no | $\rightarrow$ | (khæ'næ:)('numh)n | 'I taught you' |
| b. | (L'L)(L'H)L | $\rightarrow$ | ( $\left.\mathrm{L}^{\prime} \mathrm{H}\right)\left(\mathrm{L}{ }^{\prime} \mathrm{H}\right) \mathrm{L}$ |  |
|  | (mu'hæ)(пネ'пuh)nコ | $\rightarrow$ | (mur'hæ:)(пæ'пuıh) כ | 'y |
| c. | ('H)(L'L) L | $\rightarrow$ | ('H)(L'H)L |  |
|  | ('כw) (to'h )n næ | $\rightarrow$ | ('sw)(to'hs:)næ | 'to the village' |
| d. | ('H)(L'L)LL | $\rightarrow$ | ('H)(L'H)LL |  |
|  | ('toh)(ku'ri')honæ | $\rightarrow$ | ('toh)(ku'rii:) honæ | 'to Tohkurye' |

This chapter reviews the strengths and weaknesses of ITL approaches to metrical stress, and examines some of the most promising alternatives. We shall see that the ITL does not actually offer an adequate foundation for an account

[^592]of stress systems in general, but it may provide an adequate foundation for an account of quantity-sensitive stress systems in particular (see charter 57: Quantity-senstrivity). This is not to say that it provides the best foundation. There is a clear sense in which the superficial and descriptive ITL is itself an observation in need of an explanation, much like the stress patterns found in natural language. Part of the appeal of the most promising alternatives is that they have the potential to account not only for the stress patterns of natural language, but also for the ITL itself.

Before reviewing the various proposals, we should note the results of more recent investigations into the perception of rhythmic grouping. In some cases, more recent studies have confirmed the grouping preferences found in the earlier studies on which the ITL was based. In other cases, they have challenged their universality. The studies of Rice (1992), Vos (1977), and Hay and Dielll (2007), for exanmple, found grouping preferences among English, French, and Dutch speakers similar to those found in the earlier studies of Bolton (1894) and Woodrow (1909). ${ }^{2}$ The studies of Kusumnto and Moreton (1997) and Iversen et al. (2008), however, found significant differences between speakers of English and Japanese. Iversen et al., for example, found that English speakers had a fairly strong preference (68 percent) for dividing sequences of amplitude contrasts into trochaic (loud-soft) groups, but Japanese speakers had a much stronger preference ( 91 percent) for trochaic grouping. English speakers showed a very strong preference ( 89 percent) to divide duration contrasts into iambic (short-long) groups, but Japanese speakers showed no preference. While the challenge to universality may be troubling to those particularly concerned with extralinguistic grounding, and it certainly presents an interesting problem in this connection, it does not necessarily tell us anything about the ITL's ability to predict differences between iambic and trochaic stress patterns in language. Having noted the problem with respect to extralinguistic grounding, then, I will not address the issue further.

## 2 Interpretations of the ITL

The most recent ITL accounts (IMcCarthy and Prince 1986; Hayes 1987, 1995; Prince 1990) reflect two distinct interpretations. The stronger of the two, given in (6), takes the JTL to be concerned with the actual presence or absence of durational contrasts within rhythmic groupings.

## (6) Strong interpretation of the ITL

a. If a foot contains a durational contrast, it is ianibic.
b. If a foot lacks a durational contrast, it is trochaic.

The weaker interpretation, given in (7), takes the ITL to be concerned with sensitivity to the positions of the heavy syllables that might help to create durational contrasts.

[^593](7) Weak interpretation of the ITL (Hayes 1985)
a. If parsing is sensitive to the position of heavy syllables, it is iambic.
b. If parsing is insensitive to the position of heavy syllables, it is trochaic.

Even at the point at which the ITL was introduced to metrical stress theory, it was clear that the strong interpretation in (6) was unsustainable, at least when applied to stress systems generally. Under the strong interpretation, iambic footing and the presence of durational contrasts are intimately connected: only iambs contain durational contrasts; durational contrasts arise only in iambic feet; and only ianmbic systems emiploy rules that create durational contrasts. Similarly, trochaic footing and the absence of durational contrasts are intimately connected: only trochees lack durational contrasts; durational contrasts are absent only in trochaic feet; and only trochaic systems employ rules that destroy durational contrasts.

Even a cursory look at the general typology of attestect stress patterns reveals that the strong interpretation ınisses the nark by a wide margin. As mentioned above, many iambic languages are like Hixkaryana, lengthening the vowel of stressed syllables, if necessory, to ensure that surface iambs contain durational contrasts. Many other iambic languages are like Araucanian (Echeverria and Contreras 1965), however. They tolerate surface iambs that have no durational contrasts.
(8) Even iambs in Araucanian

| (L'L) | (wu'le) | 'tornorrow' |
| :--- | :--- | :--- |
| (L'L)L | (ti'pan)to | 'year' |
| (L'L)(L,L) | (e'lu) $(m u, j u)$ | 'give us' |
| (L'L)(L,L)L | (e'lu)(a,e)nes | 'he will give me' |

A similar situation obtains with trochaic languages. As mentioned above, several are like Cahuilla in prohibiting foot-internal durational contrasts. Several others, lownever, are like Chimalapa Zoque (Knudson 1975). They tolerate foot-internal durational contrasts and even have rules that create them. In Chimalapa Zoque, heavy syllables are CVV and CVC.
(9) Trochaic lengthening in Chimalapa Kogue
a. ('LH) $\rightarrow$ ('HH)
('kosa') $\rightarrow$ ('ko:sa') ${ }^{2}$ scold (imp)'
b. (,L)('LL) $\rightarrow(, \mathrm{H})(\mathrm{HL})$
(,hu) ('kuti) $\rightarrow$ (,hui)('kuiti) 'fire'
c. (.LL)L('LL) $\rightarrow(, \mathrm{HL}) \mathrm{L}(\mathbf{\prime} \mathrm{HL})$
(.witi) hu('kuti) $\rightarrow$ (,wi:ti) hu('ku:ti) 'big fire'
d. $(, \mathrm{LH}) \mathrm{H}\left({ }^{\prime} \mathrm{HL}\right) \quad \rightarrow(, \mathrm{HH}) \mathrm{H}\left({ }^{\prime} \mathrm{HL}\right)$

There appears to be no close connection between iambs and the presence of durational cantrasts, then, or between trochees and the absence of durational contrasts, at least in the general case.

Given the shortcomings of the strong interpretation, Hayes (1985) introduced the ITL to metrical stress theory under the wreak interpretation in (7). Under the weak interpretation, the crucial connections are between iambic footing and
quantity-sensitivity and trochaic footing and quantity-insensitivity. While iambic feet and trochaic feet might both contain durational contrasts, parsing is iambic if and only if it is sensitive to the positions of heavy syllables. Parsing is Irochaic if and only if it is insensitive to the positions of heavy syllables.

There are three problems with the weak interpretation. The first is conceptual. The ITL is plainly a generalization about the appropriateness of durational contrasts within two different types of feet. Since its requirements concerning durational contrasts affect both types, the ITL does not countenance situations where either type is quantity-insensitive (where either type simply ignores the differences in syllable weight that help to create durational contrasts). In viewing the primary concern of the ITL to be the appropriateness of quantity-sensitivity for different types of feet, the wreak interpretation seems really to be a misinterpretation.

The second problen is a loss of empirical coverage. Since it only addresses quantity-sensitivity, the weak interpretation tells us nothing about the status of lengthering and shortening rules addressed by the strong interpretation.

The final problem is that the wreak interpretation is false. A significant number of trochaic systems are quantity-sensitive, falsifying (7a), and a significant number of iambic systems are quantity-insensitive, falsifying (7b). In (4), for example, we saw that heavy syllables consistently perturb the basic stress pattern of the trocha ic Cahuilla, indicating that it is quantity-sensitive. In (10), we see that heavy syllables consistently fail to perturb the basic pattern of the iambic Paımari (Everett 2003), indicating that it is quantity-insensitive. In the basic pattern, stress appears on every odd-numbered syllable from the right. CVV syllables are heavy.
(10) Quantity-insensitive iambs in Paumari

| (,L)(L'L) | (,ma)(si'ko) | 'moon' |
| :--- | :--- | :--- |
| (L, L)(L'L) | (ka, , 'jo) (wi'ci) | 'island' |
| (,H)(H'L) | (,kai)(hai'hi) | 'type of med'icine' |
| (H,L)(L'L) | (wai, tra)(na'wa) | 'little ones' |

Additional quantity-sensitive trochaic languages include Palestinian Arabic (Brame 1973, 1974; Kenstowicz and Abdul-Karim 1980; Kenstowicz 1983) and Fijıan (Schütz 1978, 1985; Dixon 1988). Additional quantity-insensitive iambic languages include Araucanian, Osage (Altshuler 2009), Suruwaha (Everett 1996), and Weri (Boxwell and Boxwell 1966).
As we shall see in $\$ 3$, parts of both interpretations, (6a) of the strong interpretation and ( $7 \mathrm{l}_{2}$ ) of the weak interpretation, are brought together to form the basis for two subsequent ITL accounts, those of Hayes $(1987,1995)$ and of McCarthy and Prince (1986). This marriage between the halves of two very different interpretations often makes the connection betwreen the ITL and the phenomena that these approaches attempt to account for less than clear. This is part of the reason, perhaps, that some have concluded that there is actually little of the ITL left in ITL-based approaches (see van der Hulst 1999, for example). A third ITL approach, that of Prince (1990), employs only the strong interpretation, but seeks to avoid the problems discussed above by employing it only in the context of quantity-sensitive systems and only as a relative "preference" rather than an absolute "law."

Though I will point out the aspects of the inore recent ITL accounts that derive from the weak interpretation, it should be clear at this point that the weak

The reason is simply that the foot that is constructed immediately after the heavy syllable is parsed, rather than the foot that is constructed to parse the heavy syllable itself, determines how the basic alternation resumes. Whether heavy syllables are included in disyllabic feet or parsed as monosyllabic feet, the basic alternations of both iambic and trochaic systems would resume with an unstressed syllable (the underlined syllable in the examples below).
(12) Parsing directionality matches beadedness


In left-to-right iambic systems, the heavy syllable must occur at the right edge of a foot whether the foot is an iamb, as in (12a.i), or a monosyllable, as in (12a.ii). Since the next foot constructed would be iambic in either case, the alternation resumes with an unstressed syllable. In right-to-left trochaic systems, the heavy syllable would be parsed at the left edge of a foot whether the foot is a trochee, as in (12b.i), or a monosyllable, as in (12b.ii). Since the next foot constructed would be trochaic in either case, the alternation again resumes with an unstressed syllable.

A difference in the resumption of basic alternations emerges only in situations where parsing directionality and the headedness of the foot do not match. In right-to-left iambic languages like Tübatulabal (Voegelin 1935), as (13) illustrates, heavy syllables are always preceded by stressless syllables. In Tübatulabal, heavy syllables are CVV(C).

Resumption with a stressless syllable in Tibatuabal

| 'LL'L | 'Sirji'jal | 'the red thistle' |
| :---: | :---: | :---: |
| L'LL'H | ti'rija'laap | 'on the red thistle' |
| J.'UJ.'L | witaigha'tal | 'the Tejon Indians' |
| 'LL'LL'HL'L | 'witag'hata'laaba'tsu | 'away from the Tejon Ind'uns' |
| 'H'LL'L | 'taa'hawi'la | 'the summer' |
| 'H'LL'H | 'taa'hawi'laap | 'in the summer' |

In left-to-right trochaic languages like Cahuilla, however, as illustrated in (4), heavy syllables are always followed by stressed syllables. The difference betwreen right-to-left iambic systems and left-to-right trochaic systems, then, is that the former resume their basic alternations with stressless syllables while the latter resume them with stressed syllables.

The reason that a difference emerges when headedness and parsing directionality do not match is that the resumption of basic alternations depends directly on how the heavy syllable itself is footed.
existence of several quantity-insensitive iambic languages. While Hayes argues that the quantity-insensitivity of such systems is only apparent, as they do not actually contain heavy syllables to perturb the basic pattern, the arguntent is plausible only in the cases of Araucanian and Weri. It is not plausible in the cases of Osage, Paumari, and Suruvvaha, each of which has long vowels, diphthongs, or both.

Given that both iambic and trochaic systems can be quantity-sensitive, clause (ба) of the strong interpretation, "if a foot contains a durational contrast, it is iambic," notivates a disparity in precisely how the two types can be quantity-sensitive. As (15b) indicates, Hayes's account requires trochaic systenns to deal with heavy syllables differently than iambic systems. lambs allow heavy syllables in strong position in disyllabic feet, where they can create durational contrasts. They exclude them only from weak position. Trochees, however, exclude heavy syllables from disyllabic feet entirely. Trochaic systems inust parse heavy syllables into monosyllabic feet, where no durational contrast is possible.

The disparity in how the two types of feet can be quantity-sensitive predicts the difference, discussed above, in how right-to-left iambic languages and left-to-right trochaic languages resume basic stress alternations after encountering a heavy syllable. The fact that iambic systems parse heavy syllables into disyllabic feet in Hayes's account correctly predicts that right-to-left iambic languages will resume their basic alternation with a stressless syllable, as in (14a.i). The fact that troclaaic systerns must parse heavy syllables into monosyllabic feet correctly predicts that left-to-right trochaic languages will resume their basic alternation with a stressed syllable, as in (14b.ii).

McCarthy and Prince (1986) arrive at a foot inventory similar to Hayes's, but they arrive at it through a slightly different route and in service of a different purpose. They posit one type of quantity-insensitive foot: the balanced [ $\sigma \sigma$ ] template, and two types of quantity-sensitive feet: the balanced $[\mu \mu]$ template and the unbalanced $\left[\sigma_{\mu} \sigma_{\mu_{\mu}}\right.$ ] teinplate.
a. Qunntity-insensitive

Balanced $\quad[\sigma \sigma]$
b. Quantity-sensitive
$\begin{array}{lll}\text { i. } & \text { Balanced } & {[\mu \mu]} \\ \text { ii. } & \text { Unbalanced } & {\left[\sigma_{\mu} \sigma_{\mu \mu}\right]}\end{array}$
The ITL contributes to McCarthy and Prince's account in two ways. First, clause (ба) of the strong interpretation, "if a foot contains a durational contrast, it is iambic," notivates the iambic configuration of the quantitatively unbalanced foot. To guarantee that quantitatively iambic feet are also iambic with respect to stress, they posit the Quantity /Prominence Homology principle. It ensures that the heavier syllable in feet with a quantity contrast - in effect, the heavy syllable in a $\left[\sigma_{\mu} \sigma_{1 \mu}\right]$ foot, given the limited possibilities in (16) - bears the stress.

## (17) Quantity/Prominence Homology

For $\mathrm{a}, \mathrm{b} \in \mathrm{F}$, if $\mathrm{a}>\mathrm{b}$ quantitatively, then $\mathrm{a}>\mathrm{b}$ stresswise.
Prominence in unbalanced feet is determined by the Trochaic Default principle, which ensures that $[\sigma \sigma]$ and $[\mu \mu]$ feet both stress their initial syllable.
satisfy: IQ/TQ, Binarity
Binarity only neither
a. Iambic $[\mathrm{L} \mathrm{H}]>[\mathrm{L} \mathrm{L}],[\mathrm{H}]>[\mathrm{L}]$
b. Trochaic $[\mathrm{LL}],[\mathrm{H}]>[\mathrm{H} \mathrm{L}]>[\mathrm{L}]$

The asymmetry in this case arises in how the iambic and trochaic hierarchies order balanced and unbalanced feet. Iambs prefer unbalanced [L H] to balanced [L L] and [H], but trochees prefer balanced [L L] and [H] to unbalanced [H L].

The main difference between the inventory of quantity-sensitive feet in Prince's and Hayes's aøcounts is the possibility of unbalanced [HL] trochees. As Prince notes, however, with their lesser status, there are limited situations in which unbalanced trochees might arise. First, consider the result of Harmonic Parsing in a left-to-right trochaic system. Since feet are constructed ser ially, and parsing the next syllable in line is the overriding concern, Harmonic Parsing would parse the H of an HL sequence as monosyllabic foot, just like Hayes's moraic trochees. If the following I. could not combine with another $L$ to form a disyllabic foot, giving [H][LL], it might be parsed as a monosyllable, giving [H][L], or left unparsed, giving [H]L, depending on whether or not degenerate feet are tolerated. These are the same options available under Hayes's noraic trochees. The results are rather different in right-toleft systems. Harmonic Parsing would always parse an HI sequence into an [HL ] foot, but Hayes's moraic trochees would yield either [H][L] or [H]L, depending on whether or not degenerate feet are tolerated. The latter option results in the same stress pattern, but the former does not. I am not aware, however, of a right-to-left trochaic language that would allow us to distinguish betwreen the two approaches.

### 3.2 A symmetric foot inventory

As discussed above, the evidence for a difference between iambic and trochaic quantity-sensitivity comes from systems where parsing directionality is opposite the headedness of the foot. After left-to-right trochaic parsing encounters a heavy syllable, binary alternation resumes with a stressed syllable. In contrast, after right-to-left iambic parsing encounters a heavy syllable, binary alternation resumes with a stressless syllable. Where ITL approaches posit an asymmetric foot inventory to account for this difference, Kager (1993) proposes a symmetric foot inventory, arguing that the difference is best explained in terms of the metrical principles of clash and lapse avoidance.

Kager distinguishes between parsing feet and the surface feet that can be formed later through adjunction of unparsed syllables. The inventory of parsing feet is syınmetric. The quantity-insensitive syllabic trochee corresponds to a ınirror-image syllabic iamb. The quantity-sensitive moraic trochee corresponds to a mirrorimage moraic iamb. lambic quantity-sensitivity and trochaic quantity-sensitivity are identical, then, in that both exclude heavy syllables from disyllabic feet.

Parsing feet

|  | trechaic | iambic |
| :---: | :---: | :---: |
|  | ( x ) | ( x ) |
| Syllabic (quantity-insensitive) | $\sigma \quad \sigma$ | $\sigma \quad \sigma$ |
|  |  | x) |
| Moraic (quantity-sensitive) | $\mu$ |  |

Crucial to Kager's account is the claim that heavy syllables contain an internal prominence contrast corresponding to a decline in sonority between the first and second nuora. According to Kager, the internal contrast is the characteristic of heavy syllables responsible for their attraction of stress (Prince's 1990 Weight-to-Stress principle). The decline in sonority ensures that stress occurs over the first mora and that the second mora is stressless, as in (24).


A heavy syllable's strong-iveak contour translates into different results with respect to clash at the mora level. When a stressed heavy syllable immediately follows another stressed syllable, as in (25a), the result is a clash. When the order is reversed, as in (25b), there is no clash.
a. Clash

b. No clash


Assuming that clash is never tolerated at the point the basic alternation is resumed, the internal prominence contrast accounts for the different modes of resumption after a heavy syllable. ${ }^{.1}$ In left-to-right trochaic systems, a trochaic foot can imneediately follow the heavy syllable without creating clash, so the pattern resumes with a stressed syllable.

```
Left-to-right trachees: No clash
```



In right-to-left iambic systems, however, an iambic foot cannot immediately precede the heavy syllable without creating clash. This being the case, the parsing algorithm must skip a syllable before constructing an iambic foot, and the pattern resumes with an unstressed syllable.

[^594]pattern. Rhythmic lengthening appears to be based solely on the alternation of strong and weak positions, affecting only the former. In contrast, rhythunic shortening can affect both strong and weak positions and seems in many cases to be motivated, at least partially, by a preference for exhaustive parsing.

Rhythmic lengthening increases the duration of stressed syllables either through vowel lengthening (chapter 20: the representation of vowel lencth) or gemination of an adjacent consonant (chapter 37: GEminates), the former method being more common than the latter. It can be found in both ianubic and trochaic languages. In (5), for example, we saw that the stressed vowels of underlyingly light syllables lengthen in the iambic Hixkaryana, making them heavy on the surface. Other iambic lengthening languages include Carib, Chuctaw, and several varieties of Yupik (Woodbury 1981, 1987; Tacobson 1984, 1985; Krauss 1985a; Leer 1985; among others). In (9), we saw that the stressed vowels of underlyingly light syllables lengthen in the trochaic Chimalapa Zoque. Other trochaic lengthening languages include Chamorro (Topping and Dungca 1973; Chung 1983), Jcelandic (Árnason 1980, 1985), Mohawk (Michelson 1988), and Selayarese (Mithun and Basri 1986).

An interesting difference between iambic and trochaic lengthening is that lengthening occurs in iambic systems only when they are quantity-sensitive, and in trochaic systems only when they are quantity-insensitive. ${ }^{5}$ When it is seen as shaping the possibilities of stress patterns generally, then, the existence of trochaic lengthening in quantity-insensitive systems clearly undermines the ITL. If we restrict the ITL's scope to quantity-sensitive systems, however, the distribution of lengthening gives it considerable support. The presence of lengthening in iambic languages, where durational contrasts are encouraged, is consistent with the JTL, as is the absence of lengthening in trochaic languages, where durational contrasts are prohibited.

Another important generalization concerning rhythmic lengthening is the correlation between what I will refer to as regular lengthening and certain types of minimal words. Regular lengthening is the exceptionless lengthening in nonminioral forms characteristic of many lengthening languages: vowels lengthen in underlyingly light syllables whenever they receive the appropriate degree of stress." As (32) indicates, languages with regular lengthening allow only three types of minimal word: $\mathrm{H}, \mathrm{LL}$, and HL.
(32) Minimal words associnted with regular lengthening

| a. Monosyllabic |  |
| ---: | :--- |
| L | unattested |
| H | Chimalapa Zoque (trochaic) |
|  | Choctaw nouns (ianıbic) |
|  | Icelandic (trochaic) |
|  | Yupik varieties (iambic) |

b. Disyllabic

LL Choctaw verbs (iambic)
HL Carib (iambic) Hixkaryana (ianıbic) Selayarese (trochaic)

LH unattested

[^595]Iambic lengthening languages and trochaic lengthening languages can both insist on H or HL minimal words, but only iambic lengthening languages can insist on an LL niminal word. There appear to be no regular lengthening languages with L minimal words, and none with LH minimal words.

If we exclude alternations better described as vowel reduction (see below), rhythmic shortening is a marginal phenomenon. It occurs in only a few trochaic systems, and, as Mellander (2003) points out, each of these few is quantity-sensitive. Trochaic shortening can affect either a stressed syllable or an unstressed syllable. In Fijian, for example, stressed syllables shorten, converting HL sequences into LL sequences.

## Trochnic shortening in Eijian

$$
\begin{array}{lll}
\text { mbu:-rıju } & \rightarrow \text { 'inbu-rinu } & \text { 'nly grandmother' }  \tag{33}\\
\text { Has:j-a } & \rightarrow \text { 'ta-j-a } & \text { 'chup-trans-3 SC OBs' } \\
\text { nre:-ta } & \rightarrow \text { 'nre-ta } & \text { 'pull-trans' }
\end{array}
$$

In Pre-Classical Latin (Allen 1973; Mester 1994), stressless syllables shorten, converting LH sequences into LL sequences.?

## Trochaic shortening in Latin

| ego: | $\rightarrow$ | 'ego |
| :--- | :--- | :--- |$\quad$ 'I' $\quad$ 'bad'

Rhythmic shortening, though marginally attested, is consistent w'ith the ITL. Among quantity-sensitive languages, it occurs only in trochaic systems, destroying the durational contrasts that the ITL prohibits. It does not occur in ianmbic systents, where it would destroy durational contrasts that the ITL requires. Quantity-insensitive languages, of eitluer type, apparently do not exhibit rhythmic shortening.

Before we proceed, it should be noted at this point that there are at least two languages with shortening phenomena that are potential counterexamples to the generalizations presented in the preceding paragraph: Central Slovak (Dvonč 1955; Bethin 1998; Mellander 2003) and Gidabal (Geytenbeek and Geytenbeek 1971; Rice 1992; Mellander 2003). The stress patterns of both languages are fairly complex, however, and their analyses are not at all straightforward. It is not clear whether they are examples of shortening in trochaic feet (resulting in unbalanced HL trochees), shortening in ianıbic feet, or both, or whether they are simply examples of shortening in non-head syllables generally. Since it is unclear exactly how such examples are relevant, I have set thema aside here.

I have also set aside phenomena involving vow'el strengthening in stressed syllables and vow'el reduction and deletion in unstressed syllables. Some of the alternatives to an ITL approach draw to a significant extent on such phenomena as evidence that the difference between iambs and trochees with respect to rhythmic lengtlvening and shortening is not as great as previously thought (Revithiadou and van de Vijver 1997; van de Vijver 1998; Revithiadou 2004). Strengthening, reduction, and deletion phenomena are fairly common in both iambic and trochaic systems.

[^596]b. Latin-tijpe


The effect of the Latin-type shortening rule in (36b) is to convert an ill-formed (LH) trochee to a well-formed (LL) trochee. An ill-formed (LH) trochee inight be created inadvertently, for example, when an extrametrical H syllable is adjoined to a degenerate (L) foot, and (36b) repairs the defect.

Though the ITL account captures the distribution of rhythmic lengthening and shortening in quantity-sensitive systems, it falls short in two ways. First, it fails to allow for trochaic lengthening in quantity-insensitive systems (a plenomenon whose existence Hayes denies). Second, it does not account for the correlation beiween regular lengthening and the group of minimal words in (32). Based on the ITL, lengthening rules might be employed to create durational contrasts in iambic feet (or, possibly, to destroy them in trochaic feet), but there is nothing in the law entailing that lengthening languages should prefer $\mathrm{H}, \mathrm{HL}$, and LL ninimal words above L and LH minimal words. If the ITL is actually the motivation for lengthening, then the correlation of regular lengthening with these particular minimal words is a mystery.

### 4.2 Lapse avoidance and non-finality

Kager's (1993) approach to the asymmetries in rhythmic lengthening and shortening is based on the same principles that governed his approach to quantitysensitivity (see \$3.2). In conjunction with a prohibition against font-internal lapse, the internal prominence contrast in heavy syllables restricts the occurrence of lengthening. Kager views lengthening of stressed syllables in general as phonetically motivated, but the restriction against foot-internal lapse ensures that such lengthening is more cornmon in ianabs than in trochees. As (37) illustrates, the grammar tolerates lengthening that creates ( LH ) iambs, because they contain no foot-itternal lapse, but it does not tolerate lengthening that creates (HL) trochees, because they do contain a foot-internal lapse.

Lengthening asymmetry through lapse nooidance
a. No lapse after inmbic lengthening

b. Lapse after trochaic lengthening


The prohibition against foot-internal lapse also accounts for the shortening asymmetry, but in this case it acts as a trigger. In Kager's view, the purpose of trochaic shortening is to eliminate foot-internal lapses like those found in (HL) trochees. Since there is no foot-internal lapse in (LH) lambs, the motivation for shortening never arises in iambic systems.

Lapse avoidance predicts shortening asymmetry
a. No lapse in inmbs to trigger shortening

b. Lapse in trochees triggers shortening


Although foot-internal lapse avoidance effectively addresses the lesser frequency of lengthening in trochaic systems, it does not address the actual phonological triggers for lengthening. Hyde's (2007) non-finality approach addresses the lesser frequency of lengthening in trochaic systents, but it also provides phonological triggers for rhythmic lengthening and addresses its correlation with certain types of minimal words (Cifapter 43: extrametricality and NON-Finality).

Under the non-finality approach, rhythmic lengthening is a special case of the type of weight-sensitivity where stress avoids light syllables. To avoid stressing a light syllable, the syllable is lengthened to make it heavy. Non-finality produces this type of weight-sensitivity by prohibiting stress on domain-final moras. Following Kager (1995), Hyde applies non-finality to the foot domain to promote iambic lengthening. Going a step further, he also applies non-f unality to the syllable domain. This gives the approach a second mechanism for promoting iambic lengthening but it als gives it a mechanism for promoting trochaic lengthening.
a. Nun-finality(Ft)

No stress occurs over the final mora of a foot.
b. Non-einalityfer)

No stress occurs over the final mora of a syllable.
Non-finality $(\mathrm{Ft})$ effectively prohibits stress on light foot-final syllables. Since it bans foot-level gridmarks from foot-final moras, foot-final syllables must be at least bimoraic to support stress. Non-Final.ity(or) effectively prohibits stress on light syllables generally. Since it bans foot-level gridmarks from syllable-final moras, syllables generally must be at least bimoraic to support stress.

To produce lengthening, one of the non-finality constraints inust dominate DEr- $\mu$, the faithfulness constraint that prevents mora insertion. Under such rankings,
when stress wrould otherwise occupy a light syllable, a mora can be added to make the syllable heavy on the surface. The two non-finality constraints do not, however, have equal ability to proncote lengthening in every type of foot. Since Non-finality(Ft) prohibits stress over light foot-final syllables in particular, it can lengthen the stressed syllable of an iamb but not the stressed syllable of a trochee. In contrast, since Non-finality ( $\sigma$ ) prohibits stress over light syllables in general, it can lengthen the stressed syllables of both.

Consider first the situation where the stressed syllable occurs in an iannb. When Non-finality (Ft) dominates Dep- $\mu$, a second mora is added to underlyingly light syllables to avoid stress on foot-fïnal moras.

| LLLL | Non-min(Pt) | Der-fl |
| :---: | :---: | :---: |
| 0 as |  | ** |
| b. | *!* |  |

The result is similar when Non-rinality ( $\sigma$ ) dominates Der- $\mu$ : a second mora is added to the underlyingly light syllables to avoid stress on syllable-final noras.

| LLLL | Non-fin( $\sigma$ ) | Del'- $\mu$ |
| :---: | :---: | :---: |
| o $\rightarrow$ a. $\begin{array}{rlllll}  & x & & & x &  \tag{41}\\ x & x & x & x & x & x \end{array}$ |  | ** |
| b. | *! |  |

Now consider the situation where the stressed syllable occurs in a trochee. When Non-finality(Ft) dominates Der- $\mu$, as in (42), there is no lengthening. Because stress does not occupy the foot-final syllables in either candidate, there is no danger that it will occupy the foot-final moras, and Non-FINality(Ft) cannot distinguish between them. The lower ranked Dep- $\mu$ settles on the faithful (42b) candidate.

| LLLL | Non-fin $(\mathrm{Ft})$ | D.p- -H |
| :---: | :---: | :---: |
| a. |  | *!* |
| r b . |  |  |

When Non-finality(cs) dominates Dep- $\mu$, however, as in (43), the lengthening candidate emerges as the winner. The stressed syllables become heavy, to allow stress to avoid syllable-final moras.
(43)


One advantage of the non-finality approach is that it has a built-in explanation for the lesser frequency of lengthening among trochaic systems. Non-finality in the syllable and non-finality in the foot both produce iambic lengthening, but only
non-finality in the syllable produces trochaic lengthening. Every ranking that produces trochaic lengthening, then, also produces iambic lengthening, but some rankings that produce ianbic lengthening do not produce trochaic lengthening. Since the percentage of possible rankings that produce iambic lengthening is greater than the percentage of possible rankings that produce trochaic lengthening, we would expect lengthening to occur with greater frequency in iambic systems than it does in trochaic systems, all else being equal.

A second advantage of the non-finality approach is that it helps to account for the particular group of minimal words associated with regular lengthening. As discussed above, languages that automatically lengthen appropriately stressed vowels only allow three types of minimal word: H, LL, and HL. They never allow $L$ or LH minimal words. Using the same non-finality constraints to produce rhythmic lengthening and the niinimal word restrictions predicts this situation.

L minimal words are absent, because the lengthening constraints themselves both establish H minimal words. Non-finality (fo) has the same effect in monosyllabic feet that it has in disyllabic feet, and Non-finality $(\mathrm{Ft})$ has the same effect that it has in iambs. They both force the stressed syllable to lengthen. As (44) indicates, if either of the lengthening constraints ranks highly enough to produce lengthening in the disyllabic feet of longer forms, then it also ranks highly enough to produce lengthening in the monosy llabic feet of monosyllabic forms.

```
a. Non-finality(o) >> Dep- \(\mu\)
    Iambic or trochaic lengthening + H miniınal word
b. Non-einality \((\mathrm{Ft}) \gg \mathrm{DEp}-\mu\)
    Iambic lengthening +H minimal word
```

Two desirable predictions result from this situation: regular lengthening is alvays accompanied by a minimal word that is at least bimoraic, and iambic lengthening languages and trochaic lengthening langlages can both have H minimal words.
Although the lengthening constraints cannot produce disyllabic minimal words on their own, they do help to determine which type of disyllable emerges. Assuning that disyllabic miniunal words have a trochaic strong-weak stress contour, we cen explain the two-sylla.ble requirement with an additional nomfinality constraint, NON-EINALITY( $(1)$, which bans stress from the final syllable of a prosodic word. ${ }^{\sharp}$ Once the strong-weak contour is established, lengthening constraints determine the weight of the initial syllable. Non-finality( $\sigma$ ), which produces lengthening in both ianbic feet and trochaic feet, requires that the initial syllable be heavy. Non-finatirtv(Ft), which produces lengthening only in iambic feet, tolerates a light initial syllable.

[^597][^598]This correctly predicts that either iambic or trochaic lengthening can be accompanied by an HL minimal word, but only iambic lengthening can be accompanied by an LL nunimal word.

Van de Vijver (1998) and Revithiadou (2004) propose an approach to rhythmic lengthening that is similar in some respects to the non-finality approach. Although it does not rely on the non-finality formulation, it does posit two lengthening mechanisıns. One lengthens stressed syllables generally, which produces both iambic lengthening and trochaic lengthening, and the other lengthens foot-final syllables in particular, which produces only iambic lengthening.
(46) Lengthening constraints (van de Vijver 1998)
a. Stressed Syllable Lencth

A stressed syllable is long and an unstressed syllable is short.
b. FootFinal

Foot-final elements are lengthened.
Since there are two sources for iambic lengtherling and only one for trochaic lengthening, Revithiadou's and van de Vijver's proposals, like the non-finality approach, provide an account of the different frequencies with which the two types of lengthening occur. The advantage of the non-finality approach is that it incorporates the lengthening mechanisms into the much more general non-finality formulation, a fornulation independently motivated by its ability to account for a surprisingly broad range of phenomena at different prosodic levels. (See cliapter 4.3: extrametricality and non-finality.)

## 5 Summary

The most interesting interpretation of the Iambic-Trochaic Law is a strong interpretation that focuses on the presence or absence of durational contrasts in disyllabicfeet. Since the general typology of attested stress systems offers very little support for the strong interpretation, Hayes (1985) introduced the ITL to metrical theory under a weaker interpretation that focused on quantity-sensitivity. This also turned out to be inadequate, however, as it was soon recognized that both ia mbic languages and trochaic languages could be either quantity-sensitive or quantity-insensitive. Two subsequent accounts - McCarthy and Prince (1986) and Hayes (1987, 1995) - pursued a hybrid approach, combining aspects of the weak inter pretation and the strong interpretation. Another, Prince (1990), returned to a strong interpretation of the ITJ, but applied it, in effect, only to quantity-sensitive systems and as a preference rather than an absolute requirement.

Since the ITL is inherently quantity-sensitive, it seems more natural to employ it as a foundation for an account of quantity-sensitive systems in particular than as the foundation for an account of stress systems generally. There is, in fact, considerable support for the ITL among quantity-sensitive systems. Jambic quantity-sensitivity differs from trochaic quantity-sensitivity, as indicated by the different ways in which alternating patterns resume after encountering a heavy syllable, and the asymmetric foot inventory of ITL accounts very effectively for this difference. Standard iambs exclude heavy syllables from weak position
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## 45 The Representation of Tone

Larry M. Hyman

## 1 Introduction

No issue has had a greater inupact on phonological representations than the study of tone. Although receiving only passing attention in both pre-and early generative phonology, tone quickly moved away from its marginal status to occupy center stage in the development of non-linear phonology. While both level and contour tones had been traditionally transcribed w'ith either accents or numerals, as in (1) and (2), the assumption in early generative phonology, e.g. Wang (1967), was that tones consisted of features that could be added at the bottom of a segmental feature matrix, as in (3).
(1)

| High (H) | ná | 'breast' |
| :--- | :--- | :--- |
| Low (L) | nà | 'house' |
| HL (falling) | nâ | 'taro' |
| LH (rising) | pă 'fish' |  |
|  | (Loving |  |
|  | 196 (19: 25 ) |  |

## Falam

páa 'mushroom'
kèe 'leg'
sâa 'animal'
zǔu 'bear'
(personal notes)

Aytulla Mixtec
H-H $\mathrm{fi}^{1}$ ru ${ }^{31}$ 'pineapple'
H-L $\mathrm{ji}^{1}{ }^{1} \mathrm{i}^{{ }^{23}}$ 'hat'
M-L $\mathrm{fi}^{2} \mathrm{ni}^{23}$ 'head'
L-L ti ${ }^{3} \mathrm{ku}^{73}$ 'louse ${ }^{\prime}$
(Pankratz and Pike 1967: 291)
(3)
a. H tone /á/
b. HL folling tone /â/

$$
\left[\begin{array}{l}
\text { +syll } \\
\text {-cons } \\
+ \text { back } \\
+ \text { low } \\
+ \text { HIGH }
\end{array}\right]
$$

$$
\left[\begin{array}{l}
\text { +syll } \\
\text {-cons } \\
\text { +back } \\
\text { +low } \\
+ \text { FallinG }
\end{array}\right]
$$

A major representational problem was how to account for the properties of contour tones. Although falling and rising tones could be expressed less formally by combining accents ( $\hat{a}$, ă) or numerals ( 31,13 , etc.), features such as [ $\pm$ falling] and [ $\pm$ RISING] fail to capture what are known as "edge effects": a high to low falling tone acts like a H tone with respect to what precedes, but as a L tone with respect to what follows. Similarly, a low to high rising tone acts like a $L$ tone with respect to what precedes, but as a H tone with respect to what follows. Representations such as in (4), which were occasionally entertained, would simply be incoherent in a framework in which a segment consists of a single vertical matrix of features:

$$
\begin{array}{lll}
\text { a. } & \text { Falling tone /âl } & \text { b. }  \tag{4}\\
& {\left[\begin{array}{l}
\text { Rising tone /ǎ/ } \\
\text {-cons } \\
\text { +back } \\
+ \text { low } \\
{[+ \text { HIGH }][+ \text { LOW }]}
\end{array}\right]} & {\left[\begin{array}{l}
\text { +syll } \\
- \text { cons } \\
+ \text { back } \\
+ \text { low } \\
{[+ \text { LOW }][+\mathrm{HIGH}]}
\end{array}\right]}
\end{array}
$$

In order to solve this and other representational problems, Goldsmith (1976a, 1976b) proposed a theory of "autosegmental" phonology in which segnents and tones appear on separate "tiers," as in (5).
(5) Antosegmental representations of $\mathrm{H}, \mathrm{L}, \mathrm{HL}, \mathrm{LH}$
a. level tones b. contour tones



By so doing, Goldsınith was able to capture the traditional intuitions inplicit in the accent and numeral notations and nake predictions about whatt should os. should not be found in tone systems. Armed with the autosegmental framework, enormous strides were made in the analysis of tone as well as in other applications of the framework, e.g. segmental liarmonies (Clements 1977, 1981; Hoberman 1988), feature geometry (Clements 1985; Clements and Hume 1995) and prosodic inorpluology (McCarthy 1981; McCarthy and Prince 1986).

The main question to be addressed in this chapter is the extent to which the key insight of autosegmental phonology, expressed in (6), is still valid:
(6) Tones are semi-nutonomous from their tone-bearing units
a. tones are on a separate tier, but
b. they are linked to their tone-bearing units by association lines.

The chapter is organized as follows: in $\S 2$ we consider some of the predictions of autosegmental tonology in order to see how they have fared since the 1970s. In $\$ 3$ we consider the issue of underspecification, while $\S 4$ addresses the issues of tone features, tonal geometry, and tone-bearing units. $\S 5$ evaluates potential limitations of autosegmental representations, while $\$ 6$ concludes the chapter with a brief consideration of tone in constraint-based phonology. We will see that there is much
reason to hold on to the autosegmental insight even as phonological frameworks have evolved.

## 2 Autosegmental tonology

One can distinguish two consequences of autosegmental phonology (see also chapter 14: autosecments) as applied to tone: those that follow directly from the architecture os. those that involve additional principles or conventions. We take up the first of these here and postpone discussion of the second until $\S 5$.

There are at least three direct consequences of the two-tier autosegmental architecture proposed by Goldsmith, as in (7):
(7) a. non-isomorphism between the tiers
b. zero representation on one vs. the other tier
c. stability effects

### 2.1 Non-isomorphism

Using tbu to represent the tone-bearing unit to which tones link (see §4), the first of these is schematized in (8).

b.



We have already seen that more than one tone can link to a single tbu, resulting in falling and rising contour tones, as in (8a). Complex contours are also attested, as exemplified in (9).


In addition, Lomongo is said to have LHLH on one syllable derived from elision (Hulstaert 1961: 164): /èmílà wě bàsàngì/ $\rightarrow$ lèm_â w_ăǐsàngi] 'it's you and I who are related', where _ marks the two places where elision occurs.

The second type of nor-isomorphistt in (8b) shows that the same tone can link to more than one tbu. What this means is that there is a potential contrast between the representations in (10a) vs. those in (10b).



contrasts with / /O/ rather than /L/.) Although a rare occurrence, the tautomorphemic version of the OCP is thereby violated.

Similar contrasts and OCP problens are found with respect to /L/ tones in Dioula d'Odienné (Braconnier 1982). In this language there is a rule of the form in (14), where pause (, /) may be interpreted with a $\% \mathrm{~L}$ boundary tone:

$$
\begin{equation*}
\mathrm{L} \rightarrow \mathrm{H} /\{/ /, \mathrm{L}\} \_\mathrm{H} \tag{14}
\end{equation*}
$$

As seen in (15), the rule is not iterative, as only one $L$ autosegneent can be raised:

$$
\begin{align*}
& \text { a. Ii mà dè tá/ } \rightarrow \quad \begin{array}{c}
\text { ì mà dé tá } \\
\text { *ì má dé tá }
\end{array} \text { 'you didn't take any child' }  \tag{15}\\
& \text { b. /i mà tùrìı tá/ } \rightarrow \begin{array}{c}
\text { ì mà túrí tá } \\
\text { *ì má túrú tá }
\end{array}
\end{align*}
$$

However, the following examples show that not all monomorphemic $L$ tone nouns have the same properties before H :
(16)

| a. before pause b. before H |  |  |
| :--- | :--- | :--- |
| sèbè | sàb̧̌ | 'Paper' |
| lùrì̀ | túrún | 'oil' |
| kàràkà | kàràká | 'bed' |
| sùnnàrà | sùmárá | 'soumbala (a spice)' |

One solution is to give the above riouns the representations in (17a), where the OCP is violated similarly to Odden's (1982) tautomorphemic Hs in Shambala.
(17)


Another solution in (17b) might be to posit a distinction between /L/ and toneless taus, which later become L by default. While the ОСР is violable in the ways just seen, it is important to note that the autosegmental representations provide a straightforward way of encoding the contrastive tonal properties of Kukuya, Kishambaa, and Dioula d'Odienné. Other frameworks would have to resort to ad hoc junctures or diacritics.

### 2.2 Zero representation

The second consequence that directly flows from the autosegmental architecture is the possibility that a tone can exist without a tbu, and vice versa. When a morpheme consists solely of a tone, it is referred to as a tonal morpheme (see also Charter 82: featural affixes). An oft-cited example is the associative (genitive)
marker in Igbo (see Williamson 1986 and references cited therein), which is most transparently observed when preceded and followed by a L-L noun. As seen in (18), the H tonal morpherne is assigned to the preceding rev in Central Igbo and to the following TBU in the Aboh dialect:
(18) a. Central lgbo àgbà $+^{\circ}+$ èruè $\rightarrow$ àgbá èrjwè 'jaw of monkey'
b. Aboh lybo ègbà $+^{\prime}+$ ènwè $\rightarrow$ ègbà énwè 'jaw of inonkey'

Floating tones can also be part of a lexical morpheme. In Aghent, the nouns [kifú] 'rat' and [kf́wó] 'hand' are both pronounced with $\mathrm{H}-\mathrm{H}$ tones in isolation (Hyman 1979). However, as seen in (19), they have different effects on the following word (the [ki-] prefix drops out when the noun is modified):


b. fú kín 'this rat'
H H


In (19a), the H of the stern /-fú / spreads onto the /L/ of /kia/ 'your sc (class 7)' creat:ng a HL contour. As seen, the floating L of /-wö/ 'hand' blocks the spreading. When followed by the / H/ tone demonstrative /kin/ 'this (class 7)' in (19b), 'this rat' is realized $\mathrm{H}-\mathrm{H}$, while 'this hand' has a downstep conditioned by the same lexical floating $L$ of /-wó/, which was originally due to a historically lost syllable (cf. Proto-Bantu *-bókò 'hand').

Corresponding to floating tones, which lack a rbu, are reus that lack tones. Such toneless morphentes may receive their tonal specification by context or by default tone assignment (see §3). An oft-cited example of the former comes from Mlende (Leben 1973, 1978):

| base noun |  |  |  | +hu 'in' | +ma 'on' |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a. | / H/ | kí | 'war' | kó-hú | kà-má |
| b. | /L/ | beile | 'trousers' | belkehù | b l lė-mà |
| c. | /HL/ | mbû | 'owl' | mbú-hì | mbíl-mà |
| d. | /LH/ | mbà | 'rice' | mbà-hú | mbà-nıá |
| e. | /LHL/ | njàhà | 'womari' | njàhá-hùu | nyàhá-mà |

As seen, the tone of the two locative postpositions is tlue same as the last underlying tone of the nouns to which they attach. The /HL/, /LH/, and /LHL/ "melodies" are linked one-to-one to the noun + postposition constituent.

### 2.3 Stability effects

The third consequence of autosegneental representations, stability, is related to the second: when a tbu is deleted, its tone may still remain, and vice versa. An example of this conves from Tangale, which Kenstowicz and Kidda (1987: 230)
cross each other. The representation of L as $/ \varnothing /$, on the other hand, allows for such long-distance processes without requiring further complications.

Tust as in the case of single vs. unultiply linked tones, underspecification potentially allows for more distinctions than fully specified representations. Limiting ou.urselves first to languages that have only two tone heights, (23) summarizes the possible analyses:

| a. $/ \mathrm{H} /$ | us. | /L/ |  |  |
| :--- | :--- | :--- | :--- | :--- |
| b. /H/ | us. /Ø/ |  |  |  |
| c. /L/ | is. | /Ø/ |  |  |
| d. /H/ | us. $/ \mathrm{L} /$ us. /Ø/ |  |  |  |

As seen, the tomal contrast may be binary, with / H/ contrasting with /L/: privative, with either / H/ or /L/ contrasting with / //; or both, in the case of where a ternary system of $/ \mathrm{H}, \mathrm{L}, \varnothing /$ is required. Thus, the central question concerning any such system is to determine which of the above representations best accounts for the properties of the surface [H] us. [L] contrast.

A/H, L/ system is required when both features are phonologically active (see also chapter 4: markedenss for more discussion of markedness). This is seen in Kuki-Thaadow, which has both H - and L-tone spreading (Hyman 2010):

b. /kà + kèel + géol + gùup/ [kà kèel gòong gûup] 'my six thin goats'


Not only do both /H/ and /L/ spread onto a following /L/ and /H/ syllable, respectively, but the result in final position is a rising (I.H) or falling (HI) contour tone. Both spreading and contour tones would be difficult to represent if one of the tones were underspecified. The same would be true of a language which has both floating H and L .

While /H, L/ systems are those in which the phonology refers to both tone values, in a privative tone system only one of the two tones is phonologically active. Many Bantu languages have a $/ \mathrm{H}, \varnothing /$ system, as was seen in the Ciryama examples in (22). A few have a /L, $\varnothing /$ system, such as Ruund, for which Nash (1992-94) gives the following arguments:
(25) a. Hs are by far more nunnerous than I.s, hence "unmarked."
b. Floating L exists, while floating H does not.
c. Morphological rules assign $L$ tones, not Hs.
d. Phonological rules manipulate L tones, not Hs.

Athabaskan languages are also known for having H- ws. L-marked tone systems (see the various studies in Hargus and Rice 2005). The closely related South American dialects, Bora (Weber and Thiesen 2000) and Miraña (Seif art 2005), have
(1988) propose that Yoruba has the system in (27b), where $M$ tone is not only unmarked, but underspecified. Among the arguments is the fact that Yoruba allows only HL and LH contours, but none involving M tone ( ${ }^{*} \mathrm{MH},{ }^{*} \mathrm{LM},{ }^{*} \mathrm{HM},{ }^{*} \mathrm{ML}$ ). If $M=/ \varnothing /$, it follows that $\varnothing$ cannot form a contour with either $H$ or $L$. Another argument derives from alternations in which H or L overrides M tone. While all of these properties naturally follow from the underspecification of $M$, the latter can be set up as $/ \mathrm{M} /$, as long as other mechanisms are put in place to capture the recessiveness of M tones. Pulleyblank (2004), for instance, proposes an account within Optinnality Theory in which, essentially, M tones need not be preserved in outputs to the same degree as H or L. An argument for a /H, $\varnothing$, L/ system comes from Peñoles Mixtec (Daly and Hyman 20()7), which has an OCP constraint disallowing successive Ls, or Ls which are separated by any number of / $/$ / tbus. The result is the L-tone deletion rule in (28a).

$$
\begin{align*}
& \text { a. } \quad L \rightarrow Ø / L \tag{28}
\end{align*}
$$

> I
> L
> $\varnothing$
> 'only one of them will do each of the jobs'

As seen, this rule is responsible for the loss of the second $L$ on $/ y^{\prime i} u^{\text {N / / 'work' in }}$ (28b), which is separated from the first L by twelve toneless trus. That the two L tones can 'see' each other over long distances is strong evidence for the underspecification account.

Returning to the systems in (27), (27c) and (27d) seem to be rare or nonoccurring. Paster (2003) proposes /H, M, Ø/ for Leggbó, with / $/$ / alternating between H and L in the verb morphology (cf. §4). If correct, the relatively few short-vowel LH, HL, and LM contours would have to be exceptionally marked: [èggŭ] 'catfish (sp.)', [gēppjôn] 'afternoon', [Ièssì'l] 'last year'. While I am unaware of any three-height tone system being analyzed as $/ \varnothing, \mathrm{Ml}, \mathrm{L} /$, the system in (27e) seems at first appropriate for Yatzachi Zapotec (Pike 1948). Although this language has only the three surface tones $\mathrm{H}, \mathrm{M}, \mathrm{L}$ (and HM and MH contours on monosyllabic words), there are two kinds of L tones: those that alternate with M is. thuse that do not. Pike identifies these, respectively, as class $A$ vs. class $B$. For example, a class B L will become $M$ when followed by a $M$ or $H$ within or across words, while a class A L tone will not be affected. This is seen in the minimal pair in (29).

$$
\begin{array}{llllll}
\text { a. } & \mathrm{L}_{\mathrm{a}} & {[\mathrm{bi} \mathrm{a}]} & \text { 'cactus' } & \text { bìa go golī } & \text { 'old cactus' }  \tag{29}\\
\text { b. } & \mathrm{L}_{\mathrm{h}} & {[\mathrm{bia} a]} & \text { 'animal' } & \text { bīa gōlī } & \text { 'old anim } 1 \text { ' }
\end{array}
$$

A natural interpretation would be to recognize $L_{i v}$ as $/ \mathrm{L} /$ and $L_{b}$ as / $\varnothing /$. Where the / $/$ / tone is not realized $M$, i.e. when not occurring before a $/ \mathrm{M} /$ or $/ \mathrm{H} /$, it ivill be realized with a default I, tone, hence merging with class A/L,/. However, it is hard to evaluate this proposal without considering what the featural representation is of all of the tones in the language (see Hyman 2009). It is likely that Yatzachi Zapotec has two kinds of L tone because it originally contrasted four tone heights. The $L_{b} / \varnothing /$ could therefore have been a tone level between $M$ and
or binary and hierarchized (Clements 1983). Anderson (1978) provides a comprehensive appraisal of the different feature proposals up to that date. If assimilations are assumed to spread individual features such as [UTPER] and [ralsed], these latter must occur on independent tiers. This then raises the question of where these tiers link up, e.g. to a laryngeal node or directly to the rbu? There have been numerous proposals in the literature (see the surveys and discussion in Yip 1995, 2002; Bao 1999; Snider 1999; and Lee 2008). The advantage of the first proposal is that tones frequently interact with other laryngeal properties. Halle and Stevens' (1971) system in (35) - an early attempt to capture the relation between tone and obstruent voicing - fails, luwever, to characterize more than three tone heights:

> tones voiceless obstruents sonorants voiced obstruents

| H | M | L | Ptkfs | ninlw j | bdgvz |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| stiff | + | - | - | + | - | - |
| slack | - | - | + | - | - | + |

Clearly, one wants to account for the relation between tone and (non-modal) phonat ions, or the interference of obstruent voicing with tonal assimilations, but not at the expense of losing the generalization that tones are distributed by tous. While tones have an autosegmental independence, they ultimately must be realized on something, e.g. a vowel or syllabic consonant. A language may consistently assign tones by mora, such that a CVV syllable receives two tones, or it nay assign tones by syllable. Sometimes it is difficult to distinguish betiveen the two. The complexities and corresponding representational possibilities are inany. Both Clements et al. (2009) and Hyman (2009) have expressed doubts that tones should be analyzed in terms of features at all.

## 5 Possible limits of autosegmental representation

Tivo general conclusions can be drawn from the preceding sections. First, there is still much merit in the autosegmental insights on tone. Second, there is much more work to do. In this section we first address real or apparent problems for autosegmental tonology. The arguments for autosegmental ionology were enumerated in §2. Some of the evidence concerned the non-isomorphism between the tones and their tBUs: noore than one tone can link to a TBU, in which case we get a tonal contour or cluster; conversely, one tone can link to more than one tbu. Contrasting representations such as those in (12a) and (17a) were said to be needed. The question here is whether they ever get in the way: are there cases where it is disadvantageous to represent a tautomorphemic $\mathrm{H}-\mathrm{H}$ or $\mathrm{L}-\mathrm{L}$ as a single tone linked to two tBus?

One such awkward case would seem to arise in Kom, which has an underlying contrast between / H/ and /L/, but a surface contrast between $\mathrm{H}, \mathrm{M}$, and L. All M tones are derived by a rule that lowers a single H твu to M when preceded by a L or initial phrase boundary (which can be represented by a \%L boundary tone). This produces outputs such as the following:
(36) a. /fe-yam/ $\rightarrow$ fē-yâm 'mat' [M-HL]

H L
b. /fe-nwin/ $\rightarrow$ £ē-nwín 'bird' [M-HM] H LH
c. /\{e-bu?/ $\rightarrow$ fē-bıi? 'gorilla' [M-H] HHL
d. /fe-tam/ $\rightarrow$ fē-táml 'fruit' $\quad[\mathrm{M}-\mathrm{H}]$ H H

As in these examples, most nouns in Kom have a / $\mathrm{H} /$-tone prefix followred by a monosyllabic stem that can have any of the four tone patterns exemplified in (36). As schematized in (37), the H of the prefix spreads onto a following Lor LH stem:
a.

b.


As seen in the transcriptions, the output is $\mathrm{M}-\mathrm{HL}$ in (37a) and $\mathrm{M}-\mathrm{HM}$ in (37b). The M tones in question are conditioned by the rule that lowvers a H to M after a (linked, floating, or boundary) L. In both forms the prefix is thus lowered to M; in addition, in (37b), the (delinked) stem L lowers the following $H$ to produce the HM contour. Since the prefix lowrers to M without affecting the stem, the lowrering rule cannot be written as a single-tier rule, as in (38), or we would get the wrong outputs *M-ML and *M-M:

$$
\begin{equation*}
\mathrm{H} \rightarrow \mathrm{M} / \mathrm{L}- \tag{38}
\end{equation*}
$$ (cf. the Kukuya rule in (13))

It is clear that the doubly linked H representation is not useful, but it is not fatally contradictory to the autosegmertal approach. A tleast four responses conte to mind. First, assuming that the TBU is the mora and that stems are bimoraic, the M can be derived by delinking a $H$ from the first tbu (mora) that immediately follows a L. Second, one can complicate the tonal geometry to include a tonal root node, as in (39), to which the preceding $L$ can link as a register feature, perhaps [-RatsEd] (cf. the surveys of similar proposals in Bao 1999 and Snider 1999):


Third, assuming that floating tomes persist into the output, one might argue that the M outputs are derived by phonetic implementation, where the M may be interpolated as part of the aligning of output tones with their segmental supports. A fourth possibility is to spread the L to form a LH тви, which is phonetically interpreted as M.


As seen, Kom has both H - and L -íone spreading. In (50a), L-tone spreading causes the following H to delink (producing a level $\mathrm{L}^{\bullet}$ tone on the postposition), while H -tone spreading does not cause the following L to delink. With a single H tbu lowering to $M$ after $L$ (cf. (37)), the noun stem /-yàm/ 'mat' surfaces wvith a ML contour tone. Similarly, the stent/-nwiǹ/ 'bird' surfaces as $M$, each of the two linked $H$ tones being lowered to $M$ by a preceding $L$. The important examples are (50c) and (50d). As seen, when the $L$ of $/ \mathrm{ne} /$ spreads and delinks the H of the noun prefix /fé-/, the latter's $H$ tone floats. As a result, the floating $H$ shields the roots /-bú >/ / 'gorilla' and /-tám/ 'fruit' from lowering to M. (The floating L of /-búp/ is responsible for the lowering of the postposition /-fé/ to M in ( 50 c ).) Since the H to M lowering process is a late one fur which we have even entertained the possibility that it applies in phonetic implementation, it should be clear that the floating Hs must persist into the surface representations. The alternative, that L-tone spreading does not delink a following H , but rather creates LH rising tones that are simplified in phonetic inıplementation, is perhaps suspect, if not ad hoc. If, on the other hand, the floating tones are allowed to occur in surface representations, the solution is straightforward.

Such a conclusion would also seem to have consequences for other analyses. Particularly within OT, the question arises whether a surviving, delinked floating tone should be able to satisfy Max(Tone). Data from Kuki-Thaadow suggest maybe not. In this krgely monosyllabic Tibeto-Burman language, words are underlyingly /H/, /L/, or /HL/ (Hyman 2010). As seen in (51a), however, a rising tone results from L-tone spreading:

$$
\begin{align*}
& \text { a. /hùon + róon/ } \rightarrow \text { hù̀on zäon } \quad \text { 'garden monkey' }  \tag{51}\\
& \text { b. /hùon + zóos }+ \text { gàup/ } \rightarrow \text { hùon zòoı gûup 'six garden nıonkeys' }
\end{align*}
$$

In (51b) we see that Kuki-Thaadow also has H-tone spreading, and the Hof /zóon/ is delinked. This is because rising (LH) and falling (HL) tones are permitted only phrase-finally. Thus, the L of /hùon/ 'garden' is realized on /zóoı]/ 'monkey', and the H of /zoron/ is realized on /gùup/ 'six'.

Now consider the forms in (52).


As seen, L-tone spreading does not occur when the targeted H tone is followed in turn by a H or HL tone. The question is: Why not? To answer this we have but to consider what the output would have been if L-tone spreading had applied in (52). The H of /zóory/ would necessarily have had to delink, since a LH rising tone is well formed only in phrase-final position. As a result, the underlying / H/ would, at best, have to foat. The question, then, is why this would not be well formed. It cannot be that an input link must remain as such in the output, since the H does delink in (51b). Instead, what seems to allow L-tone spreading to apply in (51a) and (51b) is that the input /H/ of /zóory/ is preserved in the output: It is realized within the LH contour on its own syllable in (51a) and as part of the HL contour on the following syllable in (51b). In other words, $\mathrm{Max}_{\mathrm{A}}(\mathrm{H})$ is satisfied. We must suppose, therefore, that if L-tone spreading applied in (52) and delinked the $/ \mathrm{H} /$ of /zóolj/, the resulting floating H would not satisfy $\operatorname{Max}(\mathrm{H})$. By contrast, H-tone spreading applies whether or not the targeted L remains linked on the surface (see Hyman 2010). We therefore can establish the ranking in (53).

$$
\begin{equation*}
\operatorname{Max}(\mathrm{H}) \gg \operatorname{Spref}(\mathrm{A}, \mathrm{~L}) \gg \operatorname{Max}(\mathrm{L}) \tag{53}
\end{equation*}
$$

In Kuki-Thaadow all input H tones make it to the surface, is. closely related Hakha Lai, where the opposite ranking $\operatorname{Max}(\mathrm{L}) \gg \mathrm{Max}_{\mathrm{A}}(\mathrm{H})$ results in all input L tones being realized on the surface (Hyman and VanBik 2004). It should be noted that the non-application of L-tone spreading in (52) results more straightforwardly from the ranked constraints in (53), rather than from a requirement on recoverability: had L-tone spreading applied in (52a), the output L-L-H sequence would have unambiguously pointed to underlying /J.-H-H/, since /L $-\mathrm{L},-\mathrm{H} /$ / would have been realized as $\mathrm{L}-\mathrm{L}-\mathrm{LH}$. (The same is rut true of ( 52 b ), since L-tone spreading does not apply to a following HL tone.) If (53) is correct, OT will have made a unique contribution in providing a constraint, $\operatorname{Max}(\mathrm{H})$, which is responsible for the nonapplication of L-tone spreading in (52). By contrast, a rule-based approach would have to stipulate that L -tone spreading occurs to a $\mathrm{L}-\mathrm{H}$ sequence when the H is followed either by pause or by a tone, and would not provide any motivation for why the rule does not apply when the following tone is H or HL. Whether this is an indication that OT is on the right track - and can hence offer nore improvements over the pre-OT conceptions of tonology - remains to be seen. In fairness,
it must be said that the blocking of an otherwise general L-tone spreading process in (52) is unique to Kuki-Thaadow. As pointed out by Hyman (1973b: 157), we expect $\mathrm{L}-\mathrm{H}-\mathrm{H}$ to be a better target for L-tone spreading than $\mathrm{L}-\mathrm{H}-\mathrm{L}$. Except for Kuki-Thaadow, this is true whether the $\mathrm{H}-\mathrm{H}$ sequence is from two / H / tones or from one /H/ that is doubly linked.

Where does this leave the representation of tone? To summarize the foregoing sections, although the well-formedness and mapping conventions in (44) have been superseded in subsequent work, nost of the essential representational insights of autosegmental tonology are still intact. The above discussion has only touched on a small part of the vast world of tone and of the growing constraint-based literature treating tone. Whatever the outcome of ongoing OT interpretat uns of tone, it is likely that quest'uns of representation will remain central.
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# 46 Positional Effects in Consonant Clusters 

Jongho Jun

## 1 Introduction

It is comnonly observed across languages that phonological processes may apply only in certain ("non-prominent") positions. In contrast, elements in other ("prominent") positions typically resist or trigger these processes. Such prominent vs. non-prominent positional distinctions are further applicable to more general patterns of licensing and neutralization of phonological contrasts; natnely, feaiural/segmental contrasts are likely to be licensed in prominent positions, whereas these contrasts are likely to be neutralized in non-prominent positions. Pairs of prominent and non-prominent positions include word-initial $v$ s. non-initial, stressed us, unstressed, root $\approx s$. affix, and prevocalic $\imath$ es preconsonantal positions. Annong the positional effects involving these pairs, this chapter is mainly concerned with those involving the iwo members of intervocalic consonant clusters. See Beckman (1998) and Barnes (2006) for recent extensive in vestigations of other positional effects; see also chapter 10t: root-affix asymmetries and ciapter 102: catecory-specific effects. In intervocalic $C_{1} C_{2}$ clusters, the preconsonantal $C_{1}$ is more likely to undergo phonological processes such as voicing and place assimilation, in contrast with the prevocalic $C_{2}$, which is rarely subject to such processes. J will refer to this asymmetric positional effect as the $C_{2}$ dominance effect.

This chapter discusses empirical data patterns which display positional effects. Its focus will be on how to explain the $\mathrm{C}_{2}$ dominance effect. I will begin with a discussion of typical data patterns of the $C_{2}$ dominance effect and proceed to less connonon, somewhat exceptional, patterns which are nonetheless crucial in comparing the previnus approaches. Specifically, I will concentrate on the comparison between prosody-based approaches (Itī 1986, 1989; Cho 1990; Goldsmith 1990; Rubach 1990; Lombardi 1995, 1999, 2001b; Beckman 1998; Kabak and Idsardi 2007) and cue-based approaches (Steriade 1993, 1995, 1999, 2001, 2009; Fleınming 1995; Jun 1995, 2004; Padgett 1995; Boersuna 1998; Hume 1999; Côté 2000; Wilson 2001; Blevins 2003; Seo 2003). It will be shown that current evidence is mixed. Much of the commonly observed data, to be discussed in the following two sections, can be equally well accommodated in the two approaches. However, there exist less common patterns which can be understood under only one of the two
approaches. Evidence exclusively supporting the cue-based approach will be discussed in $\S 4$, and evidence for the prosody-based approach in $\$ 5$.

## $2 \mathrm{C}_{2}$ dominance effect

Assimilation occurs in consenant clusters when one of two neighboring consonants takes on some property of the other. I will call the former (i.e. the undergoer of assimilation) the target, and the latter (i.e. the source of the assimilating property) the trigger. With respect to the assimilation in $C_{1} C_{2}$ clusters, it is crosslinguistically true that $C_{1}$ and $C_{2}$ are the target and the trigger, respectively, and thus the direction of assimilation is regressive. To illustrate this $C_{2}$ dominance effect, I will first consider patterns of voicing assimilation and then patterns of place assimilation. Finally, patterns of consonant deletion will be discussed.

As can be seen in (1), in Catalan, Polish and Russian, voiced and voiceless nbstruents are separate phonemes, and they may occur unhindered in prevocalic position. But in clusters composed of obstruents, the first constituent of the cluster nust agree in voicing with the following constituent. As shown in (1.i), underlyingly voiced obstruents in $C_{1}$ become voiceless before a voiceless obstruent in $C_{2}$ whereas underlyingly voiceless obstruents in $C_{1}$ become voiced befure a voiced nbstruent in $C_{2}$, as in (1.ii). Thus, voicing assimilation nccurs in clusters, targeting $C_{1}$. This $C_{2}$ dominance effect in voicing assimilation can be seen in other languages, including Dutch, Yiddish, Sanskrit, Ronianian, Serbo-Croatian, Ukrainian, Hlulıgarian, Egyptian Arabic, and Lithlaanian. Steriade (1999) and Beckman (1998) provide in-depth discussion of voicing assimilation, i.e. a type of laryngeal neutralization, in these languages, emphasizing that it is normally regressive, and thus its $C_{2}$ dominance effect is quite robust.
(1) Regressive voicing assimilntion
a. Catalon (from Beckman 1998, citing Hualde 1992)

| i. /b/ 'sola /g/ a'miza | - voiceless |  |  |
| :---: | :---: | :---: | :---: |
|  | 'wolf (EEMr ${ }^{\text {c }}$ ' | 'Koppa'tit | 'snall woolf' |
|  | 'friend (FEM)' | a'inikpa'tit voiced | 'little friend' |
| ii. /t/ 'gats | 'cat (ferm)' | 'gaddu'len | 'bad cat' |
| /k/ 'puka | 'little (fem)' | 'pog'du | 'a little hard |

b. Polish (from Rubach 1996, Beckman 1998)

c. Russian (from Kenstowicz. 1994, Kiparsky 1985, Padgett 2002)
_ voiceless
i. /b/k@rob-a 'bastbax (GENSG)' kirop-ka 'bastbax (DIM)' /d/ pod-nesti 'to bring (tn)' pot-pisat' 'to sign'
(3) Casual speech place assimilation
a. Korean ${ }^{1}$
i. /niit+ko/ [mitk'o] ~[mikk'o] 'believe (CONN)'
/ip+ko/ [ipk'o]~[ikk'o] 'wear (INF)'
/cinan pam/ [cinanbam] ~ [cinambam] 'last night'
ii. /ik+ta/ [ikt'a], *[itt'a], *[ikk'a]
'ripe (INF)'
/ip+ta/ [ipt'a],*[itt'a],"[ipp'a] 'wear (INF)'
/pantpota/ [paybota], "[pambota], *[pangota] '(inore) than roon'
b. English (based on Bailey 1970)
i. right poor righ[p] poor
good-bye gon[b]bye
ii. keep track *kee[t] track *keep [p]rack
back track *ba[t] track *back [k]rack
This $C_{2}$ dominance effect in casual speech assimilation can also be seen in other languages, such as German (Kohler 1990, 1991a, 1991b, 1992), Malay, Thai (Lodge 1986, 1992), Toba Batak (Hayes 1986), Spanish (Harris 1969), and Ponapean (Rehg and Soll 1981); see also chapter 79: REDUCTION on assimilation as a casual speech phenomenon.

The $\mathrm{C}_{2}$ dominance effect is not limited to assimilation in consonant clusters, but extends to consonant deletion in clusters. Consonant deletion occurs in clusters when one of two adjacent consonants, i.e. the target, deletes. It has been observed and emphasized in the literature (Côté 2000; Wilson 2001; Jun 2002; McCarthy 2008) that $C_{1}$, as opposed to $C_{2}$, is always the target in such deletions. For instance, as shown in (4), stops in $\mathrm{C}_{1}$, not $\mathrm{C}_{2}$, delete in Diola Fogny, West Greenlandic, and Basque.
(4) Consonant detetion: $C_{1}$ is the target
a. Diola Fogny (Sapir 1965)
/let+ku+jaw/ [le kujaw] 'they won't go'
$/ k u t \varepsilon \underline{b}$ sinanas/ [kute sinaras] 'they carried the food'
/Eketbo/ [ $\varepsilon \mathrm{k} \varepsilon$ bo] 'death there'
b. West Greenlandic (Rischel 1974; Fortescue 1980)
/qanik+lerpoq/ [qani lerpoq] 'begins to approach'
/ukijuq+tuqaq/ [ukiju tuqaq] 'old year'
/anguti+kulak/ [angu kulak] 'he gnat'
c. Basque (Hualde 1987)
/bat+paratu/ [ba-paratu] 'put one'
/bat+kurri/ [ba-kurri] 'run one'
/guk+piztu/ [gu-piztu] 'we light'
/guk+kendu/ [gu-kendu] 'we take away'

[^599]In addition to those shown above, consonant deletion with a $C_{1}$ target can be found in Akan (Lombardi 2001b, citing Schachter and Fromkin 1968), Axininca person prefixes (Lonıbardi 2001b, citing Payne 1981), Carib (Gildea 1995), and Tunica (Wilson 2001, citing Haas 1946).

Consequently, as summarized below, the cross-linguistic generalization which is common to the three phonological processes (voicing assimilation, place assimilation, and consonant deletion) is that $\mathrm{C}_{1}$ in intervocalic $\mathrm{C}_{1} \mathrm{C}_{2}$ clusters is the target, whereas $C_{2}$ is the trigger.
(5) The $C_{2}$ dominance effect in voicing assimilation, place assimilation, and consonant deletion

In intervocalic $C_{1} C_{2}$ clusters, $C_{1}$ is a typical target, and $C_{2}$ is a typical trigger.
Tet us consider how to capture this $C_{2}$ dominance effect. It is not difficult to derive patterns with the $C_{2}$ dominance effect within the framework of previous theories such as classical generative thenry, autosegmental phonology, and underspecification theory. For instance, regressive assinvilation can easily be characterized by a rule of the type shown in (6a). However, progressive assimilation can also be formulated with equal complexity, as shown in (6b), and its absence, or at best rarity, in the typology would be a surprise. Representational theories such as autosegmental phonology, feature geometry, and underspecification theory would be no better in this respect than classical generative theory, as there is no plausible reason to differentiate in the complexity of the representation between the two $n_{1}$ embers of a consonant cluster. (See Jun 1995 for the relevant discussion.)
(6) Rules for consonant place assimilation
a. $\mathrm{C} \rightarrow$ [aplace $] / \ldots[\mathrm{C}$, oplace $]$
b. $C \rightarrow$ [aplace $] /[C$, oplace $] \ldots$
(regressive assilnilation)
(progressive assimilation)

Compared to the rule-based theories with a focus on the correct formulation of the language-specific phonological processes, Optinual iry Theory (McCarthy and Prince 1995; Prince and Smolensky 2004) is more concerned with universal patterns, thus being in a better position to explain positional effects such as the $\mathrm{C}_{2}$ dominance effect and understand the motivation behind processes showing the effect.

Along with the development of Optimality Theory, there have been two major lines of approach to the analysis of the positional effects, Licensing-by-cue and Licensing-by-prosody (in Steriade's 1999 terminology). The prosody-based approach explains positional asymnetries by reference to prosedic structure. It attributes the $C_{2}$ dominance effect to the coda-onset asymmetry since $C_{1}$ and $C_{2}$ are usually syllabified as a coda and an on set, respectively. The $C_{1}$ in the coda is likely to be targeted in the processes since the coda is phonologically non-prominent and marked. In contrast, the $\mathrm{C}_{2}$ in the onset resists these processes since the onset is phonologically prominent and unmarked. For an analysis of the data of the $\mathrm{C}_{2}$ dominance effect, either greater faithfulness to the onset and/or dispreference for the coda or (marked) properties in the coda have been called on. Specifically, within the framework of Optimality Theory, positional faithfulness constraints for the onset or/and positional markedness constraints for the coda have been adopted in the literature. (See Casali 1996, 1997 and Beckman 1998 for positional
faithfulness analyses, and 2oll 1998 for the comparison between positional faithfulness and positional markednes.s.)

In contrast, the cue-based approach (Flemming 1995; Steriade 1995, 1999, 2001, 2009; Boersma 1998; Côté 2000; Wilson 2001; Blevins 2003; Jun 2004) explains the $\mathrm{C}_{2}$ dominance effect by relying on the perceptual factors involved. The $\mathrm{C}_{1}$ has low perceptibility since it is preconsonantal and thus may lack important perception cues, such as release bursts and C-to-V formant transitions, to laryngeal/place features and segnenthood under overlap with $C_{2}$ (Lanmontagne 1993; Wright 1996). In contrast, the $\mathrm{C}_{2}$ is perceptually prominent since it is prevocalic, being able to maintain such perception cues. (See Wright 2004 for a detailed discussion of perception cues.) From the assumption that change in perceptually prominent positions would cause drastic input-output difference, and thus be greatly dispreferred, whereas the comparable change in non-prominent positions would cause less difference, and thus be less dispreferred, it is derived that non-prominent $C_{1}$ is more likely to be modified, i.e. targeted in phonological processes, than prominent $C_{2}$. Thus, the cue-based approach attributes the $C_{2}$ dominance effect to higher perceptibility of $C_{2}$ over $C_{1}$.

The two approaches under consideration differ in whether the constraints (and rules) adopted to explain positional effects should be expressed as prosody-based or string-based (more precisely, cue-based) statements. However, the empirical data presented thus far will not distinguish the two approaches, since the preconsonantal $C_{1}$ which is expected to be the target of the phonological processes in the cue-based approach is normally syllabified as a coda, which the prosedy-based approach also expects to be the more likely target. In $\S 4$ and $\S 5$, I will present the data patterns for which the two approaches make distinct predictions.

## 3 Non-assimilatory neutralization

Assimilation can be considered as a case of contrast neutralization. As shown in the previous section, assimilation is primarily regressive (i.e. $C_{1}$ is the target), and thus potential contrasts of the assimilating feature are reutralized in $\mathrm{C}_{1}$ position. For instance, in regressive voicing assimilation, consonants in $\mathrm{C}_{1}$ with distinct voice feature values in their underlying form would have identical phonetic realization with respect to voicing, i.e, they are voiced befnre a voiced segment and voiceless before a voiceless one. Non-assinulatory neutralization of voicing, as well as other laryngeal features and place of articulation features, targets the $C_{1}$ and word-final position. In languages which have voicing assimilation in consonant clusters, the word-final position is the only available target of non-assimilatory neutralization, and in fact languages with voicing assinnilation mentioned in the previous section show final devoicing, as in (7) (see also chaiptek 69: Final devoicing and final laryngeal neutralization).
(7) Final devoicing in languages with voicing assimilation
a. Catalan (Becknan 1998, citing Hualde 1992)

(9) Place assimilation and final place neutralization
a. Spanish (from Harris 1984)
i. Homorganic NC clusters: ca[mp]o, ma[ns]o, ına[ıjk]o, á[nıf]ora, ma[nt]o
ü. Final $[\mathrm{n}]$ in standard varieties: $\mathrm{e}[\mathrm{n}]$ Chile, $\operatorname{ta}[\mathrm{n}]$ frío, $\mathrm{u}[\mathrm{n}]$ elefante
iii. Final $[\mathrm{t}]$ ] in non-st andard varieties: $\mathrm{e}[\mathrm{t}]$ ] Chile, $\mathrm{ta}[\mathrm{t}]$ frío, $\mathrm{u}[\mathrm{t})]$ elefante
b. Japanese (Vance 1987; Yip 1991; Itô et al. 1995; Kager 1999)
i. Geminates

| kap.pa | 'a legendary being' |
| :--- | :--- |
| kit.te | 'stamp' |
| gak.koo | 'school' |

ii. Homorganic nasal + obstruent

| tom.bo | 'dragonfly' |
| :--- | :--- |
| non.do | 'tranquil' |
| karj.gae | 'thought' |
| /jom + te $\rightarrow$ jonde | 'reading' |
| /Jin + te $/ \rightarrow$ finde | 'dying' |

iii. Final mora nasal
hoN 'book'
zeN 'goodness'
There are also languages in which place neutralization occurs only in a nonassimilatory fashion. As discussed in Lombardi (2001b, citing Rice 1989), nonsomorant consonants in Slave (Athabas.kan) are realized as /h/ syllable-finally, as shown in ( $\mathbf{1 0} \mathrm{l}$ ). Sonorants are like obstruents in having no place distinctions, although the exact final neutralization patterns are not the same. Syllable-final nasals delete, nasalizing the preceding vowel, and / $\mathrm{j} /$ is the only possible coda anong non-nasal sonorants. Another examıple of non-assimilatory place neutralization is from the Kelantan dialect of Malay (Teoh 1988). Final stops /kt p/are realized as [?], and final fricatives like /s/ as [h], as shown in (10b).
(10) Fimal place neutralization (from Lombardi 2001b)
a. Slave

| i. | /ts'ad/ | ts'ah | -ts'ade | 'hat' |
| :--- | :--- | :--- | :--- | :--- |
| i. | /xaz/ | xah | -yaze | 'scar' |
| iii. | /seey/ | seeh | -zeeye | 'saliva' |
|  | /tl'ut/ | tl'uh | -tl'ute | 'rope' |

b. Kelantan Malay
i. /ikat/ ika? 'tie'
ii. /sasak/ sasa? 'crowded'
iii. /dakap/ daka? 'embrace'
iv. /tapis/ tapih 'to filter'

In these languages, contrasts of some features other than place can be maintained finally, for instance obstruents is. sonorants in Slave and stops is. fricatives in Kelantan Malay. But there are also inany languages like Burmese in which all
consonants are neutralized to [?]. (See Lombardi 2001b and references therein for more details.)

In suinmary, as stated below, the preconsonantal $C_{1}$ is not only the typical target of assimilation, but also the typical target of the non-assimilatory neutralization. The word-fïnal position is an additional typical target of the neutralization.
(11) The $C_{2}$ dominance effect in (assimilatory and non-assimilatory) laryngeal and place neutralization

Preconsonantal $C_{1}$ and word-final positions are common target positions.
It is usually the case that preconsonantal $C_{1}$ and word-final positions form a natural class, i.e. coda. Thus it is obvious that the prosody-based approach can provide a unified account of positional neutralizations of $C_{1}$ and word-final positions, attributing both cases to the coda-onset asyinmetry. The cue-based approach also provides a somewhat unified account for the two common target positions based on the fact that the word-final position lacks $\mathrm{C}-\mathrm{to}$ - V transition cues, just as preconsonantal $C_{1}$ does, and thus it has Iower perceptibility compared to the prevocalic $C_{2}$ position. Consequently, the relatively common positional neutralization patterns presented thus far do not significantly distinguish the two approaches. In the remainder of this chapter, I will consider the patterns which crucially distinguish them.

## 4 Evidence for the cue-based approach

### 4.1 Neutralization sites $\neq$ syllable positions

According to the prosedy-based approach, neutralization contexts should be described in prosodic terms: for instance, "codas are the target of laryngeal neutralization." But, as discussed by Sterıade (1999), there are cases in which there is no consistent connection between neutralization sites and syllable structure.

First, there are languages in which neutralization targets only $\mathrm{C}_{1}$, not word-final, positions. Languages in which laryngeal neutralization occurs only in $C_{1}$, not at the end of the word, include Yiddish, Romanian, Serbo-Croatian (Lombardi 2001b: 269), French, Hungarian, and Kolami (Steriade 1999). In addition, place neutralization of nasals occurs only in $\mathrm{C}_{1}$, not at the end of the word, in Diola Fogny (Sapir 1965) and the Souletin dialect of Basque (Hualde 1993). Under the prosody-based approach, it is not clear why word-medial and final codas behave differently, and even less clear why medial codas are more likely to be targeted in the neutralization than word-firial codas (see CHAPTER 36: FINAL CONSONANTS for meore discussion). In contrast, in the cue-based approach, the asymmetry between preconsonantal $C_{1}$ and final positions may be derived from their relative perceptibility difference. $C_{1}$ inay be considered less perceptible than word-final position, because stops in $\mathrm{C}_{1}$, which overlap with consonants in $\mathrm{C}_{2}$, are more likely to be unreleased, thus lacking the release burst and closure duration cues, than those in word-final position. ${ }^{3}$

[^600]Second, laryngeal neutralization targets $C_{1}$ only before obstruents, not before sonorants, regardless of its syllabic assignment in many languages, including Lithuanian, Gerınan, Russian, Greek, Sanskrit, Polish, Hungarian, and Kolami. Notice that it is possible that $C_{7}$ in intervocalic $C_{1} C_{2}$ clusters is syllabified as a coda when sonorant consonants occupy $C_{2}$, and its voicing contrast is then expected to be neutralized in the prosody-based approach. Also, it is usually the case that an obstruent is syllabified as an onset when it occurs as the first constituent of the word-initial clusters composed of obstruents, and then its voicing contrast is expected to be licensed in the prosody-based approach. These two expectations of the prosody-based approach are not satisfied in the languages mentioned above. For instance, in Lithuanian, where consonant clusters are heterosyllabic regardless of composition (e.g. /'auk.le/), voicing of obstruents may be contrastive in the coda when they occur before sonorants, as in (12c). The voicing of an obstruent is neutralized in the onset when it precedes another obstruent, as in (12b). Consequently, it is diffiicult to provide ar adequate description of neutralization contexts in syllabic terms.
(12) Lithuanian obstruents in clusters (Steriade 1999)


In contrast, to explain the difference in the likelihood of the neutralization between pre-obstruent and pre-sonorant positions, the cue-based approach may still rely on the perceptibility difference of the two positions. Specifically, the preobstruent position lacks the main contextual cues (VOT and other release-related cues), and thus is less perceptible than the pre-sonorant position, where the inain cues car be лаaint ained.

Finally, there are languages in which neutralization patterns are fixed despite the variable syllabification. As discussed by Steriade (1999), for both Sanskrit and Ancient Greek syllable divisions in obstruent-sonorant clusters were variable, depending on "the dialect, the period, the literary style and the juncture separating the consonants." In contrast, there was no variation in the pattern of laryngeal neutralization: in styles or dialects where $V C_{7} . C_{2} V$ divisions were the norm for all clusters, laryngeal neutralization did not take place before heterosyllabic sonorants. This indicates that laryngeal features in these languages are neutralized irrespective of the syllabic affiliation of clusters, and thus the neutralization patterns cannot be adequately described in syllable terms.

The above patterns indicate that syllable positions like codas are neither a sufficient nor a necessary condition for the occurrence of neutralization. Codas are not a sufficient condition in the patterns in which only word-ınedial, as opposed to final, codas and pre-obstruent, as opposed to pre-sonorant, codas are neutralized. Codas are not a necessary condition in the patterns in which an obstruent onset in word-initial clusters is neutralized. Codas would be totally useless in describing the Sanskrit and Greek patterns with variable syllabification but fixed neutralization patterns. Consequently, all these patterns can be taken as evidence against the prosody-based approach and in favor of the cue-based approach.
$C_{2}$ in Muringbata. Miriwung is just like Muringbata, in that the apical contrast is maintained in $\mathrm{C}_{3}$, but neutralized in $\mathrm{C}_{2}$. Apical neutralization additionally occurs at the beginning of the word in which only alveolars, not retrofexes, are allowed to occur.

Consequently, the typical targets of apical neutralization may be summarized as below:
(15) The $\mathrm{C}_{1}$ dominance effect in (assimilatory and non-assimilatory) apical neutralization Postconsonantal $C_{2}$ and word-initial positions are common target positions.

This is therefore the complete opposite of the $C_{2}$ dominance effect in the neutralization patterns of laryngeality and major C-Places of articulation. Given that $C_{2}$ is usually an onset, the prosody-based approach cannot explain the $C_{1}$ dominance effect in apical meutralization in the same way as the $\mathrm{C}_{2}$ dominance effect summarized in (13). In contrast, in the cue-based approach, the $C_{1}$ dominance effect may be derived naturally from the perception fact that cues to the apical distinction lie primarily in the V-tn-C, not C-to-V, transitions, and thus $\mathrm{C}_{1}$ is more prominent in the perception of the apical contrast than $\mathrm{C}_{2}$, As discussed by Steriade (2001), citing Ladefoged and Maddieson (1986), Dave (1976), Stevens and Blumstein (1975), and Bhat (1973), the formant transitions into retroflexes in $C_{1}$ show distinctively low F3 and F4 values, compared to those of denti-alveolars, whereas the transitions out of retroflexes in $\mathrm{C}_{2}$ are not distinct from those of dentialveolars. This acoustic asymmetry originates from the characteristic articulation of retroflexes, in which the tongue tip nooves forward during the closure and releases from the same constriction location as apico-alveolars.

Consequently, both the $\mathrm{C}_{2}$ dominance effect in major C-Place assimilation and the $C_{1}$ dominance effect in apical assinuilation may be derived froun the nain argument of the cue-based approach, i.e, the neutralization targets positions which lack prominent perceptual cues to the contrasts in question. Thus, the apical neutralization typology may form very strong evidence for the cue-based approach by showing a case of contrast-specific neutralization. (See Zhang's 2004 discussion of contour tone typology for an additional case of contrast-specific licensing/neutralization.)

## 5 Evidence for the prosody-based approach

### 5.1 Obstruent-sonorant clusters in Catalan

The cue-based approach provides a string-based, not prosody-based, account for positional neutralizations. If two sequences are segmentally identical, and thus not significantly different in the perceptibility involved, the cue-based apprnach expects the two to behave similarly with respect to neutralization even when they have different prosodic structures. Suppose that in obstruent-sonorant $C_{1} C_{2}$ clusters, the $\mathrm{C}_{1}$ obstruent may be syllabified either as ant onset or as a coda, depending on the environment. The cue-based approach expects that the $C_{,}$obstruent will behave invariably with respect to positional neutralization, regardless of whether it is an onset or a coda. If, as predicted by the prosody-based approach, the $C_{1}$ is licensed when syllabified as an onset, but neutralized when syllabified
b. dental / _ lateral
voiced
atleta [d.1] $\quad$ voiceless
none

Further, comparable active neutralization, which is even more difficult to explain within the cue-based approach, can be observed in the obstruent-sonorant sequences occurring across word boundaries. In Catalan, word-final obstruents assimilate in voicing to the following consonants inclucting liquicts. Word-final stops, which are voiceless before an initial vowel of the following word (18.ii), become voiced before an initial sonorant (18.i). Thus the $\mathrm{C}_{1}$ obstruents here are neutralized with respect to voicing. This final obstruent neutralization would not be expected within the cue-based approach, since the same obstruent-sonorant sequences within a word are not subject to the voicing neutralization, as shown in ( 16 G ). So this is a case in which identical sequences behave differently with respect to neutralization, depending on where they occur. According to Wheeler (2005), the only difference between the obstruent-snnorant sequences of (16а) and (18.i) is in syllabic affiliation: the $C_{1}$ obstruents in (16a) are onsets, whereas those in (18.i) are codas. Thus, only the prosody-based, not cue-based, approaches can explain the voicing patterns of obstruents in Catalan.
(18) Neutralized obstruent voicing in Catalan obstruent sonorant clusters
a. non-sibilant / _ \#liquid
i. poc logic /'pos\#a'lozik/ ['pog.'lozik] 'not very logical'
ii. pocamable ['posa'mab.bla] 'not very friendly'
b. non-sibilant / - \#glide
i. poc ruhisky/'pok\#'wiski/ ['pog.' wiski] 'not much whisky'
ii. pocusual ['po.ku'zival] 'not very usual'

### 5.2 Obstruent-sonorant clusters in Eastern Andalusian Spanish

Eastern Andalusian Spanish shows an additional case in which sequences with similar perception cues behave differently in contrast distribution and neutralizing processes, thus posing a problean to the cue-based approach. The discussion of this section is mostly based on Gerfen (2001).

As shown in (19), in Standard Peninsular Spanish, /s/ is allowed in preconsonantal and word-final positions. In contrast, in Eastern Andalusian Spanish, /s/ is not allowed to occur in those positions. As shown in (20a), word-final /s/ deletes and aspirates the preceding vowvel. Preconsonantal $C_{1} / \mathrm{s} /$ also deletes but the deletion is accompanied by the gemination of the following $\mathrm{C}_{2}$ consonant.
(19) /s/ in Standard Peninsular Spanish (Gerfen 2001)
a. word-final coda: [ga.fas] 'eyeglasses'
b. pre-C coda: [gas.ko] 'helmet'
b. Word-internal obstruent + liquid chusters
i. [a.klara] 's/he/it clears up'
ii. [a.grada] 's/he/it pleases'
ini. [a.plana] 's/he/it applies'
iv. [a.trapa] 's/he/it traps'

But it is still unclear why /sl/, an obstruent-liquid sequence, does not behave like stop-liquid sequences. As shown in (20b.ii), /s/ is subject to coda deletion before / $1 /$. Also, as shown below, /tl/, a stop-liquid sequence, behraves like /sl/, not like $/ \mathrm{kl} /$ and $/ \mathrm{gl} /$. If rich perceptual cues to $C_{1}$ before a liquid can guarantee the surface realization of stop-liquid sequences like $/ \mathrm{kl} / . / \mathrm{gr} / \mathrm{l} / \mathrm{pl} /$, and $/ \mathrm{tr} /$, it is difficult to understand why /tl/ and /sl/ cannot surface as such.
(23) /tl/ clusters in Eastern Andahusian Spanish (Cerfen 2001)
/atleta/ [alleta] 'athlete'
To summarize, both Catalan and Eastern Andalusian Spanish show asymmetric patterns in which only a subset of obstruent-sonorant sequences is subject to the distributional restrictions and related alternations targeting an obstruent in $\mathrm{C}_{1}$. For the analysis of these patterns, tlue prosody-based approach can still attribute the difference among the obstruent-sonorant sequences to the coda-onset asymmetry, but an equally plausible, string-based, solution seems to be unavaiable in the cue-based approach. See Kabak and Idsardi (2007) for an additional support for the prosody-based, as opposed to the cue-based, a pproach. They investigated Korean listeners' perception of non-native sequences, and argue that only syllablebased, not string-based, phonotactic constraints can explain their experimental results.

## 6 Conclusion

From the literature on phonological typology, we know that it is common for phonological processes not to apply in all positions, and more generally for phonological contrasts not to be licensed in all positions. Such positional effects are characterized by reference to certain pairs of prominent and non-prominent positions such as word-initial vs. non-initial, stressed vs. unstressed, root 2 's. affix, and prevocalic $C_{2}$ us. preconsonantal $C_{1}$ positions. Anvong these, this chapter has been mainly concerned with the $C_{2}$ dominance effect in which preconsonantal $C_{1}$ in intervocalic $C_{1} C_{2}$ clusters is likely to be targeted for neutralization, whereas prevocalic $C_{2}$ is likely to trigger or resist such neutralization. This $C_{2}$ dominance effect is quite robust in laryngeal and place neutralization and consonant deletion. I have looked at the relevant data patterns, ranging from well known and common to less known and relatively exceptional, while comparing the cue-based and prosody-based approaches. Common data patterns can be explained equally well by botl approaches. In contrast, less common or somewhat exceptional patterns may distinguish the two approaches. However, the evidence so far is mixed. Not only neutralization patterns in which there is no connection between neutralization sites and syllable positions, but also apical neutralization patterns,
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## 47 Initial Geminates

Astrid Kraehenmann

## 1 Introduction

There are a number of different ways in which languages nake phonemic differences between consonant segments. One, for example, is on the basis of phonological features. The groups of sounds in (1a) differ in terms of voicing (chapter $6 y$ : final devuicinc and final laryngeal neutralization), the ones in (1b) in terms of continuancy (chapter 13: the stricture features), and the ones in (1c) in ternus of place of articulation (labial, coronal, dorsal) (CHAPTER 22: CONSONANTAL place af articulation), etc.
(1) a. /ptkfsx/ vs. /bdgvz.y/
b. /ptkbdg/ ws. /f $\delta \times v z \mathrm{y}^{\prime} /$
c. /pbfv/ vs. /tdsz/ vs. /kgxy/

Another way in which consonants may contrast is on the basis of inherent prosodic structure such as sound length and/or weight. ${ }^{1}$ This distinction is also called a difference in quantity (see also charter 37: Geminates; charter 57: Quantitysensitivity). Thus the groups of seunds in (2) differ in terms of quantity, which is generally ref.ected (a) phonetically as long vs. short articulatory duration, (b) phonologically as heavy vs. light, and (c) structurally in the way they are associated to syllabic and higher-level prosod ic structure.
(2) /pp tt kkffssx/ vs. /ptkfsx/

Cross-linguistically, there are some constraints and innplicational relationships on the existence of such quantity contrasts. As will be shown in the next section, initial geminates - i.e. geminates that contrast with singletons at the beginning of (lexical) words - are a special case, because they are even rarer than medial geminates. In the subsequent sectuns we will discuss in turn some issues regarding the phonological representation, prosudic behavior, phonetic properties, perception, and word-edge effects of initial geminates. These issues will provide some interesting insight on why initial geminates are so special.

[^601]
## 2 Typological issues

Not many languages are known to have a lexical quantity contrast at word edges as well as word-medially. As an illustration we give examples from Thurgovian Swiss Cerman (Indo-European) in (3), whichare represen tative of the phonelogical quantity distinction common to the majority of Swiss German dialects.
(3) Siviss German quanlity contrast

| a. initial | /ppaar/ | 'pair' | vs. | /paar/ | 'bar' |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | /ttaijkx/ | 'tark' | $v$ s. | /taijkx/ | 'thank' |
|  | /kkaar/ | 'coach' | vs. | /kaar/ | 'cooked' |
| b. medial | /vappa/ | 'crest' | vis. | /vapa/ | 'honeycomb' |
|  | /matra/ | 'mat' | vis. | /nıata/ | 'maggot' |
|  | /makka/ | 'fault' | vs. | /maka/ | 'stomach' |
| c. final | /alpp/ | 'alp' | vs. | /xalp/ | 'calf' |
|  | /vertt/ | 'value' | us | /hert/ | 'hearth' |
|  | /markk/ | 'marrow | us. | /ark/ | 'bad' |

In order to eventually get a better feel for the typological status of initial geminates such as the ones in (3a), it is worth taking a look at the established typological facts of geminates in general. Surprisingly little comprehensive work has been done in this area to date.

If we consult the largest extant phonological database - the UCLA Phonological Segnent Inventory Database (UPSID), which is an extended and revised online version of Maddieson (1984), listing the phonemes of 451 languages - only 12 languages are coded for having at least one geminate consonant segment. But not all of them have a quantity contrast to speak of. There are only seven (less than 2 percent of the whole sample) if we discount those languages which - based on the inventories given - have either only a single geminate-singleton pair (!Xu (Khoisan), Iraqw (Afro-Asiatic), and Telugu (Dravidian)) or only geminates that come without a singleton counterpart (Inuit (Eskim()-Aleut) and Trumai (South American isolate)). Those seven are: the North Caucasian Archi, Avar, and Lak; Ocaina (Witotoan), Waray (Austronesian), Wichita (Caddoan), and Wolof (Niger-Congo).

While the general picture that emerges seems to be that quantity contrasts are rather uncommon, it is doubtful that they are quite as uncommon as that. For example, the database also contains languages such as the Indo-European Bengali, Breton, and Norwegian, as well as Finnish (Uralic), for which there is general consensus among linguists that all have quantity contrasts. However, they are not coded as such in UPSID. Thus the typological interpretation of the UPSID data - not only with respect to quartity - must be taken with the necessary pinch of salt (see also Simpson 1999, among others).

One particular piece of information missing in UPSID but of pritnary interest for our purposes is where within a word the geminates may occur. This information is given, albeit rather implicitly, in the survey of 63 languages with geminates by

[^602]Thurgood (1993). In his sample, Thurgood identifies a number of frequency facts and prerequisite conditions for geminates and proposes some implicational tendencies. For example, he finds preferences for certain places of articulation (alveolar > labial > velar > glottal) ${ }^{3}$ and certain prosod ic environments (post-tonic $>$ pre-tonic/unstressed; after short vowel >after long vowvel). But most importantly, he establishes that geminates are most favored in intervocalic position or, more specifically, if preceded by a short (and stressed) vowel and followed by another short vowel (Thurgood 1993: 129). Although not explicitly stated, these flanking vowels preferably also belong to the same word. This neeans that if a language has any quantity contrast at all, it will be word-medially. Thus, the existence of initial and/or final geminates implies the existence of medial geminates (see als.) Muller 1999). While Thurgood (1993) lists the three Austronesian counterexamples Sa'ban, Kelantan Malay, and Pattani Malay, no further explanation is given as to how it could be that they exclusively have initial geminates, which is an interesting issue that we will come back to shortly. Thurgood does not mention word-final geminates separately, let alone whether or not the languages under investigation allow word-final (i.e. syllable-final) consonants in the first place. But, based on the preference factors he identifies, we can conclude that a quantity contrast is cross-linguistically most common nedially, somewhat less conumon finally, and least common initially.

Is there also a specific consonant class that stands out as the most preferred to display a quantity contrast? Based purely on the sonority of consonants (Chalter 49: sonority), Morén (1999: 110) answers this question negatively. He finds languages with quantity distinctions in stops, continuants, and sonorants alike (Hungarian (Uralic), Brahui (Northern Dravidian), Jtalian, Baloch, Cajarati (Indo-European)), only in continuants (Tartar (Altaic)), only in sonorants (Hausa (Afro-Asiatic)), and only in obstruents (Chechen, Lak (North Caucasian)), but alse languages that allow geminate stops and senorants to the exclusion of continuants (Kurdish (Indo-European)). He does not list any languages either allowing only stop geminates or excluding only stop geminates, both of which he considers to be accidental gaps. In comparison, Thurgood's (1993) generalizations are a bit inore fine-grained for place of articulation and voicing within the major classes of obstruents and sonorants. He observes that geminate stops seem to be a prerequisite for geminate affricates to occur, and presents data that suggest a voiceless alveolar' stop or fricative /tt ss/or an alveolar nasal or liquid /nn II/ to be good candidates for the prototy pical geminate.
To conclude our look at geminates in general, it is very surprising to notice that 46 of the 63 languages ( $=73$ percent) in Thurgood's (1993) sample are also listed in UPSID, yet obviously with different phoneme analyses from the ones consulted by Thurgood. As regards language diversity, six language families figure very prominently, accounting for more than 50 percent of the whole set: namely, in descending frequency, Afro-Asiatic (10 languages), Indo-European (7), Austronesian (6), Altaic (3), Dravidian (3), and Uralic (3).

[^603]

Figure 47.2 The 10 most frequent geminate phonemes in the 29 languages listed in Muller (2001: 204-233)

Looking at the frequency of initial geninate phonemes, there are some interesting observations to be made with respect to major consonant class, manner, place of articulation, and voicing.? But before looking at these factors, let us first consider the 10 most frequent geminates in these languages, as illustrated in Figure 47.2.

The nasals /nn mm/ and the voiceless stops /tt kk pp/are among the most conunonly occurring geminates. The voiceless fricatives /ss ff/, the voiced stops $/ \mathrm{bb} \mathrm{dd} /$, and the liquids /ll rr/are next on the top-10 frequency list. Thus, within the sonorants /nn/ ismost universally present, and within the obstruents it is / tt / for the stops and /ss/ for the fricatives. Very significantly, all these sounds follow the universal preference patterns (cf. Ladefoged and Maddieson 1996; Ladefoged 2001): they are coronal as well as voiced if sonorant and voiceless if obstruent, which is the less marked voicing characteristic within each respective class.

Considering the entire set of initial geminates, stops and fricatives together make up almost two-thirds, with nasals taking the lion's share in the last third (see Figure 47.3). Geminate fricatives imply geminate stops, except for Hatoma, which has /ff/ and /ss/, but does not allow any geninate stops or affricates. Overall, geminate affricates are least frequent and only occur in conjunction with


Figure 47.3 Initial geminates by manner (data from Muller 2001: 204-233)

[^604]both stops and fricatives. As for the sonorants, nasals are a prerequisite for any other type of sonorant geminate (chapter 8: sonorants). The only exception is Yapese, which has only a coronal lateral /II/ and no nasal or other sonorant geminate, although it has labial, coronal, and dorsal nasal singletons.

In the complete set of languages, there are 22 that have both obstruent and sonorant geminates. However, Circassian, Lak, Bernese, and Thurgovian Swiss German allow only obstruents, while Kiribati, Piro, and Ponapean allow only sonorants. In the latter group, all three languages have gentinate nasals, most often a coronal /nn/.

Figure 47.4 illustrates tlue frequencies of the different places of articulation ${ }^{8}$ in the sample. As expected, the predominance of coronals over labials and dorsals mirrors the general attested cross-linguistic preferences. Finally, regarding voicing where it is contrastive, namely within the obstruents, voiceless geminates outnumber voiced ones by a little over 100 percent (see Figure 47.5). There are seven languages witluout voicing distinction, for which only "voiceless" geminates are listed: Atapec Zapotec, Trukese, Hatoma, Lak, Leti, Puluwat, and Thurgovian Swiss German. In three languages, there seem to be "voiced" geminates without any "voiceless" counterpart: Lugbara has /bb dd/ but no */pp tt/, Ngada has $/ \mathrm{bb} /$ but no ${ }^{*} / \mathrm{pp} /$, and Yapese has /gg/ but no */kk/. However, in all three cases, these phonemes are the only obstruent geminates in the respective systems. Dobel is a slightly different case, in that it lacks */pp/, with /bb/being part of a bigger set, which includes voiceless /tt kk $\geqslant>\mathrm{ss} /$.


Figure 47.4 Initial geminates by place of articulation (data from Muller 2001: 204-233)


Figure 47.5 Initial obstruent geminates by manner and voicing (data from Muller 2001: 204-233)

[^605]a preceding syllable and is the onset of a following syllable; see the structures in (5). As a rule, "intervocalic" is interpreted to mean "within one and the same word."
(5) Syllabification of geminates and singletons"
a. ambisyllabic link: geminate

b. Enmtosyllobic link: singleton


While there is considerable agreement as to the ambisyllabic nature of geminates (but see Topintzi 2008 for a different view), theories vary in what unit they posit to link up with these syllable constituents. These assumptions have far-reaching consequences for how geminates are phonologically represented, especially so if the goal is to establish a single representation that is to capture not only languagespecific but also cross-linguistic patterns of geminates (e.g. Selkirk 1990; Tranel 1991; Broselow 1995; Broselow et al. 1997; Ham 1998; Davis 1999a, 1999b, 2003; Muller 2001; Curtis 2003; Kraehenmann 2003; Topintzi 2008; Ringen and Vago 2010; among others).

For convenience, we briefly sketch the main tenets of the two competing theories at this point. ${ }^{j 0}$ In moraic theory, a geminate is associated with a unit of weight, the mora - see ( 6 a) - and should therefore participate in weight-related phenomena such as stress patterns, compensatory lengthening, and minimal word conditions. In skeletal theory (Chafter st: the skeleton), though, a geminate is doubly linked to the timing tier - see (6b) - and is prosodically long without pre-association to any weight tier. As a comsequence, weightless geminates pose a challenge for the former theory, moraic geminates for the latter.
(6) Underlying representation and sy/labification
a. mornic theory (e.g. Hyman 1985; Hayes 1989)


[^606]et al. (1997: 393), Kraehenmann (2003: 26), and Topintzi (2008: 180), the mora cannot count for weight purposes by any measure of analysis when not associated to higher level prosodic structure. Finally, Topintzi's (2008) proposal for Trukese and Pattani Malay - and moraic onsets in general - is the one illustrated in (8d), in which the geminate mora is directly associated with the syllable node to which the following vowel belongs.

This tautosyllabic representation is striking for at least two reasons. First, it treats the geminate like a regular onset consenant by making it entirely the initial constituent within the first syllable. There is no anıbisyllabic double linking, which is characteristic of geminates in all other proposals. Second, the geminate carries a mora equal in all respects to the mora of the syllable nucleus. The implications of such structures are, on the one hand, that moraic onsets are expected to occur not only word-initially but also word-medially and, on the other hand, that, to an even greater extent, moras play the double role of a unit of weight and length.

In support of the first implication, Topintzi (2008: 17()-172) presents some intriguing data from Marshallese stress patterns and Trique compensatory lengthening processes which suggest an analysis of medial geminates with tautosyllabification (see also CHAPTER 55: ONSETS; Topintzi 2010). In the majority of cases, though, medial geminates noust be analyzed ambisyllabically as illustrated in (8), cases like Marshallese being the exception rather than the rule. Regarding the length issue, Topintzi replaces the basic tenet of traditional moraic theory that onset consonants are never moraic with another, based on findings by Hubbard (1994) and Напı (1998), namely "that moras are allocated a nininum target duration" (2008: 174), the controversial proposal being that surface phonetic duration is in direct relation to underlying prosodic length.

To summarize this section, there are a number of different challenges that initial geminates pose for the existing theoretical models of representation. Like medial geminates, initial geminates do not present a uniform behavior across languages. In some cases it is clear that they fully participate in weight-sensitive processes (e.g. Trukese), in other cases weight is not involved at all (e.g. Leti). If, in the interest of a universal geminate representation, geminates are not underlyingly moraic, how do we explain the Trukese cases? And vice versa, if geminates are underlyingly moraic, how do we explain the Leti cases? Moreover, how can such Leti-type genninates occupy the syllable onset, the non-weight position? It is evident that strict adherence to the traditional concepts of the two theories is not very fruitful. A combination of the two approaches seems rather nore promising but the proper balance still needs to be established (see also note 10 ).

## 4 Phonetic properties and perception

In terms of phonetic properties, initial geminates are a model case for illustrating the interdependence beiween articulation, acoustics, and perception because not only segmental features, such as place of articulation, manner, etc., are involved, but prosodic features representing duration also play a role.

Temporal characteristics have received most attention in phonetic studies of geminates to date. Although there is still some discussion on whether geininates are to be considered long or tense consonants, it is generally accepted that the
manifestations of the tense articulation of geminates. One example is the finding that the normalized Root Mean Square (RMS) amplitude of the stop release is slightly higher for geminates than for singletons for all but one of the five speakers, who shows the reverse pattern. Another example would be the fact that geminates tend to devoice for aerodynam ic reasons (cf. Ohala 1983), depending in degree on factors such as speaker, place of articulation, and position within the word. Also, voiced stop singletons have a weakish propensity to lenite, i.e. become fricatives, while geminates never do. As for durational correlates apart from the primary cue, Ridouane (2007: 129) finds that the duration of the stop release - also called "voice onset time" (VOT) or "after closure time" by other authors shows no difference in voiceless stops but is longer for voiced geminates than for singletons. ${ }^{1 / 6}$ None of these additional correlates, however, has yet been tested for its sign:ficance in perception. The jury is still out on whether Tashlliyt Berber native listeners can and do rely on these cues when the primary duration cue is not available.

While VOT plays no role for voiceless stops of Tashlhiyt Berber, it is a temporal measure correlating with the quantity distinction of these sounds in Cypriot Greek. Parallel to Tserdanelis and Arvaniti's (2001) findings on medial geminates, Muller $(2001,2003)$ establishes that VOT is also signif icantly longer for geminates than for singletons in word-initial position. Like native listeners of Pattani Malay, native listeners of Cypriot Creek can distinguish voiceless stop geminates from singletons at the beginning of an utterance. Muller hypothesizes that the subjects of her very basic perception experinent thus utilize VOT as one of possibly many secondary cues to the phonological quantity distinction.

Finally, as well as Pattani Malay, Tashlhiyt Berber, and Cypriot Greek, Swiss Cerman initial geminates have also received some attention in the literature, in particular in the Thurgovian dialect of Swiss German (Kraehenmann 2001, 2003, 2009; Kraehennann and Lahiri 2008). Kraehenmann (2001, 2003) confirıns earlier findings on other dialects, for example by Enstronı and Spörri-Bütler (1981) and Fulop (1994), that VOT does not participate in the quantity opposition: there is no difference in the duration of the stop release for geminates and singletons, be they initial, medial, or final. Since voiceless stops are the only consonants occurring in initial length opposition, the question is again whether the phonological difference is enlanced by cues other tho $n$ the primary one. While lacking any corroborating perception evidence, Fulup (1994) claims to have found potentiall secondery nortemporary cues, namely increased intensity, movement, and clarity of post-release sonorant formants above F2 for geminates in comparison to singletons. However, anecdotal evidence in Moulton (1979) and the results of a pilot perception study reported in Kraehemmann (2003) call into question whether listeners can make use of these acoustic differences. Their listeners seemed unable to recover the quantity contrast in utterance-initial context. A crucial fact to verify especially in this case is whether the difference is actually produced by the speakers or whether contrast neutralization occurs. Using electropalatography (EPG), Kraehenmann and Lahiri (2008) set out to do just that in an articulatory study. They find that geminates arte indeed articulated significantly longer (by about 85 msecs) than singletons even in absolute utterance/phrase-initial position (see Figure 47.6).

[^607]201) rightly speculates that the segmental inventory of the language in question may affect the "availability" of such acoustic cues. But the complexity of syllable structures and the degree of the functional load of the contrast must also play a significant role.

## 5 Edge effects

In the field of the phonology-phonetics interface, one area of investigation focuses on how the articulation of speech sounds is influenced by the position within prosodic structure they occur in. A number of effects have been established that involve the edges of prosodic domains such as the syllable (chapter 33: syllableinternal structure), the phonological word (chal’ter 51: the phonolugical WORD), the phonological phrase (CHAPTER 50: TONAL ALIGNMENT), etc. What is most interesting and relevant with respect to the topic of this chapter is the fact that these domain edges - beginnings in particular - have a significant effect on sound duration. More specifically, the length of segments or particular properties of segments is greater the higher up in the prosodic hierarchy their edges are (e.g. Fujintura 1990; Byrd et al. 2005).

This has beoome known in the literature as initial articulatory strengthening or prosodic strengthening. It is important to note at this point, however, that most studies so far have been on sounds that are not in a quantity opposition. For example, in their seminal EPG study, Fougeron and Keating (1997) tested the English dumnty syllable no in trisyllabic words with initial, medirll, and final stress embedded in a carrier phrase. They found that the amount of linguopalatal contact as well as the acoustic duration of the syllable-initial nasal increased with each increasing prosodic level. Fougeron and Keating conclude that these "nore extreme articulations" (1997: 3738) perform an important function for perception. On the one hand, they facilitate segmentation into higher prosodic domains, bu.t particularly into words. On the other hand, they enhance the acoustic cues for itlentifying sounds and thus assist lexical access. Although the correlation between the amount of articulator contact and acoustic duration is reported as being only weak, it is there nonetheless. Because EPG studies are still few and far between, we will also use this acoustic finding as the nain basis for or.rr remaining discussion.

In a phonetic study on real words, Cho and McQueen (2005) investigated wordinitial Dutch alveolar stops /t d/ in different phrasal and word-stress contexts. As expected, the closure durations of both voiced and voiceless stops were significantly longer in stronger prosodic positions. In addition, however, the VOTs of voiceless stops were cumulatively shorter in the sante prosodic positions, i.e. the opposite of the findings for English /t/. Cho and McQueen argue in essence that the difference is due to the difference in how the phonological encoding of the voicing contrast is phonetically enhanced in the two languages. That is, Dutch /t/, as the phonologically unmarked meanber of the pair (voiceless vs. voiced), has the phonetic (default) specification [-spread glottis], which is enhanced by shorter aspiration; in contrast, English /t/, as the phonologically marked member of the pair (aspirated ws.non-aspirated), has the phonetic specif ication [+spread glottis], which is enhanced by longer aspiration. One of their main clains is thus that prosodic strengthening acoustically amplifies the difference between sounds in


Figure 47.7 Articulation/closure duration ${ }^{2}$ and VOT in msec for initial geminates and singletons in phrase-initial (\#\# _ V) and phrase-medial post-vocalic ( $\mathrm{V} \#$ _ V ) context and medial geminates and singletons in intervocalic ( $\mathrm{V}-\mathrm{V}$ ) context in three languages: Tashlhiyt Berber (Ridouane 2007: 128-129), Swiss Cerman (Kraehenmann and Lahiri 2008: 4450-4451), and Cypriot Greek (Muller 2001: 29, 32)

* The measures of the medial geminates and singletons in Tashlhiyt Berber and Cypriot Greek are acoustic (closure duration); all orthers are articulatory (linguo-palatal contact)
phonological contrast. With respect to VOT effects, this claim seems to be supported by studies on Korean word-initial voiceless stops (Iun 1993; Cho and Keating 2001; Keating et al. 2003), which found that VOT measures were longest phrase initially, somewhat shorter word-initially within a phrase, and shortest wordmedially within a phrase.

The question we want to ask now is whether articulatory strengthening also applies to word-initial geminates and singletons and, if so, whether it shows different characteristics. There are no studies comparable to Fougeron and Keating (1997) and their later work that directly address this issue in any depth. However, some generalizations can be drawn from the studies on voiceless stops in Cyprint Greek (Muller 2001), Tashlhiyt Berber (Ridouane 2007), and Swiss German (Kraehenmann and Lahiri 2008), by comparing medial vs. initial geminates and - in the latter two cases - initial gemirnates in different phrasal contexts.

The measures we are therefore most interested in are articulatory/acoustic closure duration and VOT. To start with the latter, we would not expect VOT to become a differentiating characteristic for init tal geminates and singletons if it does not play any role for the medial contrast. This is indeed what we find. As can be seen in Figure 47.7 b , Tashlhiyt Berber VOTs are only slightly but not sign:ficantly
shorter when syllable, word, phrase, and utterance boundaries coincide (\#\# _ V), compared to word-medially ( $\mathbf{V} \neq \mathbf{V}$ ). For the Swiss German data, the non-effect is even more pronounced, with basically identical measures in all three contexts. If anything had changed, longer measures would have been expected in the vocalic context ( $\mathrm{V} \#$ _ V ) for initial stops and the longest ones at the phrase edge (\#\# _ V), at least for geminates, if not for singletons. In contrast to these two languages, there are drastically longer measures in the Cyprint Greek data, where VOT is a secondary cue: geminate VOTs are longer by 71 msecs ( 265 percent), singleton VOTs by 72 nisecs ( 348 percent). Although the 13 nosecs difference in the phraseinitial context is still statistically significant, the differential has substantially decreased from $1.5: 1$ to $1.1: 1$, which goes against Cho and McQueen's (2005) claim of contrast amplification at increasing prosodic domain edges. Unfortunately, Muller (2001) does not provide any data for the contact/closure duration in utter-ance-initial or vocalic context. Thus we do not know how the primary cue is affected by prosodic strengthening.

This, however, is different for Tashlliyt Berber and Swiss German (see Figure 47.7a). In Tashlhiyt Berber the trend seems to go in the expected direction in two of the three contexts. The geminate to singleton proportion is $2.5: 1$ word-nedially and increases to $3: 1$ for word-initial stops after a vowel-final word. But at the utterance boundary, the highest prosodic domain, it decreases again to $2.8: 1$. In Swiss German we find exactly the opposite of what prosodic strengthening would predict, namely that the contrast magnitude decreases as the prosodic level increases. The difference between geminates and singletons is biggest in word-nedial intervocalic context (syllable level, $3: 1$ ), somewhat smaller in word-initial intervocalic context (word level, $2: 1$ ), and smallest in utterance-initial context (phrase/utterance level, $1.5: 1$ ).

To conclude, there are some strengthening effects in languages with wordinitial quantity contrast but only to the extent that the primary correlates lengthen substantially at the highest prosodic level, the utterance. However, this lengthening affects both geminates and singletons, resulting in contrast diminishment rather than augmentation. The segmental context, rather than the prosodic level, might therefore be the more reliable predictor of how the quantity contrast is realized, because intervocalic geminates - be they wrord-medial or phrase-medial word-initial - are actually not at a domain boundary, but contain one, because they straddle two syllables; see (6). The only time initial geminates occur at a domain edge is utterance-initially, which, as we have seen, is a very special context in many respects.

## 6 Conclusion

The field of word-initial quantity contrasts shows many faces and still awaits unveiling and scrutinizing investigations of a wealth of issues. A start has been nade. Yet the existing disputes about phonological representation (length ws. weight), acoustic and articulatory properties, and perception are far from settled and promise to provide discussion material and theoretical arguments for years and decades to come. The historical question has only been hinted at in this chapter but constitutes another fertile ground and worthwhile area of research to be followed.
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# 48 Stress-timed vs. Syllabletimed Languages 

Marina Nespor Mohinish Shukla Jacques Mehler

## 1 Introduction

Rhythm characterizes most natural phenomena: heartbeats have a rhythmic organization, and so do the waves of the sea, the alternation of day and night, and bird songs. Language is yet another natural phenomenon that is characterized by rhythm. What is rhythm? Is it possible to give a general enough definition of rhythrs to include all the phenomena we just inentioned? The origin of the word rhythm is the Greek word $q \cup \mu$ oos, derived from the verb eri, which means 'to flowv'. We could say that rhythm determines the flow of different phenomena.

Plato (The Lnats, book II: 93) gave a very general -and in our opinion the most beautiful - definition of rhythm: "rhythnn is order in movement." In order to understand how rhythm is instantiated in different natural phenomena, including language, it is necessary to discover the elements responsible for it in each single case. Thus the question we address is: which elements establish order in linguistic rhythm, i.e. in the flow of speech?

## 2 The rhythmic hierarchy: Rhythm as alternation

Rhythm is hierarchical in nature in language, as it is in music. According to the metrical grid theory, i.e, the representation of linguistic rhythm within Generative Gramnar (cf., alnongst others, Liberman and Prince 1977; Prince 1983; Nespor and Vogel 1989; chapter 4i: the representation of word stress), the elemert that "establishes order" in the flow of speech is stress: universally, stressed and unstressed positions alternate at different levels of the hierarchy (see charter 39: stress: phonotactic and phonetic evidence).

Two examples of stress alternation are given in (1) and (2), on the basis of Italian and English, respectively. The flirst level of the grid assigns a star (*) to each syllable, and is meant to represent an abstract notion of time; on the seoond, third, and fourth level, a star is assigned to every syllable bear:ing secondary word stress, primary word stress, and phonolngical phrase stress, respect'ively.
(1)


Domani mattina partiremo presto con il barcone nuovo di Federico 'Tomorrow morning we wrill leave early with the new boat of Federico'


Guinevere will arrive with Oliver tomorrow morning with a transatlantic
Indeed, these examples clearly show that in the two languages there is a siınilar alternation of stresses ranging from secondary word stress to primary word stress to phonological phrase stress.

The level that is problematic in the metrical grid is the basic level, i.e. the level corresponding to the syllable. This representation does not show any alternation, or any element that establishes order in movernent: if we restrict our attention to this level, all syllables are represented with equal proniinence. It is clear, however, that grids that are identical at all levels, as in the two following Italian and English sentences, may represent very different rhythms. In particular, the first level - which represents an abstract notion of time for syllables - does not represent important differences between languages, precisely because it is abstract: simple syllables and very complex ones receive identical representations.

| a. | $*$ | $*$ |  | $*$ |
| ---: | :--- | :--- | :--- | :--- |
|  | $*$ | $*$ |  | $*$ |
|  | $*$ | $*$ | $*$ | $*$ |
|  | $*$ | $*$ | $*$ | $*$ |
|  | $*$ | $*$ |  |  |

## Domani Luca tornerà

'Tomorrow Luca will return'
b.


Tomorrow Albert will return
There are thus empirical differences in rhythm between languages that are not represented in a metrical grid. I.ong before the metrical grid theory was proposed, phoneticians (e.g. Pike 1945) had proposed the existence of rhythmic dhasses to aocount for the rhythnic differences between languages like English or German, on the one hand, and languages like Spanish or Italian, on the other.

## 3 Linguistic rhythm as isochrony

The idea that languages have different rhythms was first advanced by LIoyd James (1940), who observed that the rhythm of Spanish recalls that of a machine gun
languages, adjacent primary word stresses constitute a stress clash and are eliminated in much the same way (Liberman and Prince 1977; Nespor and Vogel 1979, 1989).

That languages vary in their rhythm is a fact. However, fron these studies it can be concluded that it is not different rhythms that trigger different phonological phenomena. Rather, different rhythms arise as a consequence of a series of independent phonological properties (cf. also Dasher and Bolinger 1982).

## 4 Infants' sensitivity to rhythmic classes

Linguists were not alone in investigating rhythmic classes. The discovery in developmental psychology that newborns are capable of discriminating a switch from one language to another (Mehler et al. 1987; Mehler et al. 1988) triggered further experiments to explore which cues were responsible for this early human ability. In particular, the grouping of languages into different rhythmic classes attracted the attention of cognitive scientists interested in understanding how language develops in the infant's brain. Mehler et al. (1996) relied on the classification of languages into syllable-timed, stress-timed, and mora-tinted to advance a proposal as to how infants may access the phonological system of the language they are exposed to. In particular, they proposed that the rhythmic class of the language of exposure determines the unit exploited in the segmentation of connected speech: infants exposed to stress-timed languages would use the stress foot (that is, the interstress interval), those exposed to syllable-timed language the syllable and those exposed to a mora-timed anguage the mora (Cutler et al. 1986; Otake et al. 1993; Mehler et al. 1996).

Most convincing are a number of experiments carried out with French newborns, which show that they are able to discriminate English from गapanese, but not English from Dutch, in low-pass filtered sentences, that is, in sentences whose segmental information is reduced, while prosiodic information is largely preserved (Nazziet al. 1998). In order to show that rhythrn - rather than any other property of the test languages - is responsible for this discrimination ability, Nazzi et al. also tested newborns on a set of randomly interınixed English and Dutch sentences, and showed that they discriminate these from a set of randomly intermixed Spanish and Italian sentences. Howsever, the discrimination ability disappeared when the newborns were tested on a set of English and Spanish sentences $v$ s. a set of Italian and Dutch sentences. Thus the intuitions that many phoneticians shared about different rhythms in English and Italian, for example, are confirmed by newborns' sensitivity to this distinction. It is thus clear that some physical property oust be present in the signal to account for this difference, but until recently it has not been clear what this property was.

## 5 Rhythm as alternation at all levels

If isochrony is not responsible for the machine-gun and Morse-code effects, we should ask which characteristics in the signal are responsible for it. That is, what is there in the signal that would account for the clear rhythmic differences of languages belonging to different classes? Or what is the element that establishes
order at this level? Ramus et al. (1999) answered this question starting from the hypothesis that newborns hear speech as a sequence of vowels interrupted by unanalyzed noise, i.e. consonants; this hypothesis is known as the Time-Intensity Grid Representation (TIGRE; Mehler et al. 1996). Ramus et al. (1999) proposed that, at the basic level, the perception of different rhythms is created by the way in which vowels alternate with consonants. It is thus the regularity with which vowels recur that establishes alternation at this level: vowels alternate with consonants. Starting from the observation that as we go from stress-timed to syllable-timed and then to nora-tined languages the syllabic structure tends to get simpler and the observation that simple syllables imply the preserce of proportionately greater vocalic spaces - vowels would occupy less time in the flow of speech in stress-timed languages than syllable-timed languages. Likewise, in syllabletimed languages vowels would occupy less tine than in inora-timed languages, which have the largest amount of time per utterance occupied by vowels. This difference is clear from the rough division into $V s$ and $C s$ in the three seriterices in (5)-(7). Notice that, in agreement with Ramus et al. (1999), glides are treated as Cs if prevocalic and as Vs if post-vocalic.
(5) English

The next local elections will take place during the winter cvevcccevvevcvcveccvcccvecvvccvvcevevecv
(6) Italian

Le prossinue elezioni locali avranno luogo in inverno
CVCCVCCVCVVCVCCVCVCVCVCVVCCVCCVCCVCVVCVCCVCCV
(7) Japanese

Tsugi no chiho senkyo wa haruni okonawareru daro
CVCVCVCVCVCVCCVVCVCVCVCVVCVCVCVCVCVCV
Ramus et al. (1999) tested this idea on a corpus of eight languages: English, Polish, and Dutch, representatives of the stress-timed category, French, Italian, Spanish, and Catalan, representatives of the syllable-timed category (Abercrombie 1967), and Tapanese, representative of the mora-timed languages (Ladefoged 1975). They observed that languages from the same rhythmic class had similar values for $\% V$ - i.e. a similar amount of time occupied by vowels in the speech stream - as compared to languages from different rhy thmic classes. The computation of $\% \mathrm{~V}$ was carried out on the basis of a careful segmentation, on the basis of both auditory and visual cues from the spectrogram (cf. Ramus et al. 1999). Given the assumption that newborns do not retain the difference between ind ividual Cs and individual $V_{s,}$ for each sentence only the vocalic and consonantal intervals were measured. Adjacent vowels and adjacent consonants are thus treated as vocalic and consonantal chunks, respectively. A second measure that clusters the languages into three groups is the standard deviation of the duration of consonantal intervals ( $\Delta \mathrm{C}$ ), i.e. a broad measure of the regularity with which vowels recur (see Figure 48.1). Both measures are related to syllable structure. A high \%V implies that the repertoire of the possible syllable types is restricted, thus also that the consonantal intervals do not vary a great deal, given that there are no languages in which all


Figure $48.1 \Delta \mathrm{C}$, the standard deviation of the consonantal intervals, $v s . \% \mathrm{~V}$, the amount of time per utterance spent in vowels, for 14 languages. The widths of the ellipses along the two axes represent standard errors of the mean along the axes. Dark ellipses represent head-initial languages, and light ellipses head-final languages. Turkish, Hungarian, Basque, Finnish, Marathi, and Tamil are from unpublished results. Data for the remaining languages are from Ramus et at. (1999)
syllables are complex. Rather, even in languages with the greatest variety of syllable types, the basic syllable type - CV - is the most unmarked (Blevins 1995; Rice 2007).

Thus, according to this proposal, rhythnt is alternation at all levels: of consonants and vowels at the basic level and of stressed and unstressed syllables, feet, and words at subsequent levels. This order in the flow of speech is always established by the alternation of more and less audible elements.

## 6 Other proposals

The analysis proposed by Ramus et al. (1999) is not the only one to rely on a purely acoustic-phonetic description of the speech stream in trying to understand the basis of linguistic rhythnา. In Rarnus $\mathrm{\varepsilon t}$ al. the $\% \mathrm{~V}$ and $\Delta \mathrm{C}$ variables do not consider the relative ordering of long and short intervals inside an utterance. That is, sequences like CCV:.CCV:.CV.CV and CCV:.CV.CV.CCV: (where V: is a long vowel, as opposed to VV, which denotes two different adjacent vowels) will yield identical values for their two variables.

Grabe and colleagues therefore chose to examine the pairoise varimbility indices ( PV ) in the vocalic and intervocalic intervals in speech (e.g. Low et al. 2000; Crabe and Low 2002). This measure is meant to cap ture a little more of the (local) temporal patterns in speech by considering the variability of all pairs of vocalic or intervocalic intervals.
classes differ in their syllabic structure: going from a low $\% \mathrm{~V}$ to a high \%V, languages go from having more complex to having simpler syllabic structures. Typologists have in fact observed that various morphosyntactic properties are correlated with the complexity of syllables in a language (Gil 1986; Fenk-Oczlon and Fenk 2004) and, in addition, with its rhythmic patterns (Donegan and Stampe 1983). The computation of $\% \mathrm{~V}$ might therefore offer cues to very different properties of the language of exposure.

Shukla et al. (in progress) hypothesize that the correlates of linguistic rhythm, $\% V$ and $\Delta C$, have consequences for acquiring correlated morphosyntactic properties like agglutination and word order. These researchers extend the results from Ramus et al. to a larger and more varied set of languages. The results indicate that there is a tendency for languages with a low $\% \mathrm{~V}$ to differ from languages with a high $\% \mathrm{~V}$ in head direction, degree of agglutination, richness of the case system, and flexibility of word order (see Figure 48.1). Thus, it is proposed that a simple syllabic structure is correlated with agglutination: if many suffixes can be attached to a word, complex syllabic structure would make these words excessively long and possibly hard to parse.

The question remains why agglutination is found ahnost exclusively in head-final languages. Two different reasons, both syntactic in nature, have been given. In van Riemsdijk (1998), the explanation for the correlation between headfinality and agglutinative morphology is based on head adjunction, the syntactic device that assembles independent, phonetically realized morphemes in complex words. A principle states that head adjunction can take place only between linearly adjacent heads; since heads are adjacent in head-final languages, while they are separated by intervening specifiers in head-initial languages, head adjunction - and thus agglutination - is expected to take place in OV languages only.

More recently, Cecchetto (forthcoming) assumes that morphological conflation, responsible for fusional morphology, requires that a direct syntactic dependency be established between a selecting head and a selected one. Howvever, in headfinal languages this dependency would go backwards, since the selecting head linearly follows the selected one, and backward dependencies are disfavored, for processing reasons (e.g. Fodor 1978). As a consequence, in head-final languages affixes cannot be fused, and result in agglutination instead.

If there is indeed a syntactic explanation for the correlation between head direction and agglutination, the identification of the rhythmic class of the langlage of exposure would be one of the mechanisms that would assist the infant in the bootstrapping of both the favored morphological operations and word order in the language to which they are exposed.

## 8 Concluding remarks

In conclusion, linguists' intuitive notion of stress-tinned and syllable-timed rhythm is most likely a consequence of the phonological organization of different languages, which can be captured by two relatively simple acoustic-phonetic cues, such as $\% V$ and $\Delta C$. Languages appear to be grouped into three rhythmic classes: one corresponding to so-called stress-timed languages, one to so-called syllable-timed languages, and one to so-called mora-timed languages. The rhythmic class to which a language belongs appears also to determine the segmentation unit used by its
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[^0]:    ${ }^{1}$ Flapping causes neutralization of $/ t /$ and $/ d /$. Speakers also seem to be aware that the flap is different from / $/$ /, although we don't have the same kind of evidence.

[^1]:    2 Guldsmith (2008) presents an insightful discussion of the histuric precedent for this type of analysis in the work of Harris (1951).

[^2]:    3 Phonemic analyses with ordered rules mapping phonemes to su.rface allophoric representations are found in BIoomfield (1939), and, as highlighted in Goldsmith's recent work (2008), are again taken up by Wells (1949) in work that presages the majer devele, pment in Cenerative Phernolugy a decade later.

[^3]:    (In denying the status of a distinct level of phonemic representation, Chomsky and Halle were essentially in agreement with Bloom.field (1.933), as noted by Keerner (2003). Chomsky and Halle's rejection of structuralism, and phonemic analysis in particular, is directed at the taxonomic phonemic analysis of Twaddell, Bloch, and other pust-Bloomf.eld structuralists (Odden 2005; ch, 3. supplemen t).

[^4]:    5 This also applies to the vowels in the English example atom, atomic, mentioned in $\mathcal{\&}$ ?

[^5]:    6 The featureless vowel lacks phonological place features, acouring place specification only in phonetic implementution. Manner features are ty pically non-contrastive for vourels, and the major class features thot distinguish vowels from consonants can be predicted on the basis of a munimal syldable structure that encodes the rowel as a syllable nucleus. Alternatively, syllable structure itself can be omitred from UR if the wowel is spexified for the major class features [-consonantal, tsyllabic].

[^6]:    1 For the sake of consistency, d have used the symbols of the International Phonetic Alphabet (IPA) in all transcriptions in this chapter, conventing from warious other systems where necessary in material drawn from other sourves. Here, for example, I have replaced the traditional Slavicist's symbols [č $\frac{\breve{y}}{\mathrm{y}}$ ž] used by Flalle (1954) with their [13A counterpats [t5 (3) 3].

[^7]:    2 In Optimality Theory, Richuess of the Base (13rince and Sonolensky 1.993: §9.3) implies that, in principle, every language nlust neutralize some input contrasts absolutely. Horvever, Lexicon Optimization (in its original fermulation by Prince and Snolensky 1993: 59.3 and in the refined version proposed by Inkelas 1995 as Alternant Optimization) ensures that an input segment that never surfaces faithfully and that is not recoverable from any effects it has on other aspects of the surface form will never be listed in ally actual lexical entry, and thus will never be phonenically contrastive in the relevant sense.
    a See Harns (1973) for counterproposals in which /e/ and/a/ are analyzed as /ia/ and /ua/ or /ja/ and /iva/, and Hyman (1973) for a rebuttal.

[^8]:    + Indeed, Arapaho is one of the languages that Rice ( 1995 , 2002) cites in arguing that vowel place in general should be encoded phonologically with just two privative features: Peripheral (which enconpasises both Dorsal and Labial) and Coronal.

[^9]:    $j$ For the sake of simplicity, I set aside the Luo prenasalized stops $/{ }^{n} d^{\circ} \mathrm{d} /$, which participate in dental harmony as expexted.

[^10]:    - Some work in Optimality Theory has proposed various additions to these two basic ty'pes of constraints; see in particular Archangeli and Suzuki (1997).

[^11]:    7 In the tableaux in (1.9), I assume thet this constraint penalizes all and only voiced obstruents; Tambandi (1999: 271, fn. 2) suggests that the constraint can be taken to be more general than this, but only its ability to penalize [volice] on obstruents is relevant here.

[^12]:    - I have departed from Flemming (2M02) primarily in representing voiceless uraspirated [ k ] and partially devoiced [ $\dot{\delta l}$ las (very slightly) phonetically distinct from each other, largely for the sazke of providing an example in which the Maninist tenstrajuts make a crucial contrillution to the outceme. Flemming's (2002) constraint hierarchy also appears to predict that English should have a three-way VOT contrast, which is not the case in this adaptation.

[^13]:    9 The tableau in (23) differs slightly from Padgetts (2003) ariginal, in that I have omitted the censtraint "au, which plays no role in this evaluation (although it was importantatan earlier diachronic stage), and included the palatalization of $[\mathrm{F}]$ before [i].

[^14]:    10 Thris scenaris owes its inspiration to Cantor's (1892) diagonalization argument demonstrating the uncountability of the real numbers.

[^15]:    $\pi$ See also Dresher (2009: §8.3) for some other objections to Padgett's (2003) analysis of post-velar fronting and an alternatite aceount based on the notion of a contrastive hier archy.

[^16]:    1 Formally, let $\Sigma^{*}$ be the set of all logically possible words given a fimite alphabet $\Sigma$. A pattern $L$ is an indicator function if $L: \Sigma^{4} \rightarrow\{0,1\}$. It is real-valued if $L: \Sigma^{4} \rightarrow{ }^{\circ}$. and it is a probability distribu-
     $L: \Sigma * \times \Lambda^{*} \rightarrow$ Ris a real-valued one.

[^17]:    ${ }^{2}$ The notable exception $\mathbf{t o}$ this is reduplication (chapter foo: repuplication; chapter hes: radupticatinn an sanskRit), which is axguably a morphulogical prouess (lnkelas and 7oll 20ns). For regular (finite-state) approaches to reduplication, see Roark and Sproat (20(7)).

[^18]:    s See Haussler cf al. (1992) and Haussler (1995) for over views of work in learnability theory and insights into the deep connections between the J'AC, Bayesian, and mistake-bound perspectives.

[^19]:    " Formally, sample $S=\left\{x_{1}, \ldots, x_{1 r}\right\} \subseteq x_{n}^{-}$is shatterable if $\forall\left(v_{1}, \ldots, v_{n}\right) \in\{0,1\}^{n}, \exists l \in \mathcal{L}$ such that $\forall i c(x i)=v_{i}$, The VC dimension of $f$ is the cardinality of the largest shatterable sample: $\operatorname{lcd}(L)=$ nsaxil|St : $S$ is shatterable\}.

[^20]:    \$ By complexity, we mean informotion-therretic complexity in the sense that $£$ makes it possible to describe any labeling of $m>d$ data points with fewer than $\log _{2} m$ bits. See Kearns and Vazirani (1994) frer more discussion and for proofs.

[^21]:    *Since the CMU dictionany does not include allophonic information, Gildea and Jurafsky nodif Led the dictionary to replace: $[t]$ and $[d]$ with [ $r$ ] in every instance where the rule would apply.

[^22]:    \% It should be emphasized that OSTIA learns a rule that is consistent with the data. It is just that the alternation that this rule describes is not the same insinite set of 〈underlying form, surface form) pairs that phonologists think the flapping rule ought to descrite.

[^23]:    - In addition to HG (Legendre of al. 1990; Smolensky and Legendre 2006; Pater 2009), a range of weighten models have been propisied by Goldsmith (1990, 1991, 1993a, 19936) and a few others.

[^24]:    $y$ The thound an sample complexity $m$, according to VC dimension $d$, is $m \leq[(4 / \varepsilon)$ (d) In $(12 / \varepsilon)+$ (n (2/o) ]; see e.g. Blumer of al. (1989).

[^25]:    to This follow's from the fact that pairs of candidates can be used to define partial orders over the
    

[^26]:    1 Another way to represent categorical temporal differences in phonologicalrepresentiations is Atoraic Theory (Hayes 1989). Moraic Thenry, however, does not prowide at accou.nt of axticulatory timing; furthernore, the nora needs to be translated into a phonetic-physical specification. For a gestural reinterpretation of moras as units of syllable weight, see the sextion on split-gesture dynamies.

[^27]:    1 Language names and genetic affiliations follow the Ethmoterym (Lewis 2009). In the online version of this chopter, the appendix provides more details about the languages cited here: combery, linguistic phylum, prinzary source of data, etc.
    The orline version of this chapter contains more illastrative datal throughoust.

[^28]:    ${ }^{3}$ Prenasalized stops (common in AErican languages) do not violate the SSP, since they are single phonemic units, not true sequences. Syllabic nasals, such as in hypothetical [n.da], dor not censtitute tautos ${ }^{\prime}$ 'llabic onsets either.

    * Whitney dues nut glass this revot, but notes that the form is aorist.

[^29]:    (12) Kleph 'to steal'
    smerd.nos 'power, force'
    am.blus 'dull'

[^30]:    5 The form / ramra/ is preceded by ${ }^{*}$, since it is reconstructed.

[^31]:    6 Thinks to Jeff Mielke (personal commurication) for these comots.

[^32]:    1 For a review of the eye-tracking paradigon applied in prosody research see Watson et al. (2006) and Wratson el sl. (200\%).

[^33]:    ${ }^{1}$ In this sense, therefore, Prosodic Phonology sharply contrasts with dircte refercmee approaches to the interface, most articulately expressed in the work of Kilisie (1983, 1985) and Odden (1987, 1990).

[^34]:    $\geq$ The CG is the most debatable prosodic constituent, and is usually not included in the Prosodic Hierarchy. It was originally introduced by Hayes (1989) and later adopted and further established by Nespor and Vogel (1986) (see alsu Chapter 84; Clifics).

[^35]:    3 The increasing debate against boundaries was alsin stimulated by their clearly diacritic character. Boundaries do not constitute linguistic objects and, as such, lack any formal existence in mental representrations (sere e.g. Pyle 1972; Rotenberg 1978).

[^36]:    - In linguistics, the notior "morphological or grantmatical word" is not uncontroversial. Dixon and Aikhenvald (2002: 18ff.) provide different types of criteria to define it and also distinguish it from PW. The riost important three are that the elements a grammatical word consists of must alsays occur together, in a fixed order, and have a conventionalized coherence and meaning.

[^37]:    5 -Vespor and Vogel (1986: 154-155) escape this problem by employing a (grid-based) 5tress Readjasferert rule. There is independent evidence, however, that clitics in Greek are footed. For instance, imperatives opt to incorporate the enclitic by deleting their final sowel, e.g. /yrapse ton/ ('xrapsturt): 'write-map.2sc: c.t. 3 .intsc.Acc.'. Alternatively', the clitic Mnay be augmented sar that it caul form its own foot, e.g. (oxntyse), (tonc $)_{\mathrm{F}}$. Similar atgmentation phenomena are independently enforced by foot
    

[^38]:    6 The asymmetry in the prosodization of weak elements constitutes ane of the main arguments against the CG as a prosodic constituent.

[^39]:    7 In non-serial theories of phonology such as OT, where mapping is the jut of in rexface constraints that operate simultaneously on both noodules, such questions are alnost redundant, unless one embraces the distinction between a lexical and a post-lexical component in phenolegy.

[^40]:    si The blockixg of rule applicationa is considered as an inmediate nesult of adjunction. Flements of the outer layer of the PW jnherjt the properties of the mother constituent, but, because they are not dominated by all of its segments (Chomsky 1986), they can escape (some of) the rules (cf. Booij 1996).

[^41]:    1 Works relevant to the study of ternary rhythnt that have not been mentioned in this article, but which students of this topic should consult, include the following: Crowhurst (1992); Idsardi (1992); Kager (1993); Green and Kenstowica (1995); Rowickil (1996); van de Vijver (1998); Elenbrias (1999); Hyde (2001); Gordon (2002); McCartney (2003); Karttunen (2006); Buckley (2009).

[^42]:    1 Go. = Gothic; $\mathrm{OS}=$ Old Saxon; $\mathrm{OE}=$ Old English; $\mathrm{OHG}=$ Old High German; ONi = Old Norse; $\mathrm{VL}=$ Vulgar Latin.

[^43]:    2 Hwne (1999) accounts fors obstruent-nasal netathesis in Sidamo in texms of the perceptibility of the twro consonants involved. According to her, netathesis in Sidamo eccurs because having distinctive place in both nasals and unreleased stops in preconsonantal position is perceptually disfavored.

[^44]:    a. $s i^{R}$
    b. $\quad$ i: ${ }^{0 H} \operatorname{sar}^{1 H} d \operatorname{ma}:^{2 H} t r^{3 H} n$

[^45]:    3 Wuch of the literature limits the texan compersatory fergthering to coses involving the lengthening of a vowel. The lengthening of a consonant is called inverse compensatory lengthering by Hayes (1989: 280-281). Here 1 will refer to both prosesses by the same name.

[^46]:    ?. Neither analysis gives a reason for delinking or inthbiting the assectiation of the consonant encircled in (11a), so that the unattested form * (katbab] is avoided. Following Hoberman (1988), we may assume that long-distance geminates (those separated by a vowel) are more marked (their inhibition is ranked higher) than local ones and that w'ord-initial geninates are even more norked. This explains why [kattab] is preferred to *[keitbab], but [ktabab] to *[kkatab].

[^47]:    a It is common at this point to offer a disclaimer with respect to Everett and Everett (1984) (who claim that Pirahat is different in this respect) or to Davis (1988) (who collests sases where the quality of the onset seems to play a role in stress assignment). ljowever, as flayes states: "I believe that the ability of Moroic Theory to account for wide-spread patterns of markedness should be given more wreight in assessing the evidernce than any particular atwkitardness in the analysis of individual languages" (1989: 303). This is probably true for any thenry. Furtheranore, some of the vexy few onset-sensitive systems have been shown to be re-analy'zable so that they are not onset-sensitive (Civedemans 1996; Takahashi 1999).

[^48]:    1 This problem could be avoided by placing vowels and consonants on separate autosegmental planes (as in (10) and (11)); however, such a modification would loosen the theory beyond desirable limits: we would now find it hard to explain why so many processes deened possible by the framework never occur.
    ${ }^{3}$ While it may be argued that pirin is underlyingly [pijn], the question still holds why the same structure, the melody of [i] doubly linked to a $\mathbf{V}$ and a C slot, is [ij] in one case and [i:] in the other.

[^49]:    * In kact, in English it is by default empty in non-questions, that is, there is an empty complementizer at the beginaing of the matrix clanse tow.

[^50]:    "Note that "empty" and "unponnounced" are not equivalent. In a privative feature framework, empty skeletal positions may be phonetically interpreted, as a sound maximally lacking any contrast, like e.g. [o] or ['3]. Some empty skeletal positions may thus be pronounced; others mby remain unpronounced if they satisfy certain condjtions. See Kaye of al. (1985, 1990), Charette (1991), and Harris (1904) for details.

[^51]:    1 For anore detailed discussion on the Sonority Sequencing Principle and the Min imal Sonority Distance, see Chatrer de: SUNORITY.

    - For a discussion of other variants see Parker (2002).

[^52]:    3 Under the assumption that [sk] is a complex onset, the fricative [s] nust be nore sonorous than the stop [ $k$ ] ( c . Dell and Eldnedlaoui 1985; de Lacy 2006; among others). In the sonority hierarchy I have adopted here, this distinction is not made. On the other hand, a difference in sonority of fricatives as opposed to stops would yield incorrect results in other accounts, e.g. Kreitoman (2006). If [s], however, is not part of the onset (ef. Chapter je: THE REPRESENTATION OF SC CLCSTERS), this issue does not arise in the first place.

[^53]:    $\pm$ Berent et al. (2007) seem to adept Greenberg's (1978) characterication off small and high sonority. High-sonority rises are OI. clusters; low-sonority rises are $\boldsymbol{\wedge} \boldsymbol{I}$. and $O \boldsymbol{N}$; plateaus are $O O$, and falls are LN and NO clusters.

[^54]:    \$ Inclusion of $s C$ clusters among the FT clusters and their treathnent as onset clusters, at least word. initially, is quite problematic for Morelli, however, in light of evidence showing how $5 C$ clusters differ from true branching onsets in farious ways (see CHAPTER 3\&: THE REPRESENTATION OF SC CLISTERS),

[^55]:    - However, the case of Juma should be treated with caution, because only a handful of data are available and because it is possible to re-analyze it. In particular, words like [pe'jika'pia] 'bird (sp.)' may be argued to contain a final diphthong, i.e. [pe'ji.k.'. ${ }^{\prime} \mathrm{ia}$ ], rather than a sequence of heterosyllabic vowels, i,e. |pe.'ji.kJ.'pi.al, which would lend support to the onset effect. Interestingly, Juma is the sole language where the effect appears at the right edge of the word and not at the left. This may perhaps be an additional indication that it is not truly onset-sensutive.

[^56]:    7 Note that [r] in Karo behaves like [d], which is otherwise missing from the inventory (Gabos 1999: 12).

[^57]:    * This characterization is unavoidably linked to a broader discussion of what exactly constitutes a gerninate. Brielly, the debate relates to whether geminates are inherently snoxaic (i.e. heary) or involve double linking to higher structure (i.e. long). This issue is thoroughly examined in CHAPTER 37: geminates and chapter qij: initial geminates.

[^58]:    9 Many languages impose a minimum size for words to twe well-formed. Commenl\}'s twords are required to be at least bimoraic (C)VV as in Ket or Mocha, or (C.)VV/(C.)VC. as in English or Eventi (Gordon 2006), or bisyllabic, e.g. Pitta-Pitta (Hayes 1995: 201).
    su in fact, aninleral words with two unsyllabified consontants CC are also allowed. Fwidence for the existence of unsyllabified consonants would take us too far afield; see Bagemihl (1998) and Topintzi (2006) for details.

[^59]:    ${ }^{17}$ Simultanexus morac city on all three pisitions is presumably attested in Karo (see Topintzi 2010; 49).

[^60]:    mare-k\&i 'a question'
    mare ké 'ask him'
    mare ké 'ask me'

[^61]:    12 A reviewrer points out that the input for the 3 rd singular could instead include a low-toned nasal that on the surface fuses with the onset consonant, similarly' to what happens in sonorant-initial stems. This is certainly a possibilityr, but not one Hyman seems to assume. In any case, this issue is orthogonal to the point made here.

[^62]:    ${ }^{1}$ It is inuportant to distinguish repetition from reduplication. Here, repetition is viewed as prosodically driven, to fill the needs of a pmsontic font. T.exicalized repetition creates nouns fromon verbs, with only thro formations of the lexically meaningful movement required. Reduplicat ienis aspectually driven.

[^63]:    1 Final syllables lwe a special status, in at least two respects. Stress does not fall on final CVC syllables, but CVVC and CVCC syllables, which are only found word-finally, do bear stress. The special behavior of final elements is a more general issue, to be addressed in \$6.2.

[^64]:    2 All examples are from McArthur and McArthuy (1956), who list ne cases of final CV syllables. Also, they claim that stress falls on the rightmost CVV syllable, yet no words with mure than one CVV syllable are found in this source.

[^65]:    ${ }^{3}$ It is not typicall for tone to be attracted to a heavy syllable, although some sases have been interpreted in this light. Thus Flopi, as described in Jeanne (1982), has been interpreted as a quantity-sensitive stress system (Hayes 1995): stress occurs on intitial heavy syllables, either CVV or CVC, othersvise on non-final peninitial syllables; stress is initial in all disyllables. However, hecause stress is realized as toral prominence, this systern hos also been interpreted as a tonal system in which High tone is ateracted to the initial heavy syllable, otherwise to the second syllatle, if nor-final (Yip 2002: 245). This stress-like behavior of tone, if indeed correctly interpreted, is truly atypisal.

[^66]:    t Note, however, that tone languages vary as to what onstitutes a tone-bearing unit. What we desiribed here is one of several unodes of selecting a tone-bearing unit. On tone and tone-hearing units, see Chapter ati: the representation of tone.

[^67]:    1 Correspondence between input and output candidates is evaluated by input-output (IO) faithfulness innstraints. Reduplicants stand in corpespondence relationships with the output forms of thejr bases, and are evaluated by base-reduplicant (BR) faithfulness constraints (McCarthy and Prince 1999). Faithfulness constraints in this chapter assess 10 correspondence, unless otherwise noted.

[^68]:    ${ }^{2}$ This view is elaborated in MicCarthy (2002: 129-134), where it is noted that theories with ordered rules can mimic some TETV effects with the application of default rules.
    ${ }^{3}$ More precisely', structures which violate some inarkedness constraint M1 are marked with respect to . M1; if these structures do ruot violate sorne other rraxkedness constraint M2, nu conflict arises in saying that they are also unnarked with respect to M 2 . $\operatorname{In} \bigcirc I$, markedness is nultidimensional, assessed by each markexness constraint individually.

[^69]:    + See Vaux (2002, 2008) for a survey of eperdhetic segments and a dioclurouic perspective. See also Steriade $(2001,2009)$ for the view that epenthetic segments are chosen by faithfulness constraints minimizing the perceptual distance between representations with and without the epenthetic segment.

[^70]:    5 The ranking Faith $\gg$ Onset similarly cheouses [on.ag] over *[0.ag].

[^71]:    " Positional fait)fulness TETU rankings can alse result in languages where, as is more typical of TETL, unmarkedness is the less frequent pattern; this occurs when the posifional faithfulness constraint targets a brond set of positions, e.g. Fairn/Ront.

[^72]:    ${ }^{3}$ Sirnilar patterns are found in a number of other Philippine la nguages (Blust 1.971: 85f.; 1979: 104f.; Crowhurst 1998: 597), including Tagalog, where, however, it is poorly attested and classified with juregular verbs (Schachter and Otanes 1972; 375-380).

[^73]:    1 For example, Suzuki's cases 54-57 are grouped under "polarity", but on oloser inspection they appear to have little in common. The reasons for reclassifying or not including these cases here are, briefly, as follows. In Russian jaknas'c (54) a pre-tonic non-high vowel reduces to [i] or [a], depending on the quality of the following stressed vowel. The high or low quality of the reduced vowel gives the impression of milximizing the contrast in vowel height, e.g. /s'e'aliju/ $\rightarrow$ [s'a'nl'ju] 'seven (INst)', but /di'is'atka/ $\rightarrow$ /di'i's'atka/ 'tenfold'. Crosswhite (1999: 79-83), however, argues that the dissimilatory effect is only epiphenomenal, and actually has nothing to do with dissimilation or enhamentent of vowel height contrast. Based on work by Alderete (1995), she argues that what is at issue is actually a difference in foot structure. Syllables with prominent nuclei may constitute feet on their own. In [dif('ss'a $\left.\left.{ }_{\mu l} t\right) k a\right]$, the stressed syllable forms a foot on its own, whereas in [(s'a'm'ju)] the pre-tonic syllable must also be incurporated because the stressed nucleus is not sufficiently prominent. The choice of raising or lowering thus comes tepend on whether the focus is parsed into a fout or not. Dinka (55) represents a morphological exchange rule, which is highly controversial in linguistic thenry. See Wolf (2007) for an alternative analysis of exchange rules in terms of featural affix allomorphs. Huamelultec Clental ( 76 ) appears to be a case of [spread glostis] dissinilation, not polarity. Margi ( 57 ) represents a case of allomorphy. Also not included is Thurneysen's Law in Gothic, which recent research by Woodhouse (1998) shows to be a case of analigisal relexicalization rather than a phonological rule. Suzuki also includes Hinnish consonant gradation (Keyser and Kiparsk). 1984; Alderete 1997), but it is excluded here, since it is neither syachronically properly phonological nor obviously a dissinuilation rule. One language cited as evincing low vowel dissimilation is the Chadic language Kera (Ebert 1974; Kenstowicr. and Kisseberth 7979), where /a/ is claimed to dissionilate to laj prew ceding another /a/. Recent work by Pearce (2008), however, shows that the effect is due to reduction in unstressed syllables.

[^74]:    2 This consensus naturally dees not extend to those representational theories like Government Phonology, where the eleonents of represeritation must have autonomous intexpretations (see especially Kaye ti nd. 1985). Obviously, [sonorant] has no phonetic interpretation independent of the place and manner features with which it is asser iated.

[^75]:    a. One of the apparent casts of continuant assimilat ien nentioned by Ohala as a potential counterexample to the C.HT may in fact turn out tor be best understood as an instance of it. Dyen (1972) shows that 1'roto-Austronesian */s...s.../ was dissimilated across an intenening vowell in Ngaju-Dayak to /t ...s.../. The evidence, however, only cons'ists of the two words PA *sisik >ND [tisik] 'fish-scale' and PA *susu > ND [tuso] 'breast'. It is perhaps relevant that the voirtl inmediately following the init hal "s is a high wowel. High vowels are known to increase the degree of post-aspiration of a prew ceding voiceless stop and affrication of a preceding $/ t /$. The initial sibilant may thus have been interpreted as the co-articulatory affrication of an intended $/ t /$.

[^76]:    . The forms in (19) represent Nevins's own fieldrtork. The original source on Hindi echo words is Singh (1969).

[^77]:    ${ }^{1}$ It is also colnmon to find cases $j_{1}$ which the second of tw wowels becemes noln-syillabic, e.g. /gene-i/ 'race (0at sr.)' > [-genej.] iun Attic Greek (de Haas 198R: 126). Generally, such cases are potent tally' analyzable as diphthong formation. See Senturia (1698: 12-15) for examples and related discussion.
    $\because$ This is not the case in Attic for the pair /a e/: /ate/ yields [ E ] ], while /eta/ yields [em].

[^78]:    a. One topic that is not treated, for reasons of space, is the typology of diphthong formation. See Schane (1987), Sohn (1987), Rusenthall (1994), and Senturia (1998) for some discussion.

[^79]:    1 In addition to the more counmon cases in which the elided vowel is one that occupies a particular position, there are also cases (see C.7sali 1996, 1998; Causley 1999b) in which the vowel targeted depends on the featimal makeup of the twitu vowels.

[^80]:    ; The particular [ATR] value that is presetved under height coalescence show's a strong correlation with a language's vowel inventory' structure; see Casidli (1998, 2003) and Causley (1999a) for discussion.

[^81]:    6 In rare cases, e.g. Aghem (Hyman 1979), languages may glide the low vowel/a/ as well.

[^82]:    In some languages, glide formation following certain consonants triggers further changes, e.g. /siV/ and /ziV/ are tealized as [ $\int \mathrm{V}$ ] and [ $; \mathrm{V}$ ] respectively in Fbira (Adive 1989).

    * Intervocalic gliding of non-high vouvels also occurs in some three-vorvel sequences discussed by Clements, as in /te-a-a-gula/ 'he/she didn't buy', realized as [tejagula].

[^83]:    - Aoki's description implies that glide formation should apply before rnund vowels as well, e-g./uto/ $>$ [trol), but he gives no exnmples of such xealizations. In contrast, Mct aren's data and explicit statements ( 1955 : 10) strongly suggest that gliding of /u/, /o/ occurs only before non-round vowrels. I follow McLaren's account here.

[^84]:    ${ }^{11}$ Aoki (1974: 238) displays the underlying formos of the first and last forms in (19) as /isisu-ini/ and /isilo-ini/, respectively, but describes the lowering of the word-initial vowel form/i/ to le] as a morphosyntactic replacement, sugeesting thit initial /e/ is present underlyingly.

[^85]:    \#1 The derivations in (21) differ slightly froun those shown in Anki due to an apparent typo in his derivation of lesisurini] and a nuinor (and irrelebant) difference in choice of underlying forms (see note 10).

[^86]:    " Glide Formation as formulated in (22a) dones not accomit for the cases where non-high vowels glide word-init ially in (16). Clements proposes an additional rule to account for these, which we will not treat here.

[^87]:    ${ }^{23}$ Under some analyses (e.s. Bakovic 2007), yliding of (-lugh) vowels will also incur violations of a constraint lusiru [high], which prohibits changes to the feature [high], since the resulting semivowel $[w] /[j]$ is assu.uned to be $1+$ high ].
    1.1 For some proposed constraints relevant to compensatory lengthening which are not considered in this simplified analysis, spe Rosenthall (1997).

[^88]:    15 More precisely, the label Vcv-Cooro is a shorthaud for a connjoined alignment constraint (see
     which is desoribed in prose as a requirement to "align the release of the first bowel in a sequence of voirels with the achievement of the target of a consonant, and align the release of that sanme consonant with the achievement of the target of the second vowel of a secguence" (Borroff 2003; 11).

[^89]:    ${ }^{36}$ The full analysis in Casali (1997) actually predicts that $V_{2}$ elision should be possible at prefix-root boundarjes in the special case of a $V$ prefix, since $V_{1}$ is protected by $\mathrm{MAxWl}^{1}$ and an additional constraint MaxMS requiring preservation of monosegmental morphemes. We will ignore these complications here.

[^90]:    17 See Lumbardi (2002) for a simular proposal.

[^91]:    1 Discussion here is limited to propocals advanced in the cane OT plonnological literature. Combinatorjal devices have been used incontroversially in probabilistic models of $T$.

[^92]:    2 But see Itò and Mester (1998) and Baković (2000) for a slightly different view.

[^93]:    o The constraints in (16) and similar constraints, were proposed as elements of the "grounded phemology" framework developed in Archangeli and Pulleyblank (1994).

[^94]:    * For example, a [ +AIR ] domains such as $e .$. . 4 would be penalized. Three types of ATR domain are permitted by the local conjunction (* $1+A T R$, front] \& $\mathrm{Hn}_{\mathrm{n}}-\mathrm{I}$. [ATR]). If the head is one of the set
     domain. The head can be one of the set $\left[\begin{array}{lll}u & \jmath & 0\end{array}\right]$ if it is domain-initial.

[^95]:    5 See alsu Beckman (2003) and Smulensky (2006: §5).

[^96]:    ${ }^{6}$ The pattern reported here for Dutch is very common. A seemingly udd characteristic of the dialect Kager describes that voiced fricatives in onset prosition ore always devoiced (e.y. / w/ in diansiorm 'cheese mould' surfaces as [sf]), and this reguirement compels the surface voicelessness of any preceding obstruent.

[^97]:    "Note that the underived pentasyllabic form ['wintaranaja] has initial and penultionate (not antepenultimate) stress. Hewitt and Crowhurst (1996) use this example (firom Austin 1981) to show that stress in Diyari is not assigned from left to right, as many theoretical accorunrs of Diyari have assumed (e.g. Poser 1989; Crowhurst 1994; Kager 1994). Rather, Diyari assigns a trochaic foot at both ediges of a morpheme when it can.

[^98]:    * Note that Crowhurst and Hervitt's use of inuplication does not have the semantics of classical morterial implication in Buchlean loyic.

[^99]:    9 Balarief af. use the symbol " $\rightarrow$ " in the same way as " $>$ " in Beolean logic. Balari et al.'s take on conflicting dinectionality is very close to that of $\mathcal{Z o l l}$ (1997). Zoll proposes the constraint below to account for stress in Selkup. Note that ¿oll's constraint is an unacknowledged complex constraint, which, when unpacked, has the semantics of Balari er al.'s implicational constraint.
    (i) Align-L('un, PWd): A light stressed syllable should be word-initial.

    10 Balari ef al. differ from CH in assuming that Heams-L and Heabs-R restricts the foot, not just the stressed syllable. (47) is taken from their work and therefore reflects this difference.

[^100]:    The broadly defined sutline of lucal conjunction theory . . admits a huge number of conjoined constraints, only a small subset of which will turn out to phry a role in grammar, aud many of swhich are unwanted. In our view, the task of distinguishing between "reasonable," "plausible," "expected" conjunctions and "unreasonable," "implausible," "ınexpected" conjunctions cannot be relegated to the syntax of conjunction, which simply provides a system for expressing derived constraints. The distinction is an issue of phonological substance and phonetic groundedness, not one of formalization (It ${ }^{\text {ct }}$ and Mester 2003b: 24).

[^101]:    Available at http://concat.wikixstall.nl

[^102]:    It is onomon to see comments like "constraints impose a partial order on the candidate set" (Samek-Ledovici and Prince 1999: 9), "this constraint doours the candidate," and so en. These comments are sueant as a quick izony of describing the complex process of deterulining order among candidates; the process involves constraints, Vl2 (§2.2), ranking, and EVAl.'s mechanisms; constraints are merely one part of the pricess of establishing the wiming canclidate.

[^103]:    o (1e) could return one violation if [ $n]$ and $[k]$ were thoth dominated by the same $\mu$ or or node (e.g. as in [oink], ${ }^{2}$.

[^104]:    1 See www.pauldelacy.net/VR for software which allou's the user to see the VR trelow in action and try out variculs constraints and representations.

[^105]:    
     $\mu_{1} \oplus \omega$ (by symmetry) and $\mu_{1} \odot r_{2}$. There is no need for a direct implementation of $\Theta$ in $V R$; connectedness follows as a siderffect of the proncedure that matches the constraint $f()$ the represenfation.

[^106]:    6 See other defintitions of this constraint, including negative ones, at Concif littp://concat.itriki. xstall.nl/index.php?tifle $=$ nset.

[^107]:    7 Prince and Smolensky adopted the theory that epenthetic segments are empty prosodic positions. However, this proposal is no longer widely accepted; I have updated the description of Containment Theory accordingly.

[^108]:    * There is a strong similarity in this approach to McCarthy's and W'olf's (2005) "string-based" correspondence, where the input string $/ x /$ is deleted $i f / x /$ corresponds to an empty string $e$ (correspondethe is between striugs not root nodes in this view). Here, correspondence is still between root nodes, with an additional uninterpretable root node $\psi$ thrown in.
    See wiwi.pauldelacy.net/VR for a partial implementation of this approach.

[^109]:    1 Note that changes in woicing, continuancy, or nasality make a consom int either more or less sonorant. Consonant mutation processes thels hate in oummon that they alter a consonant's degree of sonority.

[^110]:    2 Note that the assumption about laryngeal neutralization being a case of "weakening" in the sense that the consonant "loses" an underlying feature is highly controversial, as can be seen, for example, by the German terminology Ausiluatuer-hisfring ("Final hardening") for syllable-final devoicing. Foley (1970), for instance, claims that a change from voiced to voiceless obstruent should be considered a case of strengthening ("fortition") rather than weakening ("lenition"). For further discussion on the issue of what exactly constitutes strengthening or weakening, l refer to CHAPTPR GG: LENITION.

[^111]:    ${ }^{3}$ Soninke is a Mende language spoken in West Africa. All Soninke data presented in this chapter are from Kendall and Bird (1982). The nasals in (3a) assimullate in place of articulation to the following segment. Kendall and Bird (1982: 1,3) state that the samie consonant alternation occurs both after nasal consunants and after nasalized vowels, e.g. /r/ in /ri/ 'to come' is realized as /l/ afer a nasalized vowel in /nili/ 'l came'.

    + In SPE (Chomsky and Hille 1968), we could formulate a rewrite rule [tcontinuant] $\rightarrow[$-continuant] / l+nasall __with some additional rules to account for the fact that woiced montinuants turn into a lateral or nasal stop. In autosegmental phonology, there is no single feature that nasal consernants and vowels have in common that could spread unto the following consonant. In OT, it is possible to formulate a constraint that bans continuant consonants atter a sasal consonant or vowel (e.g. [ [ + nas $][+c o n t,-$-voc $]$ ), but this constraint would be an ad hoc one and leates open the possibilit, vor other ad her constraints such as ${ }^{[ }[+$strid $][$-cont] or * $[+$nas $][$lab $]$, etc.

[^112]:    5 For a discussion an the history and present-day exponents of Celtic consonant mutat ions the reader is referred to chapter 1li: celtic hutations.

[^113]:    - The consonants and the consonant alternations mentioned by Sapir (1930) are represented here by means of the corresponding IPA symbols. According to Sapir, spirantized consomants following voiced voirels are voiced, and those following voiceless vowels are voiceless. 1 present the voiced allophones only. The glides $/ \mathrm{w} /$ and $/ \mathrm{j} /$ and the nasal $/ \mathrm{g} / \mathrm{do}$ not occur in initial positions and are hence not affected by mutations. The glottal stop does not undergo mutations. The three blanks in (5) indicate that $[s / f]$ and $[n \mid$ do not have a spirantized counterpart and that $[s / f l$ lacks a nasalized ferm.

[^114]:    3 For similar proposials to account for Celtic consonant mutation, see cinapteir jty: chritre mLetations.

    * The only exception is the context of reduplication, where "my" surfaces between vourels due to an identity constraint that says that a base and a reduplicated form cannot lave different values for the feature [nasal]. The fact that [ $\mathrm{g}^{\prime \prime}$ ] is not allowed to occur in word-initial posit iors (" 10 ") rules
     is violated and the candidate [wa-w;axipija] is the winner exen though it has a "w" after a verrel (i.e. the constraints mentioned in this footnote are ranked as follows: *In", Inent-BR[nasal] >> *VWV).

[^115]:    " The consonant alternations mentioned by Amott are represented here by means of the corresponding JPA symbols. Note that the glotalized consomants $/ 5 \mathrm{~d} q /$, the nasals $/ \mathrm{m} n$ ת 1 )/, and the coronal consonants /t c I/ are "intrariable" and do not alternate.
    ${ }^{w}$ Note that this sound is a fricative, but in the nuuation system it functions as a stop. In most analyses of Fula consonant mutations that can be found in the literature, this sound is usually transcribed as the palatal stup $/ \mathrm{c} /$, but this does not tally with Arnott's (1970) description of this sound
    11 The palatal glide is found before the front vowels /ie/ and the labial-velar one before the back vowels / u o a/.
    ${ }^{\imath}$. Suffixes belong to certain grades, indicated as grades A, B, C, or D in Arnott (1970). In the phrase /gude daneeje/ 'white cloths', both the noun and the adjective belong to class 24 (i.e. one of the classes that are marked by an initial stop), but the noun / gude/ 'eloths' has a grade A suffix/-e/ and the adjective /dareeje/ 'white' has a grade B suffix /-je/.

[^116]:    13 Recall that orthographic $<b \mathrm{~g}>$ in eximples (10b) and ( 10 ck ) correspond to short unaspirated/p $\mathrm{k} /$.

[^117]:    ${ }^{14}$ Finnish $\langle v>$ represents an approximant; <d> is a dental sonorous element whose value varies from dialect to divalect; see e.g. Va.jnikka (1988). Here and in whot follows, 1 abstract away from dialectal variation.
    ${ }^{35}$ Finnish <j> represents /j/; see e.g. Vainikka (1988).

[^118]:    ${ }^{16}$ Thus, in these accounts, strengthening and weakening are treated as Incal processes where the target sound is adjacent to another sound that spreads one of its features to the target. Cf. Harris (1994), who propnces an ar wount where an element expressing full clnsure on aperindic energy (as for aspiration) spreads from one position to another in the case of strengthening, and where an element is delinked or deleted under lenition, so that the result is a "weaker" - j.e. less complex - segment.

[^119]:    a. Stopping (increase stricture) as insertion of $\mathrm{A}_{0}$ $\mathrm{A}_{\mathrm{tel}} \rightarrow \mathrm{A}_{0} \mathrm{~A}_{\mathrm{rel}}$ (e.g. /f/ $\rightarrow[\mathrm{p}]$ in Soninke)

[^120]:    ${ }^{17}$ One reviewer asked why Biblical Hebrew and Tigrinya could not be accounted for as spread of Iteontinujnt]. First, it is not nbvinus in curkent phonalngical thensy that vowels are underlyingly specified for this feature. Second, fricatives - i.e. segments that are specified for the feature [+continuant] - do not trigger the spirantization process.

[^121]:    1 With respect to a formal mechanisnu that could account for lexical neighborhood effects on phonological alternations, one prominent approach within Optimality Theory (Prince \& Smolensky 1993) focuses on output-output faithíulness (Burzio 1994; Benua 1997) among morphemes and their related allomorphs. Whille this formal mechanism is typically appliex to the different allomorplis of a single noorpheme rather than to words from different morphological paradigms, it provides a blueprint of a formal mectorism that could be adapted to accomut for effects among simidar words that are not from the same morphological paradignt. See also chapter ga: marked.ness and faithfulvess constraints and chapter 83: paradigms.

[^122]:    1 Singleton consarmants axe somerimes observed to elide intervocalically, as in Turkish inek'cow (Nome)' - ixci 'cow (POSS)'. In thus environment, deletion is almost alrvays the final stage of historical lenition (see below and chapter g6: Lenition).

[^123]:    ? The caveat "almost certainly" is nexessary here in light of rexent studies showing that a speaker's production of a given form can be influenced in phonetically fineegrained ways by the existence of another, morpholog'sally related form (see, for eximple, Ernestus and Biaryen 2007). If this were true of the Samean case, it would nean for example that the [o]s of the output forms (milo] and [malo] would be phonetically distinct; each would bear sone phonetic trane of the deleted root-fiunal consonant that appears in the alternant found in the passive forms [milos-ia] and [nalom-ia], respectively. As far as I know, this effect has never been reported for Sameran deletion.

[^124]:    1 Sadaf Munshi (personal communication) indicates that there are systematic exceptions to final aspiration in Kashmiri, apparently connected with patterns of historical apoonpe, e.g. [op] 'person who can't keep a secret'; [mot] 'madman'. She further points out (Munshi 2006: 28 ff ., personal comonutucation) that, in Burushaski, the theee-way voiced/aspirated/voieeless unaspirated contrast is regularly neutralized to voiceless unaspirated in final position, affecting stops, affricates, and fricatives, even in liminwords, whereas in Kashmiri final (aspirating) neutralization affects only stups.

[^125]:    2 Throughout, we will see complex interaction between release features and laryngeal neutralization. Like Kice (2009: 316), we understand even release features to be phonologically relevant.

[^126]:    3 If correct, note that this suggests how phonetics caul shape phonology: the gestural and timiugg patterns used to realize a feature (see Henton it jrf. 1992) appear to correlate with what does or does not happen phonologically, but see also Howe and Pulleyblank (2001).

[^127]:    1 indeed, the association between [voice] in our sense and devoicing is strong enough that van Rooy and Wissing (2001; 326) raise the possibility that phonemic [voice] might imply final devoic:ng. For [voice] languages that do not appear to have devoicing, like French and Ukrainian, they write that "the phonetics and phonology of these languages need careful investigation, as it appears from this paper that nuch of what appears to be variable from a phonological perspective can be explained from a phanetic perspective." While final devoicing in [voice] longuages may be underreported, the widespread tendency for devoicing could also be the result of a strong historical bias toward deletion of [voice], which would find support in a variety of phonetic facters, many discussed below.

[^128]:    5 In contrast to the productions of earlier generations, the youngest group of speakers afpears to be developing final laryngeal neutral irationo. Fividence of deviricing in northwestern lnd wa calu be found in José (2009), with reference to a range of other studies. The pattern appears to be stable over time in that community.

[^129]:    ${ }^{6}$ This is perhaps surprising, siven a heavy cross-linguistic bias for lauguages to have roiceless fricatives and no voiced ones (.Vaddieson 1984: 52ff.). That is, frequency in cross-linguistic inventories patterns quite differently from the lewical patterns found within Dutche
    $?$ For a fuller range of evidence and discussion of the complex devoicing and other laryngeal phonology of Dutche, see van de Weijer and van der Torre (2007).

[^130]:    - In fact, speakers vary in laving a tense and lax vowel in crib, and the standard reference work on standard pronunciation sives (sispl for this form (Mangold 2005).

[^131]:    - Blevins's treatment does not involve detailed language histories, but see Mihm (2004) and Iverson and Salmons (2007) for the beginnings of a case study of German.

[^132]:    1 Similar, albeit optional and phonetically' gradjent, alternations are also exhibited across werds, as in go[y] your, plen[3]c yourself, etc. (Zsiga 1993).

[^133]:    2 The latter thwo studies have certain limitations with respect to the goals of this chapter. Although quite extensive, Bhat's survey does not clearly distinguish between synchronic processes and historical sound changes, of which only the former are relevant here. Bateman's survey, while drawing on a genetically balanced language sample and focusing on synchronic pracesses, is restricted to only certain types of pálatalization processes, leaving nut, for example, place-changing palatalization of labials and changes resulting in anterior coronals. The latter types are important for our discussion, as these are the ones that have been most problematic for theoretical accounts.

[^134]:    3 As an example, lype $11 b$ coronal palatalization in English (1) and Kussian (4h) represents a single sase of palatalization at the level of family (lndo-European), and two separite cases at the level of genus (Gernmanic and Slavic). This allows for an estinnation of coess-linguistic frequency that is relatively conservative and less biased toward certain language Eamilies or genera. For expository reasons, "common" changes are defined as occurring in at least three or nore families, and "rare" changes occur in one or two families. The study uses the language classification from Haspelmath ci al. (2005).

[^135]:    1 Bhat (1978) nentions some cases where mid front vowels palatalize velars to the exclusion of high front vowels. None of these cases, however, appears to involve alternations.

[^136]:    Archangeli, Diana \& Douglas Pulleyblank. 1994. Grounded phomology. Cambridge, MA: MIT Press.

[^137]:    1 For an overview of the different deffuitions of locality, and the ways in which act nunts of CH in the world's languages deal with this principle, see CHAPTER \%: LONC-DISTANCE ASSIMILATION OF CONSONANTS.

[^138]:    ? CLPF database: data collected by Levelt (1994) and Fikkert (1994) of 12 children acquiring Dutch as their first language. Recordings were inade every other w'eek over a 12 -month period. The database contains over 20,000 sporitaneous utterances.
     This specification is not relevant here.

[^139]:    + Fiven the few words in the Dutch learner's vocabulary with a labial consonault at the right edge alway's have a Labial consonant at the left edge too: pup 'doll', hown 'tree', manmara 'וnonmy', prppit 'daddy'.

[^140]:    1 For a discussion of diachronic precesses in OI, see l-Iolt (2003). See also Chapter grs sound change.
    ?. I would like to thank an anonymous reviewer for comments on this point.
    3 There are other possible ways to characterize chain shifts that are not discussed here: the number of steps involved in the shift (Genonadesikan 1997), the trajectories of clonges (L.abov 1994), the extent of mergers (near mergers 25 . full mergers) (Parkinson 1996), and the location of the mapping (the segment iss, the environment) (Kubowicz 2004).

[^141]:    1 For additional examples see Moreton (1996; 21).

[^142]:    s Another possidoility would be for $/ B / \rightarrow[C]$ not to oceur, so both / $A /$ and / $B /$ would onap onto [ $B]$.
    6 Chain shifts lave also been accounted for by underspecification in rule-based phonology. The underspecjification account of chain shifts is not discussed here but see Kiparsky (1993).

[^143]:    7 Faithfulness constraints in the conjunction $[F(A \rightarrow B) \text { \& } F(B \rightarrow C)]_{\text {s.a }}$ refer to the dimensions of similatity between segments and do not require that [ $B$ ] is visible in the output. As suggested by an editor of the Commnnion fo Phombosy, it can be rewritten as $[F(A \rightarrow 8) \& F(A \rightarrow C)]_{s, z}$ ' The difference lies in the formulation of the latter faithfulness constraint, $F(B \rightarrow C)$ us. $F(A \rightarrow C)$. For notational convenience, 1 have chosen to refer to the latter conjunct as $F(B \rightarrow C)$.
    H The constraints are as follows: ${ }^{*} \mathrm{NV}$ (no nasal followed by a non-nasal vowel), Max (no delet zon), Iuent[nas] (no change in nasality compared with the input), and [laent[nas] \& Max] Adis.g (no change in nasality and deletion in adjacent segments).

[^144]:    9 Earlier works on contrast include Kaye (1974, 1975), Gussmann (1976), and Kisseberth (1976).
    71) Other works on PC. theory include Tessier (2004), Barrie (2006), Flack (2007), and Kiggs (2008). Similar ideas are expressed in the Dispersion Theory of Contrast (Flenuning 1995, 2004; Padgett 1997, 2003; It and Mester 2004; Bradley 2007; Padgett and $7 . y$ gis 2007).
    ${ }^{33}$ What it means to contrast in P is defined as follows: a pair of inputs, in, and in ${ }_{b}$, contrast in P when corresponding segments in those inputs, seg, and segb, are such that seg, has $P$ and sego lacks $P$.

[^145]:    12 It is innportant to point out that not all chain shifts are push shift mappings in this approach to phonology. PC. theory can also describe the "regular" shifts (see §4.4).
    ${ }^{13}$ A competing derived environment scenario where $\mathbf{A} \rightarrow C$ and $B \rightarrow \boldsymbol{B}$ incurs the same violations of PC and markedness constraints as the wirning chain shift scenario. It has been proposed that the tro scenarios would be differentiated in the second stage of Eval by generalized faithfulness conestraints (I:ubowicr. 2003).
    ${ }^{1.1}$ For a conprehensive discussion of PC theory and its predictions, see tubowicz (2003, furthecoming).

[^146]:    35 Thunks to a revievier for comments on this point.

[^147]:    16 In response to a reviewer's comments, it is innportant to point out that additional mechanisms in OT such as strata, candidate chains, sympathy, etc. do, not admit push shifts. All these models refpaite markedness to force a phonological process, and in a push shift markednes.s is not enough. As discussed here, by the introduction of contrast constraints intm, Con, a poissible account of push shifts is provided.
    ${ }^{17}$ A reviewer points out that a xule-based approach to phonology is irthexently non-telenlogical, unllke OT, and thus would not differentiate chain shifts hased on what is the cause of a particular process, such as pull shifts us, push shifts.

[^148]:    ${ }^{15}$ A harmonically bounded scenario incurs a superset of violation marks in comparison to a competing scenario. This is under the assumption that there is no other constraint in Con thet favers scenario (15b) over (15a).
    19 Though not allowing for pull shifts, OT with contrast admits a sequence of changes that resemble a pull shift effect. Take a situation where $/ A / \cdots \mid B]$ "wants to happen" (due to *A) but is blocked by $/ B / \rightarrow[B]$ (to avoid neutralization). Then $/ B / \rightarrow[C]$ comes along. Now the $/ A / \rightarrow[B]$ map can emerge. This scenario is what I refer to as a regular shif:. It is not a pull shift, because there is a narkedness cunstraint ${ }^{*} A$ that drives $/ A / \rightarrow[B]$.

[^149]:    ${ }^{20}$ SvicCarthy ( 1999 ) characterizes these shifts as involving the "multi-process Duke of York gambit."
    -3 Some instances of eirculatr shifts are also ruled out by relational PC. (see Euhowicz 2003).

[^150]:    1 The opaque case (dialect A) had already been discussed by Hacris (1951: 70-71) and Chomsky (19ヶ2: 156-157).
    ${ }^{3} 1$ transeribe the first vowel of the diphthong as $|\boldsymbol{I}|$, and the troiced $t$ as [f], following Chambers (1973, 2006); Joos's phonetic description is slightly different (basically [e] and [d], respectively). Canadian Raising has generated a great deal of discussion. Kaye (1990) casts some doubts on the existence of dialect B, which are not clearly formulated. Mielke of al. (2003) claim that the difference has been phonemicized, e.j. as /nıif/ is. /najv/, but ldsardi (2006) argues convincingly that there are actual alvernations.

[^151]:    of Chomsky and Halle's (1968) example consists of the rules $B \rightarrow X / \ldots Y$ and $A \rightarrow Y / \ldots X$ and the input representations / $\mathrm{ABY} /$ and / $\mathrm{BAX} /$.

[^152]:    * The term "persistent rule" is due to Chafe (1968).

[^153]:    s Hymar (1993) discusses the Mrvini case and the alternatires to a global analysis.

[^154]:    6 Given Optionality Therry, some properties of Elsewhere-type interactions follow as a theorem, Pannini's Theorem on Contraint-ranking (1 1 CC ) (1'rince and Smolensky 1993: $\S 5.3, \$ 7.2,1$ ). 1'TC relates the activity of two constraints, $S$ and $G$, ivt a constraint hierarchy relative to an input $i$. Assume that $S$ applies non-vacuously to $i$ (i.e. it distinguishes the set of candidates $G e n(j)$ ). If $G \gg S$ and $G$ is active an $j$ (i.e. it distinguishes the set of candidates Gen(j) when it applies) then Sis not active on i. For a clear and interesting discussion of the relation between the Elsewhere Condifion and PIC, see Baković (2006); also Prince (1997).

[^155]:    7 Of tourse one might want to to relativize these notions to a given set of representations, e.g. the lexicon. For instance, a rule A that centralizes the place of articulation of all consunants in word-final position feeds a rule B that vocalizes / / / to [w] in coda persition, bexause it can create the
     single lateral $f$, the feeding interaction will atever take place. In such cases, in order to avoid terminological ambiguities we can say that A feeds B, but A doesn't feed B for lexicon $L$, or that A doesn't l-feed $B$. Similarly, if we relativipe feeding and bleeding to specific derivations, we con say that a rule A does/does not d-feed or d-bleed a rule B, meaning that the feeding or bleeding relation is/is not actually instantiated in that particular der ivation.

[^156]:    - Notice that the example is adequate only if we assume that the underlying /arob/has no stress structure and the anstressed character of the second vowel is introduced by the stress rule.

[^157]:    y "In the segment of the phonological component for Mieder $\boldsymbol{r}$ Hebrew presented in Chomsky (1951), a depth of ordering that reaches the range of tiventy to thirty is denonstrated and this is surely an underestimate" (Chomsky 1964: 71).

[^158]:    1 These terms are bornowed from Clements (1991). Compare the "Type I" vs. "Type II" distinction of Ní Chjosáin and Padgett (1993).
    2 This presentation sienplifies reality in somene ways. For exaunple, sounds transcribed $\mathrm{C}^{\mathrm{w}}$ or $\mathrm{C}^{i}$ auight be labial-velarized and not just labialized or velarized. in addition, "pharyngealized" sounds are more accurately described as "uvularized" in at least some cases (MiCarthy 1994).

[^159]:    3 Rright relies on Upadhyaya (1968) for data. The Mopila Malayalam data reseuble the more oftencited Tulu facts also discussed by Bright; in fact, Bright suggests that the Mapila Malayalam facts are due to eortact with Tulu.

[^160]:    * Colarusse states that backing affects /a/also, and his rule predicts [r], but he transcribes [a].
    s The relevant excrescent vowel is underlined. Along with the excrescent wowel, a preceding of ide can appear. A breve indicates the vowel is non-syllabic. Gudschinsky of al. actually indicate a good deal of variation in these excrescent vowrel gualities.

[^161]:    ＂Some researchers have suggested that cross－category assinulations of vowels to velars like these are unexpectedly rare，compared to cases involving labial or coronal consonants（Ihiunu and Kenstowicz 1994；Flemming 1995）．This seens possible，but no conuprehensive comparative survey has been done．Flemming＇s claim that they do not exist at all seems too strong．
    $\cdots$ The triggering vowel is assurried to be $/ x /$ ，which backs later in the derivation．

[^162]:    - Some apparent ounterexamples are discussed below and in Ni Choosain and Padgett (1993). (See also chaprek pe: cunsuxint hatituny in cimeo lancicace for a discussion of this possibility in child language.)
    - If the neighthoring rowel is ligh, it is sufficient to caluse the change. Otherwise the vowel and consonant together caluse it.

[^163]:    In For Sagey they are privative because they are cifss nole's rather than features. Like Clenments (1991) and others, I inoterpret thein as features and assume features an be dependent on other features.
    ${ }^{33}$ Some features are omitted for simplicity, including [distributed], [high], and [low]. [ $\mathrm{t}^{*}$ ] is understoud as labialized, not labial-velarized.

[^164]:    12 Irrelevant detail will often be onvited in representations show'n.
    ${ }^{13}$ Hucone (1994) argues that the vowsel's height is a default value and so doesn't need to be spread.

[^165]:    14 However, Clements treats these features as binary valued. The features [anterior] and [distributed] are not shown here.

[^166]:    35 These representations simplify the full genmetry assumed by the references cited, to focus on what is crucial here. There are reasons for assuming that $V$-Place is a depe) ident of C -Place (or "Place" according to some), instead of a sister, for example, but a cornsideration of these would take us tov far af teld. See Clements (1991), Odden (1991), and Ní Chiosáin (1994) for discussion of this issue and for motivation of $V$-Place as a feature-genmetric constituent.

[^167]:    15 Herzallah discusses l'alestinian Arabic in this context. She also employs the vowel aperture features of Clements (1991), rather than [high] and [low],

[^168]:    17 The exceptions are palatalized consonints in certa in limited circumstances. Since palatalization is a $V$ - Place specification, this blocking is rujthite-category. Blocking in such cases is the rule across languages, in contrast to the situation with ploin consonants.
    ${ }^{16}$ These examples involve harnony in the root, but the observation about transparency holds equally for harmony betzoreen a stem and a suffax.
    19 See Harmmond (1988), Sagey (1988), Bird and Klein (1990), Coleman (1991), Scobbie (1991), and Archangeli and Pulleyblank (1994) on deducing the ill-formedness of line crossing within the theory.

[^169]:    3) One exception is Akkadian (McCarthy 1979; Yip 1988; Hume 1994; Odden 1994). A prefix /m/ dissimilates to [n], given another labial consunant in the stem. The sounds [u wl do not trigger dissimilation, but they fo block it.
    ${ }^{23}$ There are other theoretical approaches to dissimilation that du not appeal to tier-adjacence's', including the idea of local self-conjunction advocated by Jtô and Mester (1996) and Alderete (1997). Such approaches might avoid the question raised by (24).
[^170]:    22 This redefinition of the notion "tier" may render unnecessary the reference to planes in (23). If consonantal and vocalic [labial] are on different tiers, then there is by definition no line crossing (in the relevant sense) in such cases.
    ${ }^{25}$ Selkirk's notion of "cross-category" is actually more abstract than that enjployed here. Her notion makes some different empirical prexictions.

[^171]:    21 Discussion of votvel formants and of formant transitions can be found in e.g. Stevens (1998) and Johnson (2003). Another advercate of auditory features in phonology is boersma (e.g. 1998).

[^172]:    s Vi Chiosáin and Padgett (1993) dismiss sonve claimed cases that are attested as sound changes but have no synchornice reflex. Swe that work for discussion of other apparent comaterexamples.

[^173]:    ${ }^{2}$ Though expressed as a rule here, in line with all of this discussion, the idea is commonly expressed in Optimality Theory by means of constraint rankings such as * $k^{j} \gg$ ty . This ranking, along with a high-ranking constraint driving [-back] assimilation, will lead to the output [g].

[^174]:    ${ }^{3}$ The symbol " i " is used here and elsewhere in orthographic forms to refer to a long vowel. Stress is also marked in such forms. In (1) the vowel is diphthongized in accordance with the Early Modern English Great Vowel Shift, here the diphthong [ii].

[^175]:    " The same predicament would face McC.arthy's (2003) "Comparative Markedness" (CMi) appronach, which distinguishes markedness violations that are present in the input (old markedness) from those that are not (new markedness). As kubowicz (2003) shows, this approach has similar effocts to those of the LC approach. Conceivably, a higher-ranked "new" *VCiV could in particular apply to (la) given the changed stress, but not to (lb). In (9), however, nothing is independenally "new" in (a) any more than in (b), yielding no account in these terms. Further difficulties with CM are noted in Wolf (2008: 54.2.3).

[^176]:    Prec(Iden'r(stress), Ident(V-length)) >> *VCiV >> Ident(V-length)

[^177]:    ${ }^{3}$ Luborvicz (2002: 265) acknowledges this prexiction with regard to simple nasal assimilation, whichis'ould not be expected to "block" since morpheme and syllable boundaries line up, finding on on counterexamples, but does rot discuss nasal substitution. However, Fnglish nasal assimilation does in fact seem to exhibit NDEB, judging from Finlapmf, flensy, only, compared with ilfegal, irrational. But these cases too could perhaps be attributed to lower-ranked Affix-Falrm.

[^178]:    1 Note that parallel OT does not predict any of the formerly stipulated distinctions between lexical and post-lexical processes. A discussion of this issue is beyond present goals, but see below for some discussion of phonology-morphology interaction.

[^179]:    5 Thanks to Matt Wolf (personal commurication) for assistance on this point.

[^180]:    I Even if /i/ and /1/were to be distinguished by vowel length instead of tenseness, as proposed by solome authors, the point made here would stand.

[^181]:    2 Kiparsky does not present this constraint formally: The constraint given here is a description of SP as presented in the text by Kiparsky (1985; © $\$$ ) .

[^182]:    ${ }^{3}$ Sproat (1985: 454) say's that Structure Presembation conuld be interpreted as a restriction on onntrasts that are the output of lexical rules, rather than a restriction on underlying representations. However, as Harris (1987: 259) points out, "given its inherent circularity [this interpretation] of Structure l'reservation is hardly' worthy of serious consideration."

    + Mohanan and Mohanau (1984: 590) and Mohanan (1986: 12) consjder that phonological rules are all part of a single independent phonological module and that they interact srith either the lexical or post-lexical level or both, according to their domain specifacations. Application in one domain or the other is subject to different restrictions. Notably, lexical application is subject to SP, provided that SP is interpreted in the less stringent manner indicated above.

[^183]:    5 Except that SF' av cids the duplication problem that classical phonemics (structuralists) faced. Indeat, in clossiral phonemics, a generalization tad to be stated twice, once at the level of phonemes and once again at the leviel of phenes, hecause of the separation of levels.
    6 However, Xacfarland and P'perrehumbert (1.991: 171) dn not recioguize this as a minimal pair because "Kucterer is a monomorphemic noun [as opposed to Kufthen 'little cow']." They maintain that there are no true minimal pairs distinguishable only by [fll iss. $|x|$ in Cerman.

[^184]:    7 Acconding to Marc ban Qostendorp (personal communication), there uight remain sorne sort of phonetic conditioning in loanwords, however, since [ $\varsigma$ ] can occur only before a front vowel word-initially.

[^185]:    H CoPho stands for constraints (Co) in phonology (Pho). The project is supervised by Carole Paradis at Laval University, Quebec City.
    : TC (previously TCRS) was originally proposed by Paradis (1988).

[^186]:    * Percentages of phonolugical and non-phornolugical cases are calculated on the total number of onolformations.
    ${ }^{6}$ Percentages of adaptations, non-adaptations, and deletions are calculated on the total number of phonological cases.

[^187]:    ${ }^{1 n}$ TC is not restricted to loanwords; we do not maintain that the processes observed in loanwords are independent of general phonology. Nonetheless, it might be that the Preservation Principle is more evident in loanword adaptation than in native phonology, where the influence of morphology and residual historical processes platy a greater role.

[^188]:    ${ }^{11}$ Calabrese's (2005: 20) principles of Economy ("Use the minimal amount of maximally relevant units") and I.ast Resort ("Use a maximally relevant operation minumally") are highly reminisuent of TC's l'reservation and Minimality lirinciples, and serve the same structure-preselving function.
    ${ }^{13}$ French [k] and [ $\mathbf{x}$ ] are just two of the numerous variants for the soronal/r/in French; in contrast with /x/ in Arabic, these sounds are not phonemic in French.
    ${ }^{13}$ Another predictable, but statistically marginal, source of deletion results from violation of the Threshold Principle (Paradis and LaCharite 1997). This principle offers an explanation for several "atypical" deletion cases, including vowel-jnitiol deletion in French polysyllabic lcons introduced in Moroccan Arabic (see l’aradis and Béland 2002 for an in-depth discussion of this case and, more senerally, Paradis and Licharité, forthcoming).

[^189]:    it Tones are omitted here, because they are irrelevimt.
    ${ }^{15}$ [ $g l$ is a variant of unaspirated /k/ in Thai
    16 Data gathered during fieldwork in Tlwiland in February and March 2010
    ${ }^{15}$ Even though French is no longer spoken by young people in Cambodia and Laos, Lao and Khmer speakers, both young and old, alunost always jmport the French nasal vowels in French loanwords, which are very numerous in both languages.
    1n Data gathered during fieldwork in Cambodia in March 2010.

[^190]:    19 A targeted corpus, as opposed to a general one, is a (normally smaller) corpus of loanvords sollected to test a particular hypothesis (e.g. aspiration in MC. Hindi, Thai, and I.ao, palatalization in Russian, etc.). Therefore, all borrowings in a targeted corpus contain a particular sound or contrast of interest to, the hyputhesis being tested.

[^191]:    ${ }^{31}$ Phoneme deletion outside the context of malformations, that is when the phoneme and structure that contains it are both permissible in Ll , is also very rare (see Paradis and Prunet 2000). As shown by Pariod is and TaCharité ( 2008 ) and Paradis and Ia Charité (forthcoming), these rare cases result mostly from analogy', morphological truncat ion, phonetic approximation, and hypercorrection.
    $\because$ Data gathered during fieldwork in North India in April $20 n$.

[^192]:     and parfiry. We believe that this is because these words are often proromuced with the variant $[z]$ in F.nglish (e.g. [bend], [grin], and [prntri]). le these cases, we say that the English variaurt is imported. It sounds more "anglophone" i.e. more "in," to pronounce these words with $\left.\right|_{\varepsilon}$, although they can be pronounced with [a] too.

[^193]:    ${ }^{2}$ This loan was introduced via French, even though it originates from English.

[^194]:    き1 Jsㅎnkl also exists as a variant; it is percejved by some Russian speakers as nore "English," possibly because of hypercorrection.

[^195]:    2" Structure Preservation obviously does not have the serme impact in L2 acquisition as in loanmord adaptation. Its influence is necessarily reduced in L2 acquisition, since L2 learners (especially beginners) are not as knowledgeable about the I2 code as are the borrowers (see Paxadis and taCharite 1997 on the borrowers' bilingualism issue) and thus cannot be as protective of a code utith which they ate not sufficiently accuainted.

[^196]:    1 Zulu voiced stops may be phonetically voiceless (Traill it (d. 1987), so this is not a clear case of "roucing" harmony.

[^197]:    2 Tahltan harmony may be only partially sibilant, since it is not clear the fricatives [ A ] and [ $\mathrm{C}, \mathrm{]}$ ] are sibilant. They are described as predorsal alveolar in Nater (1989).

[^198]:    a Navajo actually has examples of progressive sibilant harmony in the prefix string. See McDonough (1990, 1991) and Hansson (2001a: 193-198) for discussion.

[^199]:    1 One identified case is a voicing alternation in Imdlabvn Tashlhiyt Berber, which is parasitic on sibilant harmony. Voiceless obstruents block voicing from transferring from stern to prefix.

[^200]:    s This analysis auight be probleuratic Eor feature systems in which coronals and friont vobuels share specification (Clements and Hume 1995), depending on how locality is defined (see Odden 1994 for discussion of rowel-consonant locality issues in this model).

[^201]:    "Shary does identifyr other larmonies, sucli as labial, but these are "dissimpidatury norpheme structure constraints or morphological affixation, rather than true comsonant harmony as defined in this chapter.

[^202]:    7 One solution might be to use the feature [spread glottis] to chaxacterife fricatives and the feature [voice] for stops (Vaux 1998). However, voiceless stops become voiced preceding voiced stops and voiced fricatives alike in Chaha (Rose and Walker 2004).

[^203]:    s Hansson (2007a) has argued that secondary artjculation consonant harmonies may have a diachronic explanation related to (re)interpretation of $\mathrm{C}-\mathrm{V}$ co-articulation, but similarity at the level of the secondary articulation is still observed.

[^204]:    - Krämer $(2001,2003)$ develops a surface correspondence approach for vowel harmony, with adjacency defined at a moraic or syllabic level. Pulleyblank (2002) offers a different perspective that accounts for both w'owel and consonant harmony using a"no-disagreement" harmony-driver (see also Archangeli and Pulleyblank 2007).

[^205]:    10 Indeed, the analysis predicts that combinations such as /ts ts'/ are acceptable as they disagree for ejectivity, when in fact they are not attested.

[^206]:    1 The description of Harms (1985: 16) states that /s/blocks progressive nasal harmony. The later description by Harms (1994: 8) seems to indicate that /s/does not always block spreading, but inciludes the example ['mīisu] 'spear', where it is opaque (1994: 6). Another example, ['sīā̄̄] 'sugarcane' (1994: $\overline{5}$ ), could be regarded as showing that / $s /$ does not block spreading, since Harms's phonemic transcription of this Hord posits only the first syllable as underlyingly nasal. However, it is also compatible with a treitment in which both the first and last syllables contain nasal vowels underlyingly.

[^207]:    2 Harms (1985: 16) describes "a minor degree" of nasalization on a vewel that prexedes a nasal syllable, but he characterizes it as "so slight" that he does not represent it in transeription.
    3 A fricative variant [ $\boldsymbol{\beta}$ ] of $/ w /$ does not block harmony: ['na $\bar{w} \overline{\mathbf{c}}$ ] ~ ['nuxp $\overline{\mathrm{c}}$ ].
    1 This form is transeribed in Harms (1985) with a prenasalized [s], but later descrjption in Harms (1994) itdicates that [s] is not Prenasalized Enllowjolg a nasal vowel.

    5 Harms (1985: 16) transcribes this form without aspiration of [ 1 ]; howrever, given his deseript ion of voiceless stops before a nasal vowel (1985; 15), it is presumably aspirated.

[^208]:    - I will use [nasal] to cover a privative nasal feature or a [+masal] specilication. Where an equipallent שas. privative distuction is relevant, I will disambiguate with 4 notation or in sux'roundjing discussion.
    7 For this example, the consonants' phonetic realization is based on the description provided by Morris and Bivin.

[^209]:    * Rich does not distinguish degrees of stress in her transcription,

[^210]:    2 On the operation of nasal harmony from ronts to certain suffixes in Tucallo，see Trigig（1988）and Noske（1905）．
    10．An off－glide $\mathrm{l}_{\mathrm{h}}$ ］，realized predtectably in word－final position，is not shown in these transcriptions．

[^211]:    " [ $\varepsilon$ ] is an allophone of [e] in Iucano.
    12 Noske assumes an intermediate stage in this derivation that is not relevant to the is sues under focus.
    ${ }^{13}$ However, the lecative suffix shows an alternation hetween [-pe] and [-mē]. See Piggott and Humbert (1997) For discussion.

    1. Kaiser (2008) finds that word-initial vorvels often do not undergo rasal harmony in words over two syllables leng. She spectiates that a morpheme boundary might be blokking harmony in these forms. ${ }^{15}$ Kaiser (2008) observes that the data available do not confirm whether progressive harmony can affect more than one syllable. See also Piggott and Humbert (1997) on observed asymmetries in progressive ${ }^{2}$ 's, regressive harmoliy in Guaraní. If it were determined that progressive harmony does not advance beyond one syllable, then the second two examples in ( 13 b ) would be most nelevant to establish blucking by a stressed syllable, for regressive harmony from the following nasal vowel or prenasalized stop.
[^212]:    ${ }^{16}$ The vowel sequence [ei] in this form is tauthsyllabic (Kaiser 2008).

[^213]:    17 For other assumptions about the representation of sonorant stops in the context of nasal harmony systems, see Botmo (2004, 2009) and Borma and Smith (2007).

[^214]:    ${ }^{14}$ Tucano his also been analyzed in this way by Trigo (1988), but it has come to light that a suffix beginning with a labial voiced stop alternates in nasal harnony in this language (Piggott and vand der Hulst 1997; Botuno 2014), which indicates that voiced stops don not systematically block hormony from the stem to suffix in this language.
    10. Whether laryngeals should be treated as sonorants is an open question.

[^215]:    3 Ganda also show's a dispreference for particular pairs of voiced stops and nasals in a root when the voiced stop and nasal have a different place of articulation and the voiced stop fulluws the rasal (Katamba and Hyman 1991; Haulsson 2001).

[^216]:    -1 Some additional differences are that sasal consonant barnony never has opaque segnents (Hansson 2001; Kose and Walker 20()4), whereas many nasal vowel-consonant harmony systems do. Also nasal consonant harmony, does not appear to show sensitivity' to netrical structure, such as stress and foot boundaries, and it does not extend across word boundaries (Hansson 2001), although these characteristics are attested in some patterns of nasal vowel-consonant harmony.

[^217]:    n Vowel nasalization in this word is assigned according to Onn's description and harmang rule. Because rowel nasalization is predictable in Johore Malay, Onn only marks it when demonstrating rule applications.

[^218]:    23 Capanahua also manifests a bidirextional nasal harmony triggered by a nasal stop that is deleted preceding an oral continuant consonant. For discussion, see l.ons (1969), Safur (1982), and Trigo (1988). *Vowel nasalization in this word and the next one is assugned according to Loos's description and rules.
    ${ }^{25}$ Bivin (1986: 71) transcribes the suffix consornant here as [n], but in other transcriptions that he provides for flaps thot have undergone nasal harmony in Siriann the consumbnt is a nasalized flap.

[^219]:    2s Miller (1999) treats the regressive nasal harmony in Desano as lexicalized.

[^220]:    1 Unless noted otherwise, I shall abstract awsay from the issue of context-sensitivity in what follow's.
    2 The definition of neutralization adopted here differs from Kiparsky's (1976: 159) formulation of a neutralizing aule, which states that a rule of the foran $A \rightarrow B / X C$ _ $Y$ is neutralizing iff there are strings of the form CBD in the input to the rule. Certain structure-building neutralizing rules, such as flapping in English, are not considered neutralizing from Kiparsky's perspective, since the product of the rule is not phonemic in the language.

[^221]:    3 Yu (2004) reports a case of final neutraljation towsard the voiced series in leagian (North Caucasian); the neutralization is restricted only to nonosyllabic nouns, however. The default direction of neutralization in final position is morarat the vorceless aspirated series.

[^222]:    1 See Silvernan (2010) for a thorough review of nentralizing processes in Korean.
    ${ }^{5} C$ indicates a tense consonant.

[^223]:    h Within Optimality Theory, two types of constraints have been posited to account for positional asymmetries in the realization of segmental features. See Chapter i6: POSITION.A.L EFFECTS IN CUNSUNANT clusters for discassion.

[^224]:    7 The CODaCONS constraint, which bans any Place feature in coda consonants, is ontitted from this tablean, because it is not directly relevimt in the present evaluation.

[^225]:    * The > symbol in (16) indicates that voicing is more perceptible in the context to its left than to the context on its right.

[^226]:    - While these subfeatural cues night not be distinctive, they noy nonetjeless have enlancing functions (Stevens and Keyser 1989; Stevens et isf. 1986; Kej'ser and Stevens 2001),

[^227]:    10 A paradignt is delined here as "a set of words sharing a morpheme, e.g. tbumb, bomb-irfs,
    

[^228]:    1 See the references cited here for additional examples. Reviewers have pointed out a number of other examples which might have been included here. Two of then are: (a) in Centzospan, the 2nd person familiar is marked by nasality (Gerfen 1999: 127), and (b) in Shuswap, glottalization is a floating feature (Kı:ipers 1974; Idsacdi 1992). The list in (2) is not intended to be exhaustive.

[^229]:    2 Most studies on tone are exceptions to this generalizatien (see Clements and Goldsnith 1984; Pulleyblank 1986; Anderson 1991; van der Hulst and Snider 1993).

[^230]:    as It should be noted that the accounts in this chapter allow for affixes which involve more than one autosegmental feature, though we do not discuss such cases here. For example, in Miokulu (Eastern Chadic, Chad Republic) the completive aspect marker consists of the features [voice] and [high] (Jungraithmayr 1990; Roberts 1994). The first consonant of the stem becomes voiced while the first vowel becomes ligh, even if it ir'as a low vowel in the input. In the appreach taken here, both features constitute parts of a featural prefix. Howserer, such features may be realized on the same segmerit in the stent or on different segments, depending on licensing. In the case in question, licensing forces [voice] and [high] an different segments.

[^231]:    + This statement is from MeCarthy. Rose (20n7) states the labialization rule as "dabialize the rightmost velar or latial consonant, unless already palatalized." The key point in both definitions is that labialization targets dorsal and labial consonants.

[^232]:    5 I am grateful te, Marc van Oostendorp for this example from Dutch.

[^233]:    in Wonderly used the symbol |y|. I have re-trauscribed Wonderly's examples to be as close as possible to the Il'A.

    The transcription here (from Wonderly 1951) is somewhat misleading, bexause one can be led to believe that the morpheme here is indeed / $\mathrm{j}-1$, and not a feature. However, if this were a full segment as opposed to a feature, it would be completely unnecessary for the segment to seek licensing from another segment. It wrould also be completely accidental that uretatlesis is limited to glide-consonant sequences in this longuage. Note that this cannot be blauned on the sonotity rise in all onset (i.e. [jC] $\rightarrow$ [Cil), because the so-called metathesis also occurs in a sequence of two glides (which in many accounts are egual in sonority); /j - wakas/ $\rightarrow$ /w'akas/ 'his cow'.

[^234]:    * There are two important issues here. First, there is a technical complication for feature genoletry? lf [-back] is dependent on some supralaryngeal node, and if laryngeal consonants have no supralaryngeal specification, then what dues [-back] dock on? A possible explanation is that the addition of [-back] automatically generates a place node. The second issue is whether palatalized sounds occur outside of the contexts described here. If they $d($, it will contirm that these are not clusters, but single segments. Wonderly is silent his question.

[^235]:    : Following Crazzolara's descriptions, his transcriptions have been nondified as follows. [dh] and [th] (interdental) are transcribed here as [ i$]$ ] and $[\theta]$ respectively. It] (a trilled alveolar continuant) is [ f ]. Finally, [ f ] (palatal fricative) is retranscribed as lj]. Cazzolara suggests that what he writes as [b] is actually the continuant [ [3] in final position (Crazzolara l933; 6). One can imagine that the same is true for what he writes as [d], since he notes that Nuer stems can have up to three forms, one ending with a voiceless stop, one with a voiceless continuant, and the third with a voiced sound which in most cases is a continuant.
    10 I wrill not discuss the vocalic changes, since they are largely unpredictable from Crazzolara's tramseriptions.

[^236]:    ${ }^{11}$ But see Lieher (1987) for a different assumption on input.
    12 In the case of the Forms 'throw arvay' and 'find', thexe is nor spirariterationt. I assume that this is because the final consonant of the verb and the Ist plural suffix [ $k$ ] are identical. Crazzolara apparently transcribes the unspirantized seguence $\operatorname{lhk}$ ] as a single stop [ k ].

[^237]:    1o Crazzolara \{1933: 124) points out that there is a separate negative particle / $\mathrm{ci} /$, which occurs betere the subject clitic. Forms with nasals are the only complete paradigms that Cralzzolira gives, and in these cases he provides no forms in which the first consonant is an oral stop and the second is a nasal. In all the other forms whece the stem consonant does not alternate he provides the 3rd singular indicative present active and the 1st plural indicative present active for the rest of the cases.
    it This implies that a single [continuant] specification on the final consonant on the surface corresw ponds to trio in the input. See also the discussions of Zoque palatalization ( $\$ 2.2$ ) and Edoid tone ( $\$ 4.1$ ) fer similat characteristics.

[^238]:    35 For reasons of space, only a brief sunmary of the facts of Seereer Siin is given here.
    ${ }^{36}$ Voiceless implosiness cannot be prenas:llized in Seereer Siin,

[^239]:    ${ }^{5}$ At the phrasal level, a phrase-final High tone is realized as a fall, hence the final falling tones in forms with underlying final Highs such as (1lb), (Ild), etc.

[^240]:    In 1 am deeply indebted to a reviewer for helping to make sense of this section．

[^241]:    3) Another language with simnilar properties is Yokuts (Archangeli 1984, 1991; Archangeli and Pulleyblank 1994). Jn Yokuts, the glottal feature can surface as a segment or as port of another segment (or not surface at all).
[^242]:    3 Piggott (2000) argues against the idea thit features can align to word edges, like segments. He sees featural alignment as proposed by Akinlabi (1996) as an overly powerful mechanism. He proposes instead that morphological alignment be supplemented by a provision for prosodic licensing, so that, for example, features may be incorporated into a prosodic category such as a foot or a presodic word See Mc I.aughlin (2000: 344-34.5) and Honvond (2004) for answers to Pigrott's objections. Anothex notable counterposition is that of Kurisu \{2001), who propeses a "relational morphology theory" instead of "featural alignment." I will not discuss this here, since it is an entirely different theory.

[^243]:    ${ }^{3}$ An alternitive view, put forwird by Joesten (1931) and discussed by Dammers et al. (1988: 449) and by Fiartweg and Wegera (1984: 129), holds that the distribution in (1) is etymologically expected for all of these verbs, including gelert, and that the use of 1st singular githe in literary Middle High Gernian represents a partial leveling of the vowel from the ?nd and 3rd singular to the list singular in certain dianlects. Fithor way, the difference between dialects with 1st singular gibe and thone urith getbe requires some forn of analogical change within the paradigm to match a pattern found in other verbs.

[^244]:    - A possible exception is ['stala,tata] styflize. It appears that stress clash avoidance may also play a role in conditioning [al] in this fornt, however, since the derived noun form is [stata'ze]fan] '[starsla’zeIfon] sfylization.

[^245]:    a There is sente varibility regarding the place of articulation of affricates, xanging from alveolar to post-alveolar ur perhaps even palatal; see Cho (1967); Kim-Renaud (1974); Ahn (1998); Kim (1949); Solin (1999).

[^246]:    1 The importance of oblique forms in identifying phonolngical and inflectional properties of 1 atin nouns can be seen from the fact that dictionaries typically list an oblique form (the genitive singular) alongside the nominative.

[^247]:    ${ }^{1}$ Clitics are identified in boldface type, with the symbol " $=$ " indicating the direction of their relation to a host.

[^248]:    3 The word ctisic derives from Greek kififikus 'leaning', from kiarrein 'to lean'.
    3 Arvariti (1992) provides experimental evidence that, cobltaxy to the proposals of srmule previnus authors, the added stress in such cases is primary with the original word stress being reduced to secondary. This result has been confirmed by the judgments of several native spei.kers.

[^249]:    1 The specific framework I presume is roughly that of Anderson (1992). Within that theory, productive inflection results Erom the operation of Word Formation Rules that take a lexical steun and the morphosyntactic representation of a syntactic position as their input and yield inflected words as their output; while derivation and lexically idiosyneratic inflection result from Word Formation Rules that construct and relate lexical stems. The details of this position are not essential: what matters is the claim that fully inflected words, structured as PWords, appear in the prosodic structure pripected from the syntax. Clitics appear in this struchure either as prosodically deficient lexical itens (e.g. the contracted forms of F.nglish a uxiliar jes: see Anderson 20n8) or as "special clitics" introduced (as plurasal mor" phology) into that structure at a point shere non-clitic naterial is already present, as described in Anderson 2005.

[^250]:    5 Vespor and Vogel also posited a category of Clific Grosap between the PPhrase and the PWord. Subsequent work. such as Bonjj (1.988) and J.ec and lakelas (1.991), has generally concluded that un such distinct prosodic category need be introduced, and it is disregarded here. For some discussion, see Anderson (2015; 42ff.).

[^251]:    6 Since clitics have been defued precisely' as elements lacking IPWord structure, the notion of a "PWord Clitic" may seern paradoxical. The point is that while clities don not have such structure maderlyingly, the subsequent operation of the language's broader principles of prosodic organization may give rise to such a struciure, as we sills' in the case of Bilua abose.

[^252]:    F The fact that it is the first, rather than the second, of lise adjacent stresses that is lost must be resolved by other aspects of the prosodic plionology of Neapolitan not considered. here.
    b Stress shift is responsible for the vowel alternation in these forms, with stressed [i] corresponding to unstressed [o].

[^253]:    ${ }^{1}$ All varieties of English exhibit pust-nasal /b/-deletion; /g/-deletion varies across dialects.
    ? Irumbra and frimble are highly undikely to be synchronically related, and so native speckers probably
     the gerund themsb-ing [' $\theta, a, \ldots \mathrm{D}, \mathrm{I}$ ] is in fact transparent. This does not affect our argument, however: the key point is that the gramntar of English systematicallyr disallows transparent alternations betwreen infinitives endiug in [.. Vm] and gerunds ending in [...Vm,big].

[^254]:    3 For the root-based status of this form, compare verbs like $\mathcal{c}$-dufcor-nfe, $\mathfrak{c}$-smarcip-ate, $\mathfrak{c}$-ziscer-nfe, etc., which axe manifestly derived fonon uninflectable bound bases.

    - Some scholars pursue an alternative approach, based on Chomsky's (2001) Phose lnipenetrability Condition: e.g. Marvin (2002), Scheer (2008),

[^255]:    5 In (19a), Noun Extrametricality (Hayes 1982: 240) is implemented through the exclusion of the final syllable of the noun stem from the first foot projection ( $\Gamma^{\circ}$ ) and through its attachment under a
    

[^256]:    "This is confirmed, inter alim, by the fact that [r] undergoes optional emphatic trilling in canon ial coda posisions, but not word-fincilly before a vowel (Harris 1983: 7n-71): e.g. [mals] ~ [mar] 'sea', [,mar.'ne.ujro] ~[mak.'ne.ufro] 'Black Sea'; but [ma.ce'xe.o] 'Aegean Sea', not ${ }^{\text {¹, ma.re.'xe.o]. }}$

[^257]:    ${ }^{7}$ Analyzing the pre-sonorant voicing of [S] as driven by a porsition-sensitive default (ctapter of: final devoicing and hinal laryngeal neutraijzation; ch.a.pier dif positional effects in consonanit clusters), rather than by feature spreading from a following sonorant redundantly specified as I+voice], allows for a closer fit between this categorical phonological operation and the gradient phonetic processes of passive voicing on which it is grounded and from which it diachrouically emerges (see below): passive voicing in envirennients such as that occupied by the /s/ in plfrsma involves lengthening of the voicing tail from the preceding vowel, rather than anticipation of glottal pulsing fors the fullowing sonorart (Jansen 2004).

    - This cyclic derivation accords partly with Masmaro's (1987) reduction-and-spreading model of laryngeal phenomena, though ce. note 7 . Bermuidez-Otero (2007c: $\$ 31-\$ 34$ ) proposes a similar account for the voicing of wond-final prevocalle sibilants in Catalon (cf. Wheeler 2005: 162-164). See also Rubach (1996:72, 82-85) on the alleged voicing of all word-final obstruents before sanorants (:ncluding vowels) in Cracow Polish, but ef. Sirycharczuk (2010).

[^258]:    - Harris (2n06) reports that in some Southern US dialects $[s$ ] is banned outside foot-initial onsets: e.g. 'rexay, sheriff, Cafo'lima.

[^259]:    3 The idea that rantrusion is driven by Finalic reseives independent support from the absence of intrusiver after recluced function words (which do not project an w-node) in the non-rhotic dialect of Eastern Massachusetts (McCarthy 1991: 200ff., 1993: 173if.). In the case of words ending with high vonsels or closing diphthongs, we assume that $r$-intrusion is blocked by the final offglide, which suffice; to satisfy Finalc; alwernatively, FinalC: can be replaced with ${ }^{*} \mathrm{~V}_{(\text {-vit }}$ ]... If $r$-intrusiom applies cu-finally, then stem-leve] applications niay be needed to generate forms like dratu[ $[\mathrm{J}]$-ifsg, as word-level suffixes
    
     stern-level r-intrusion in cases like algelr[i] ~algelrferljc: (McCarthy 1991: 196).

[^260]:    \＃f In this $v$ jew，the analngical extension of final liflacross word－level nutputs can only llave begun after variable r－deletion entered the phrase level，but it nolay well have been in progress before the application rate of r－deletion approached 100 percent（swe Hay and Sudbury 2005）．

[^261]:    I2 This progression from lower to higher levels correctly pred icts that, diachronically, wordinternal $\gamma$-intrusion, as in dirtar-ing (see note 10), starts later than $\gamma$-intrusion at word boundaries, as in draie in (see Hay and Sudbury 2005; 816-818, 820).

[^262]:    Io Similarly, alongside the conservative pattern of syllable-based $r$-deletion in non-rhotic dialects, an innovative fout-based pattern has been detected in the south of the USA: see note 9 above.

[^263]:    4. For l2l', see Cruttenden (2001: 201). The dialect 1 have here labeled "Am1" is the one descritred by Sptoat and Fujimura (1903); see 67 athove. For "Am2," see Olive et al. (1993: 212-215). The implicaticinal relationships implicit in (43) are confirmed by the rates of variation reported by Hayes (2100: 98): see (16) above.
[^264]:    ? For excellent reviews of vowel harmuny, see van der Hulst and van der Weijer (1995) and Archangeli and Pulleyblank (2007). See Gordon (2006) for a short article on the phonetics of transparency in vowel farmony. At an introductncy level, a cogent discussion of different propnsals on vowel harniony can be found in Kenstowicz (1994). For recent dissertation-length treatments of vowel harmuny, see Baković (2000), Krämer (2003), and Przezdziecki (2005).

[^265]:    $\geq$ This statement is a first approximbtion to a set of complex data patterns. Farkas and Beddor (1987), Kaun (1995), Beňuš (2005), Beňuצ̌ and Gafos (2007), and Hayes and Londe (2006) provide details, data, and relevant discussion on this height-transparency link in Hungarian,

[^266]:    a High-vowel-initial roots are always harmonic (for [+ATR]) in Wolof, but this is the only circumstance in which high rowwels trisger harmony.

[^267]:    + The long low vowel /ai/ is always opaque in Wolok, but short /a/ usually participates in vowel harniony: There are exceptions to the behavior of short/a/, however, in which it is also opaque. See Archangeli and Pulleyblank (1994) for a thorough discussion.

[^268]:     that can intertene between trigger and target (Ringen 1975: 24) or apply the rule of vowel harmony to all vowels in the stem. In the latter case, the representations are then adjusted so thot transparent vowels end up with the expected values for the harmonizing feature (via neutralization rules, as in Vago 1980a).

[^269]:    6 This use of constraint conjunction does away with the domain specification in the original defmition of conjoined constraints (see (10)), in that evaluation of the conjoined constraint pools violations of the individual constraints irrespective of their locus in the form being evaluated; hence the "generalized" in the constraint reference.

[^270]:    ${ }^{1}$ This Basque alternation is also discussed in Hualde (1991: 84) and is used to exemplify rule inversion in Trask (1996).

[^271]:    2 See Hayes ct al. (2009) for a recent application of the "wug" test methodology, with compurational modelling of the results.

[^272]:    ${ }^{3}$ For an overview of the development of Neogrammarian thinking, see Pedersen (1931). An early dissenting voice was Schuchordt (1885).

    + The Northern Cities Vowel Shift involves a number of changes affecting different stressed vowels at different stages. First /ze/ rises and diphthongizes; then/a/and/a/front; finally, / / / lowers, /e/ lowers and retracts, and $/ \mathrm{A} /$ retracts (Labov 1994; 195).

[^273]:    5 The hypothesis that sound change (when property defined) is always reductive is put forward in Mowrey and Pagliuca (1995). I do not believe this hypothesis can be maintained, but saund changes that have their origin in orticulatory reductions are clearly much more frequent than all other sound changes.

[^274]:    "In OId Castil ian Spanish the contrast may have been between $/ \beta /$ and $/ \mathrm{b} /$. This contrast was subsecquently lerst, in posit-medieval times, through the lenition of $/ \mathrm{b} /$.

[^275]:    Whereas we cannot be sure when /b/started to adurit approximant realizations or even when these approxitnant realizations of intervocalic /b/became the usual articulatory target, we know that $-b-/ b /$ merged with $-v-/ w /$ by the first century of our era. This is because around this time the graphemes B and v start getting confused (Weinrich 1958: 87; Allen 1978: 41),

[^276]:    * Another ill-understood phenomenon is the gemination of consuntants before glides, as found
     'bater', ete.

[^277]:    ${ }^{1}$ Kiparsky (1983) modified this analysis on the basis of a wider dataset, making it more complex in the provess; we use the possibly oversimplified tersion for illustration.

[^278]:    2 We do not know if arguments like Fabb's go through for languages with highly productive agglutinative suffixation, such as Turkish.

[^279]:    ${ }^{3}$ Spanish prefixes, like those of Korean and Polish discussed in ${ }_{3} 3$, act in some ways like independent words, with their consonants initially syllabifying into codas regardless of the identity of the following romt-initial segment. Harris and Kaisse (1999) present derisational analyses of Rio Negro Argentinian Spanish that show that this separate syllabification occurs early, at the stem level, and is nverridden by resyllabification between prefix and vowel-jnitial stem at the word level. Aspiration in Rio Negro is not a stem-level process - it turns an at the word level. Therefore, the /s/ in desmmors. does not aspirate in Rio Negro.

[^280]:    1 This particular example does not require the constraints to be differently ranked at the lexical and post-lexical level. However, the re-rasking optinn is als available, as seen in the example of linking and intrusive $r$ in English in Chapter se: Cyclicity.

[^281]:    ${ }^{3}$ There is a growring body of research on suprasegnemtal adaptation, which is ant dealt with in this chapter due to limitations of space. Readers should refer to $X$. Kang (2010) for a recent review of this topic.

[^282]:    ? Consonant gemination in loinwords is a widespread phenomenon, found in Japanese (Katayama 1908; Shinohara 2004; Kato 2006; Kubozono af al. 2008), Italian (Repetti 1993, 2006, 2009), Finnish (Karvonen 20n5), Maltese and Egyptian Arabic (Hafez 195), and Kannada (Sridhar l90). W'hile some writers analyze gemination in loanwords as the entergence of the unmarked (Repetti 1993; Slinohara 2004; Kubozono ef al. 2008, amongothers), others argue that the gemination is motivated by the preser.vation of the input structure and does not necessarily result in less markedness of the output (Kato 2006; Repetti 2006). Repetti (2006), in fact, refers to the gemination in loanwords in Italian as a case of the emergence of "marked" structures. Cinder these alternative interpretations, consonant gemination can be categorized as a case of (semingly) unnecessary repair ( $(3)$ above), rather than a retreat to the unmarked.
    ${ }^{3}$ Another possibility not listed here is to posit a separate set of principles or constraints governiesy loanword adaptation (Paradis and LaCharité 1997). Such approaches may be considered a type of UG approach if we assume that LC contains a separate set of principles for loan adaptation.

[^283]:    1 Crawford (2007, 20018) argues that the different degree of nativization is gramunar-externol (i.e. the apparent differential adaptation is a reflection of differing transmissibility of foreign features as they spread from bilingual to monolingual perpulitions). Davidson (2007) also shows how foreign structures can initially' be introduced by bilingual speakers and evolve further during transmission to the monolingual population.
    5 Under this viewt, the burdern of explanation for the adaptation pattern is passed on to the perception mosdule and the questinn of learnability is st'ullnot fully resnlved - i.e. why is the nowel foreign input perceived the way it is? Some cases of perceptual adaptation lave a conparable precedent in the native language, but not all do.

[^284]:    - Peperkamp (2005) and l'eperkamp of $\Omega$. (2008) acknowledge the possibjlity that some adaptation processes may be due wion-perception-related factors (e.s. cases of "retreat to the unmarked").

    The knowledge of the $P$-nap is largely universal, and therefore this apprach can be categorized under the $\mathrm{E}=\mathrm{G}$ approach. Howrever, Steriade ( $2001: 243$ ) also leaves open the possibility thot the specifics of the P-map can differ according to language-specific experiences, and Y. Kang (2003), for example, employs the P-map model, but assimes that some aspects of the $P$-map can be lanruage-specific.

[^285]:    - See Paradis and LaCharité (2008, 2009) for arguments against this wiew that the mode of adaptiation is dependent on the level of bilingualism.

[^286]:    9 Adler's (2006) elicitation data, however, show that sibilants are var iably adapted as $/ \mathrm{k} / \mathrm{h} / \mathrm{h} /$, or null (i.e. are deleted) in Hawaiian.

[^287]:    In Clements's feature hierarchy (2001: 80, repeated below') also predicts quasi-universalal terndencies in selertive feature preservation although in lifis model, only freatures that are contrastive in the natise language are relevant in loanword adaptation: $[$ coronal $]>$ [sonorant $]>[$ labial $]>$ [dorsal] $>$ [strident $]$ $>[$ nasal $]>[$ posterior $]>[$ lateral $]>[$ voice $]$.

[^288]:    ${ }^{31}$ Seee Oh (2004) and Kenstowitz (2005) for alternative analyses.

[^289]:    12 See Repetti (2006, 2009), Y, Kang (2009), and Friesner (2009b) for discussion on the role of morphoIugical information in the input language in adaptation.

[^290]:    ${ }^{33}$ According to $\$$ mith (2006), deletion repair is marginally found even in word-initial clusters in Japanese, but these forms exist as a part of doublets with a variant with epenthesis.
    11 As Fleischhacker (2005) points out, the deletion of $/ \mathrm{s} /$ is potentially problematic for theories of lonanwond adaptation that appeal to perceptual factors (i.e. the adaptation-as-perception wiew and the perceptual similarity view), since /s/is arguably one of the most salient consonants and is argued to be preferentially preserved in most other contexts (cf. Steriade 2001; Shinohara 2006).

[^291]:    15 Kenstorticz and Suchato (2006) report that obstruent + liquid clusters are allowed in Thai and therefere remoin unadapted.

[^292]:    36 Golston and Yang (2001) state that "syllable-final consonants are categorically deleted in White Hmong." While the maprsity of relevant data available in Golston and Yang (2001) Judeed show deletion of word-final coda consonants, there are some exceptional forms showing final epenthesis (French [lyk] Luke $\rightarrow$ [lìıkà]).

[^293]:    ${ }^{17}$ SMiao (2006) also notes that loans used in commercial brand names are more likely to show deletion thate other loans.
    ${ }^{16}$ Consomanta) epenthesis is also a conmon repair for a browel-mintial iword or wowel hiatus in languages that require onsets. Fxamples of consonvital epenthesis in Inanwords axe fnund id F.gyptian Arabic (Hafez 1996), Burmese (Chang, forthcoming), Jahai (Burenhult 2001), and White Hmong (Colston and Yang 2001), among others.

[^294]:    ${ }^{1}$ The tension between phonetics and phonology existed before the inception of generative plianology (Chumsky and Halle 1968). Set hala (1990b, 1999) for reviews of the histury.

[^295]:    2 An anonyntous reviewer points out that there mas' also be "punting," when people say that some other subfield is responsible for a phenomenon that they cannot account for.

[^296]:    3 Ditidson (2006a) demonstrates that a "schwa" inserted in English speakers' production of nonnative clutiters differs from a lexical schwa. She argues that this "schiva" results frum gestural mis-coordination, and hence differs from phonological epenthesis (see also Hall 2006 for related cross-linguistic phenomena). However, within the framework of Articulatory Phonology (Browman and Goldstein 1986), she also proposes that gestural mis-conrdination arises in the phonological component, rather than in the phonetic component.

[^297]:    1 Downstep may apply iteratively (Poser 1984; Kubozono 1988), resulting in quasi-gradient behavior. See $\$ 2.2 .1$ and $\$ 2.3 .2$ for the categorical nature of phonoloyical patterns.

[^298]:    5 Some phonolngists adusit thot some phonulngical chonges are incomplete and propose a model of phonology that handles incomplete neutralization (van Oostendorp 2008; Gouskova and Hall 2009). Others consider the results of neutralization as lacking phonological/phonetic specjeciations (Steriade 1995, 1997), felluwing the theory of phonetic underspecification (Keating 1988b; also Hsu 1996, cited in Steriade 1995, 1997). Yet others consider these incomplete neutralization patterns the implesnented in the phonetic component (Fourakis and Port 1986).
    ${ }^{6}$ Annther Inpic that wrould $\mathrm{E}, \mathrm{t}$ in this subsection is the search for the plenetic basjs of distinctive features. Due to space limitations, l cannot provide comprehensive discussion. See Kingston (2007) for a summary.

[^299]:    F In turn, morphological processes can be sensitive to phonological information (i.e. phonologically conditioned allomorphy; see McCarthy 2002: 183 for meferences), but do not seem to be unatrolled by phonetic information (though see Bybee 1999 for a case of a morphological pattern that manipulates a non-contrastive feature).

[^300]:    * A question that rermains with respect on these results is whether the diffexences could be attributed to differences in the presence of prosoclic boundaries like foot boundaries or prosodic words, which the phonetics is presumibly able to see.

[^301]:     $/ \mathrm{bg}$ / and low tone, and in some morphemes, $P O^{\circ} \mathrm{P},{ }^{*} \mathrm{k}$ unpredictably voiced and lenited to $P H G_{\text {, }}$ *y, *y > PNHC zero reflexes in Yabern with low tone.

[^302]:    2 "Register" refers to beathy or lax us. tense, clear or modal volce quality, low us luigh FO, and higher es. lower vowel qualities, which may occur singly or in combination (Gregerson 1976; Huffman 1976; Thongkıum 1987; Denning 1989). In many Mon-Khmer langiages, the first value appears in words that began with voiced obstrments and sonorants in an earlier form of the language, while the second appeari in words that began with voiceless consonants. The first values may all be soncomitants of expanding the pharynx by advancing the tongue root and lowering the larynx (Lindau 1979; Edmondson and Fs.sing 20n6).
    a Phonation properties v'ary in their probability of occurrence, not in their value; for example, a stop mily occur more or less often with aspiration bist not with a greater or lesser degree.

[^303]:    + F0 is ustually lowrer in breathy voice, as in tonal Western Kammu and Eastern Cham compared to xegistral Western Kanmu and Westeral Gham. Obstruents that are sometimes described as breathy voiced also "depress" tone in many Southern Bantu languages (Rycroft 1981), 1983; Traill ef al. 1987; Traill 1990; Cassimjee 1998; Cassinnjee and Kissebexth 1998; Don nelly 2009). However, the depressors are often no longer breathy or even voiced (Schachter 1976; Iraill 1990; Sessen and Roux 2002; Maddieson 2003; Strazny 2003; Downing and Gick 2005; Downing 2009), so depression has become autonomous from the original laryngeal atticulation that fitst introduced it into the languages (Traill et al. 1987; Traill 1990; Maddieson 2003), like other transfess of countrast from phonation to tone.

[^304]:    5 The Tamang languages, a group of closely related Tiheto-Burman languages spoken in Nepal, synchronically illustrate the covarintion of tone, voice quality, and sroicing in preceding obstruents that was the hypothesized precursor to present-day Vietnamese (Mazaudon 1978, forthcoming; Mazaudon and Michaud 2n6).

[^305]:    - None of the examples presented here shows camprehensively how fricatives behave in tone splits, although a hint is provided by Szu ta chai, where [s] patterns with the voiceless aspirated stops. For the purposes of tonogenesis, fricatives are axwly'fed as contrasting for [spread glottis] rather than [voice], with voicing differences being redundant, like sonorants. Both [f] and ['ml are [spread glottis] and redundantly voiseless, while [ v ] and [m] are unspecified for [spread glottis] and redundantly voliced.

[^306]:    7 Brunelle (2005) presents extensive scriolinguistic evidence that speakers of Eastern Cham did not have sufficient contaet with Vietnamese, the nost likely language to have provided a noodel for its tonogenesis.

[^307]:    * The bias favoring the learning of modilar constraints proposed by Moreton af al. (2008) and Moreton (2008a, 2008b) does not help here, because the constraints referring to tone and vowel height are no more i-medular than those referring to tone and consionimts' laryngeal arficulations.

[^308]:    v. Only the so-called "rule $\mathrm{A}^{\prime \prime}$ dialects are discussed. Rule $\mathbf{B}$ dialects reverse the assignment of accents in many, although not all, forms, but the diachronic path to reversal remainsobscure.

[^309]:    1 There is at least one eadier study on the processing of abstract phonemes: Jaeger (1980) used a conditioning as well as a concept-formation piradigm to examine whether English listeners perceire different allophones of $/ \mathrm{k} /$ to be part of a single rategory. Unfortunately, the results of these experiments were inconclusive (mainly because of lack of data).

[^310]:    ? See Peperkamp et nl. (2008) for an extensive list of examples, and chapter as: LOANWORD phonolugr for discussion,

[^311]:    3 Techxic:ally, their model anlnimizes tive sum, over all possible vorvel pairs, of the inverse squaxe of the perceptual distance between each pair.

    * Other factors, such as homophony avooidance, are presumed to regulate the number of vowels, preventing languages from adopting a single-vowel inventory, which is ideal from a purely perceptual stand point (Flemming 200年).
    ${ }^{3}$ For nore on dispersion theory, including diseussion of possible formalizations, sbe Flemming (2002, 2004, 2005), Padgett (1997), and NíChinsáin and Padgett (2001).
    $\checkmark$ Although see Moreton at $n$ !. (2008) for experimental evidence of an asymmetry between CV and VC syllables that eannot be explained by this perceptual accoumt.

[^312]:    7 Steriade defunes similarity on the basis of the perceptual confusability of two suffare forms, although of course alternative definitions which take into account more abstract properties of the output are possible.

[^313]:    * The experimental studies in Saffran and Thiessen (2003) and Cristià and Seidl (2008) suggest that phonotactic learning in infonts is indeed biased in favor of certain types of pattern.

[^314]:    1 Hossever, this case wili not be reviewed below, since Lapointe (1999) and Embick (2009) raise important caveats about the appropriateness of Alester's foot-based analysis for a full treatment of Latin.

[^315]:    2 All of the cases discussed here involve trochaic languages, which may be an accident, or may be part of is deeper generalization.

[^316]:    ${ }^{3}$ The allonorph [:\{i] is also chosen before geminate-initial and sC-eluster-initial stems. Under certain analyses (e.g. Kaye 1992), these can be reduced to the vowel-inibial context. Whether or ant this reduction is made does not change the point in the text about the seenting arbitrariness of the distribution of [i] is. [isi].

[^317]:    In particular, most versions of Optimality Theory assume that constraints on all aspects of phonological structure are applied in parallel (Prince and Smolensky 1993). lnputs are mapped directly to outputs, in an essentially flat derivation.

[^318]:    3 See Rose (2000) for further discussion and analysis of these data.

[^319]:    2 While eonsonant harmony is well attested in adult languages, it never affects major place of articufation as it does in child longuage (e.g. Hansson 2001; see also cjLarier Ta: Consonant IIARanNY IN CHILD LANCUACE: CHADVEK ??: LONC-UISTANCE ASSIMIL.ANLON UR CUNSUNANTS).
    3 The pattern illustrated here consists of fins] foot reduplication combined with [b]-substitution in the foot-initial onset. Language games can take different forms across children; see Inkelas (2003) for some discussion.

[^320]:    + Here and elsewhere, ages are indicated using the Y;MM.DD format.
    ; While this example may suggest syllable reduplication, it is actually symmetrical with the other examples. Related to this is the fatt that firget fricatives that do not undergo deletion for manner hanainy; cf. examples in (6)) are pronounced as [1] at this stage. See dos Santos (2007) for additional discussion.
    - The place larmony seen in this example arises though an independent process, as the child does not produce words that combine coronal and velar articulations at this stage. See dos Santos (2007) for additional discussion.
    7 Forfurther discussion of segnental-prosodic interactions, see also contributions to Goad and Rose (2003) and to Kager ch al. (204), as well as Inkelas and Rose (2008) and McAllister (2009).

[^321]:    * See Goad (forthcoming) for a recent summary of other theoretical issues.
    a In this context, we must also mention the conspicuous absence of patterns affecting vowels from most discussions of phonological development (e.g. in (1)). Two main facts contribute to this asymmetry. First is a general impression, probably wrong, that children tend to produce vowels more accurately than consonants. This impression may be due in part to the lack, until very recently, of high-quality recordings, and in part to difficulties inherent to the acoustic analysis of child language vowel productions, espexially with regard to place of articulation. Fortunately, the democratization of digital recording systems, the increased availability of databases documenting child language productions (espucially through the Phon \& PhonBank initiative; e.g. MacWhinney and Rose 2008), and the developneent of nethods enabling less equivocal interpretations of child langulage speech articulations and related annustics now offer new and exciting research possibilities. These include the consideration of potential covert contrasts and other articulatory artifacts in our characterization of phonological development (e.g. Buder 1996; Seobbie ct af. 1996; van der Stelt cl al. 2003; Vorper tan and Kent 2007).

[^322]:    71) Additional discussions of the latter chain sthif: san be found in Hale and Reiss (1998) and Reose (2009)

    33 Chain shifts do accur in adult language as well. Henverer, they tend to jelvalue leajtion or voivel quality, nel major consonantal place of articulation (see e.g. McCarthy 1999, 2008 and Mortensen 2006 for resent discussions).

[^323]:    12 The extensive survey of consonantal place markedness in de Lacy (2002) upholds the generalization that contrast neutralization in prosudically weak environments - such as syllatle cordas or unstressed syllables - is frequent, twhile it is infrequent or unattested in strong positions, such as syllable onseets or stressed syllables. A noticeable counterexample to this generalization comes from Steriade (2001), who argues that "strong" must sometimes be perceptually defined; neutralizution of apical and retroflex consonants, for example, can occur in word-initial onsets but not word-finally, because postrocalic position is perceptually optimal for these consonants. See also charter ge: final devoicing and final laryngeal netitralization.

[^324]:    ${ }^{13}$ In Sraith's (1973) original formulation, each rule is labeled Rn, where $n$ indicates the relative order of the rule in $\mathbf{A}$ madi's grammar.

    1. See Barlows (2007) for a similar approach to other cases of apparently opaque production patterns.

    15 See Hall (2006) for a discussion of Comparative Markedness in the context of adult phonology,

[^325]:    ${ }^{16}$ This account also implies that laterals in words such as matlers also displayed a degree of velarity. Another potential influence in this context is the glottalization of the coronal preceding the lateral.

[^326]:    1: From a broader perspective, these proposals also support the view that prosodic structure is specified in the developing lexicon (e.g. Colswin 1996: 718ff, and references therein).

[^327]:    ${ }^{16}$ Note that this analysis still applies whether the pattern is fully neutralizing or not (e.g. Edwards ef ad. 1997), as we are in both cases witnessing a difference in axticulation that is prosodically driven. See also MicAllister (2009) for additional arguments in favor of Inkelas and Rose's (2008) original proposal.

[^328]:    39 One could object that [s] is hard to locate temporally in the signal and therefore is particularly prone to perceptual "migration." However, such an observation would not predict why [s] systematically goes to the end of the word, rather than to any other location within the word.

[^329]:    1 See $\$ 3.2$ belows for further discussion of the Hebrew case, in which adjectives shorv a pattern intermediate between the noun and verb patterns.

[^330]:    2 Some noun examples are slightly modified from Ansre (1961). Ansre shows these l-tone examples for voiceless obstruents and somorants with a specifjer [lá], glossed 'the' ([yū lá] 'the sea'), in order to denionstrate that the L tone has a nid allotone when non-final. 1 have removed the specifier and adjusted the gloss and tone marking, bexause the distinction between allownes of $L$ is not of concern here.

[^331]:    3 In some cases a preceding lew tone causes this potential high tone to assimilate and become low (Wolff 1983: 67). In addition, there are certain phrase-level disslmllatory effects, as well as all "accent" that may troost tone on the antepenultimate syllable of the phrase. For a summary of predictable tone effiects in nouns, see Wolff (1983: 72).

[^332]:    I Mandarin tone marks are given in accordance withlPA usage, rather than the pinyin transcriptions used by Feng (2003).

[^333]:    5 Another interesting peint related to lexical categeries in Mandarin reduplication is that AB verbs actually reduplicate as $A B A B$ onl $y$ if both the $A$ and the $B$ morphemes are verbal; $V+$ object $(\mathbb{N})$ forms reduplicate as AAB (Feng 2003: 3).
    ${ }^{6}$ The scales in (17) assume a more basic scale $\mathrm{N}>\mathrm{V}$, with greater phonologital privilege for nouns than for verbs. As noted in $\$ 2.5$ above, cases that seem to show greater privilege for verbs than for nousts appear to be few in number and exceptional in pattern; is particular, two out of three of the cases may involve segmental phonology, which category-specific patterns generally do not. Further investigation is needed to determine whether the scale of privilege $\mathbf{N}>V$ is truly a typolngical (near-)universal, but the internediate behavior of adjectives reviewed in this section could be seen as additional support for this vietit.

[^334]:    ${ }^{2}$ Shiraishi (2004: $\S 2.1$ ) describes /c $\mathrm{c}^{11} /$ as (pre-)palatals that are inconsistently characterized in the literature as plusives or affricates. He notes that/r/and its (partially) devoiced counterpart /ř/ fattern phonologically with fricatives.

[^335]:    * As seen j § $\S 2.2$, buth categories are also subject to a final-mora truncation process, sil roots do fort in fact surface unaltered. Howrever, this process does not distinguish between nouns and verbs, so it cannot be the source of the categury-specific phonological difference.

[^336]:    1 Under a derivational account, it could be argued for Mohaw'k and Selayarese that stress assigalment is simply ordered before vowel epenthesis. See Alderete (1999) for detailed arguments that rule ordering accounts for stress-epenthesis interactions of this type are generally problematic.

[^337]:    $\geq$ As shown by the fust example in (4a), the $/ \varepsilon / \sim / \pi_{1} /$ contrast of Standard $G$, ${ }^{2}$ man is neutralized to $/ \mathrm{s}$ / in Swatian. Standard German also exhibits s-dissimilation, but only word-initially (cf. the first example in (ab)).

[^338]:    3 See Wolf (20U8) for a derivational view on non-derived environment blocking which does not explicitly refer to boundaries, and a disuussion of cases of non-derived environment blocking which might not be reduced to sensitivity for norpheme houndaries.

    + See McCarthy (2nO8) Eirr a recent auplys is of Dinla which does not refer to morphological structure, and for references to other analyses of the same data.
    ${ }^{5}$ Boundary symbols will be diswussed more in detail in $\$ 2.2$.

[^339]:    6 The idea that morphological affiliation replaces morpheme boundaries is originally due to McCarthy (1979). See van oostendorp (2007) for a theory of derived environment effects which is based on this intuition.

[^340]:    $?$ There are only two high-frequency German verbs which have a monosyllabic infanitive, /turn/ 'to do' and /zam/ 'to be' (Neef 1996: 135). The claim that schwa in German is in general epenthetic is defended in detail in Wiese (1996).

[^341]:    * A paradigntatic account might be invoked to account for cases of derived environntent effects which are non-local (Burzio 200)); sex $\$ 4.2$ for discussion.

[^342]:    - For example, it is often clained that an important difference between the co-phonology approach (an external control appmach) and the indexed constraint approach is that the firsmer, but not the latter, can capture "nlarkedness" reversals. How'ever, as shorvn in detail in Inkelas and Zoll (2007), both frameworks can incorporate the disputed assumption (or refrain from doing so) with equal ease.

[^343]:    10 The discussion of the Prosodic Hierarchy in this section follows closely the insights of Scheer (2008).

[^344]:    ${ }^{13}$ As rightly pointed out by one of the reviewvers, there are no detailed argunents for the assumed moxphological structure for many cases where non-isomorphism between morphology and phonology is claimed. Thus it is quite possible that the morphological structure of Budapestbern is actually [Bnda-[Pesf-tun]], since the semantic scope of -den 'in' is in any case larger than the morphological base to which it attaches (its scope is over the entire U1', including determiners and modifiers).
    $7^{3}$ This is not strictly true in theories where the ponsodic word is an inextricable part of the representation for word stress, but Nespor and Vogel assume that word stress is implermented by the metrical grid, not the prosodic word, and is in principle independent of the prosodic word. Note also that the domain of stress in Hungar ian is bigger than the domajn for wowel harmony since it comprises compounds and clitics (Vogel l988).

[^345]:    1a Approaches where phonology has direct access to morphesyntactic troundaries have also been advocated by Odden (1990) and Kaisse (1990).

[^346]:    ${ }^{34}$ The latel "impoverishment" in this context is due to Bermúdez-Otero (forthcoming).

[^347]:    35 One prominent proposal on locality of morphologieal sensitivity which 1 do not discuss here is Bracket Erasure, a key assumption of Lexical Phonology (Kiparsky 1982; Mohanan 1986), which requires that at the end of a phonological eycle all hierarchical structure internal to the cycle is erased. This derives, for eximple, the important generalization that phrase-level processes do not have access to the internal morphological structure of words (Bermúdez-Otero, forthcoring). However, Inkelas and 3.011 (2007) show that bracket erasure which requires locality with respect to phonological stems follow's a fortiori in a systen, which requires locality with respect to morphological stems (see also Bermúdez-Oter•, fortheoming). The latter is diseussed in detail belenv.

[^348]:    16 -f course there night he a language where prosodic words are constructed in a different way, such that the clain is that Consistency of Sensitivity hulds for single languages. However, depending on the details of the theory, it might also make predictions about morpholugical buundaries which are universally invisible.

    1. A modular architecture where phonology has access to a restricted suthset of morphological vocabulary might work in such a way that speciac types of nurphological structune axe systematically deleted before norphological information is transnitted to phonology. For example, specific features of murphemes or boundaries nuight be deleted.
[^349]:    18 To cite just two examples: Turkish vowel harmony has been re-analyzed by Vogel lierself in a way which is completely independent of prosodic constituency due to the fact that the pat:ems are highly exceptional (Kabak and Vogel 2001). Niorthern Italian s-voicing is shown to be iul principle independenit of the prorsudic word by Krämer (2003).
    ${ }^{39}$ Sejdl (2001) makes similar observations for plurasal phonoliggy.

[^350]:    1 As will be discussed belowr, in rowel harmony sy-stems there is some interaction betiveen these tyra dimensions.

[^351]:    ${ }^{2}$ I represent the inventory following Saxton (1963), but with IPA symbols.
    3 Tlois discussion is somewhat simplistic, as a full analysis would also need to consider whether features are binary or unary, and whether they are fully specified or not, as in research on underspexification theory (see chapter i: feature specimication and underspecification).

[^352]:    I Based on the hy'pothesis that wrowel features are only fully specified in roots, one could also argue that this is a case where roots show more contrasts than vowels.

[^353]:    ; Hansson (2001) observes that the majority, if not all, of the dominant-recessive harmony systems involve tongue root features [ATR] or [RTR].

[^354]:    " Baković (2001)) analyzes the Turkana systean as a domjnant-recessive harmony system, invoking the cycle to derive the correct harmony patterns. He also needs to refer to high-ranking specific suffix faith fulness constraints. Cf. Noske (2000).

[^355]:    "I have modified Blake's representation of the data, so that her original underlying representations have the same segmenta) allophones as the surface forms.

    * Wuch as in harmony systems, dominant-pevessive morphological accent systems ane anolyzed as involving cyclic application, which can erase previous morphological structure. See Czaykowska-Higgins (1.93) for a detailed analysis of Nxa'aonucin (Interior Salish) stress.

[^356]:    9 See de Lacy's (2006) proposal and discussion of evidence that some types of phonological markedness are part of competence and others are part of performance.

[^357]:    1 Both vojeed and voiceless obstruents are phonemic in Maltese. This altennation is an example of contrast neutralization.
    2 While the OCP is a cruciol motivating ingred jeut in the development of tier segregation, it is mometheless not the majn focus of this chapter. See chapter 7a: autosegments.

[^358]:    o Kleene " + " in these representation refers to a tone that associates to a syllable and to any following syllables.

[^359]:    - See Laks (2006) for a contemporary view of such relations from a syntactic-morphophonological puint of view.

[^360]:    5 Hebrew also has the more familiar type of concatenative morphology in the form of prefixes and suffaxes (as do all Semitic languages), in addition th its non-mncatentilise structure. These pref.xes and suffixes tend to be correlated with inflectional morphology.
    6. See Bat-El (198) for an important discussion and review of tier conf.ation and its conseguences.

[^361]:    7 Many thanks to an anonymous reviewer for poisting out thot some semitic languages have exceptions to this generalization; e.g. Hebrew /nimen/ 'to finance'. Since these exceptions are fairly uncommon, most previous reseirch has tended to ignore them.

[^362]:    s See Rose (2000) for a reformulation of the OCP that would count both */sasam/and /samam/ as OCP-violating forms.

[^363]:    " The first $[i]$ in this form is epenthetic, and therefore appears to disrupt the template. For much discussion on this issue, see Archangeli (1983).
    ${ }^{10}$ While the use of the term "tier" is maintained here, it is important to acknowledge Archangeli's (1985) more precise fermulation of the distinction betsveen "tier" and "plane." Much of the literature following Archangeli (1985) subsequently adopted the term "plane" for what is being termed here a "ties," and for the sake of consistency in this chapter 1 will continue to refer to "tiers."
    $\mathfrak{u}$ Though see Hume (1991) for metathesis evidence from Maltese that argues against McCarthy's (1989) clainss for planax segnegation.
    t2. McCarthy $\{1986$ ) states that the morphological difference hetween the complete us. the incomplete phase corresponds to "a kind of free versus bound form, respectively."

[^364]:    ${ }^{13}$ For another paper arguing against consonant-vousel tier segregation on a strictly phonological basis, see Odden (1987), who argues that McCarthy's (1982) proposals for phonologically based tier segregation in the Munda language Gita? are unmotivated and predict unattested data. Odden (1987) proposes an alterncative analysis basert on two rules: one of initial melody linking, and another (optional) rule of melody spreading.

[^365]:    14 See also Hudsun (1985) for a her-free allalysis of Semninic, with a focus in Arabic. A related aspect of Hudson's (1986) aralysis is that it foreshadouvs later OT accounts irith its emphasis on output representations.

[^366]:    15 In this task, subjects respond to pairs of stimuli ounsisting of a masked prime that they do not consciously perceive, followed by a target that they do perceive, and are asked to make a lexical decision about the target (i.e. decide whether the target is a word of theje language or not). For instance, in a single trial the masked prime might consist of the Hebrew word /higdil/ 'to enlarge' forllowed by the torget /gidel:' 'to raise!'.

[^367]:    26. Interestingly, Newport et al. (2004) report similar studies carried out with non-human primates (cottontop tamarin monkeys) as the subjects. The results showed that these subjects demonastrated learning of the non-idjacent syllable and non-adjacent vowel patter ns, but were unable to learn the non-adjacent consonant patter ns that adult human subjocts learned.
[^368]:    1 Zoll（1996）presents a similar case from［nor；Rose（1994）delves further into the similar palatal－ izalion pattern，also explored in McCarthy（1983）and chapter 12：featural affixes．

[^369]:    2 In some models, [labial] is a privative feature, and there is no "[-labial]" speciffication. In other models, [round (or [ $\pm$ round]) might be used instead of [labiall. The name of the feature is irrelevant to the issues of feature spexification.

[^370]:    3 Ihese are called "latent segments" in Zoll (1996).

    + Other effiects can be found in (4), both phonologisal (romuding harmony giring -smaja after roots with /u/) and templatic. The root column shows the syllabic pattern taken by the root with atout half of the suffixes in the language. The other half of the suffixes determine the prosodic structure to the root, and -in'mj is among these: in each case, the root has the mininial prosody possible given its segments. Swe Prince (1990) and Archangeli (1991).

[^371]:    s The suffix ( 4 and 63.5 . It also has a "floating /h/" which surfaces only with biconsonantal roots. See $\$ 2.2$ for discussion of this phenomenon.

[^372]:    ${ }^{n}$ Forrons show the effect of other, interacting phennmena. 1teuns with /u/exhibit round harcunay; for exanıple drobsurss and dubut, "dubhim?, "dubif; see discussion of (7). Long vorvels typically surface as
    

[^373]:    * This section is included at the recommendation of an anonynous revienter who pointed out the relevance of prosodic cases for generalizing the notion of necessary and sufficient specification.

[^374]:    1 Throughout the chapter. I do not onnsider irregular verbs, which for phonological reasons (often only historically motivated) deviate from the regular configuration. 1 also ignore the epenthetic ['i] in Arabic, which rescues word-intiol clusters. F.penthesis is obligatory in Standard Arabic (e.g. ['is'tarmal] 'to use'), but optional in spoken dialects, unless the word appears phrase-initially or after a consonant-final word (e.g. ['Datsil is'tagbalo] iss. ['fasdi (i)s'tacgbalo] 'Basil/Fadi welcomed him').

[^375]:    2 Person/number/gender features are indicated by suffixes in the perfect (e.g. ['fihm-u] they understond', [fah'ham-ti] 'ynu (frat sc.) explained') and prefixes + suffxes (in some forms) in the imperfect \{e.g. ['t-ifham-u] 'you (PL) will understand', [ $n$-'fahheml 'we will explain'). As all imperfect forms take a prekix, the imperfect stems are preceded by a dash.

[^376]:    1 The traditional terminology associated with the configurations is sexderns（plural Tomemb）in Arabic， and dimyan（plual bingarimpl）for verts and miskal（plural miskatim）fors nouns in Hebrew．

[^377]:    5 Note that also the theory of Government Phonology refers to syllables, but the only possible syllable is CV (Lowenstamm 1996), in which case reference to syllatles seems to be redundant. Witt.in this theory, Arabic template consists of CV-CVCVCV, where the initial CV is the derivational head.

[^378]:    * As Watson (2002) notes, must dialects of Arabic do not retain configurations atrove $X$. In addition, merger in the prosodic template (but not the configuration) is found in several dialects, including Palestinian Arabic, where (c) merged with (b) wia the deletion of the vowel in the first syllable. That is, Standard Arabic [ta'farraq] (c2) corresponds to Palestininn Arabic ['tfarraq] (b2).
    ${ }^{2}$ The CVCVC. template is considered one configuration (due to a unifiend inflectional paradigm), although it has several sub-configuratiens that dififer in the quality of the second vowel (see (4) above).

[^379]:    6 Within the standard eT approach to morphology, affixes, just like bases, are introduced as lexical items in the input, as intell as in alignment constraints. Russell (1995, 199) eliminates this duality, arguing that affikes should be introduced as constraints only (see also Yip 1998; Adam and Bat-El 2008). An analysis of Hebrew configurations within this approach is providect in Bat-El (2003b).
    $?$ FivalC (McCarthy 1993), farmally stated as Alsen $\operatorname{R}(\operatorname{PrWd}, C)$, requires a word to end in a consorant.

[^380]:    - Note that Arabic loan nouns do preserve the source clusters, as in [blastik] 'plastic' and [’ekspres] 'express' (Thornburg 1980).

[^381]:    4 A glottal stop is perceptually weak, and a preconsonantal position is alse weak, and thus this constraint is highly motivated. Other effects of tlus constraint can be seen in the deletion of stem-inutial
     /'u'mul/ $\rightarrow$ ['^u:mul] 'work!' (['ulitub] 'write!') (Wrisht 1962).

[^382]:    1 A complete typology of l'olish consonant clusters is given in Bargielówna (1950), where morpheme boundaries within clusters and clusters of foreign origin are noted. Sawicka (1974: 67-75) provides aנf inventory of word-initial and word-final clusters (ignoring woicing assinuilat wond final dewoicing); se also Rowicka (1999a: 309_344). Un Mikns (1.977) and Rochoń (2000: 283-301) palatalized labials decomposed intolabial $+/ \mathrm{j} /$ sequences are counted as onset clusters, and final devoicing is represented in codas.

[^383]:    3. These problems have been extensively discussed in the literature (Rubach 1984, 1986; Nykiel-Herbert 1985; Szpyra 1989: 200-225, 1992b, 1995: 90-135; Rubach and Beoij 1990; Rowicka 1499a: 267-298, 1999b; Scheers 1997, 2004: 167-172; Gussmann 2007: 234-245, 301-307; Kraska-Salenk 2007: 54-100). In the Goverument Phonology or CVCV framework, yer vocalization is treated as asseciation to the meledy if the yex is not immediately followed by a filled nucleus (Gussmann 2007) or as the association of alternating melodies that are not subject to Proper Gevernment (Scheer 2004), and iterativity is not an issule per se.
[^384]:    1 The test consisted of a list of words dictated to students who were asked to write them with syllable divisions. It is not clear how many students took this test initially, but ten students took the test three times at one-week intervals ( 60 whens) to determine intra-s peaker variation, which for juetrzeć 'look' was 3:16. Intra-speaker variation in CRC seijuences such as knmmif' 'feeder' was tested with 19 subjects, and here variation was of the order of $7: 19$ and $9: 19$ (Rubach and Bonij 1.990a: 438). It is difficult to say how much an effect orthography and orthoepy played in the task of hyphenating written items. s Szpyra-Kozlowska (1998) used 300 word stimuli of varying length and cluster types (as well as stimuli with one intervocalic consonant) dictated (twice) to the same 45 subjects (native speaker students iged 19-23) in two sessions of 150 wirds per session. Items included 175 C.C words, 65 CCC. 25 CCCC, 5 CCCCC, and 30 with $C(C=$ obstruents and sonorants, e.g. umpta 'guard' and runfra 'guard fare'), but results are given only for CC syllabification (1998: 68-69). Subjects were asked to w rite the words with hyphens at syllable breaks. In a follow-up experiment 20 of the subjects syllabified selected items crally, with results almost identical the the written test, so the written test was taken to be reliable.

[^385]:    2 In some d'alectsonly /i/triggers the change. This is sue will be discussed later.
    $\therefore$ The examples from this dialect are given in intermediate forms. There is a lorv-level process that neutralizes unstressed vowels to [al in the firial position of a phonological word so that there are alternations such as the following: /sanda/ 'saint' i's. /sandu pjetra/ 'St Peter'; /kwira/ 'that' us. /kwiru kana/ 'that dog' (see Gioscio 1985; Kaze 1991).

[^386]:    10 Calabrese (1985) uses excision to account for the metaphonic raising of /a/ to a nid vowel [飞. J]. The application of the metaphony rule to /a/ creates the disallowed configuration [thigh, +low] which by excision becomes [-high, -low].

[^387]:    11 Vowel shift is gnverned by two principles, acrording in Cole. One prohibits the neutralization of contrastive height categories, while the other one requires the preservation of the relative underlying height of raised vowels (see Cole 1948 for more discussion).

[^388]:    ${ }^{13}$ On the other hand, metaphonic diphthnogization, as shown in Calabrese (1985, 1988), is not restricted to such an environment. It applies both in closed syllables and in stressed syllables of all types in antepenultimate position.

[^389]:    11 See also southern Silentino, discussed in $\S 1.1$, for another example of this type of metaphony (see alsu Grimaldi 2003).

[^390]:    19 In many, perhaps most, Italian dialects the phonological conditions for the application of metafhony in words with antepenultimate stress are obscured by schwra-reduction of post-tonic vowels [monaka ~ muonaka] (Campolasso; Roblufs 1966: 22) or regressive total harmony between post-tonic vowels ['mənuku ~ 'mivenityi] 'monk-(sG~pl)', [kJfmu ~ 'kw\&fini] 'barrel (sG~pL)', ['mjztucu ~ 'mjztiyi] 'physician-(sG~pl)' (Frimcavilla Fontana; Ribezzo 1912; Callabrese 1985). Metaphony is sonstriined by a further condition in many dialects: it applies only between adjacent vowels, so there is no metaphony in
     ${ }^{20}$ Note that under such an analysis we still have to account for why the non-contrastive feature [-high] of the post-tonic voivel dees not interfere with the metaphonic spreading process: eithex it nust be underspecified or one must assume that the netaphony rule accesses only contrastive features, as in Calabrese's (195) re-analysis of inderspecification theory (see also Nevins 2010).

[^391]:    ${ }^{3}$ Anorg tense consonants, the affricate /ts'/ is the last one to emerge.

    * As an anorymous reviewer points cut, there are a number of languages with a fortis/lenis contrast, such as Upper Cross languages like Lokka and Leggbo, in which there is evidence (e.g. vowel shortening before tense contsonants) to treat fortis consanants as geminates.

[^392]:    ${ }^{6}$ It should be noted that the affricates pattern in exactly the same way as the ships in phonology, e.g. in processes such as intersonorant voicing and accentual realization (Y. Y. Cho 1990b; S.-A. Jun 1993) as well as in morphology as marifested in sound symbolism (Y. Y. Cho 2006).

    F Jun, in her analysis of the Chonnam Accentual Phrase (1993: 53), alsnobserves that when the phraseinitial segonent is either a tense of an aspinated nbstruent, the HHI , tonal pattern is chosen instead of the usual LHL. It is interesting to note here that/s/triggers the HHL pattern in parallel with the other laryngeal obstruents.

[^393]:    - A further study is needed to support the position espoused here that all geminates are clusters. An anomymous reviewer boonders whether all languages that allow intitial geminates allow non-geminate clusters initially. According to Stuart Dayis (personal commurication; sew also Chapter 37: GZarnatas), there are two types of languages with initial geminates: those in which the initiad germinate is the only type of initial cluster and those that allow almenst any type of initial cluster, including geminates. While languages like Trukese (also called Chuukese) and Pattani Malay have initial geminates but do not have initial consonant clusters, there are languages like Leti aund Moroccon Arabic that have initial geminates as ivell as initial consonant clusters (Muller 2001). He also points out that in languages that have gerninates as well as onset clusters with soncrity restrictions, the genuinates typically cannot occur in initial position (e.g. Italian). This line of typological argunent would not be decisive either for or against the geminate analysis of tense consornants in Korean.

[^394]:    ${ }^{11}$ In view of the cases where there is a kind of compleurentarity, for instance iww ve bbol sow or ltalian affricates that always surface as geminates, as pointed out by an anonymous reviewer, Scobbie's generalization may' be revised to a weaker form.

[^395]:    ${ }^{13}$ In order to see if there is a clear durational difference between lax and tense consonants in intervocalic position that cannot be reduced to ESG, we need data where the laryngeally marked consonalats appear in contexts whexe ESG camot apply. The currently available studies examine consonants in CVCV context, and all involve a list of citation forms obtained in an experinental setting, rather than from natural speexh.

[^396]:    ${ }^{14}$ One piece of evidence for this is multiple outputs such as [ $p^{\prime}$ a-par], [ $\rho^{\prime}$ a-pa-pars], [ $p^{\prime}$ 'a-pa-pa-par], [p'a-pa-pa-pa-pan], etc. There are other ways to handle iteration in other approaches; one straightforseard waly would be to have reduplication reapply to its own output.

[^397]:    Jy POT should be distinguished from other processes of tensification such as poist-n asoll tensing in verbal morphology (e.g. /an-ta/ $\rightarrow$ lant'al 'to sit-verbal ending') and post-lateral coronal tensing in the Sino-Korean vocabulary (e.g. /il-tsa/ $\rightarrow$ [ilts'a] 'one word').
    ${ }^{16}$ As noted earlier, the behavior of lenis fricative /s/ is ambiguous. It undergoes POT, as in /pat-so/ $\rightarrow$ |pats'of 'to receive-verbal ending'; but it is not woiced in an inter-sonorant ens iron.onent, unlike the other plain obstruents, although Iverson (1983) regards the slackening of Isl as the same process of voicing.

[^398]:    ${ }^{18}$ The only exception to this generalization insolves the morpheme /u/ 'upper' as in /utalini/ $\rightarrow$ [utslin] 'elders'.
    19 Choi (1991) claims that POl is a post-lexical rule whuse domain is larger than a phonulogical word, but all of his data involve cases in which plain and wense consonants occur in free variation in casual speech and in certain dialectal forms, as in /tsunkuk/ and /ts'unkuk/ 'China', /tantsita/ and $/ r^{\prime}$ ontsita / 'to theniv'.
    20 S.-A. Jun (1993) proposes that POT is tround by Accentual Phrase and is attested across word boundaries in close phrasal combinations.

[^399]:    23 An anonymous rewiewer suggests an analy sis whereby syllabification is bound by prosodic word, but stray erasure only applies at the end of derivation. This account gres against the received wiew of the norphology-phonology interaction, where earlier-level processes are closed off and are opaque to following operations (Kiparsky 1982; Inkelas 1900, forthcoming; Anttila 2002). Until an alternative theory is put forward to supersede this wiew of morphology-phonology interface., this option is not mable.

[^400]:    2t Keren Rice (personal communication) points out that it is not unusual to have wenseness and aspiration in one system when tenseness involves glottalization, but it is clear that Korean teuse consonants are not gloytalized.

[^401]:    ${ }^{3}$ In most cases, only word-by-word translations are provided. Granmatical information such as l'L and masc is added when relevant, if it is not already clear elsewhere in the example. The word-byword translation is followed by a free translation (introduced lyy " $=$ ") when the literal translation is opague or when minimal pairs with the same lexical material but different meinnings are involved.

[^402]:    2 Final consonants are implicated in two variable processes independent from liaison: uptional fimal consonants in some words (e.g. futt 'goal' [by[ ~ [byt]) and variable cluster reduction (e.g. corple 'couple' (kup(1)]). Numbers between cirrg 'five' and stix 'ten' behave idicsyncratically: their final consonant is stable at the pause but subject to variable preconsintiontal deletion and/or prevocalic voicing. These special itenis will not be considered here; see chapter ag: final consunants for general discussion of final consunants.

[^403]:    ${ }^{3}$ Historically, LCs included [ $k$ ], a consonant that is clearly no longer productive (see Morin 1987: 819), but ho ison with [g] may be observed afler the prenouninal adjective lons 'long-masc,' Quebec French also has [l] as a possible LC, which surfaces between proclitics ending in [a] and vowel-initial verbs, as in fra arrive 'this happens' [salakjv] (Morin 1982).

[^404]:    9 Suppletion may not characterize liaison in general but may be limited to prenoninal adjectives with a different vowel in their liaison and non-libison forms, as illustrated in (8) (Tranel 1990; Scullen 1993; Coté 2005 ). Adjectival LCs may also be indirectly suppletive in being derived from the listed feminine ferm (Steriade 1999).

[^405]:    Iu Post's (2000) ascount combines features of both floating and suppletive approaches. She adopts Hoating segments in underlying representations, but derives liaison allomorphs in the lexicon. At the polint of lexic:al insertion, the distinction between stable and latent consonants is lost.

[^406]:    ${ }^{3}$ This makes the questionable prediction that the use of the PhP increases with formality. Sinte formal liaison is closer to the written form, it is not expected to be more strongly driven by prosodic structure than informal liaison.

[^407]:    1. These predictions are based only on the EP part of Davis's analysis and do not take account of the possibly interfering factors mentioned abowe.
[^408]:    The physiological pesition for modal voice can be regarded as one in which the arytencid cartilages are in a neutral position for speech, neither pulled apart nor pushed together (Stevens 1988). The vocal fol)ds would be very slightly apart, if there were no air flow. We assume that the same position as occurs in ordinary voiced

[^409]:    ) See Kisseberth and Udden's (2003) overview chapter on Bantu tone for a more detailed discussion of the issues summarized very briefly in this section. Most of the individual language and language group chapters in Nurse and Philippson's (2003b) compendium discuss tone and so provide the interested reader with an idea of the mmmonalities and the diversity of tone systems in this large language family.
    2 The data presentex in this chapter copy the transcription conventions of the source cited, unless explicitly indicated otherrise. Readers should therefore not mistake these transcriptions for [1A representations, as they are influenced by the orthograptise conventions of the respective languages. The ariginal scurces sliould, instead, be cousulted for more information about phonetic details of pronunciation that ane outside the scope of the issues discussed in this clapter. J.ong vorvels are written as geminates and tone is narked independently on each wowel: e.g. [áá] is a long High-toned 'a'; [áa] is a long Falling-toned 'a'; [aí] is a long Rising-toned' 'a'; [aa] is a longly Low-toned 'a'.

[^410]:    ${ }^{3}$ See Downing (2005) for critical discussion of this assumption.

[^411]:    * As Hyman (Fiorthorming) notes, a furbler cloblenge for single-source therries of consonaur-tone interactions is thit thite the lay'ngeal properties of consonants are uncontroversially characterizible in terms of distinctive features, solid arguments for a umiversal set of tonal features are hard to come by.

[^412]:    - In this dataset, an exclamation mark indicates that the following High tones are dorinstepped (i.e. lowered in pitch register) with respext to preceding High tones.

[^413]:    10 See Selkirk (forthcoming) for a recent re-analysis of the Tsonga phrasal tone domain data discussed here which takes up these and other criticisms of the Edge-based approach.

[^414]:    ? The final vowel in words like fellouo ivas taken to be an allophone of unstressed [u] by Bolinger. before consonants, [1] may appear, but the situation varies across varieties, In mainstreano American English, [a] and [3] are allophones, with [,] appearing before velars, as in secme [st'k.jur), and [a] elsewhere, as in Simatia [so'natro]. In a number of varieties, including ones spoken in the USA, [a] varies with [נ] in some contexts (e.g. pecricss is ['pialos] or ['pגales], while contrasting them in othex contexts, as in roses is. Rosn's or, for non-rhotic dialects, offices officers. In unstressed syllables, a syltabic connsonant may take the place of a historical [a] (e.g. tistem/'hsn/).

[^415]:    1 Note the conventional difference in pronunciation between lrist，Gaelic［geildk］and Scottish Gaelic ［ g 玉irk］，often called simply Gaclic［ g allik］，reflecting the pronnunciation of each in its own language．

[^416]:    Jackson uses the symberls bisct, 3 , and $\mu$, respectively. I have replaced these here with the standard IPA syimbols.
    ${ }^{3}$ "A l’origine, les mutations étaient des Ejoits purement plonétiques. Dans les unots intimement liés entre eux, Ia désinence du premier not, suivant qu'elle finissait par ıtne voyelle ou par une consonne, entrainait l'alternance de certaines consorness au début du mot suivant." [Translation S]H]

[^417]:    5 It is of importance to phonological research to note that none of the modern Celtic languages recognizes a single spoken standard. Therefore, urlike analyses of English, in which acoounts of specific dialects can refer for example to Rexeived Pronunciation, General American, or some other standiud English, there is no standard point of reference for the sound systems of Irish. Scottish Gaelic, Welsh, and Breton.

[^418]:    Hamp also includes kma:Inn as a possible base form to show that the $L$ diacritic can also appear word-internally. This form is nmitted here for clarity.

    * "The fact that the possessive pronouns for 'her', 'his', and 'their' are homophonous shovt's the morphological conditioning of the mutations" (Rogers 1972: 6.3).

[^419]:    1 Instead of adhering to the conventions of Turkish orthography, we will use II'A symbols throughout the chapter, ignoring allophonic variation (e.g. palatalization in the context of front vowels). The
     speech but is generally delewed in casual speech in standard Istanbul Turkish, the variety of the author and most of the data discussed in this chapter. See Kabak (2007: 1381) and the references therein for details on the phonological behavior of tuis phoneme.
    2 This does not entail that vorvels from a single set can freely combine $u$ tith one another, due to the effects of rounding harmony disrussed below.

[^420]:    3 See Charette and Cioksel (1996, 1998) for an analysis that accounts for the blocking of rounding harmony on low vowels by the use of licensing constraints that are also argued to derive the vowe] inventory of liurkish.
    1 Note that there are several mords in the Turkish lexicon, mostly borrowings, that violate these pat:erns. These are known as disharmunic words, which will be discussed in 8 1. Despite the presence of disharmonic wrords, Kabak of af. (2010) show a facilitatory effect of vowel disharmony in Turkish (but not in French) in signaling word bormederies, suggesting that Turkish listeners can exploit vowrel harmony regularities in speech segmentation.
    5 Low round riowels are allowed to surface in non-init id syllables if they are underlyingly present, as in some loanwrords, e.g. [kamjonj 'truck', [tiritoz] 'deep fryer', or in native roots due to the presence of a labial consonant preceding the vowel, a phenomenonknown as the Labial Attraction Rule (e.g. /f abuk/ 'quick'; see $\$ 4$ for details).

[^421]:    7 Kabak of nf. (2008), based on the furst two vowel occurences of a carefully selected 89.44 set of poly syllabic roots (morphologically simplex) from the TELL database, reports that 29 percent of all such routs are disharmonic with respect to front-back harmony.

[^422]:    * There are several exceptions to the Labial Attraction Rule in Turkish and the rule does not act as magnet for analogy (see Inkelas of al. 1997 ( for details).
    9 It should be noted that, rather than a structure-changing prosess, if vowel harmony is viewed as a feature-filling process, it caunot be blocked in underived envirouments.
    ju The source of disharmnny in ronts is primarily and predominantly loanwords, which are well integrated into Turkish, and perhaps except for a few recently borrowed items, an average Turkish speaker may not even know that they are foreign.

[^423]:    1? Here it could be assumed that the relevant feature is blocked from spreading via truncation, as in tonal phenomena. That is, while the relevant harmonic feature is pronounced on the vowrel that it is associated with, it is not allowed to spread onto the following vowels. When the backness feature is blocked from further spreading, the underspecified suffix wowels surface as front (Coronal), which is argued to be the default place feature for Turkish vowels (see Kabalk 2007 and Kabalk and Vogel 2010 for details).

    1. Some of the treatments of Turkish vowel harmony with some form of fall specification can be found in the work of, for example, Kiparsky (1973), Clements and Sezer (1982), Kirchner (1993), Inkelas (1995), Inkelas ot al. (1997), and Polgardi (1999). Analyses that assume underspeatification of harmonic root vowels are presented in van der Hulst and van de Weijer (1991), Lahiri (2000), Harrison and Kaun (2001), Kaba.k (2007), and Kabok and Vogel (2010).
    " See Kabak (2007) and Kabak and Vogel (2010) for Maximal Underspeciticatien, which assumes the presence of umderspecitied vowels also in disharmonic roots.
[^424]:    1 Data are transoribed generally in an IPA transliteration of Devanogari representations, except that aspirates are transcribed with [-h-]. Data tables note the source of each form: $\mathrm{N}=\mathrm{Wh}$ Witney, $\mathrm{S}=$ Steriade, JJ = Janda and Joseph.

[^425]:    a Whitney's examples include a prefix element /a-/ and the lst person suffix/-am/, while other scholars provided abstractions without these elements; their examples are cited as such.

[^426]:    4 See note 2, p. 2858.

[^427]:    3 This rule does not hold for relatively long words and compound nouns, as we will see in f3.2.4.

[^428]:    I /tabium/ 'taboo' is one of the few words that show final accent even though the initial vowel is not epenthetic.

[^429]:    5 Superheavy, i.e. trimoraic, syllables are excluded here, since there are severe restrictions on this structure in Japanese, just as in many other languages. See Kubozono (1999) for a full discussion.

[^430]:    ${ }^{6}$ Some bimoraic morphemes fail to keep their non-final accent in compounds and attract a default compound accent immediately before them instead: e.p. /siráyuki/ 'white snow' + /hime/ 'princess' $\rightarrow$ /sirayuki-hime/, "/sirayuki-hime/ 'Snow White'. Initially accented morphemes of this type must be narked in the lexicorn.
    2 Poser (1990) introduces the notion of foot into the analysis of lapanese accent, to atcount for the accent patterns shown by compound nouns with a long $\mathrm{N}_{2}$, in particular. He specifically assunies that the final bimoraic foot is invisithe to the compound accent rule that applies to compound nouns with a long $\mathrm{N}_{2}$. Fowever, the generalization of compound accent proposed in this chapter is different from Poser's in assuming tvat $N_{2}$ 's accent on its penultimate mora can be preserved in compounds unless it is on the very final syllable.

    * The rule in (21.b) is here stated descriptively, and can be formally understood as resulting from the interaction of several constraints, including NON-finality and FUutFurm, as well as accentual constraints (see Kubozono 1995, 1997, and Itô of ind. 1996 for a proposal in this clirection).

[^431]:    FIKubuzano's (2008a) work is based on his fieldwork data obtained in Teuchi, a small village located at the southern edge of the Keshikijima Islands.
    \#\# Myers (1.990) reports a similor phenomenor in Shorlia, a Bantu language spoken in Pimbabwe.
    23 Consequently, the penultimate mora is high in /KE.DA.no.NO-ga/ 'wild animal-Num', lut the antepenultimate mora is high in its colloguial form /KE.da.MOn-ga/.

[^432]:    ${ }^{1}$ Coronal Palatalization did not exist in Common Slavic. It is a later development that occurred in some Sliltric languages.

[^433]:    ? The example here is Polish. The added difficulty is that [ $t$ ] and [ $t s$ ] are hard (velarized) rather than sunǵt (palatalized) consonants. See the discussion in $\$ 4$.

[^434]:    ; I use the term "dental" to refer to both dentals preper and alveolars. That is, dentals are [tanterior] corumals.

[^435]:    ${ }^{12}$ lassume that the surface laryngeal [ $\pi$ ] derives from the voiced velar fricative $/ \delta /$. The arguments parallel therse for Slovak $/ y / \rightarrow[$ fi] presented in Rubach (1993).

[^436]:    ¹ Since strident sonorants are universally unattested, GEN does not submit for evaluation candidates that contain such segments. That is, the prohibition against strident sunorimts is a constraint on GEN.

[^437]:    ${ }^{25}$ The similarity between DOT and Lexical Phonology (see foolnote 22) is not accidental. For discussion, see Kiparsky (1.997, 2010), Rubach (1997, 2000a, 2000b), and Bermúdez-Otero (1999).

[^438]:    ${ }^{2}$ Classic UT antxiliary' theories designed to solve opacity and ranking contrad ictions are not successful either. See Rubach (2004, 2005) for a discussion of McCarthy's $\mathbf{( 1 9 9 9 , 2 0 0 3 )}$ ) Sympathy Theory.

[^439]:    1 Note that in this chapter the symbol "白" indicates the absence of a vorvel that alternates with zero. Data are presented in orthography (or trinsliteration for Russian) throughout. In most cases symbols are selfexplanatory. Specifics are as follows: for Russian an apostrophe after a consonant indicates its palatality (as in d'en' 'day'). Polish cz and Czech čare [y]; in (3), they are the palatalized version of the underlying suffixal $/ \mathrm{k} /$. Polish $t$ is [ w ], $y$ is $[\mathrm{i}]$ in Polish but [i] in Czech, and the diacritic on Czech é indicates the palatality of the preceding consonort. In Czech (and Slovak), vowel length is noted by an acute accent or by a circle on $n$ ( $\hat{u}$ is a long [uu]). In Polish, $\delta$ is pronounced [u] (just like u). Finally, Polish e., ¢ are nasal vowels.

[^440]:    - The yer literature typically talks about vecalized and unvocalized yers: yers are lexically present and thus may or may not appear on the surface. In the former case they are said to be vocalized, while in the latter they are unvocalized. The same goes for the more neutral (and less Slavocentristic) term "alternation site." These vocabulary items are commonly used in the chapter.

[^441]:    *The situation is aciually more complicatext than this; see Gussmann (198: 6.3ff.) and Rubach (1984: 27 ff ., 139ff.).
    9 The autosegmentalization of Lower introduces representations as in ( 8 ), where syllatiffication is contrastive: tro lexical items may be distinct only by the fact that a vorvel either floats or is lexically attached. Two reviewers poiner nut that contrastive syllatigicationmay be vitewed as a su spicious device from a general perspective Note that since Hyman (1985) and Kubach (1986) it has been part-andparcel of all (autosegmental) accounts of Slavic sowel-zero alternations across different thenories (including $\mathrm{Ol}^{\prime}$ ). Also, apprehension regarding contrastive syllabification appears to the a bias that is introduced by theoretical preferences, rather than by fact: the gecteral perspective inherited from the 1970s is that lexical entries are a linear sequence of pieces of ntelody; on which a syllabificatiol algorithm superimposes syllable structure during phonolngical computation. In this perspective, therenore, syllable structure is absent from the lexicon. From this point of view, contrastive syllabification is indeed suspicious. This conception, however, is not without alternatives:: there are theories like Government l'honology where lexical entries are fully syllabified, and the autosegmental analysis of Slavic yers is a step in this direction (although here only $x$-slots, not full syllable structure are present in the lexicon). Also, the common practice of marking extrasy/labic consonants as $\langle\mathrm{C}\rangle$ in lexical representations is nothing else than prespecifying the behavior of the item at hand during syllabitication. Finally, the lexical association of melody witll nloras has been comnlon practice in mora-based approaches to syllibble structure since Hayes (1989). This option is represented by Yearley (1995) in the analysis of yers.

[^442]:    10 The number of alternating, i.e. lexically unassociated, bowels that a languge possesses is thus a lexical and unpredictable property of the vocalli: inventory: the reason why $c$ and $o$, but not nther voirels, are lexically floating in Russion, or why only e enjoys this status in Czech, is the same as the reason why Russian does not have, say, front rommded vrowels.

[^443]:    ${ }^{35}$ Thus muderlying formu is simplified for the sake of exposition: the suffix cek is idenrified as /-ank of/ in Gussmann and Kaye (1993), but due to an operation called reduction loses its leftmost empty nucleus during the derivation.

[^444]:    נf This analysis is along the lines of the betavior th.at is classically assumed fror f.oating pieces of melody: for example, firench liaison consonants (e.g. the final $-t$ of pertit, ck. peef[it] cmfant 'small child' os. peet[i] cafe 'small coffee") are traditionally taken to be lexically 日loating; they associate whenever an accessible, i.e. empty onset is available (e.g. Encrevé 1988). Hence association works in the absence of anty explicit lexical relationship between the fentex and the receiving constituent. The same is true for $\{13 \mathrm{c}$ ): the fleater associates whenever it can, and to the only nucleus that is available. The accessibility of this ruclens is defined by government (governed = inaccessible, ungoverned = accessible).

[^445]:    ${ }^{18}$ The three latter items under (14a) are prefixes/prepositions (whose behavior in Modern Czech is further discussed in §7.1). They show an alternating vowel in Old Czech despite the fact that there was no yer in CS: e.g. OCz ote dne 'from the day', beze Ušefo 'without all', roze-fimal 'dispel, scatter' (Trivaikek 1935: 50). Isaienko (1979) describes the state of affairs in Russian prefoxes.
    1: Unlike for the recent loans, epenthesis in (14a) and (14b) is pred ictable. Its conditions are discussed in Scheer el ol. (2009).

[^446]:    ${ }^{3}$ Laskowski (1975: 34ff.) suggests that the strength or weakness of the prefixal boundary depends on the type of derivation: prefixes behave regularly in verbal forms, but produce the irregular pattern in nouns. This folls foul of fict in a number of cases in (20). Nykiel-Herbert (1985) contends that the vocalization of prefixes is a function of the number of morphological brackets that separate the prefix and the stem. This proposal also faces conflicting evidence; cf. Szpyra (1989: 211f.).
    ? Glosses: (a) 'frog' (NOM SG/DDOL, GEN PL/GEN PL/DIM, NOM SG); 'name' (NOM SG/abj, GEN PL); (b) 'knife' (CEN SC)/'scissors' (i.e. wM of 'knife'), CEN 1'L/'knife' (NOM SC)/'scissors' (NUM 1PL); (c) 'cow' (NOM SG/DIM, GEN PL)/GEN PL/DIM, NOM SG); (d) 'tooth' (GEN' SG/DINd, NOM SG/ZNOM SG/DIM, c.en sc.).

[^447]:    3 Vowel length was lost in lvindern Polish: altexnations in this language are nnly witanessed by cases where original long and short versions of a vowel at some point also diverged in vowel quality. The diachronic and philological detail of the processes in (21) is discussed in Scheer (2014: 8426).

[^448]:    - A greater range of handsliape forms isalso seen in signers wherı compared with those of home. signers (Singleton ef al. 1993; Gotdin-Meadow 2001). Hornesigners are deaf individuals who have not been exposed to a language nodel for a variety of reasons, and who have invented their own system of gestures to commonlicate with their family and acquaintances.

[^449]:    10 A "native signer" is someone with two Deaf signing parents; an "early learner" is defined here as someone who learned ASL before age five.

[^450]:    12 Joint complexity has been set aside for future analysis and is not considered here.

[^451]:    ${ }^{13}$ Handshapes in（19）are abstract classes，so，for example，He handshape ft，with or without the thumb，represents any handshape with one selected finger，i．e．one finger active，e．g．密．式．The thumb is ignored in our analysis，except when it is the only finger selexted．

[^452]:    1: As stated in $\S 4$, orientation is represented differently in the phonological nodels available; heriever, these handpartfeatures are part of the handshape structure in all merdels.

[^453]:    1 For a bibliography of Hungarian vewel harmony, which is intended to be fairly exhaustive, see the further reading section below.
    ? Some comprehensive treatments are notable exceptions, e.g. Vago (1980c), Abondolo (1988), Olsson (1992), and Siptár and Törkenczy (2000).

[^454]:    3 It is alsor referred to as Educated Colloquial Hungarian (EC.H), spoken in Budapest; see Nädasdy (1985). There is very little on Hungarian vowel harmony in dialects; see Rebrus (2000a), Ringen and Srentgyärgyi (2000), and Ringen and Vagn (1998).

    - There are sporadic cases of other pairings, e.g. [o: - J]: Hos - hav-iff [ho: - luvat] 'snow (NON - ACC)'.

    5 Hungarian consunant letters typically have tralsiparent phonetic values, except for $s z[s]$, $s$ [ $\}$ ], zs
     comsonant digraph indicates a geminate consonant: 此 [ t ] ] g8y [fit] As can be sen in (1), a sillgle or a double acute accent above a vowel letter denotes length, not stress (which is alivays on the first syllable of the word). I will use capital letter abbrevilations for harmonizing vowels in suftixes, as is customary in analyses of Hungarian vowel harnony (see \$3.3.1). Wherever necessary, 1 will indicate roots by underlining and affixes in bold. The symbol "s=" will be used to indicate vacillation.

[^455]:    " Intuitively, disharmonic tonts "feel" foreign while mixed ronts do not (by virtue of their mixed nature, other phonological properties may make them feel foreign too). To the best of my knowledge, this native speaker intultion about well-formedness has never been tested experimentally.

[^456]:    * The suffix comuts are based on Rebrus (20M) and Siptar and Törkenczy (2000); non-productive suffixes and semi/non-productive Latinate/Greek suffixes have been excluded.
     [t(:)/ot:/とt:/gt:] (ternary); 1st plural possessive 'our' -nk/ursk/ionk [gk/uנ]k/ygkl (binary); 1st personal plural (berb) -rik/monk/iark [gk/ugk/ygk] (binary).

[^457]:    ${ }^{11}$ These tendencies were found in all the zones of variation, i.e. in all-neutral stems as well.

[^458]:    15 Hungarian can borrow nouns, but not werbs, as bare roots. Verbs must be suffixed by verb-form-
    

[^459]:    ${ }^{16}$ The occurrence of [a:] in the alternant -jfin is due to LVL.
    ${ }^{37}$ The [j] of -jis assimilates to a precending [zl; see Siptar and Törkenczy (2000),

[^460]:    21 The details are more complicated: there are a handful of exceptional "epenthetic" stems whose alternatiog vowel is not [ $0 \sim \varepsilon \sim a l$, and there are some vowel-initial suffixes before which the alternating vowel is retained; for details see Siptár and Törkenczy (2000).
    \#2 Presumably, Strict Cyclicity can ondy block vowel haxmiony within the root if it is a structure. changuig operation (cf. Kiparsky 1982), thus only if root vowels are fully specified for the harmoniziug feature.

[^461]:    1G6 denotes geminate.
    ? In Classical Arabic, superheavy syllables occur pre-pausally only, resulting from pre-pausal deletion of short final wowels or case endings.

[^462]:    1 Optiontal in the case of San'ani: ['xafabih| ~ |x'Jabih].

[^463]:    5 Data frem Brame (1973, 1974), Abu-Salim (1980), and Kenstuwicz and Abdul-Karim (1980),

[^464]:    " Only for C.VCC. syllables. Sew \$4.2.2.

[^465]:    7 An exception for Wright (1971), etc., but hot fire Angoujard (1990).

    * Descriptive accounts of Cairene in the theoretical literature include . Witchell ( $1952,1956,1960,1975$ ), Harrell (1957, 1960), Tomiche (1964), Behnstedt and Woidich. (1985), and Woidich (2006).

[^466]:    - Data cited in the theoret ical literature include Rossi (1939), Goitein (1970), Naïm-Sanbar (1994), and Watson (2002).

[^467]:    1s Broselouv (2008), for example, argues that the invisibility of epenthetic vewels in Iraqi Arabic is motivated by maximization of contrist between stems of different grammatical types.

[^468]:    1 Acceptance of the phonemic principle was by no means universal, however, particularly anong traditional graumarians and writers of luistorical gramenars. The phoneune does not appear in Compbell's (1959) Old Endrish grammiry, to the general applause of reviewers (see Dresher 1993 for discussion); its first appearance in a tradifional-style Old English grammar is Hogg (1992).

[^469]:    * As mentioned in the previous section, these types of tests are often ambiguous as to whether they target phonemes or just segments. Most of these speech errors show that individual segments can be isolated, but do not necessarily require a phonemic analysis. One interesting example Fromkin (1071: 31) cites is split per soesjs beoming plit spca soutp. The fact that pl (presuanably [ $\mathrm{F}^{n}$ )], though Fromkin does not explicitly say) surfaces rather than bit when the sis transposed could suggest that the speaker groups unaspirated stops followings with voiceless stops, rather than with voiced stops.

[^470]:    1 Coronals also uncontroversially include (inter)dentals like / $\theta \delta /$. A lesser-known coronal place of articulation is alverolo-palatal (e.g. / 3 3/, as in Polish and Mandarin). Palatal sterps like /a j/ are considered to be coronal, although there is some controversy concerning whether or not palatal fricatives like $/ \mathbb{c} i /$ are coronal or dorsal (or both). For various views on this issue the reader is referred to Hume (1992), Hall (1997), and Robinson (2001). In addition to the coronal consorants like the ores in (1), a number of finguists have argued that front vowels like /i e/ are coronal, e.g. Clements (1976), Hume (1992), and Clements and Hume (1995). I use the term "coromil" in this chapter to refer only to consorants.

[^471]:    ${ }^{2}$ From the point of view of atticulatory phonetics, coronals are usually defined as suunds produced with the tip blade (including the tip) of the tongue (see Keating 1991: 30). I adopt the definition proposed by Halle and Stevens (1979: 346), according to which coronal sounds involve the raising of the "tentral" portion of the tongue, i.e. the part of the tongue connecting the blade with the tongue trody. In referring to the "central" part of the tongue, this revised definition is therefore able to include palatals as coronal sounds. From the point of vie.b of acoustic phonetics, wronals are characterized by a concentration of energy in the upper frequencies of the spectrum (Jakobson ct al. 1952).
    ${ }^{3}$ For reasons of space., 1 do not diseuss the other two diagnostics for structural markedness mentioned by Rice (2007), namely coalescence and deletion. Put simply, it is typically assumed that unurarked features are more prone to coalescence or deletion than inarked features. A property of structural markedness not mentioned by Rice (2007) is dissimilation. For an argument that coronals are unmarked in place dissimilat ion in Tashlhiyt Berber the reinder is referred tor Alderete ( 3004 : 400ff),

[^472]:    7 Flungarian is yet another example of a language in which palatals fail to undergo place assimilation (Siptrir and Törkenczy 2000: 207). Interestingly, these authors remark that Hungarian /r/assimilates to [ r ] before dorsals in certain dialects (2000: 211). In the literature on Korean it is usually assumed that "palotal" /c/assimilates to a following dorsal (i.e. /ck/ $\rightarrow$ [kk]), but not to a following labial; however, an anonymous reviewer points ottt that Korean $/ \mathrm{c} /$ is closer to a strident affricate ( $11^{2} \mathrm{~A} / \mathrm{t}_{\mathrm{c}} /$ ) than a palatal stop.

[^473]:    3 Chomsky and Halle (1968: 299-300) distinguish five kinds of features: major class, cavity, manner of articulation, source, and prosodic. The major class features are [sonorant] and [consonantal] (and the quickly eliminated [vocalic]). The manner features are [continuant], [delayed release], [tense], and several features related to suction and ejection. Major class features, they explain, mainly have to do with clusing and upening and with pressure buildup and release. While [continuant] was not categorized as a major class feature by Chomsky and Halle, it is the one manser feature that strongly rellites to how closely the articulators are approximated. Padgett (1991) and Kensterwicz (1994), amongst others, thus group [ionsonantal], [sonorant], and [continuant] together as stricture features.

[^474]:    2 Padgett (2008) argues that [vocalic] should be reinstated to describe the difference between vowels, which have no frication, and the type of glide that shows sumbe frication. For Padgett, both [consonantal] and [vocalic] should be employed so as to capture a fine hierarchy of degree of striciare.

[^475]:    ${ }^{1}$ Hunne and Odden's line of attack follows from the same sort of reasoning as that given in Harris ( 1406 ). He argues that we can mot ivate the need for a particular distinctive feature in four ways: features code lexical contrasts, define natural classes of segments, determine syllabification, and guarantee phornetic interpretability.

[^476]:    Within Optimality Theory, Kirchner (2004) proposes that lenition is not a phonological process of spreading that refers to distilactive features at all. Rather it is achieved through the high raukieng of a constraint Lazy, which penalizes biomechanical effort and works on a highly detailecl phonetic scale of such effort.

[^477]:    7 Duanmu (1993. 1999) argues that Woo's or'zinal insight can be preserved by positing the mora as the universal TBU. For cases like Kukıyal, where contour tones are assigned to syllables lacking phonoIngical length, he suggests that phosetic length may suffice. Optinnality Thenry, with violoble constraints, offers other alternatives for rescuing Dimanmu's suggestion, even in the face of cases like Kıkırya, with more tones than muras to bear them.

[^478]:    2 As McCarthy (2004) reminds us, (5) was one of the original generativist constraints, expressing a set of reguirements to be satisf.ed rather than specifying an (peration (see alsu Bird and Ladd 1991).

[^479]:    I Tluis model was adapted and put to a variety of new uses by Halle and Vergnaud (1980) and by Clements and Keyser (1983). Halle and Vergnaud referrexd tor the prosodic template as the CV skeleton, and Clements and Keyser called it the CV tier.

[^480]:    5 As McCartlyy notes, the absence of stems like */sasam/is correctly predicted by this account, which maps fromileft to right. Anothex key component in this prediction is the Obligatory Contour Principle (see §9), which prohibits adjacent copies of a phonological element. This is yet another parallel between autosegmental accounts of phonological and morphological structure.

[^481]:    "As Yip notes, this rules out McCarthy's elegant analysis of / samsm/ vs. */sasam/, and the account she offers in its plate is unfortunately less general than the original one.

[^482]:    7 Such tunes are familiar from earlier American, British, Dutch, and other traditions, but the decombposition of tunes into seguences of level tones, drawn from the same inventory as the tones of lexical tone languages, was novel, if similar in some respects to earlier Anmerican approaches, notably Pike (1948).

[^483]:    su Similar cases arise in African languages: see example (28) below and the surrounding discussion.
    11 But see Ladd's (2008) review, cautioning against generalicing acruss languages or even acruss varieties of one language based on ToBI analyses.

[^484]:    12 The Durban Zulu forms are from Laura Downing, as cited by Cassimjee and Kisseberth (2001); the Phuthi furms are from Pornelly (1.97),

[^485]:    ${ }^{13}$ Finlay (2008) notes a similar approach, the Headed Feature Domains Theory of Smolensky (2006), which "makes slightly different restrictions on the representations of feature spans."

[^486]:    ${ }^{14}$ Example (50) simplifies the facts, and a fuller account makes an even stronger case for output floating tones. The floating tone in (50b) appears to show up directly on the corresponding syllable in the possessed-possessor forms, but in fact the situation is more complex. In betrveen the two nouns is an associative marker which itself may be a florating tome. That tone in turn is determined by what precedes, and notably by the final tone of the preceding noun, whe thex that tone is loating or not See the charts in Asongwed and Hyman (1976; 48,50) for examples of the dozens of possible combinations of disyllabic $\mathrm{N}_{1}$, associative marker, and disyllabic $\mathrm{N}_{3}$. Without floating tones in the output, it might be necessary to posit a set of arbitrary' declension-like classes to account for the possibilities.

[^487]:    1 In sume frameworks, glides form part of the class of approximants, alung with liquids (Ladefuged 200\%). As thisterm refers to a larger closs of sounds, it will not be used here.

[^488]:    ${ }^{3}$ Due to space limitation, I will not discuss nasally and laterally released affricates specifically, and for ease of reference. I will refer to affricates as segments with a fricative release.

[^489]:    4 As shown in (10) in §2.2.3.2, Schafer (1995) also makes use of the ©CP on [cont] to acceunt for German consobiant cluster restrictions. However, the feature [+strichett] or Cormal cannot be used since the affricate $[\mathrm{p}]$ has neither, and non-permissible affricate clusters such as [ $\mathrm{ts}-\mathrm{p} \boldsymbol{f}]$ cannot be ruled out. I will come back to the Cerman case in \$5.1.

[^490]:    10 Ananonymous reviewer onmments that fricativization in Basque (Hualde 1991:134f.i van de Werijer 1992: 142-143), where affricates become stops after fricatives/af:fricates, comes close to this. This process, howsever, does dint delete fricatives after fricatives/affricates.
    ${ }^{33}$ This of course raises the question of how the feature [strident] should be defined, which I wrill not pursue here.

[^491]:    I' As pointed out by an anonymous reviewer, it is unclear which feature should be used tor differentiate / $\mathrm{p} /$ and / $\mathrm{p} / /$. If the traditional feature [strident] is not used, an alternative must be considered (Clements 1999: 283).

[^492]:    1a The numbers after the examples in (17) indicate the page numbers in Mattesinn (1865).

[^493]:    ${ }^{14}$ See Lin (2005: 137-139) for an alternative analysis that makes use of Schafer's (1995) [stop]-as-head model, which, as in the German case ( 85.1 ), also requires two levels of evaluation.
    ${ }^{5}$ This can be interpreted as an OCP effect against more than une marked segment within a local domain (Alderete 1997; Ito and Mestes 2003).

[^494]:    ' Ju-申Hoan is the name of a Larıguage family, Jul'hoan or Jul'hoansi the name of a language.

[^495]:    2 Both Rumanyo and Mbukushu clicks exhibit a lot of variation, and can he realized as dental, alveolar, or lateral alveolar click types.

[^496]:    * Rumanyo is not included in this table.
    "Fadza has a threerway VOT contrast in pulmon ic consonants, but no voicing or aspiration contrasts in the click inventory.
    c Ladefoged and Traill (1994) refer to the Xhosa Foicend click as murmured.

[^497]:    + Nakagawa notes that this click and the similor pulmonic consmant [ $q \times x^{\prime}$ ] ate both realized with a lateral release. Howvever, he notes that this click does not spread the lateral feature to a medial consonant the way that lateral clicks do. He thus claims theit the lateral release is phonetic detail.

[^498]:    , I will not discuss openings and closings of the glottis.

[^499]:    2 Although not shown in Figure 19.3, the close proximity of an F2 node and F3 loop in the velar region results in the well-known "velar pinch" typical of velar consonant formant transitions in some contexts - i.e. F2 is high and F3 is low (Stevens 1989).

[^500]:    t These labels make use of two aspects of the phonetics. Descriptively, "coronal" refers to the passive articulator (i.e. the crow'n of the oral cavity) and "dorsinl" refers to the active articulator (i.e. tongue dorsum). It is unclear what the advantage is of having this mixed set of labels.
    5 This is an illustration, and it is not meant as an endorsement of th'isover other appraches.

[^501]:    "While palatalization and lobialization are quite comaron crioss-linguistically, phuryngealization in the context of a low back wowel is not. However, this is found in some Arabic varieties as a reflex of emphasis spread.

[^502]:    13. Similar alternations oxcur in Luganda (Clements 1991) and Matumbi (Odden 1996).
[^503]:    ${ }^{3}$ A review'er untes a nuniber of substantive asymmetries in vorvel length phenomena, some of which have at least implicitly influenced theorizing on length. For example, length is often related to syllable structure, such that long vowels appear in open syllables and short vowels appear in closed syllables, and there are rules of open syllable lengthening and closed syllable shortening. Furthermore, closed syllable lenythering or open syllable shortening appear to be urattested. Vowels may lengthe:n before voiced consonants, but they do not shorten before voiced or lengthen before voiceless. The latter fact is not widely attested in languages and appears not to have been elevated the the status of fact that it is agreed that phonological theories must explain, whereas the former fact, especially the widely attested prohibition ayainst syllables of the type [XVVC, ], has had an impact on theorizing about vowel length, in that we have sought to recluce the generalization "[XVVC ${ }_{\text {rl }}$ ] to a general representational limit. The purperse of this chapter is to investigate the representation of length, not all facts relevant to length. It is just outside the scope of this chapter to investigate why no language has been attested with closed syllable lengthening, yet such questions are certainly germane to a stidespread concern of representational theorizing, nantelv say'ing why certain kinds of rules exist, yet others are not found.

[^504]:    3 These examples were provided to me by the late Keith. Denning, based on his fieldwork.

[^505]:    4 Insertion only affexts the lognophoric suffix. and the 2nd plural subjext suffix/ / $/$ /

[^506]:    5 It is argued that certain long vowels in Klamath and Turkish are dominated by the sequence VC. (see below), which is in line with the interpretation that any linkage to $V$ causes a syllable-peak interpretation of the segment. However, a post-glide epenthesis rule is also posited (Clements and Keyser 1983: 135) in Klamath, whereby C-dominated /w/ becones CV-dominated, and/wq'as/ $\rightarrow$ [wuq"as] 'quartz'. It seems that only VC' in the syllable rhyme is interpreted as a uniform syllable peak.

[^507]:    6 This type of representation is how Strict CV Phonology (Luwenstamm 1996) treats all long vowels.

[^508]:    ${ }^{7}$ In Selkirk's theory, root nodes have intrinsic featural content, so that 'RV' would be [ - conns, + son $]$.

[^509]:    * Strict CV theory, which posits that all phonological strings are of the form (CV)*, does not face this problem since each mora is represented ats an independent nucleus.

[^510]:    1 This may depend partly on horv we define vourels, since varicus segments may be syllable nuclei without being vocolic.

[^511]:    2 Jones (1972: 32) refers to "acoustically equidistant vowels," but it is clear that he nieans vowels as perceived by a trained listener.

[^512]:    6 The raised schita represents a short transitional wowel that Dettweiler (2000) considers "лолphonemic," appearing in certain types of consonant clusters.

[^513]:    $\overline{7}$ The $k \sim g$ alternat uns observed in the Kikuria data are due to Dahl's Law, an unrelated pattern of voicing dissimilation. Sew, for example, Davy and Nurse (1982).

[^514]:    ${ }^{8}$ Niot relevant to the point under discussion, Efik alsis has the central volvel [i] and Njebi alsu has the central vowel bl.

[^515]:    ${ }^{9}$ The stem vowel [a] undergoes fronting by an independent rule (Clements 1990).
    10 As with [0], the stem vowel [a] undergoes front ig by an independent rule (Clements 1990).

[^516]:    11 The feature $l l o w]$ is parenthesized because Odden (1991) considers the evidence he presents to be inconclusive in this regard.

[^517]:    The ambigucus character of lateral articulation, which causes such difficulties in phonctic systematization, is something that can quite easily be resolved in phonological systemization, the more so since the important thing here is only to establish to which other phoneme the particular "lateral" phoneme stands in a relation of opporition, and to deternine the natare of such an oppositive relationship. (Trubetzkoy 1969: 140)

[^518]:    $\pm$ A propos al for lary ngeal specification made by Golston and Kehrein (1998) and Kehrein and Golston (2004) that contrast is at the level of the subsyllabic unit, not at the level of the segnent, cannot be extended to the nasal specification, as this would predict only one, not tro, types of partially nasal segments.

[^519]:    (6)
    a. oku-cunta oku-loja
    'to get wealthy' 'to try'
    oku-cu:ma $\quad$ 'to jump'
    oku-lo:ja $\quad$ 'to visit the sick'

[^520]:    $\bar{j}$ Both an analysis that treats the contrast as one between a singletorn and genimate prenasal and one that treats the contrast as betrieen a prentasal and a cluster, could be accommodated under our viess. Phonetically, we ssould expect the same realization, given the internal nasal-oral timing of all NDs, as discussed in $\$ 3.3$.

[^521]:    1 The term "speakers" as used here refers only to producers of spoken languages, while "signers" refers to producers of sign language.

    - See Sandler and Lillo-Martin (2N16) for a detailed overview of sign language phonology.

[^522]:    1 [doubled] movement, named [restrained] in Sandler (1996), refers to lexical doubled movement, which differs from morphological reduplication both phonetically and phonologically.

[^523]:    - While sign languages organize motion of the hands, face, and body into a linguistic system, this does not mean thet they do not also avail themselves of paralinguistic gestural elements eorrespondiugg to co-speech gesture. In fact, they do. A particular kind of iconic co-sign gesture in sign languages is commonly made with the mouth (Sincller 2009).

[^524]:    * This comparison between $L s$ and $M s$ and $C$ s and $V s$ is not meant to imply that these categories have similar properties or distribution in the two modalities, because they do not. Rather, the comprovison is muth brouder, reflecting the fact that these phonological categuries manifest different rhy'thmi is properties.

[^525]:    1 A ['] in the language is apparently an allophonic or phonetic effect (Miller-ockhuizen 2003: 11.5).

[^526]:    2 The phonemic vowel inventory of colloquial Levantine Arabics like Syrian and Palestinian
     the vowel will be realized as non-pharyngealized or pharyngealized ("tense" or "lax"), depending on the nature of the surface form in which it appears; see Shahin (2003) for discussion, as well as evidence that, at least in Palestinian, /E/ is actually /k/.
    3 The phonemic vowel inventong of St'it'iancets is $/ 1 \nVdash$. U/. Capital letter symbols are used here as explained in fn. 2. The schva, which has warious realizations, including non-phary'ngealized [a] and pharyngealized [3], is epenthetic.

[^527]:    10 The vowel pincomes of Tiburian Hebrew are／ie za a ou／（Malone 1993）．In（12），the inserted vowel is schwa，with various colorings．In Negev Arabic，the effect is limited to cases where the primary pharyngeal follurs［a］．
    II Rose（1996）states that the Tigre vowel phonemes are the same as Tigrinya＇s（see fr．7）．
    12 The Jibbăli vowel inventory is／ieqa a oou／（Johnstone 1981）．

[^528]:    ${ }^{3}$ See, fer example, Hansson (2007) on Tsilhqot'in.
    ${ }^{14}$ These six vowels are the underlying vowel set in this language (Conk 1943).
    ${ }^{35}$ I present Cook's data in IPA. Tsilhqot'inists typically transcribe the secondary pharyngeal velars s simple uvulars.

[^529]:    16 The environment for this backing excludes non-pharyngeal/w/. For example, we have [ $w^{\prime \prime}$ is' $1 l^{\prime}$ ] 'he ardived'. levterestingly, in Rivali Bedouiln Arabis (Parkinson I992: 11.4), /w/ is not excluded. In Rwali the word for 'he arrived' is [wus'1].

[^530]:    ${ }^{1 \bar{s}}$ Early X-ray studies include Panconcelli-Calzia (1920-1) and Marçais (1948), discussed by Takobson (1957).

[^531]:    1 A solution the this problem (of adding a new type of representational primitive, the pointer) that stays true the the principles of Articulamor Theory is sugyested in Halle of al. (2000), where the set of features itself is expanded to distinguish between prinary and secondary articulators (each articulator coming with two features).
    2 See Clements (1985) for the original proposal for a Manner node, and Morén (2003, 2007) for the reintarduction of a Manner node (on which more in $\$ 6$ ).

[^532]:    1 If the target is not specified [-constricted glottis], then emphatics will spirantice and need to be repaired. The analysis of emphatic stops as [+monstricted glottis) (laryngeally constricted) appears reasonable because the range of articulations typically reconstructed for them (Rendsburg 1997; 73) is within the laryngeal tract (Chapteli 25: pharynci:al.s).

[^533]:    P Ladefoged and Maddieson (1996) note that other sources report the plain velars and uvulars as palatalized.
    2 See for further discussion Hale (2000, 2007: ch. 5); Hale and Reiss (2008: ch. 6). The Marshallese pattern would appear to form a counterexample to Trubetzkoy's (1939) supposition that labialization and velarization never contrast on the same segment.

[^534]:    may be used in a natural manner to characterize subsidiary consonantal articulations such as palatalization, velarization, and pharyngealization. These subsidjary
    a And perhaps /s/ plus stop clusters, as a kind of "reversed affricates"; see van de Weijer (1996) and chapter 3 . the representation uf sc clusters for disclussion.

[^535]:    1 Note that the representation of velars as [tback] makes primm facic false predictions with respect (o) their behavior in vowel hornony: e.g. in a front-back harmony system all velors (plain or palatal jzed) would be predicted to act as blockers in a standard, autosegmental treatment of harmony. See below for the role of consumants with secondary artiendation in vownel harnony prokesses.

[^536]:    6 Cf. T.adefoged and Maddieson (1.996: 329-330), who also discuss the well-known case of Swedish $/ \sqrt{5} /$, which has been suggested to contain two simultaneous fricatives, but is probably better amalyzed as a segment with secondary articulation; cf. Lindblild (1980); Ladefoged and Maddiesun (1996: 171f.).

[^537]:    7 One type of articulation that could be considered as coronal-velar are clicks, thetich involve a coronal (or labinl) articulation combined with a velar closure. Since clicks involve a non-pulmonic
     for discussion). Another possibility is that simultane us coronal and dorsal articulation might gine rise to an articulation at a place in between these tivo primary places, such as palatal, retroflex, or palato-alveolar. Ste e.g. Keating (1988) for discussion from a phonetic perspective.

[^538]:    - Note that if palatals are conplex segments (ef. fr. 7), coronal-dorsals and palatals would have to have distinct representations.

[^539]:    1 The standard sounce for this chart is the Handlurok of fhe fiternational Phonetic Assucintion (IPA 2007). Whitley's table 1 (2003: 82) has the same set of rhotics as those in (1).
    ${ }^{2}$ As there is no standard (i.e. IPA) symbol for rlotic fricatives, I will use the ones introduced here (recommended by Whitley 2013).

[^540]:    ${ }^{3}$ Unfortunately', Haspelinath et al. (2005) contains no information on rhotic sounds.

    + In classical generative plonology, the two undexlying r-phonemes are often analyzed as a singleton /r/ and a geminate /rr/. Harris (1969: 50ff.) argues for this proposal from the phonotactic behavior of the two phoremes.

[^541]:    5 Available (May 2010) at http://web.phonetik.uni-frankfurt.de/upsid.html.

[^542]:    n The orerall number of $r$-sounds is sunaller here, because the sources do not always peport the mallner of articulation (Maddieson 1984: 78). More generally, underspecified information onr-sounds may have led to a predominance of prototypical r-sounds in the database, i.e. of alveolar trills,

[^543]:    ${ }^{7}$ Majidi (1986: 64) sees a tendency to distinguish the devoiced trills in terms of either partial or complete lack of voicing.

[^544]:    1 "le groupe consonanticque initial (explosif) et le groupe consonantique final (implosif) par rapport au centre vocalique" [translation A. R. K. Boschl].
    2 The Oxfork Erglisha Dictionsary cites Samuel Butler (16ib3), "For Rhime the Rudder is of Verses, With which like Ships they stear their courses."

[^545]:    The same three reasons leading to the postulation of the syllable can be shown to motivate the existence of privileged groupings of segments within the syllable which must be thought of as constituent-like linguistic units themselves... an internally-structured tree quite analogous to a tree representing syntactic structure (Selkirk 1982: 237).

[^546]:    6 Recall that in this article Bell argues against "the distributional syllable." Nevertheless, he does not entirely conclude that phonology can do without the syllable: "Let us, however, guard against tio narrow a biew, against confusing a tool with the problem. 'Defining the syllable' and 'proving the existence of the syllable' are pseudo-problems. Segment organization is the problem. IE assumption of a syllabic unit leads to explanation of regularities of segnent organization, so much the better. If not, we will be awaiting a more general theory of organication, and the sydlable may enter the museun's Hall of Scientific Constructs, taking its place beside ether, the noble savage, and the like" (Bell 1976: 261).

[^547]:    3 An anonymous reviewer suggests the term "non-tonal language" is a misromer, given that "there is no essential qualitative differellce between tones based on their origin in the lexicon or in plirasal phernerny," While I amsympathetic the view that "non-tornal" is problematic, the claim that "there is no essential difference" is contentious. This discussion is outside the scope of the present chapter, but Hyman's (2001: 13.68) definition of a tone language serves to distinguish the two types of language, a tone laliguage being olve, "in which an indication of pitch enters into the lexical realization of at least some morphernes."

[^548]:    6 Gussenhoven (204: 101) cites similar evidence for Japanese from Porser (1984).

[^549]:    2 If words may be required to end in a consonant, we should find cases of systematic final consonant epenthesis, instead of vowel deletion. Interestingly, I an aware of no such cases at the word level. Howver, many examples of phrnsc-linal colvsonant epenthesis are reported (see some examples in Trigo 1988). This asynumetry between the word and the phrase needs to be investigated further, but it suggests that phrase-final epenthesis corresponds to an articulatory closure effect that is not relevant word-finally.

[^550]:    + The texum "appendix" has also been used to refer to non-moraic "coda" consonants (13f) (Sherex 1994; Zec 2007) or consonants attached directly to the syllable or prosodic word nodes (13d) (Rosenthall and var der H uldst 1999).

[^551]:    10 Final lengthening may also relate to length alternations that treat final CVC as open, as in lcelandic (26). I leave this jisuse open.

[^552]:    1 Languages with geminates vary considerably with respect to the durational difference between the genimate and its singleton counterpart. Idenaru and Guion (2008) report a $3: 1$ ratio in the duration of geminates to singletons in lapanese but only a $1.8: 1$ ration for Italian. They further note that there may be other phonetic cues to geminates besides consonantal duration. These include pitch and intensity differences thet may provide secondary acoustic cues to a geninate. Herwever, this thapter svill not focus on the phonetric properties of geninates, nor on the issue of which types of consonants are more likely to be geminated (but see Pycha 2007,2009 and Kawahara 2007 for discussion on these issues). Instead, this article bvill focus on the phonological behavior of geninates and the natter of aheir representation in phosuloggy
    $?$ In this chapter, geminate cons.onants are transcribed by a sequence of trio identical letters; long vowels are represented either as a sequence of two identisal vowel symbols or with the IPA length mark.

[^553]:    $\hat{o}$ The controversy uver geminates has fustered a number of dissertations with a focus on the phonology of geminates. Some of the important ones include Sherer (1994), Ham (1998), Keer (1999), Morén (1999), Kraehenmann (2001), Muller (2001), Curtis (2003), and Topintzi (2006). Although space dves not allow ne to dyscuss the wide vaxiety of interesting issues and proposals that are raised in these dissertations and the different positions that are taken, some issues raised in these dissertations will be brought up in the course of this chapter.

[^554]:    ${ }^{1}$ It is clear firm typological surveys of geminate consonants such as Thurgood (1903) and from the (liscussion in Pajak (2009) that germinates are must commonly found in intervocalic position and least commonly found when not adjacent to any vowel (e.g. between two consonants). Ganguages that allow for geminates that are only adjacent to one vowel (e.g. word-initial or word-final geminates), although not common, are not as rare as languages that allow for genninates to occur not adjacent to any vowel. As noted by Pajak (2009), the ty polngical facts correspond to perceptual saliency in that the contrast between a singleton and a geminate consonant is nost perceptually salient in intervocalic position and least salient in a position not adjasentt to any vowel.
    $\overline{5}$ Folluwing a suggestion in Hayes (1989), Davis (1999b) propuses that word-initial geminates are moraic but that the mora is not part of the syllable on wet. His representation is in (i), while Topintzi's moraic onset representation is given in (ii) (where the vowel of the syllable is also showin).

[^555]:    One difference between (i) and (ii) is that the latter predicts that onset geminates could occur word-internally, not just at the beginning of the word. In support of (ii), Topintz.j (2008) provides interesting evidence from .Warshallese that word-internal geminates are syllabified as onsets and are not heterosyllabic as commonly assumed in Moraic Thewry.

[^556]:    Geminate inalterabs lity effects were handled by a condition on interpretation in segmental rules that association lines in structural description of rules had to be interpreted as exhaustive. A rule like spirantization in lïberian Hebrew, which only applied to singleton consonants and not to geminates, would include in its rule environment a single $C$-slot linked to the phoneme. Since the rule environment did not explicitly show double linking as in (i), the rule would fail to apply to geminates. Kenstowicr (1994: 410-416) sunmmarizes important criticisuss of the CV aecount of bonth genninate integrity and inalterability. He points out that geminate integrity could be called into question if epenthesis is viewed as a two-stinge process of inserting a $V$-slot followed by' a late defatt spell-out rule. However, it is worth noting that geminate integrity effects follow automatically from the weight representation of geminates as in (10a). With respect to geminate inalterability, Kenstowicz specifically calls attention to work by Selkirk (1991), whe noted that rules of inalterability tended to always involve spirantiontion processes, thus suggesting a more general explanatisen that does not involve the length representation of geminates. Along these lines, Kirchner (2000) approaches the issue of geminate inalterability from a general theory of lenition within a functionally beised optimality-theoretic framework.

[^557]:    ${ }^{*}$ Curtis (2003: 169-170) suggests that the lack of word-internal CVVG syllables in Koya may be due to a slaortening effect that geminate consonants have on preceding vowels, since the perceptual cues for vorvel length can be blurred in CVVG sy-llables; thets, Curtis maintains that wowel shortening before geminates is independent of the issue of the ınoraic status of geminates. However, this dues not explain cases like Fula in (19) where avoidance of CVVG is achieved by degemination rather than vowel shorwning.

[^558]:    so In many Arabic dialects, word-final CVC syllables behave as extrametrical. Ham (1998) puts forward the very intriguing observation that final CVC syllables are always extrametrical in languages that possess word-final geminteres. This is because a word-final geminate is moraic and would need to be distinguished in final position from a potent id moraic coda. With the underlying nooraic weight representation of geminates as in (10a), final extrametricality of CVC syllables is able to preserve the contrast betwreen an underlying final geminate and the corresponding final singleton consonant. The geminate of a final CVC syllable would surface as moraic while the singleton coda of the final CVC would be non-moraic. This difference is found in Arabic dialects where a final CVG syllable attracts stress, making it distinct from a final CVC syllable (ie. bimoraic), which is light (monomoraic) and does not attract the stress. In a variety of other languages laving word-final geminates examined by Ham (1.998), the same distinction is made between final CVG and CVC syllables. If Ham's observation holds up to further scrutiny, it constitutes an interesting arginient for the underlying moraification of geminate conscinants. (See also Topintzi 2008: 173 for discussion on this point.)

[^559]:    ${ }^{31}$ It should be noted that Baker (2008) actually considers the intervoralic geminates in ( 250 () $-(2$ ins $)$ and the intervocalic homorganic nasal clusters in $(25 \mathrm{~m})-(2 . \mathrm{pp})$ to be syllabified completely as onsets rather than as heterosyllabic. This differs from liss earlier work, Baker (1997), where a tueterusyllabis parse of genninates and homorganic nasal clusters is maintained. One shortcoming of Baker's (2008) buset analysis is that geminates and homorgatic nosol clusters do not occur word-initially. Nonetheless, even if geminates could be analyzed as syllabifying as onsets, they wrould not add weight to a syllable and thus would be different from the initial geminates of Trukese discussed earlier.

[^560]:    Abu-Salim, lissam M. 1984. Epenthesis and geminate consonants in Palestinian Arabic. Studies in the Lingraistic Sciences 10(2). 1-11.
    Baker, Brett. 1997. Edge crispness: Segment to mora isomorphism. Proccedings of the West Const Conference on Formal Linguistics 16. 33-47.

[^561]:    1 We restrict discussion of obstruents in clusters to those that are voiceless; some languages display fewer options for voiced ohstruents (e.g. */vi vr/in English). We avoid consonant+ glide clusters altogether, as there are more representational options available for glides than wee have space to consider.

[^562]:    2 Place identity is not respected with / $\mathrm{r} /$. In English and Dutch dialects with coronal / $\mathrm{r} /$, coronal $+/ r /$ clusters are well-formen, as are dorsalu/ /r/clusters in Dutch dinalects with dorsal/r/. Even in languages where /t/ and /r/ are articulated near-identically, the constraint is not respected (see Arvaniti 2007 on Greek). This may suggest that /r/ permanently lacks place (Rice 1992; Goad
    
    ${ }^{3}$ Enncerning Dutch */sr/, sone speakers realize /sxr/ as [sr] (Waals 1999). Uf this represents a re-analysis of /sxir/ (van der Torre 2003), then /sr/ is well-formed for these speakers. Concerning English / fr/, we have placed this cluster in the obstruent + sonorant category (Goad and Rose 2004), rather than treating it as an assimilated form of /sr/ (Clements and Keyser 1983; Goldsmith 1990). * l say "potentially," because, as is undoubtedly evident, obstruent + sonorant clusters will be analy'zed as branching onsets below. There is, however, dispute about the status of $/ \mathrm{kr} / \mathrm{in}$ Dutch, as branching onset (F'ukkert 1994; Bonij 1995) or appendix-initial (van der Hulst 1984; Tromauelen 1984; Kager and Zonneveld 1986). Notably, intervocalic /ks/ is syllabified as coda + onset, contra the branching onset analysis.

[^563]:    ; Stop + stop and fricative + stop are often considered to be archaic in spoken Modern Greek (loseph and Philippaki-Warburtun 1987; Morell.i 1999). They do occur in higher registers, which is why they are included here. /ps ts ks / are absent from (3a); I assume they are complex segments (following Tzakosta and $V_{1 s} 2009$ ). Clusters in parentheses (as well as $/ \mathrm{tm} /$ ) are shot productive, although the number of /sno/-initial roots is somlewhat larger than for the others.

    Thanks to Tenny Dalalakis and Kotexiua Klepousnuiotou fire help with the Greek data.
    $\checkmark$ I assume the follorving sonority scale, which is roughly based on relative intensity: stop <fricative < nasal < liquid < verodid. See alsor Chapter ast sonority.

[^564]:    ${ }^{7}$ [d g$]$ indicate voiceless unaspirated lenis swps in Amahl's data (Smith 1973).

[^565]:    10 Note that Levin (1985) adjoins, rather than directly links, $s$ to the syllable. lo the list in the text we can add Giegerich (1992). Hall (1992), and Booij (1995), who analyze $s$ as an onset-intermal appendix, using data from English, German, and Dutch, respectively; and Ewen and Botrna (2009), who organizes into the specifier fosition of the onset for Germanic.
    11 Qther less comnonly proposed licensers for $s$ will not be considered due to space constraints: e.g. the Foot (Cireen 2003 on Munster Irish) and the Phonological Phrase (Vaux 1998 on Armenian).

[^566]:    I2 Nejther constraint holds in dialects with lengthened la:]/[æ:] in e.g. after, baskrs (Harris 1994).
    1o Hayes (2009: 210-211) considers the vowel in such words to be monophthongized (so presumably short) in some dialects. However, this dores not hold of all dinalects; witress, for example, RP [bowlstia].

[^567]:    14 A precursor to this appears in Venuemann (1.988). Vennemalan proposes that initials is "quasinuclear" in some languages, a type of degenerate syllable. He argues that this analysis of Latin sexplains its development into a regular Vs syllable in some Romance languages, notably Spanish.

[^568]:    1: No representations are provided by Kaye. (18) reflects my best guess (minus $X$-slots), based on his discussion.

[^569]:    20 Evidence that this observation is not restricted to strifenf fricative + stop conles from Greek: the stop + stop clusters in ( 3 a) axe often replated by fricative + stop .
    21 See Morelli (190) for an alternative explanation of ohstruent cluster well-formedness that appeals to markedness constraints on segment seguencing.

[^570]:    1 Some of the issues in this section axe developed further ja cilaptrir 5l: piff: Piborondocicat WURD, CHAJTER 116: SENTENTJAL PROMINENEE JN ENGLISH and CHAPTER ©: THE REPRESENTATION OF K'ORD STRESS.

[^571]:    2 Ultimately, Kiparsky (1979) argued that cyclicity is still necessary in a metrical theory of stress. The debate resurfaced again a few yeirs later. See Hammond (1989), Halie and Kenstowicz (1991), and Cole and Coleman (1992) For more discussion.

[^572]:    ${ }^{3}$ Hayes (1980) uses underlining, rattur than circles.

[^573]:    5. The data cited by Hayes do not establish unexpuivocally that codas do not contribute to wesight.
[^574]:    ${ }^{35}$ Garrett (1999) argnes, though, that word minimality is not connected to foot structure.

[^575]:    ; Other cases are reduplication in Kosraean (Kennedy 2005) and tonal spread in Capanahua (Hagberg 1993).

[^576]:    6 The mirror innage of Garawa (overlapping iants with stress on the final syllable) does not exist. This system could only arise with a constraint reguiring stress on the final syllable, wugether with high-ranking *Clash. However, in Hyde's system there is no constraint requiring stress on the final syllable. Therefore, two overlapping lambs at the right edge will always thave stress in the middle (the minimization pattern).
    $?$ Halle and Vergnaud's Faithfulness Condition should not be confused with the Fairlufulness connstraints of $O X$. The former is a condition on the relation between a foot and its head.

    * Level stress in Scandinavizan dialects necessitates this representation, according to Bye (1996).

[^577]:    ' Typological studies of word prosodic systems are numerous: e.g. Trubetr:koy (1939); Hockett (1955); Garde (1968); Meenssen (1972); Goldsmith (1976a, 1988); Greenberg and Kaschute (1976); Hyman (1977, 1978, 1981, 2006, 2009); Lockwned (1982); Clements and Goldsmith (1984); Beckman (1986); Clark (1987, 1988); Haraguchi (1988); Hollenbach (1488); van der Hulst and Smith (1988); Muck (1988); Wright (1988); Hayes (1995); van der Hulst (1999a, 2010c); de Lacy (2002); Duanmu (2004).
    ${ }^{2}$ Here Hyman avoids the term "stress accent," presumably because he no longer (cf. Hyman 1977) recognizes the label "pitch accent" as a useful one and thus essentially wants to eliminate the notion accent altogether.
    ${ }^{3}$ Suárez (1983:52) observes that in Huichol and Mazahua there is no tone contrast on the last two syllables or the last syllable, respectively. In these languages, inherent lexical tones are removed to free up space for intonational tones.

[^578]:    1 Strictly speaking this excludes cases in which a language has tonal affixes without having affixes or wher morphemes that combine tone and segmental properties.

[^579]:    5 Another formal notation (also proposed in Liberman and Prince 1977) is the metrical grid, which does not imply culminativity. See CHAMES AI: THE REDUESENTATIUN OF WORO sthess for extensive discus.sion.
    6 This relates to the notion of positional faitdfulness; cf. Beckman (1998)

[^580]:    11 In $\$ 6$ we will discuss the way accents are distributed in Tokyo Japanese, which is partly lexical and partly rule-based.

[^581]:    12 This can be glossed as: "Associnte a tone with the first accented syllable, or, if no accentis present, with the first syllable."

[^582]:    Is In his chapter on central Francoriah tolnes, Gussenhoven (2004: ch. 12) discusses the elnergence and representation of a tonol distinction that is very sionilar to the Scandinatian distinction; see also Gussenhoven and Bruce (1999) and Hermans (1994). We also find a similar contrast (due again to different historical factors) in Scottish Gaelic; see MacAulay (1992: 234-236).

[^583]:    3.1 This might suggest a "conupronnise" position in which "accents" are regarded as unspecified tonal "root nodes." ln an approach which adopts a wider use of accents as porsible ingredients of stress accent systems, this idea could not be maintained.

[^584]:    1: Here 1 have added "first" to the rule lrecause, if a word ends up having nore than one accent, it is always the leftmost accent that attracts the H tone.

[^585]:    1 Liberminn and Prince introduce the notion of extrametricality to account for the apparent invisibility to stress rules of final $-y$ in English: "From our point of view, $-y$ functions as a kind of 'extrasuetrical' syllable; it simply does not take part in the metrical calculation" (Libermana and Prince 1977: 293). Later in the same paragraph: "-y is effectually hors de combrt in the basic determination of metrical structure."

[^586]:    â An alternative to leaving the final two syllables unparsed is to parse them into a stressless foot: (tli.'pi)(sa.li). See Hyde (2002) for discussuion.

[^587]:    $\overline{5}$ An alternative approach is to rely on a foot niminality reguirement to distinguish between light and heavy final syllables. Thus is essentially the approach adopted by Hayes (1995). As Hyde (2007b) points out, how'ever, such an approach produces the same type of weight-sensitivity in non-final syllables, as well, where it is, unformmately, unattested.

[^588]:    6 Similar arguments can be ftade against proposials that involve extrasyllabic moras acting as a sort of prosodic licenser for otherwise stray segments in order to protect them from deletion through Stray Frasure (Downing 1993; Fverett 1996). Althnugh such licensing has only been employed at the left edge, there would seem to be nothing to prevent it applying at the right edge, as well, leading 10 the results illustrated in (25).

[^589]:    As all anonymous reviebver points out, the clainn that head-based non-finality connot prevent final consonants from being moraic depends on the assumption that moras - unlike the higher prosodic categories - do not have heads. If moras have head segments, as argued by de Lacy (1097), then final consonants might be prevented from being moraic by prohibiting head seyments from being final in the prosodic nord. There are several arguments against this approach, hovever, one of which is that segments are not constituents of moras in the usual sense. It is offen the cose that multiple moras are associated with single segmerts. In such cases, not only would each mora have exactly the sanne single constituent, but it would also have exactly the same head. Nejther situation is tolerated at higher prosodic levels, even in fairly permissive theories, like Hyde (2002), that allew prosodic categories to share constituents.

[^590]:    * As an anc, nymons reviewer points out, whether or not grid-based non-finality can prevent the final syllable from being footed depends on the particular structures that are assumed to be the constituents of feet. If feet are actually built on base-level gridmarks, rather than syllables, preventing the final syllable from mapping to a base-level gridmark would also prevent it from being footed. The gridbased non-finality approach presented here, however, assumes that metrical structure and prosndic structure are independent, so that feet are built on syllables. Under this approach, the failure of a final syllable to mip to the grid would not prevent it from being footed.

[^591]:    - This generalization applies to English nouns with a stressless final syllable. Niouns with final stress must be treated differently.

[^592]:    1 The effect emerges in the range of one half to five beats per second. (The syllable rate of "ordinary conversational speech" is typically toward the upper limits of this range; Bell 1977.) Hayes (1905) states that the right-prominent effect iflustrated in (3b) requites a durational conatrast where the longex elements are $1 . \overline{5}$ to 2 times as long as the shorter elements, noting that Woodrow (1909) found that smaller durational contrasts actually result in left-prominent groupings.

[^593]:    2 Rice's study also found a preference for iambic grouping when elements contrasted in pitch, a result nort formen in previous studies.

[^594]:    $\pm$ MIore precisely, Kager assumnes that the construction of a foot cannot introduce clash within the parsing windnw. The parsing windnw consists of the syllables being parsed in the current iteration pl us the string of syllables encountered by the parsing algorithm in previous iterations. It does not include syllables that the algorithm has not yet encomatered.

[^595]:    5 The clearest cases of quantity-insensitive iambs - Osage, Paumari, and Suruwalia - do not exhibit lengthening. The less clear cases - Weri and Araucaniann-also dor not exhibit lengthening.
    " tengthening is not "regular" when it is prohibited in various positions in non-minional forms, especially in final position. Syllables with prinary stress in Italian, for example, lengthen if they are penultimate but not if they are antepenultimate or final. Languages like Linanii and Munsee Delaware (Goddard 1979), which make stressed syllables heavy through consonant geminativn, also fall outside the generalization.

[^596]:    7 The Latin-type shortening is of:en referred to as irmbic sfartertif, b, because it affects the second syllable in a two-syllable sequence rather than the first.

[^597]:    a. Non-finality(a)), Non-rinality(o) >> Ver- $\mu$

    Iambic or trochaic lengthening + HL minimal word
    b. Non-einality $(\omega)$, Non-finality $($ Ft $) \gg$ De.p- $\mu$ lambic lengthening + LL minimal word

[^598]:    * Plausible cases of inmbic minimal words appear to be extremely sare.

[^599]:    ${ }^{1}$ In Korean, which has a three-way laryngeal contrast among obstruents, i.e. lenis, aspirated, and terise, lenis obstruents beconate tense after an obstruent (Postmbstruent tensing), and vaiced betiveen sonorants (lnter-sonorant voicing). See Kim-Renaud (1986) and Ahn (1998) for details of these automatici processes.

[^600]:    3 Blevins (2006: 143) disisusser data fomm Dlenasana, Chadic Araic, and Maltese ir which deveicing trueurs exclusively at the end of the word, not in $C_{1}$ position. This word-final, but not syllable-final, devoicing can be a problem not only for the prosody-based approach but also for the cue-based approach.

[^601]:    ${ }^{3}$ In this chapter, length/quantity is transcribed by a sequence of identical phonetic symbels.

[^602]:    $\because$ Language family slassu fication in all cases follow Lewis (2009),

[^603]:    3 This means that Thurgood (1993) finds, on the one hand, that alveolar geminates are the most frequent and glottal genrinates the least fisequent and, on the other hand, that if a language has, for exarriple, velar genvinates it alsn tends to have labial and alveelar ones. He presents his data as an overvient of the phonological systems and does not use them to nake any clains about preferences for the empergence of geminates.

[^604]:    7 In this chapter, I refer only to fype frequency of phonemes and members of natural classes. It huve no information about token frequency of the sounds in the respective languages.

[^605]:    s In Muller's (2001) terminology, labials comprise bilabials and labio-dentals, coronals refer to (inter)dentals, alveolars, and palatals, and dorsals are velars.

[^606]:    ${ }^{9}$ The segmental labels linking up to syllable nodes are shorthand for the rout nodes representing these segments.
    Iu See Curtis (2003) for a soncise survey of the different models of gemeinate representation CHAPTER 37: GEMINatES also discusses in detail the basic controversy betw'een the weight account and the timing account, as well as the Composite Model (e.g. Heme of al. 1997; Muller 2001; Cartis 2003; Kraehenmann 2003; Baker 2008). A full exploration of this theory goestreyond the scope of this chapter. Suffice it to say, however, that it is a comb ination of the other two models: geminates are associated to two timing positions and weight, if it plays a role at all, is a consequence of syllabification, mainly one of Weight-by-Position (Hayes 1989). One worry with this view is that it runs the risk of overgeneration, since it allows for all types of combinations between length and weight, possibly even iunattested ones.

[^607]:    ${ }^{16}$ Exactly the same finding is reported in Mikuteit and Reetz (2007) for voiceless and voiced stops in East Bengallh.

