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Preface

Nonlinear programming is a mature field that has experienced major developments in the last ten years. The first such development is the merging of linear and nonlinear programming algorithms through the use of interior point methods. This has resulted in a profound rethinking of how we solve linear programming problems, and in a major reassessment of how we treat constraints in nonlinear programming. A second development, less visible but still important, is the increased emphasis on large-scale problems, and the associated algorithms that take advantage of problem structure as well as parallel hardware. A third development has been the extensive use of iterative unconstrained optimization to solve the difficult least squares problems arising in the training of neural networks. As a result, simple gradient-like methods and stepsize rules have attained increased importance.

The purpose of this book is to provide an up-to-date, comprehensive, and rigorous account of nonlinear programming at the beginning graduate student level. In addition to the classical topics, such as descent algorithms, Lagrange multiplier theory, and duality, some of the important recent developments are covered: interior point methods for linear and nonlinear programs, major aspects of large-scale optimization, and least squares problems and neural network training.

A further noteworthy feature of the book is that it treats Lagrange multipliers and duality using two different and complementary approaches: a variational approach based on the implicit function theorem, and a convex analysis approach based on geometrical arguments. The former approach applies to a broader class of problems, while the latter is more elegant and more powerful for the convex programs to which it applies.

The chapter-by-chapter description of the book follows:

Chapter 1: This chapter covers unconstrained optimization: main concepts, optimality conditions, and algorithms. The material is classic, but there are discussions of topics frequently left untreated, such as the behavior of algorithms for singular problems, neural network training, and discrete-time optimal control.
APPENDIX A:  
Mathematical Background

In this appendix, we collect definitions, notational conventions, and several results from linear algebra and analysis that are used extensively in nonlinear programming. Only a few proofs are given. Additional proofs can be found in Appendix A of the book by Bertsekas and Tsitsiklis [BeT89], which provides a similar but more extended summary of linear algebra and analysis. Related additional material can be found in the books by Hager [Hag88], Hoffman and Kunze [HoK71], Lancaster and Tismentsky [LaT85], and Strang [St76] (linear algebra), and the books by Ash [Ash72], Ortega and Rheinboldt [OrR70], and Rudin [Rud76] (analysis).

Notation

If $S$ is a set and $x$ is an element of $S$, we write $x \in S$. A set can be specified in the form $S = \{x \mid x \text{ satisfies } P\}$, as the set of all elements satisfying property $P$. The union of two sets $S$ and $T$ is denoted by $S \cup T$ and their intersection by $S \cap T$. The symbols $\exists$ and $\forall$ have the meanings "there exists" and "for all," respectively. The set of real numbers (also referred to as scalars) is denoted by $\mathbb{R}$.

If $a$ and $b$ are real numbers or $+\infty$, $-\infty$, we denote by $[a, b]$ the set of numbers $x$ satisfying $a \leq x \leq b$ (including the possibility $x = +\infty$ or $x = -\infty$). A rounded, instead of square, bracket denotes strict inequality in the definition. Thus $[a, b]$ and $(a, b)$ denote the set of all $x$ satisfying $a < x < b$, and $a < x < b$, respectively.

If $f$ is a function, we use the notation $f : A \rightarrow B$ to indicate the fact that $f$ is defined on a set $A$ (its domain) and takes values in a set $B$ (its range).
A.1 VECTORS AND MATRICES

We denote by \( \mathbb{R} \) the real line and by \( \mathbb{R}^n \) the set of \( n \)-dimensional real vectors. For any \( x \in \mathbb{R}^n \), we use \( x_i \) to indicate its \( i \)th coordinate, also called its \( i \)th component.

Vectors in \( \mathbb{R}^n \) will be viewed as column vectors, unless the contrary is explicitly stated. For any \( x \in \mathbb{R}^n \), \( x^T \) denotes the transpose of \( x \), which is an \( n \)-dimensional row vector. The inner product of two vectors \( x, y \in \mathbb{R}^n \) is defined by \( x^T y = \sum_{i=1}^{n} x_i y_i \). Any two vectors \( x, y \in \mathbb{R}^n \) satisfying \( x^T y = 0 \) are called orthogonal.

If \( w \) is a vector in \( \mathbb{R}^n \), the notations \( w > 0 \) and \( w \geq 0 \) indicate that all coordinates of \( w \) are positive or nonnegative, respectively. For any two vectors \( w, v \), the notation \( w > v \) means that \( w - v > 0 \). The notations \( w > v \), \( w < v \), etc., are to be interpreted accordingly.

Subspaces and Linear Independence

A subset \( S \) of \( \mathbb{R}^n \) is called a subspace of \( \mathbb{R}^n \) if \( ax + by \in S \) for every \( x, y \in S \) and every \( a, b \in \mathbb{R} \). A linear manifold in \( \mathbb{R}^n \) is a translated subspace, that is, a set of the form

\[
y + S = \{ y + x \mid x \in S \},
\]

where \( y \) is a vector in \( \mathbb{R}^n \) and \( S \) is a subspace of \( \mathbb{R}^n \). The span of a finite collection \( \{x_1, \ldots, x_m\} \) of elements of \( \mathbb{R}^n \) is the subspace consisting of all vectors \( y \) of the form \( y = \sum_{k=1}^{m} a_k x_k \), where each \( a_k \) is a scalar.

The vectors \( x_1, \ldots, x_m \in \mathbb{R}^n \) are called linearly independent if there exists no set of scalars \( a_1, \ldots, a_m \) such that \( \sum_{k=1}^{m} a_k x_k = 0 \), unless \( a_k = 0 \) for each \( k \). An equivalent definition is that \( x_1 \neq 0 \) and for every \( k > 1 \), the vector \( x_k \) does not belong to the span of \( x_1, \ldots, x_{k-1} \).

Given a subspace \( S \) of \( \mathbb{R}^n \) containing at least one nonzero vector, a basis for \( S \) is a collection of vectors that are linearly independent and whose span is equal to \( S \). Every basis of a given subspace has the same number of vectors. This number is called the dimension of \( S \). By convention, the subspace \( \{0\} \) is said to have dimension zero. The dimension of a linear manifold \( y + S \) is the dimension of the corresponding subspace \( S \).

An important fact is that every subspace of nonzero dimension has an orthogonal basis, that is, a basis consisting of mutually orthogonal vectors.

Matrices

For any matrix \( A \), we use \( A_{ij}, [A]_{ij}, \) or \( a_{ij} \) to denote its \( ij \)th entry. The transpose of \( A \), denoted by \( A^T \), is defined by \( [A^T]_{ij} = a_{ij} \). For any two matrices \( A \) and \( B \) of compatible dimensions, we have \( (AB)^T = B^T A^T \).

Let \( A \) be a square matrix. We say that \( A \) is symmetric if \( A^T = A \). We say that \( A \) is diagonal if \( [A]_{ij} = 0 \) whenever \( i \neq j \). It is lower triangular if \( [A]_{ij} = 0 \) whenever \( i > j \). It is upper triangular if its transpose is lower triangular. We use \( I \) to denote the identity matrix. The determinant of \( A \) is denoted by \( \det(A) \).

Let \( A \) be an \( m \times n \) matrix. The range space of \( A \) is the set of all vectors \( y \in \mathbb{R}^m \) such that \( y = Ax \) for some \( x \in \mathbb{R}^n \). The null space or kernel of \( A \) is the set of all vectors \( x \in \mathbb{R}^n \) such that \( Ax = 0 \). It is seen that the range space and the null space of \( A \) are subspaces. The rank of \( A \) is the minimum of the dimensions of the range space of \( A \) and the range space of the transpose \( A^T \). Clearly \( A \) and \( A^T \) have the same rank. We say that \( A \) has full rank, if its rank is equal to \( \min\{m, n\} \). It can be seen that \( A \) has full rank if and only if either the rows of \( A \) are linearly independent, or the columns of \( A \) are linearly independent.

A.2 NORMS, SEQUENCES, LIMITS, AND CONTINUITY

**Definition A.1:** A norm \( \| \cdot \| \) on \( \mathbb{R}^n \) is a mapping that assigns a scalar \( \|x\| \) to every \( x \in \mathbb{R}^n \) and that has the following properties:

(a) \( \|x\| \geq 0 \) for all \( x \in \mathbb{R}^n \).
(b) \( \|cx\| = |c| \cdot \|x\| \) for every \( c \in \mathbb{R} \) and every \( x \in \mathbb{R}^n \).
(c) \( \|x\| = 0 \) if and only if \( x = 0 \).
(d) \( \|x + y\| \leq \|x\| + \|y\| \) for all \( x, y \in \mathbb{R}^n \).

The Euclidean norm is defined by

\[
\|x\| = (x^T x)^{1/2} = \left( \sum_{i=1}^{n} |x_i|^2 \right)^{1/2}.
\]

The space \( \mathbb{R}^n \), equipped with this norm, is called a Euclidean space. We will use the Euclidean norm almost exclusively in this book. In particular, in the absence of a clear indication to the contrary, \( \| \cdot \| \) will denote the Euclidean norm. Two important results for the Euclidean norm are:

**Proposition A.1:** (Pythagorean Theorem) If \( x \) and \( y \) are orthogonal then

\[
\|x + y\|^2 = \|x\|^2 + \|y\|^2.
\]
Proposition A.2: (Schwartz inequality) For any two vectors $x$ and $y$, we have

$$|x^t y| \leq \|x\| \cdot \|y\|,$$

with equality holding if and only if $x = \alpha y$ for some scalar $\alpha$.

Two other important norms are the maximum norm $\|\cdot\|_{\infty}$ (also called sup-norm or $\ell_\infty$-norm), defined by

$$\|x\|_{\infty} = \max_i |x_i|,$$

and the $\ell_1$-norm $\|\cdot\|_1$, defined by

$$\|x\|_1 = \sum_{i=1}^n |x_i|.$$

Sequences

We use both subscripts and superscripts in sequence notation. Generally, we use superscript notation for sequences of vectors generated by iterative algorithms whenever we need to reserve the subscript notation for indexing coordinates or components of vectors and functions.

A sequence $\{x_k \mid k = 1, 2, \ldots\}$ (or $\{x_k\}$ for short) of scalars is said to converge to a scalar $x$ if for every $\epsilon > 0$ there exists some $K$ (depending on $\epsilon$) such that $|x_k - x| < \epsilon$ for every $k \geq K$. A sequence $\{x_k\}$ is said to converge to $\infty$ (respectively, $-\infty$) if for every $b$ there exists some $K$ (depending on $b$) such that $x_k > b$ (respectively, $x_k \leq b$) for all $k \geq K$. If a sequence $\{x_k\}$ converges to some $x$ (possibly infinite), we say that $x$ is the limit of $\{x_k\}$; symbolically, $x_k \to x$ or $\lim_{k \to \infty} x_k = x$. A sequence $\{x_k\}$ is called a Cauchy sequence if for every $\epsilon > 0$, there exists some $K$ (depending on $\epsilon$) such that $|x_k - x_m| < \epsilon$ for all $k \geq K$ and $m \geq K$.

A sequence $\{x_k\}$ is said to be bounded above (respectively, below) if there exists some scalar $b$ such that $x_k \leq b$ (respectively, $x_k \geq b$) for all $k$. It is said to be bounded if it is bounded above and bounded below. The sequence $\{x_k\}$ is said to be nonincreasing (respectively, nondecreasing) if $x_{k+1} \leq x_k$ (respectively, $x_{k+1} \geq x_k$) for all $k$. If $\{x_k\}$ converges to $x$ and is nonincreasing (nondecreasing) we also use the notation $x_k \downarrow x$ ($x_k \uparrow x$, respectively).

Proposition A.3: Every nonincreasing or nondecreasing scalar sequence converges to a possibly infinite number. If it is also bounded, then it converges to a finite real number.

The supremum of a nonempty set $A$ of scalars, denoted by $\sup A$, is defined as the smallest scalar $x$ such that $x \geq y$ for all $y \in A$. If no such scalar exists, we say that the supremum of $A$ is $\infty$. Similarly, the infimum of $A$, denoted by $\inf A$, is defined as the largest scalar $x$ such that $x \leq y$ for all $y \in A$, and is equal to $-\infty$ if no such scalar exists. Given a scalar sequence $\{x_k\}$, the supremum of the sequence, denoted by $\sup_k x_k$, is defined as $\sup \{x_k \mid k = 1, 2, \ldots\}$. The infimum of a sequence is similarly defined. Given a sequence $\{x_k\}$, let $y_m = \sup \{x_k \mid k \geq m\}$ and $z_m = \inf \{x_k \mid k \geq m\}$. The sequences $\{y_m\}$ and $\{z_m\}$ are nonincreasing and nondecreasing, respectively, and therefore have a (possibly infinite) limit (Prop. A.3). The limit of $y_m$ is denoted by $\limsup_{m \to \infty} x_m$ and the limit of $z_m$ is denoted by $\liminf_{m \to \infty} x_m$.

Proposition A.4: Let $\{x_k\}$ be a scalar sequence.

(a) There holds

$$\inf_k x_k \leq \lim\inf_{k \to \infty} x_k \leq \lim\sup_{k \to \infty} x_k \leq \sup_k x_k.$$

(b) $\{x_k\}$ converges if and only if $\lim\inf_{k \to \infty} x_k = \lim\sup_{k \to \infty} x_k$ and, in that case, both of these quantities are equal to the limit of $x_k$.

(c) If $x_k \leq y_k$, then

$$\lim\inf_{k \to \infty} x_k \leq \lim\inf_{k \to \infty} y_k,$$

$$\lim\sup_{k \to \infty} x_k \leq \lim\sup_{k \to \infty} y_k.$$

A sequence $\{x_k\}$ of vectors in $\mathbb{R}^n$ is said to converge to some $x \in \mathbb{R}^n$ if the $i$th coordinate of $x_k$ converges to the $i$th coordinate of $x$ for every $i$. We use the notations $x_k \to x$ and $\lim_{k \to \infty} x_k = x$ to indicate convergence for vector sequences as well. The sequence $\{x_k\}$ is said to be bounded (or a Cauchy sequence) if each of its corresponding coordinate sequences is bounded (or a Cauchy sequence, respectively).

Definition A.2: We say that a vector $x \in \mathbb{R}^n$ is a limit point of a sequence $\{x_k\}$ in $\mathbb{R}^n$ if there exists a subsequence of $\{x_k\}$ that converges to $x$. Let $A$ be a subset of $\mathbb{R}^n$. We say that $x \in \mathbb{R}^n$ is a limit point of $A$ if there exists a sequence $\{x_k\}$ consisting of elements of $A$ that converges to $x$. 


Proposition A.5:
(a) A bounded sequence of vectors in \( \mathbb{R}^n \) converges if and only if it has a unique limit point.
(b) A sequence in \( \mathbb{R}^n \) converges if and only if it is a Cauchy sequence.
(c) Every bounded sequence in \( \mathbb{R}^n \) has at least one limit point.
(d) Let \( \{x_k\} \) be a scalar sequence. If \( \limsup_{k \to \infty} x_k \) (\( \liminf_{k \to \infty} x_k \)) is finite, then it is the largest (respectively, smallest) limit point of \( \{x_k\} \).

\( o(\cdot) \) Notation

If \( p \) is a positive integer and \( h : \mathbb{R}^n \to \mathbb{R}^m \), then we write
\[
h(x) = o(|x|^p)
\]
if and only if
\[
\lim_{x \to 0} \frac{h(x)}{|x|^p} = 0,
\]
for all sequences \( \{x_k\} \), with \( x_k \neq 0 \) for all \( k \), that converge to \( 0 \).

Closed and Open Sets

Definition A.3: A set \( A \subset \mathbb{R}^n \) is called closed if it contains all of its limit points. It is called open if its complement (the set \( \{x \mid x \notin A\} \)) is closed. It is called bounded if there exists some \( c \in \mathbb{R} \) such that the magnitude of any coordinate of any element of \( A \) is less than \( c \). The subset \( A \) is called compact if every sequence of elements of \( A \) has a subsequence that converges to an element of \( A \). A neighborhood of a vector \( x \) is an open set containing \( x \). If \( A \subset \mathbb{R}^n \) and \( x \in A \), we say that \( x \) is an interior point of \( A \) if there exists a neighborhood of \( x \) that is contained in \( A \). A vector \( x \in A \) which is not an interior point of \( A \) is said to be a boundary point of \( A \).

For any norm \( \| \cdot \| \) in \( \mathbb{R}^n \), and any \( \epsilon > 0 \) and \( x^* \in \mathbb{R}^n \), consider the sets
\[
\{x \mid \|x - x^*\| < \epsilon\}, \quad \{x \mid \|x - x^*\| \leq \epsilon\}.
\]

Continuity

Let \( A \) be a subset of \( \mathbb{R}^n \) and let \( f : A \to \mathbb{R}^n \) be some function. Let \( x \) be a limit point of \( A \). If the sequence \( \{f(x_k)\} \) has a common limit \( z \) for every sequence \( \{x_k\} \) of elements of \( A \) such that \( \lim_{k \to \infty} x_k = x \), we write \( \lim_{y \to x} f(y) = z \).

If \( A \) is a subset of \( \mathbb{R} \) and \( x \) is a limit point of \( A \), the notation \( \lim_{y \to x} f(y) \) (respectively, \( \lim_{y \geq x} f(y) \)) will stand for the limit of \( f(x_k) \), where \( \{x_k\} \) is any sequence of elements of \( A \) converging to \( x \) and satisfying \( x_k \leq x \) (respectively, \( x_k \geq x \)), assuming that the limit exists and is independent of the choice of the sequence \( \{x_k\} \).

Definition A.4: Let \( A \) be a subset of \( \mathbb{R}^m \).

(a) A function \( f : A \to \mathbb{R}^m \) is said to be continuous at a point \( x \in A \) if \( \lim_{y \to x} f(y) = f(x) \). It is said to be continuous on \( A \) (or over \( A \)) if it is continuous at every point \( x \in A \).

(b) A real valued function \( f : A \to \mathbb{R} \) is called upper semicontinuous (respectively, lower semicontinuous) at a vector \( x \in A \) if \( f(x) \geq \limsup_{x_k \to x} f(x_k) \) (respectively, \( f(x) \leq \liminf_{x_k \to x} f(x_k) \)) for every sequence \( \{x_k\} \) of elements of \( A \) converging to \( x \).

(c) A real valued function \( f : A \to \mathbb{R} \) is called coercive if
\[
\lim_{k \to \infty} f(x_k) = \infty.
\]
for every sequence \( \{x_k\} \) of elements of \( A \) such that \( \|x_k\| \to \infty \) for some norm \( \|\cdot\| \).

(d) Let \( A \) be a subset of \( \mathbb{R} \). A function \( f : A \to \mathbb{R}^n \) is called right-continuous (respectively, left-continuous) at a point \( x \in A \) if \( \lim_{y \to x} f(y) = f(x) \) [respectively, \( \lim_{y \leftarrow x} f(y) = f(x) \)].

It is easily seen that when \( A \) is a subset of \( \mathbb{R} \), a nondecreasing and right-continuous (respectively, left-continuous) function \( f : A \to \mathbb{R} \) is upper (respectively, lower) semicontinuous.

**Proposition A.7:**

(a) The composition of two continuous functions is continuous.

(b) Any vector norm on \( \mathbb{R}^n \) is a continuous function.

(c) Let \( f : \mathbb{R}^m \to \mathbb{R}^n \) be continuous, and let \( A \subseteq \mathbb{R}^m \) be open (respectively, closed). Then the set \( \{x \in \mathbb{R}^m \mid f(x) \in A\} \) is open (respectively, closed).

An important property of compactness in connection with optimization problems is the following theorem.

**Proposition A.8: (Weierstrass’ Theorem)** Let \( A \) be a nonempty subset of \( \mathbb{R}^n \) and let \( f : A \to \mathbb{R} \) be lower semicontinuous at all points of \( A \). Assume that one of the following three conditions holds:

1. \( A \) is compact.
2. \( A \) is closed and \( f \) is coercive.
3. There exists a scalar \( \gamma \) such that the level set
   \[ \{x \in A \mid f(x) \leq \gamma\} \]
   is nonempty and compact.

Then, there exists a vector \( x \in A \) such that \( f(x) = \inf_{z \in A} f(z) \).

**Proof:** Assume condition (1). Let \( \{z_k\} \subseteq A \) be a sequence such that
\[ \lim_{k \to \infty} f(z_k) = \inf_{z \in A} f(z). \]

Since \( A \) is bounded, this sequence has at least one limit point \( x \) [Prop. A.5(c)]. Since \( A \) is closed, \( x \) belongs to \( A \), while the lower semicontinuity of \( f \) implies that \( f(x) \leq \lim_{k \to \infty} f(z_k) = \inf_{z \in A} f(z) \). Therefore, we must have \( f(x) = \inf_{z \in A} f(z) \).

Assume condition (2). Consider a sequence \( \{z_k\} \) as in the proof of part (a). Since \( f \) is coercive, \( \{z_k\} \) must be bounded and the proof proceeds like the proof of part (a).

Assume condition (3). If the given \( \gamma \) is equal to \( \inf_{z \in A} f(z) \), the set of minima of \( f \) over \( A \) is \( \{x \in A \mid f(x) \leq \gamma\} \), and since by assumption this set is nonempty, we are done. If \( \gamma > \inf_{z \in A} f(z) \), consider a sequence \( \{z_k\} \) as in the proof of part (a). Then, for all \( k \) sufficiently large, \( z_k \) must belong to the set \( \{x \in A \mid f(x) \leq \gamma\} \). Since this set is compact, \( \{z_k\} \) must be bounded and the proof proceeds like the proof of part (a). \( \Box \).

Note that with appropriate adjustments, the above proposition applies to the existence of maxima of \( f \) over \( A \). In particular, if \( f \) is upper semicontinuous at all points of \( A \) and \( A \) is compact, then there exists a vector \( y \in A \) such that \( f(y) = \sup_{z \in A} f(z) \). Vectors \( x \in A \) or \( y \in A \) that attain the minimum or the maximum of a function \( f \) over a set \( A \), respectively, even if they are not unique, are denoted by
\[ x = \arg \min_{z \in A} f(z), \quad y = \arg \max_{z \in A} f(z). \]

**Proposition A.9:** For any two norms \( \|\cdot\| \) and \( \|\cdot\|' \) on \( \mathbb{R}^n \), there exists some positive constant \( c \in \mathbb{R} \) such that \( \|x\| \leq c\|x\|' \) for all \( x \in \mathbb{R}^n \).

**Proof:** Let \( a \) be the minimum of \( \|x\|' \) over the set of all \( x \in \mathbb{R}^n \) such that \( \|x\| = 1 \). The latter set is closed and bounded and, therefore, the minimum is attained at some \( \bar{x} \) (Prop. A.8) that must be nonzero since \( \|\bar{x}\| = 1 \). For any \( x \in \mathbb{R}^n \), \( x \neq 0 \), the \( \|\cdot\| \) norm of \( x/\|x\| \) is equal to \( 1 \). Therefore,
\[ 0 < a = \|\bar{x}\|' \leq \left\| \frac{x}{\|x\|} \right\|' = \frac{\|x\|'}{\|x\|}, \quad \forall x \neq 0, \]
which proves the desired result with \( c = 1/a \). \( \Box \).

The preceding proposition is referred to as the norm equivalence property in \( \mathbb{R}^n \). It shows that if a sequence converges with respect to one norm, it converges with respect to all other norms. From this we obtain the following.

**Proposition A.10:** If a subset of \( \mathbb{R}^n \) is open (respectively, closed, bounded, or compact) for some norm, it is open (respectively, closed, bounded, or compact), for all other norms.
Matrix Norms

A norm \( \| \cdot \| \) on the set of \( n \times n \) matrices is a real-valued mapping that has the same properties as vector norms do when the matrix is viewed as an element of \( \mathbb{R}^{n^2} \). The norm of an \( n \times n \) matrix \( A \) is denoted by \( \| A \| \).

We are mainly interested in induced norms, which are constructed as follows. Given any vector norm \( \| \cdot \| \), the corresponding induced matrix norm, also denoted by \( \| \cdot \| \), is defined by

\[
\| A \| = \max_{\{ x \in \mathbb{R}^n \mid \| x \| = 1 \}} \| Ax \|. \tag{A.1}
\]

The set over which the maximization takes place above is closed [Prop. A.7(c)] and bounded; the function being maximized is continuous [Prop. A.7(b)] and therefore the maximum is attained (Prop. A.8). It is easily verified that for any vector norm, Eq. (A.1) defines a bona fide matrix norm having all the required properties.

Note that by the Schwartz inequality (Prop. A.2), we have

\[
\| A \| = \max_{\| x \| = 1} \| Ax \| = \max_{\| y \| = 1} \| y'Ax \|.
\]

By reversing the roles of \( x \) and \( y \) in the above relation and by using the equality \( y'Ax = x'A'y \), it follows that

\[
\| A \| = \| A' \|. \tag{A.2}
\]

A.3 SQUARE MATRICES AND EIGENVALUES

**Definition A.5:** A square matrix \( A \) is called singular if its determinant is zero. Otherwise it is called nonsingular or invertible.

**Proposition A.11:**

(a) Let \( A \) be an \( n \times n \) matrix. The following are equivalent:

(i) The matrix \( A \) is nonsingular.

(ii) The matrix \( A' \) is nonsingular.

(iii) For every nonzero \( x \in \mathbb{R}^n \), we have \( Ax \neq 0 \).

(iv) For every \( y \in \mathbb{R}^n \), there exists a unique \( x \in \mathbb{R}^n \) such that \( Ax = y \).

(b) Assuming that \( A \) is nonsingular, the matrix \( B \) of statement (v) (called the inverse of \( A \) and denoted by \( A^{-1} \)) is unique.

(c) For any two square invertible matrices \( A \) and \( B \) of the same dimensions, we have \((AB)^{-1} = B^{-1}A^{-1}\).

Let \( A \) and \( B \) be square matrices and let \( C \) be a matrix of appropriate dimension. Then we have

\[
(A + CBC')^{-1} = A^{-1} - A^{-1}C(B^{-1} + C'A^{-1}C)^{-1}C'A^{-1},
\]

provided all the inverses appearing above exist. For a proof, multiply the right-hand side by \( A + CBC' \) and show that the product is the identity.

Another useful formula provides the inverse of the partitioned matrix

\[
M = \begin{bmatrix} A & B \\ C & D \end{bmatrix}.
\]

There holds

\[
M^{-1} = \begin{bmatrix} Q & -QBD^{-1} \\ -D^{-1}CQ & D^{-1} + D^{-1}CQBD^{-1} \end{bmatrix},
\]

where

\[
Q = (A - BD^{-1}C)^{-1},
\]

provided all the inverses appearing above exist. For a proof, multiply \( M \) with the given expression for \( M^{-1} \) and verify that the product is the identity.

**Definition A.6:** The characteristic polynomial \( \phi \) of an \( n \times n \) matrix \( A \) is defined by \( \phi(\lambda) = \det(\lambda I - A) \), where \( I \) is the identity matrix of the same size as \( A \). The \( n \) (possibly repeated and complex) roots of \( \phi \) are called the eigenvalues of \( A \). A vector \( x \) (with possibly complex coordinates) such that \( Ax = \lambda x \), where \( \lambda \) is an eigenvalue of \( A \), is called an eigenvector of \( A \) associated with \( \lambda \).
Proposition A.12: Let $A$ be a square matrix.
(a) A complex number $\lambda$ is an eigenvalue of $A$ if and only if there exists a nonzero eigenvector associated with $\lambda$.
(b) $A$ is singular if and only if it has an eigenvalue that is equal to zero.

Note that the only use of complex numbers in this book is in relation to eigenvalues and eigenvectors. All other matrices or vectors are implicitly assumed to have real components.

Proposition A.13: Let $A$ be an $n \times n$ matrix.
(a) The eigenvalues of a triangular matrix are equal to its diagonal entries.
(b) If $S$ is a nonsingular matrix and $B = SAS^{-1}$, then the eigenvalues of $A$ and $B$ coincide.
(c) The eigenvalues of $cI + A$ are equal to $c + \lambda_1, \ldots, c + \lambda_n$, where $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $A$.
(d) The eigenvalues of $A^k$ are equal to $\lambda_1^k, \ldots, \lambda_n^k$, where $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $A$.
(e) If $A$ is nonsingular, then the eigenvalues of $A^{-1}$ are the reciprocals of the eigenvalues of $A$.
(f) The eigenvalues of $A$ and $A'$ coincide.

Definition A.7: The spectral radius $\rho(A)$ of a square matrix $A$ is defined as the maximum of the magnitudes of the eigenvalues of $A$.

It can be shown that the roots of a polynomial depend continuously on the coefficients of the polynomial. For this reason, the eigenvalues of a square matrix $A$ depend continuously on $A$, and we obtain the following.

Proposition A.14: The eigenvalues of a square matrix $A$ depend continuously on the elements of $A$. In particular, $\rho(A)$ is a continuous function of $A$.

The next two propositions are fundamental for the convergence theory of linear iterative methods.

Proposition A.15: For any induced matrix norm $\|\cdot\|$ and any square matrix $A$ we have
$$\lim_{k \to \infty} \|A^k\|^{1/k} = \rho(A) \leq \|A\|.$$

Furthermore, given any $\epsilon > 0$, there exists an induced matrix norm $\|\cdot\|$ such that
$$\|A\| = \rho(A) + \epsilon.$$

Proposition A.16: Let $A$ be a square matrix. We have $\lim_{k \to \infty} A^k = 0$ if and only if $\rho(A) < 1$.

A corollary of the above proposition is that the iteration $x^{k+1} = Ax^k$ converges to 0 for every initial condition $x^0$ if and only if $\rho(A) < 1$.

A.4 SYMMETRIC AND POSITIVE DEFINITE MATRICES

Symmetric matrices have several special properties, particularly with respect to their eigenvalues and eigenvectors. In this section, $\|\cdot\|$ denotes the Euclidean norm throughout.

Proposition A.17: Let $A$ be a symmetric $n \times n$ matrix. Then:
(a) The eigenvalues of $A$ are real.
(b) The matrix $A$ has a set of $n$ mutually orthogonal, real, and nonzero eigenvectors $x_1, \ldots, x_n$.
(c) Suppose that the eigenvectors in part (b) have been normalized so that $\|x_i\| = 1$ for each $i$. Then
$$A = \sum_{i=1}^{n} \lambda_i x_i x_i^t,$$
where $\lambda_i$ is the eigenvalue corresponding to $x_i$. 
Proposition A.18: Let $A$ be a symmetric $n \times n$ matrix, let $\lambda_1 \leq \cdots \leq \lambda_n$ be its (real) eigenvalues, and let $x_1, \ldots, x_n$ be associated orthogonal eigenvectors, normalized so that $\|x_i\| = 1$ for all $i$. Then:

(a) $\|A\| = \rho(A) = \max \{ |\lambda_1|, |\lambda_n| \}$, where $\| \cdot \|$ is the matrix norm induced by the Euclidean norm.

(b) $\lambda_1 \|y\|^2 \leq y' A y \leq \lambda_n \|y\|^2$ for all $y \in \mathbb{R}^n$.

(c) (Courant-Fisher Minmax Principle) For all $i$, and for all $i$-dimensional subspaces $S_i$ and all $(n-i+1)$-dimensional subspaces $\tilde{S}_i$, there holds

$$\min_{\|y\|=1, y \in S_i} y' A y \leq \lambda_i \leq \max_{\|y\|=1, y \in \tilde{S}_i} y' A y.$$  

Furthermore, equality on the left (right) side above is attained if $S_i$ is the subspace spanned by $x_1, \ldots, x_i$ ($\tilde{S}_i$ is the subspace spanned by $x_1, \ldots, x_i$, respectively).

(d) (Interlocking Eigenvalues Lemma) Let $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$ be the eigenvalues of $A + bb'$, where $b$ is a vector in $\mathbb{R}^n$. Then,

$$\lambda_1 \leq \lambda_i \leq \lambda_2 \leq \cdots \leq \lambda_n.$$

Proof: (a) We already know that $\|A\| \geq \rho(A)$ (Prop. A.15) and we need to show the reverse inequality. We express an arbitrary vector $y \in \mathbb{R}^n$ in the form $y = \sum_{i=1}^n \xi_i x_i$, where each $\xi_i$ is a suitable scalar. Using the orthogonality of the vectors $x_i$ and the Pythagorean theorem (Prop. A.1), we obtain $\|y\|^2 = \sum_{i=1}^n |\xi_i|^2 \cdot \|x_i\|^2$. Using the Pythagorean theorem again, we obtain

$$\|A y\|^2 = \left( \sum_{i=1}^n \lambda_i \xi_i x_i \right)^2 = \sum_{i=1}^n |\lambda_i|^2 \cdot |\xi_i|^2 \cdot \|x_i\|^2 \leq \rho^2(A) \|y\|^2.$$  

Since this is true for every $y$, we obtain $\|A\| \leq \rho(A)$ and the desired result follows.

(b) As in part (a), we express the generic $y \in \mathbb{R}^n$ as $y = \sum_{i=1}^n \xi_i x_i$. We have, using the orthogonality of the vectors $x_i$, $i = 1, \ldots, n$, and the fact $\|x_i\| = 1$,

$$y' A y = \sum_{i=1}^n \lambda_i |\xi_i|^2 \cdot \|x_i\|^2 = \sum_{i=1}^n \lambda_i |\xi_i|^2.$$

and

$$\|y\|^2 = \sum_{i=1}^n |\xi_i|^2 \cdot \|x_i\|^2 = \sum_{i=1}^n |\xi_i|^2.$$

These two relations prove the desired result.

(c) Let $X_i$ be the subspace spanned by $x_1, \ldots, x_i$. The subspaces $X_i$ and $\tilde{S}_i$ must have a common vector $x_0$ with $\|x_0\| = 1$, since the sum of their dimensions is $n + 1$. If there was no common nonzero vector, we could take sets of basis vectors for $X_i$ and $\tilde{S}_i$ (a total of $n + 1$ in number), which would have to be linearly independent, yielding a contradiction. The vector $x_0$ can be expressed as a linear combination $x_0 = \sum_{j=1}^i \xi_j x_j$ and since $\|x_0\| = 1$ and $\|x_i\| = 1$ for all $i = 1, \ldots, n$, we must have

$$\sum_{j=1}^i \xi_j^2 = 1.$$  

We also have using the expression $A = \sum_{j=1}^n \lambda_j x_j x_j'$ [cf. Prop. A.17(c)],

$$x_0' A x_0 = \sum_{j=1}^i \lambda_j \xi_j^2 \leq \lambda_i \left( \sum_{j=1}^i \xi_j^2 \right).$$  

Combining the last two relations, we obtain $x_0' A x_0 \leq \lambda_i$, which proves the left-hand side of the desired inequality. The right-hand side is proved similarly. Furthermore, we have $x_i' A x_i = \lambda_i$, so equality is attained as in the final assertion.

(d) From part (c) we have

$$\lambda_i = \max_{\|y\|=1, y \in \tilde{S}_i} y' A y \leq \min_{\|y\|=1, y \in S_i} \min_{\|y\|=1, y \in S_i} y' (A + bb') y \leq \lambda_i,$$

so that $\lambda_i \leq \tilde{\lambda}_i$ for all $i$. Furthermore, from part (c), for some $(n-i+1)$-dimensional subspace $\tilde{S}_i$, we have

$$\tilde{\lambda}_i = \min_{\|y\|=1, y \in \tilde{S}_i} y' (A + bb') y.$$

Using this relation and the left-hand side of the inequality of part (c), applied to the subspace $\{y \mid y \in \tilde{S}_i, b' y = 0\}$, whose dimension is at least $(n-i)$, we obtain

$$\lambda_i \leq \min_{\|y\|=1, y \in \tilde{S}_i, b' y = 0} y' (A + bb') y = \min_{\|y\|=1, y \in \tilde{S}_i, b' y = 0} y' A y \leq \lambda_{i+1},$$  

and the proof is complete. Q.E.D.
Proposition A.19: Let $A$ be a square matrix, and let $\| \cdot \|$ be the matrix norm induced by the Euclidean norm. Then:

(a) If $A$ is symmetric, then $\|A^k\| = \|A\|^k$ for any positive integer $k$.

(b) $\|A\|^2 = \|A' A\| = \|AA'\|$.

(c) If $A$ is symmetric and nonsingular, then $\|A^{-1}\|$ is equal to the reciprocal of the smallest of the absolute values of the eigenvalues of $A$.

Proof: (a) If $A$ is symmetric then $A^k$ is symmetric. Using Prop. A.18(a), we have $\|A^k\| = \rho(A^k)$. Using Prop. A.18(d), we obtain $\rho(A^k) = \rho(A)^k$, which is equal to $\|A\|^k$ by Prop. A.18(a).

(b) For any vector $x$ such that $\|x\| = 1$, we have, using the Schwartz inequality (Prop. A.2),

$$\|Ax\|^2 = x' A' A x \leq \|x\| \cdot \|A' Ax\| \leq \|x\| \cdot \|A' A\| \cdot \|x\| = \|A' A\|.$$ 

Thus, $\|A\|^2 \leq \|A' A\|$. On the other hand,

$$\|A' A\| = \max_{\|y\| = 1} \|y' A' A x\| = \max_{\|y\| = 1} \|y' A y\| \cdot \|A x\| = \|A\|^2.$$  

Therefore, $\|A\|^2 = \|A' A\|$. The equality $\|A\|^2 = \|A' A\|$ is obtained by replacing $A$ by $A'$ and using Eq. (A.2).

(c) This follows by combining Prop. A.13(e) with Prop. A.18(a). Q.E.D.

Definition A.8: A symmetric $n \times n$ matrix $A$ is called **positive definite** if $x' A x > 0$ for all $x \in \mathbb{R}^n$, $x \neq 0$. It is called **nonnegative definite** or positive semidefinite if $x' A x \geq 0$ for all $x \in \mathbb{R}^n$.

Throughout this book, the notion of positive and negative definiteness applies exclusively to symmetric matrices. Thus whenever we say that a matrix is positive or negative (semi)definite, we implicitly assume that the matrix is symmetric.

Proposition A.20:

(a) For any $m \times n$ matrix $A$, the matrix $A' A$ is symmetric and nonnegative definite. $A' A$ is positive definite if and only if $A$ has rank $n$. In particular, if $m = n$, $A' A$ is positive definite if and only if $A$ is nonsingular.

(b) A square symmetric matrix is nonnegative definite (respectively, positive definite) if and only if all of its eigenvalues are nonnegative (respectively, positive).

(c) The inverse of a symmetric positive definite matrix is symmetric and positive definite.

Proof: (a) Symmetry is obvious. For any vector $x \in \mathbb{R}^n$, we have $x' A' A x = \|Ax\|^2 \geq 0$, which establishes nonnegative definiteness. Positive definiteness is obtained if and only if the inequality is strict for every $x \neq 0$, which is the case if and only if $Ax \neq 0$ for every $x \neq 0$. This is equivalent to $A$ having rank $n$.

(b) Let $\lambda$, $x \neq 0$, be an eigenvalue and a corresponding real eigenvector of a symmetric nonnegative definite matrix $A$. Then $0 \leq x' Ax = \lambda x' x = \lambda \|x\|^2$, which proves that $\lambda \geq 0$. For the converse result, let $y$ be an arbitrary vector in $\mathbb{R}^n$. Let $\lambda_1, \ldots, \lambda_n$ be the eigenvalues of $A$, assumed to be nonnegative, and let $x_1, \ldots, x_n$ be a corresponding set of nonzero, real, and orthogonal eigenvectors. Let us express $y$ in the form $y = \sum_{i=1}^n \xi_i x_i$. Then $y' Ay = \sum_{i=1}^n \xi_i x_i' (\sum_{j=1}^n \lambda_j x_j) x_i$. From the orthogonality of the eigenvectors, the latter expression is equal to $\sum_{i=1}^n \xi_i^2 \lambda_i \|x_i\|^2 \geq 0$, which proves that $A$ is nonnegative definite. The proof for the case of positive definite matrices is similar.

(c) The eigenvalues of $A^{-1}$ are the reciprocal of the eigenvalues of $A$ [Prop. A.13(e)], so the result follows using part (b). Q.E.D.

Proposition A.21: Let $A$ be a square symmetric nonnegative definite matrix.

(a) There exists a symmetric matrix $Q$ with the property $Q^2 = A$. Such a matrix is called a **symmetric square root** of $A$ and is denoted by $A^{1/2}$.

(b) A symmetric square root $A^{1/2}$ is invertible if and only if $A$ is invertible. Its inverse is denoted by $A^{-1/2}$.

(c) There holds $A^{-1/2}A^{-1/2} = A^{-1}$.

(d) There holds $AA^{1/2} = A^{1/2}A$.

Proof: (a) Let $\lambda_1, \ldots, \lambda_n$ be the eigenvalues of $A$ and let $x_1, \ldots, x_n$ be corresponding nonzero, real, and orthogonal eigenvectors normalized so
that $\|x_k\| = 1$ for each $k$. We let

$$A^{1/2} = \sum_{k=1}^{n} \lambda_k^{1/2} x_k x_k^T,$$

where $\lambda_k^{1/2}$ is the nonnegative square root of $\lambda_k$. We then have

$$A^{1/2} A^{1/2} = \sum_{i=1}^{n} \sum_{k=1}^{n} \lambda_i^{1/2} \lambda_k^{1/2} x_i x_k x_k^T = \sum_{k=1}^{n} \lambda_k x_k x_k^T = A.$$

Here the second equality follows from the orthogonality of distinct eigenvectors; the last equality follows from Prop. A.17(c). We now notice that each one of the matrices $x_k x_k^T$ is symmetric, so $A^{1/2}$ is also symmetric.

(b) This follows from the fact that the eigenvalues of $A$ are the squares of the eigenvalues of $A^{1/2}$ [Prop. A.13(d)].

(c) We have $(A^{-1/2} A^{-1/2}) A = A^{-1/2} (A^{-1/2} A^{1/2}) A^{1/2} = A^{-1/2} A = I$.

(d) We have $AA^{1/2} = A^{1/2} A^{1/2} A^{1/2} = A^{1/2} A$. Q.E.D.

A symmetric square root of $A$ is not unique. For example, let $A^{1/2}$ be as in the proof of Prop. A.21(a) and notice that the matrix $-A^{1/2}$ also has the property $(-A^{1/2})(-A^{1/2}) = A$. However, if $A$ is positive definite, it can be shown that the matrix $A^{1/2}$ we have constructed is the only symmetric and positive definite square root of $A$.

A.5 DERIVATIVES

Let $f : \mathbb{R}^n \rightarrow \mathbb{R}$ be some function, fix some $x \in \mathbb{R}^n$, and consider the expression

$$\lim_{\alpha \to 0} \frac{f(x + \alpha e_i) - f(x)}{\alpha},$$

where $e_i$ is the ith unit vector (all components are 0 except for the $i$th component which is 1). If the above limit exists, it is called the $i$th partial derivative of $f$ at the point $x$ and it is denoted by $\frac{\partial f}{\partial x_i}(x)$ or $\frac{\partial f(x)}{\partial x_i}$, $x_i$ in this section will denote the $i$th coordinate of the vector $x$). Assuming all of these partial derivatives exist, the gradient of $f$ at $x$ is defined as the column vector

$$\nabla f(x) = \begin{pmatrix} \frac{\partial f(x)}{\partial x_1} \\ \vdots \\ \frac{\partial f(x)}{\partial x_n} \end{pmatrix}.$$

For any $y \in \mathbb{R}^n$, we define the one-sided directional derivative of $f$ in the direction $y$, to be

$$f'(x; y) = \lim_{\alpha \to 0} \frac{f(x + \alpha y) - f(x)}{\alpha},$$

provided that the limit exists. We note from the definitions that

$$f'(x; e_i) = -f'(x; -e_i) \implies f'(x; e_i) = \langle \nabla f(x), e_i \rangle.$$

If the directional derivative of $f$ at a vector $x$ exists in all directions $y$ and $f'(x; y)$ is a linear function of $y$, we say that $f$ is differentiable at $x$. This type of differentiability is also called Gateaux differentiability. It is seen that $f$ is differentiable at $x$ if and only if the gradient $\nabla f(x)$ exists and satisfies $\nabla f(x)y = f'(x; y)$ for every $y \in \mathbb{R}^n$. The function $f$ is called differentiable over a given subset $S$ of $\mathbb{R}^n$ if it is differentiable at every $x \in S$. The function $f$ is called differentiable (without qualification) if it is differentiable at all $x \in \mathbb{R}^n$.

If $f$ is differentiable over a set $S$ and the gradient $\nabla f(x)$ is continuous at all $x \in S$, $f$ is said to be continuously differentiable over $S$. Such a function is also continuous over $S$ and has the property

$$\lim_{y \to 0} \frac{f(x + y) - f(x) - \nabla f(x)^T y}{\|y\|} = 0, \quad \forall x \in S, \quad (A.3)$$

where $\|\cdot\|$ is an arbitrary vector norm. The above equation can also be used as an alternative definition of differentiability. In particular, $f$ is called Frechet differentiable at $x$ if there exists a vector $g$ satisfying Eq. (A.3) with $\nabla f(x)$ replaced by $g$. If such a vector $g$ exists, it can be seen that all the partial derivatives $(\partial f/\partial x_i)(x)$ exist and that $g = \nabla f(x)$. Frechet differentiability implies (Gateaux) differentiability but not conversely (see for example [OrR70] for a detailed discussion). In this book, when dealing with a differentiable function $f$, we will always assume that $f$ is continuously differentiable over a given set $\{|f(x)| \leq \text{constant} \}$, which case $f$ is both Gateaux and Frechet differentiable, and the distinctions made above are of no consequence.

Note that the definitions concerning differentiability of $f$ at a point $x$ only involve the values of $f$ in a neighborhood of $x$. Thus, these definitions can be used for functions $f$ that are not defined on all of $\mathbb{R}^n$, but are defined instead in a neighborhood of the point at which the derivative is computed.

If $f : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is a vector-valued function, it is called differentiable (respectively, continuously differentiable) if each component $f_i$ of $f$ is differentiable (respectively, continuously differentiable). The gradient matrix of $f$, denoted $\nabla f(x)$, is the $n \times m$ matrix whose $i$th column is the gradient $\nabla f_i(x)$ of $f_i$. Thus,

$$\nabla f(x) = [\nabla f_1(x) \cdots \nabla f_m(x)].$$
The transpose of $\nabla f$ is called the Jacobian of $f$ and is a matrix whose $ij$th entry is equal to the partial derivative $\frac{\partial f_i}{\partial x_j}$.

Now suppose that each one of the partial derivatives of a function $f : \mathbb{R}^n \to \mathbb{R}$ is a continuously differentiable function of $x$. We use the notation $(\partial^2 f / \partial x_i \partial x_j)(x)$ to indicate the $ij$th partial derivative of $\frac{\partial f}{\partial x_j}$ at a point $x \in \mathbb{R}^n$. The Hessian of $f$ is the matrix whose $ij$th entry is equal to $(\partial^2 f / \partial x_i \partial x_j)(x)$, and is denoted by $\nabla^2 f(x)$. We have $(\partial^2 f / \partial x_i \partial x_j)(x) = (\partial f / \partial x_j)(x)$ for every $x$, which implies that $\nabla^2 f(x)$ is symmetric.

If $f : \mathbb{R}^{m+n} \to \mathbb{R}$ is a function of $(x, y)$, where $x = (x_1, \ldots, x_m) \in \mathbb{R}^m$ and $y = (y_1, \ldots, y_n) \in \mathbb{R}^n$, we write

$$
\nabla_z f(x, y) = \begin{pmatrix}
\frac{\partial f(x, y)}{\partial x_1} \\
\vdots \\
\frac{\partial f(x, y)}{\partial x_m}
\end{pmatrix},
\nabla_y f(x, y) = \begin{pmatrix}
\frac{\partial f(x, y)}{\partial y_1} \\
\vdots \\
\frac{\partial f(x, y)}{\partial y_n}
\end{pmatrix},
$$

$$
\nabla^2_z f(x, y) = \begin{pmatrix}
\frac{\partial^2 f(x, y)}{\partial x_1 \partial x_2} \\
\vdots \\
\frac{\partial^2 f(x, y)}{\partial x_1 \partial x_m}
\end{pmatrix},
\nabla^2_y f(x, y) = \begin{pmatrix}
\frac{\partial^2 f(x, y)}{\partial y_1 \partial y_2} \\
\vdots \\
\frac{\partial^2 f(x, y)}{\partial y_1 \partial y_n}
\end{pmatrix},
$$

$$
\nabla^3 f(x, y) = \begin{pmatrix}
\frac{\partial^3 f(x, y)}{\partial x_1 \partial x_2 \partial x_3} \\
\vdots \\
\frac{\partial^3 f(x, y)}{\partial x_1 \partial x_2 \partial x_m}
\end{pmatrix}.
$$

If $f : \mathbb{R}^{m+n} \to \mathbb{R}^r$, $f = (f_1, f_2, \ldots, f_r)$, we write

$$
\nabla_x f(x, y) = (\nabla_x f_1(x, y), \ldots, \nabla_x f_r(x, y)),
\nabla_y f(x, y) = (\nabla_y f_1(x, y), \ldots, \nabla_y f_r(x, y)).
$$

Let $f : \mathbb{R}^k \to \mathbb{R}^m$ and $g : \mathbb{R}^n \to \mathbb{R}^n$ be continuously differentiable functions, and let $h$ be their composition, i.e.,

$$
h(x) = g(f(x)).
$$

Then, the chain rule for differentiation states that

$$
\nabla h(x) = \nabla f(x) \nabla g(f(x)), \quad \forall \ x \in \mathbb{R}^k.
$$

Some examples of useful relations that follow from the chain rule are:

$$
\nabla (f(Ax)) = A^T \nabla f(Ax),
\nabla^2 (f(Ax)) = A \nabla^2 f(Ax) A,
$$

where $A$ is a matrix,

$$
\nabla_z (f(h(x), y)) = \nabla h(x) \nabla f(h(x), y),
\nabla_y (f(h(x), y(x))) = \nabla h(x) \nabla f(h(x), y(x)) + \nabla y(x) \nabla f(h(x), y(x)).
$$

We now state the principal theorems relating to differentiable functions that will be useful for our purposes.

**Proposition A.22: (Mean Value Theorem)** If $f : \mathbb{R} \to \mathbb{R}$ is continuously differentiable over an open interval $I$, then for every $x, y \in I$, there exists some $\xi \in [x, y]$ such that

$$
f(y) - f(x) = \nabla f(\xi)(y - x).
$$

**Proposition A.23: (Second Order Expansions)** Let $f : \mathbb{R}^n \to \mathbb{R}$ be twice continuously differentiable over an open sphere $S$ centered at a vector $x$.

(a) For all $y$ such that $x + y \in S$,

$$
f(x + y) = f(x) + y' \nabla f(x) + \frac{1}{2} y' \left( \int_0^1 \nabla^2 f(x + ty) \, dt \right) y.
$$

(b) For all $y$ such that $x + y \in S$, there exists an $\alpha \in [0, 1]$ such that

$$
f(x + y) = f(x) + y' \nabla f(x) + \frac{1}{2} y' \nabla^2 f(x + \alpha y)y.
$$

(c) For all $y$ such that $x + y \in S$ there holds

$$
f(x + y) \approx f(x) + y' \nabla f(x) + \frac{1}{2} y' \nabla^2 f(x)y + o(\|y\|^2).
$$

**Proposition A.24: (Descent Lemma)** Let $f : \mathbb{R}^n \to \mathbb{R}$ be continuously differentiable, and let $x$ and $y$ be two vectors in $\mathbb{R}^n$. Suppose that

$$
\|\nabla f(x + ty) - \nabla f(x)\| \leq L \|y\|, \quad \forall \ t \in [0, 1],
$$

where $L$ is some scalar. Then

$$
f(x + y) \leq f(x) + y' \nabla f(x) + \frac{L}{2} \|y\|^2.
$$
Proof: Let \( t \) be a scalar parameter and let \( g(t) = f(x + ty) \). The chain rule yields \((dg/dt)(t) = y' \nabla f(x + ty)\). Now

\[
\begin{align*}
    f(x+y) - f(x) &= g(1) - g(0) = \int_0^1 \frac{dg}{dt}(t) \, dt = \int_0^1 y' \nabla f(x + ty) \, dt \\
    &\leq \int_0^1 y' \nabla f(x) \, dt + \int_0^1 y' \left( \nabla f(x + ty) - \nabla f(x) \right) \, dt \\
    &\leq \int_0^1 y' \nabla f(x) \, dt + \int_0^1 \|y'\| \|\nabla f(x + ty) - \nabla f(x)\| \, dt \\
    &\leq y' \nabla f(x) + \|y'\| \int_0^1 L_t \|y\| \, dt \\
    &= y' \nabla f(x) + \frac{L}{2} \|y\|^2.
\end{align*}
\]

Q.E.D.

Proposition A.25: (Implicit Function Theorem) Let \( f: \mathbb{R}^{n+m} \rightarrow \mathbb{R}^m \) be a function of \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^m \) such that:

1. \( f(\bar{x}, \bar{y}) = 0 \).
2. \( f \) is continuous, and has a continuous and nonsingular gradient matrix \( \nabla_y f(x, y) \) in an open set containing \((\bar{x}, \bar{y})\).

Then there exist open sets \( S_{\bar{x}} \subset \mathbb{R}^n \) and \( S_{\bar{y}} \subset \mathbb{R}^m \) containing \( \bar{x} \) and \( \bar{y} \), respectively, and a continuous function \( \phi: S_{\bar{x}} \rightarrow S_{\bar{y}} \) such that \( \bar{y} = \phi(\bar{x}) \) and \( f(x, \phi(x)) = 0 \) for all \( x \in S_{\bar{x}} \). The function \( \phi \) is unique in the sense that if \( x \in S_{\bar{x}} \), \( y \in S_{\bar{y}} \), and \( f(x, y) = 0 \), then \( y = \phi(x) \).

Furthermore, if for some \( p > 0 \), \( f \) is \( p \) times continuously differentiable, the same is true for \( \phi \), and we have

\[
\nabla \phi(x) = -\nabla_x f(x, \phi(x)) \left( \nabla_y f(x, \phi(x)) \right)^{-1}, \quad \forall x \in S_{\bar{x}}.
\]

As a final word of caution to the reader, let us mention that one can easily get confused with gradient notation and its use in various formulas, such as for example the order of multiplication of various gradients in the chain rule and the implicit function theorem. Perhaps the safest guideline to minimize errors is to remember our conventions:

(a) A vector is viewed as a column vector (an \( n \times 1 \) matrix).
(b) The gradient \( \nabla f \) of a scalar function \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is also viewed as a column vector.

(c) The gradient matrix \( \nabla f \) of a vector function \( f: \mathbb{R}^n \rightarrow \mathbb{R}^m \) with components \( f_1, \ldots, f_m \) is the \( n \times m \) matrix whose columns are the (column) vectors \( \nabla f_1, \ldots, \nabla f_m \).

With these rules in mind one can use “dimension matching” as an effective guide to writing correct formulas quickly.

A.6 CONTRACTION MAPPINGS

Many iterative algorithms can be written as

\[
x^{k+1} = g(x^k), \quad k = 0, 1, \ldots,
\]

where \( g \) is a mapping from a subset \( X \) of \( \mathbb{R}^n \) into itself and has the property

\[
\|g(x) - g(y)\| \leq \gamma \|x - y\|, \quad \forall x, y \in X.
\]

(A.4)

Here \( \| \cdot \| \) is some norm, and \( \gamma \) is a scalar with \( 0 \leq \gamma < 1 \). Such a mapping is called a contraction mapping, or simply a contraction. The scalar \( \gamma \) is called the contraction modulus of \( g \). Note that a mapping \( g \) may have a contraction for some choice of the norm \( \| \cdot \| \) and fail to be a contraction under a different choice of norm.

Let there be given a mapping \( g: X \rightarrow X \). Any vector \( x^* \in X \) satisfying \( g(x^*) = x^* \) is called a fixed point of \( g \). The iteration \( x^{k+1} = g(x^k) \) is a fixed point algorithm for finding such a fixed point. The following is the central result regarding contraction mappings.

Proposition A.26: (Contraction Mapping Theorem) Suppose that \( g: X \rightarrow X \) is a contraction with modulus \( \gamma \in [0, 1) \) and that \( X \) is a closed subset of \( \mathbb{R}^n \). Then:

(a) (Existence and Uniqueness of Fixed Point) The mapping \( g \) has a unique fixed point \( x^* \).

(b) (Convergence) For every initial vector \( x^0 \in X \), the sequence \( \{x^k\} \) generated by \( x^{k+1} = g(x^k) \) converges to \( x^* \). In particular,

\[
\|x^k - x^*\| \leq \gamma^k \|x^0 - x^*\|, \quad \forall k \geq 0.
\]

Proof: (a) Fix some \( x^0 \in X \) and consider the sequence \( \{x^k\} \) generated by \( x^{k+1} = g(x^k) \). We have, from inequality (A.4),

\[
\|x^{k+1} - x^k\| \leq \gamma \|x^k - x^{k-1}\|,
\]
for all $k \geq 1$, which implies

$$\|x^{k+1} - x^k\| \leq \gamma^k \|x^1 - x^0\|, \quad \forall \ k \geq 0.$$  

It follows that for every $k \geq 0$ and $m \geq 1$, we have

$$\|x^{k+m} - x^k\| \leq \sum_{i=1}^{m} \|x^{k+i} - x^{k+i-1}\|
\leq \gamma^k (1 + \gamma + \ldots + \gamma^{m-1}) \|x^1 - x^0\|
\leq \frac{\gamma^k}{1-\gamma} \|x^1 - x^0\|.$$

Therefore, \{x^k\} is a Cauchy sequence and must converge to a limit $x^*$ (Prop. A.5). Furthermore, since $X$ is closed, $x^*$ belongs to $X$. We have for all $k \geq 1$,

$$\|g(x^*) - x^*\| \leq \|g(x^*) - x^k\| + \|x^k - x^*\| \leq \gamma \|x^* - x^{k-1}\| + \|x^k - x^*\|$$

and since $x^k$ converges to $x^*$, we obtain $g(x^*) = x^*$. Therefore, the limit $x^*$ of $x^k$ is a fixed point of $g$. It is a unique fixed point because if $y^*$ were another fixed point, we would have

$$\|x^* - y^*\| = \|g(x^*) - g(y^*)\| \leq \gamma \|x^* - y^*\|,$$

which implies that $x^* = y^*$.

(b) We have

$$\|x^{k'} - x^*\| = \|g(x^{k'-1}) - g(x^*)\| \leq \gamma \|x^{k'-1} - x^*\|,$$

for all $k' \geq 1$, so by applying this relation successively for $k' = k, k-1, \ldots, 1$, we obtain the desired result. Q.E.D.

---

**APPENDIX B:**

**Convex Analysis**

Convexity is a central concept in nonlinear programming. In this appendix, we collect definitions, notational conventions, and several results from the theory of convex sets and functions. A classical and extensive reference on convex analysis is Rockafellar's book [Roc70]. Related and additional material can be found in Stoer and Witzgall [StW70], Ekeland and Teman [EkT76], Rockafellar [Roc84], Hiriart-Urruty and Lemarechal [Hil93], and Rockafellar and Wets [RoW97]. A discussion of generalized notions of convexity, including quasiconvexity and pseudoconvexity, and their applications in optimization can be found in the books by Avriel [Avr76], Bazaraa, Sherali, and Shetty [BSS93], Mangasarian [Mang69], and the references quoted therein.

**B.1 CONVEX SETS AND FUNCTIONS**

The notions of a convex set and a convex function are defined below and are illustrated in Figs. B.1 and B.2, respectively.

**Definition B.1:** Let $C$ be a subset of $\mathbb{R}^n$. We say that $C$ is convex if

$$\alpha x + (1 - \alpha)y \in C, \quad \forall \ x, y \in C, \ \forall \ \alpha \in [0, 1].$$

(B.1)
Definition B.2: Let $C$ be a convex subset of $\mathbb{R}^n$. A function $f : C \to \mathbb{R}$ is called \textit{convex} if
\[ f(\alpha x + (1 - \alpha)y) \leq \alpha f(x) + (1 - \alpha)f(y), \quad \forall \ x, y \in C, \ \forall \ \alpha \in [0, 1]. \tag{B.2} \]
The function $f$ is called \textit{concave} if $-f$ is convex. The function $f$ is called \textit{strictly convex} if the above inequality is strict for all $x, y \in C$ with $x \neq y$, and all $\alpha \in (0, 1)$. For a function $f : \mathbb{R}^n \to \mathbb{R}$, we also say that $f$ is convex over the convex set $C$ if Eq. (B.2) holds.

The following proposition provides some means for verifying convexity of a set.

**Proposition B.1:**
(a) For any collection $\{C_i \mid i \in I\}$ of convex sets, the set intersection $\cap_{i \in I} C_i$ is convex.
(b) The vector sum $\{x_1 + x_2 \mid x_1 \in C_1, x_2 \in C_2\}$ of two convex sets $C_1$ and $C_2$ is convex.

c) The image of a convex set under a linear transformation is convex.
(d) If $C$ is a convex set and $f : C \to \mathbb{R}$ is a convex function, the level sets $\{x \in C \mid f(x) \leq \alpha\}$ and $\{x \in C \mid f(x) < \alpha\}$ are convex for all scalars $\alpha$.

**Proof:** The proof is straightforward using the definitions (B.1) and (B.2). For example, to prove part (a), we take two points $x$ and $y$ from $\cap_{i \in I} C_i$, and we use the convexity of $C_i$ to argue that the line segment connecting $x$ and $y$ belongs to all the sets $C_i$, and hence, to their intersection. The proofs of parts (b)-(d) are similar and are left as exercises for the reader. \(\quad \square \)

We occasionally deal with convex functions that can take the value of infinity. A function $f : C \to (-\infty, \infty)$, where $C$ is a convex subset of $\mathbb{R}^n$, is also called convex if condition (B.2) holds. (Here the rules of arithmetic are extended to include $\infty + \infty = \infty$, $0 \cdot \infty = 0$, and $\alpha \cdot \infty = \infty$ if $\alpha > 0$.) The \textit{effective domain} of $f$ is the convex set
\[ \text{dom}(f) = \{x \in C \mid f(x) < \infty\}. \]
By restricting the definition of a convex function to its effective domain we can avoid calculations with $\infty$, and we will often do this. However, in some analyses it is more economical to use convex functions that can take the value of infinity.
The epigraph of a function $f : C \mapsto (-\infty, \infty]$, where $C$ is a convex subset of $\mathbb{R}^n$, is the subset of $\mathbb{R}^{n+1}$ given by
\[
\text{epi}(f) = \{(x, w) \mid x \in C, w \in \mathbb{R}, f(x) \leq w\}.
\]

It can be seen that $f$ is convex if and only if $\text{epi}(f)$ is a convex set. This is a useful property, since it allows us to translate results about convex sets into results about convex functions. Another useful property, obtained by repeated application of inequality (B.2), is that if $x_1, \ldots, x_m \in C$, $\alpha_1, \ldots, \alpha_m \geq 0$, and $\sum_{i=1}^{m} \alpha_i = 1$, then
\[
f \left( \sum_{i=1}^{m} \alpha_i x_i \right) \leq \sum_{i=1}^{m} \alpha_i f(x_i). \tag{B.3}
\]

This is a special case of Jensen's inequality and can be used to prove a number of interesting inequalities in applied mathematics and probability theory.

The following proposition provides some means for recognizing convex functions.

**Proposition B.2:**

(a) A linear function is convex.

(b) Any vector norm is convex.

(c) The weighted sum of convex functions, with positive weights, is convex.

(d) If $I$ is an index set, $C \subset \mathbb{R}^n$ is a convex set, and $f_i : C \mapsto \mathbb{R}$ is convex for each $i \in I$, then the function $h : C \mapsto (-\infty, \infty]$ defined by
\[
h(x) = \sup_{i \in I} f_i(x)
\]
is also convex.

**Proof:** Parts (a) and (c) are immediate consequences of the definition of convexity.

Let $\| \cdot \|$ be a vector norm. For any $x, y \in \mathbb{R}^n$ and any $\alpha \in [0, 1]$, we have
\[
\|\alpha x + (1-\alpha)y\| \leq \|\alpha x\| + \| (1-\alpha)y\| = \alpha \|x\| + (1-\alpha) \|y\|,
\]
which proves part (b).

For part (d), let us fix some $x, y \in C$, $\alpha \in [0, 1]$, and let $z = \alpha x + (1-\alpha)y$. For every $i \in I$, we have
\[
f_i(z) \leq \alpha f_i(x) + (1-\alpha) f_i(y) \leq \alpha h(x) + (1-\alpha) h(y).
\]

Taking the supremum over all $i \in I$, we conclude that $h(z) \leq \alpha h(x) + (1-\alpha) h(y)$, so $h$ is convex. Q.E.D.

**Characterizations of Differentiable Convex Functions**

For differentiable functions, there is an alternative characterization of convexity, given in the following proposition and illustrated in Fig. B.3.

**Proposition B.3:** Let $C \subset \mathbb{R}^n$ be a convex set and let $f : \mathbb{R}^n \mapsto \mathbb{R}$ be differentiable over $C$.

(a) The function $f$ is convex over $C$ if and only if
\[
f(z) \geq f(x) + (z - x)'\nabla f(x), \quad \forall x, z \in C. \tag{B.4}
\]

(b) If the inequality (B.4) is strict whenever $x \neq z$, then $f$ is strictly convex over $C$.

**Proof:**

(a) Suppose that $f$ is convex. Let $x \in C$ and $z \in C$. By the convexity of $C$, we obtain $x + \alpha(z - x) \in C$ for every $\alpha \in [0, 1]$. Furthermore,
\[
\lim_{\alpha \to 0} \frac{f(x + \alpha(z - x)) - f(x)}{\alpha} = (z - x)'\nabla f(x). \tag{B.5}
\]

Using the convexity of $f$, we have
\[
f(x + \alpha(z - x)) \leq \alpha f(z) + (1 - \alpha) f(x), \quad \forall \alpha \in [0, 1],
\]
from which
\[
f(x + \alpha(z - x)) - f(x) \leq f(z) - f(x), \quad \forall \alpha \in [0, 1].
\]

Taking the limit as $\alpha \downarrow 0$ and using Eq. (B.5), we obtain Eq. (B.4).

For the proof of the converse, suppose that inequality (B.4) is true.

We fix some $x, y \in C$ and some $\alpha \in [0, 1]$. Let $z = \alpha x + (1-\alpha)y$. Using inequality (B.4) twice, we obtain
\[
f(z) \geq f(x) + (z - x)'\nabla f(z),
f(y) \geq f(x) + (y - z)'\nabla f(z).
\]

We multiply the first inequality by $\alpha$, the second by $(1-\alpha)$, and add them to obtain
\[
\alpha f(x) + (1-\alpha) f(y) \geq f(z) + (\alpha x + (1-\alpha)y - z)'\nabla f(z) = f(z),
\]

which concludes the proof.
From Prop. B.3(a), we conclude that \( f \) is convex.

(b) Similar to the proof of part (a), we have \( f(y) > f(x) + (y - z) \nabla f(x) \) for all \( x, y \in C \) with \( x \neq y \), and the result follows from Prop. B.3(b).

(c) Suppose that \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is convex and suppose, to derive a contradiction, that there exist some \( x \in \mathbb{R}^n \) and some \( z \in \mathbb{R}^n \) such that \( z^T \nabla^2 f(x) z < 0 \). Using the continuity of \( \nabla^2 f \), we see that we can choose the magnitude of \( z \) to be small enough so that \( z^T \nabla^2 f(x + \alpha z) z < 0 \) for every \( \alpha \in [0, 1] \). Then, using again Prop. A.23(b) of Appendix A, we obtain \( f(x + z) < f(x) + z^T \nabla f(x) \), which, in view of Prop. B.3(a), contradicts the convexity of \( f \).

(d) An easy calculation shows that \( \nabla^2 f(x) = 2Q \) for all \( x \in \mathbb{R}^n \). Hence, from parts (a) and (c), we obtain that \( f \) is convex if and only if \( Q \) is positive semidefinite.

If \( Q \) is positive definite, then strict convexity of \( f \) follows from part (b). For the converse, suppose that \( f \) is strictly convex. Then part (c) implies that \( Q \) is positive semidefinite and it remains to show that \( Q \) is actually positive definite. In view of Prop. A.20(b) of Appendix A, it suffices to show that zero is not an eigenvalue of \( Q \). Suppose the contrary. Then there exists some \( x \neq 0 \) such that \( Qx = 0 \). It follows that

\[
\frac{1}{2}(f(x) + f(-x)) = 0 = f(0),
\]

which contradicts the strict convexity of \( f \). Q.E.D.

The conclusion of Prop. B.4(c) also holds if \( C \) is assumed to have nonempty interior instead of being equal to \( \mathbb{R}^n \); see Exercise B.1.2. The following proposition considers a strengthened form of strict convexity characterized by the following equation:

\[
(\nabla f(x) - \nabla f(y))'(x - y) \geq \alpha \|x - y\|^2, \quad \forall x, y \in \mathbb{R}^n, \tag{B.6}
\]

Convex functions with this property are called strongly convex.

**Proposition B.5:** (Strong Convexity) Let \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) be continuously differentiable and let \( \alpha \) be a positive scalar. If \( f \) is strongly convex then \( f \) is strictly convex. Furthermore, if \( f \) is twice continuously differentiable, then strong convexity of \( f \) is equivalent to the positive semidefiniteness of \( \nabla^2 f(x) - \alpha I \) for every \( x \in \mathbb{R}^n \), where \( I \) is the identity matrix.

**Proof:** Fix some \( x, y \in \mathbb{R}^n \) such that \( x \neq y \), and define the function \( h : \mathbb{R} \rightarrow \mathbb{R} \) by \( h(t) = f(x + t(y - x)) \). Consider some \( t, t' \in \mathbb{R} \) such that...
\[ t < t'. \] Using the chain rule and Eq. (B.6), we have
\[
\left( \frac{dh}{dt} (t') - \frac{dh}{dt} (t) \right) (t' - t) \\
= \left( \nabla f(x + t'(y - x)) - \nabla f(x + t(y - x)) \right)' (y - x) (t' - t) \\
\geq \alpha (t' - t)^2 \| y - x \|^2 > 0.
\]
Thus, \( \frac{dh}{dt} \) is strictly increasing and for any \( t \in (0, 1) \), we have
\[
\frac{h(t) - h(0)}{t} = \frac{1}{t} \int_0^t \frac{dh}{dr} (\tau) \, d\tau < \frac{1}{1 - t} \int_t^1 \frac{dh}{dr} (\tau) \, d\tau = \frac{h(1) - h(t)}{1 - t}.
\]
Equivalently, \( th(1) + (1 - t)h(0) > h(t) \). The definition of \( h \) yields \( tf(y) + (1 - t)f(x) > f(ty + (1 - t)x) \). Since this inequality has been proved for arbitrary \( t \in (0, 1) \) and \( x \neq y \), we conclude that \( f \) is strictly convex.

Suppose now that \( f \) is twice continuously differentiable and Eq. (B.6) holds. Let \( c \) be a scalar. We use Prop. A.23(b) of Appendix A twice to obtain
\[
f(x + cy) = f(x) + cy' \nabla f(x) + \frac{c^2}{2} y' \nabla^2 f(x + cty)y,
\]
and
\[
f(x) = f(x + cy) - cy' \nabla f(x + cy) + \frac{c^2}{2} y' \nabla^2 f(x + cy)y,
\]
for some \( t \) and \( s \) belonging to \( [0, 1] \). Adding these two equations and using Eq. (B.6), we obtain
\[
\frac{c^2}{2} y' \nabla^2 f(x + cty) + \frac{c^2}{2} y' \nabla^2 f(x + cty)y = \left( \nabla f(x + cy) - \nabla f(x) \right)' (cy) \geq \alpha c^2 \| y \|^2.
\]
We divide both sides by \( c^2 \) and then take the limit as \( c \to 0 \) to conclude that
\[
y' \nabla^2 f(x)y \geq \alpha \| y \|^2.
\]
Since this inequality is valid for every \( y \in \mathbb{R}^n \), it follows that \( \nabla^2 f(x) - \alpha I \) is positive semidefinite.

For the converse, assume that \( \nabla^2 f(x) - \alpha I \) is positive semidefinite for all \( x \in \mathbb{R}^n \). Consider the function \( g : \mathbb{R} \to \mathbb{R} \) defined by
\[
g(t) = \nabla f(tx + (1-t)y)'(x-y).
\]
Using the mean value theorem (Prop. A.22 in Appendix A), we have
\[
(\nabla f(x) - \nabla f(y))'(x-y) = g(1) - g(0) = (dg/dt)(t) \text{ for some } t \in [0, 1].
\]
The result follows because
\[
\frac{dg}{dt}(t) = (x-y) \nabla^2 f(tx + (1-t)y)(x-y) \geq \alpha \| x - y \|^2,
\]
where the last inequality is a consequence of the positive semidefiniteness of \( \nabla^2 f(tx + (1-t)y) - \alpha I \). Q.E.D.

**Convex and Affine Hulls**

Let \( X \) be a subset of \( \mathbb{R}^n \). A convex combination of elements of \( X \), is a vector of the form \( \sum_{i=1}^m \alpha_i x_i \), where \( x_1, \ldots, x_m \) belong to \( X \) and \( \alpha_1, \ldots, \alpha_m \) are scalars such that
\[
\alpha_i \geq 0, \quad i = 1, \ldots, m, \quad \sum_{i=1}^m \alpha_i = 1.
\]
The convex hull of \( X \), denoted \( \text{conv}(X) \), is the set of all convex combinations of elements of \( X \). In particular, if \( X \) consists of a finite number of vectors \( x_1, \ldots, x_m \), its convex hull is
\[
\text{conv}(\{x_1, \ldots, x_m\}) = \left\{ \sum_{i=1}^m \alpha_i x_i \mid \alpha_i \geq 0, \ i = 1, \ldots, m, \ \sum_{i=1}^m \alpha_i = 1 \right\}.
\]
It is straightforward to verify that \( \text{conv}(X) \) is a convex set, and using this, to assert that \( \text{conv}(X) \) is the intersection of all convex sets containing \( X \).

We recall that a linear manifold \( M \) is a set of the form \( x + S = \{ x \mid z - x \in S \} \), where \( S \) is a subspace, called the subspace parallel to \( M \). If \( S \) is a subset of \( \mathbb{R}^n \), the affine hull of \( S \), denoted \( \text{aff}(S) \), is the intersection of all linear manifolds containing \( S \). Note that \( \text{aff}(S) \) is itself a linear manifold and that it contains \( \text{conv}(S) \). It can be seen that the affine hull of \( S \) and the affine hull of \( \text{conv}(S) \) coincide.

The following is a fundamental characterization of convex sets.

**Proposition B.6: (Carathéodory's Theorem)** Let \( X \) be a subset of \( \mathbb{R}^n \). Every element of \( \text{conv}(X) \) can be represented as a convex combination of no more than \( n + 1 \) elements of \( X \).

**Proof:** Let \( x \in \text{conv}(X) \). Then, we can represent \( x \) as \( \sum_{i=1}^m \alpha_i x_i \) for some vectors \( x_i \in X \) and scalars \( \alpha_i \geq 0 \) with \( \sum_{i=1}^m \alpha_i = 1 \). Let us assume that \( m \) is the minimal number of vectors for which such a representation of \( x \) is possible; in particular, this implies that \( \alpha_i > 0 \) for all \( i \). Suppose, in order to arrive at a contradiction, that \( m > n + 1 \), and let \( S \) be the subspace parallel to \( \text{aff}(X) \). The \( m - 1 \) vectors \( x_2 - x_1, \ldots, x_m - x_1 \) belong to \( S \), and since \( m - 1 > n \), they must be linearly dependent. Therefore, there exist scalars \( \lambda_2, \ldots, \lambda_m \) at least one of which is positive, such that
\[
\sum_{i=2}^m \lambda_i (x_i - x_1) = 0.
\]
Letting \( \mu_i = \lambda_i \) for \( i = 2, \ldots, m \) and \( \mu_1 = -\sum_{i=2}^{m} \lambda_i \), we see that
\[
\sum_{i=1}^{m} \mu_i x_i = 0, \quad \sum_{i=1}^{m} \mu_i = 0,
\]
while at least one of the scalars \( \mu_2, \ldots, \mu_m \) is positive. Define
\[
\alpha_i = \alpha_i - \gamma \mu_i, \quad i = 1, \ldots, m,
\]
where \( \gamma > 0 \) is the largest \( \gamma \) such that \( \alpha_i - \gamma \mu_i \geq 0 \) for all \( i \). Then, since \( \sum_{i=1}^{m} \mu_i x_i = 0 \), we see that \( x \) is also represented as \( \sum_{i=1}^{m} \alpha_i x_i \). Furthermore, in view of the fact \( \sum_{i=1}^{m} \mu_i = 0 \) and the choice of \( \gamma \), the coefficients \( \alpha_i \) are nonnegative, sum to one, and at least one of them is zero. Thus, \( x \) can be represented as a convex combination of fewer that \( m \) vectors of \( X \), contradicting our earlier assumption. Q.E.D.

**Closure and Continuity Properties**

We now explore some generic topological properties of convex sets and functions.

Let \( C \) be a convex subset of \( \mathbb{R}^n \). We say that \( x \) is a **relative interior point** of \( C \), if \( x \in C \) and there exists a neighborhood \( N \) of \( x \) such that \( N \cap \text{aff}(C) \subset C \), that is, if \( x \) is an interior point of \( C \) relative to \( \text{aff}(C) \). The **relative interior of \( C \)**, denoted \( \text{ri}(C) \), is the set of all relative interior points of \( C \). For example, if \( C \) is a line segment connecting two distinct points in the plane, then \( \text{ri}(C) \) consists of all points of \( C \) except for the end points.

**(a)** **(Nonemptiness of Relative Interior)** If \( C \) is a nonempty convex set, \( \text{ri}(C) \) is nonempty and has the same affine hull as \( C \).

**(b)** **(Line Segment Principle)** If \( C \) is a convex set, \( x \in \text{ri}(C) \) and \( \bar{x} \in C \), then all points on the line segment connecting \( x \) and \( \bar{x} \), except possibly \( \bar{x} \), belong to \( \text{ri}(C) \), i.e., \( \alpha x + (1-\alpha)\bar{x} \in \text{ri}(C) \) for all \( \alpha \in (0,1] \).

**Proof:** (a) By using a transformation argument if necessary, we assume without loss of generality that \( 0 \in C \). Then, the affine hull of \( C \), \( \text{aff}(C) \), is a subspace with dimension denoted by \( m \). If \( m = 0 \), then \( C \) and \( \text{aff}(C) \) consist of a single point, which satisfies the definition of a relative interior point. If \( m > 0 \), we can find \( m \) linearly independent vectors \( x_1, \ldots, x_m \) from \( C \); otherwise there would exist a set of \( r < m \) linearly independent vectors from \( C \), whose span contains \( C \), contradicting the fact that the dimension of \( \text{aff}(C) \) is \( m \). Thus \( x_1, \ldots, x_m \) form a basis for the subspace \( \text{aff}(C) \). It can be seen that the set
\[
S = \left\{ x \mid x = \sum_{i=1}^{m} \alpha_i x_i, \sum_{i=1}^{m} \alpha_i < 1, \alpha_i > 0, i = 1, \ldots, m \right\}
\]
is open relative to \( \text{aff}(C) \); that is, if \( x \in S \), there exists an open set \( N_x \) such that \( x \in N_x \) and \( N_x \cap \text{aff}(C) \subset S \). To see this, note that \( S \) is the image of the open subset of \( \mathbb{R}^m \)
\[
\left\{ (\alpha_1, \ldots, \alpha_m) \mid \sum_{i=1}^{m} \alpha_i < 1, \alpha_i > 0, i = 1, \ldots, m \right\}
\]
under the invertible linear transformation from \( \mathbb{R}^m \) onto \( \text{aff}(C) \) that maps \( (\alpha_1, \ldots, \alpha_m) \) into \( \sum_{i=1}^{m} \alpha_i x_i \); openness of sets is preserved by invertible linear transformations. Since \( S \subset C \), it follows that all points of \( S \) are relative interior points of \( C \).

(b) See Fig. B.4. Q.E.D.

![Figure B.4. Proof of the line segment principle. Since \( x \in \text{ri}(C) \), there exists a sphere \( S = \{z \mid ||z - x|| < \epsilon\} \) such that \( S \cap \text{aff}(C) \subset C \). For all \( \alpha \in (0,1] \), let \( x_0 = \alpha x + (1 - \alpha)\bar{x} \) and let \( S_\alpha = \{z \mid ||z - x_0|| < \alpha \epsilon\} \). It can be seen that each point of \( S_\alpha \cap \text{aff}(C) \) is a convex combination of \( \bar{x} \) and some point of \( S \cap \text{aff}(C) \). Therefore, \( S_\alpha \cap \text{aff}(C) \subset C \), implying that \( x_0 \in \text{ri}(C) \).

The closure of a set \( X \subset \mathbb{R}^n \), denoted \( \text{cl}(X) \), is the set of all limit points of sequences from \( X \). It is not generally true that the closedness of
convex sets is preserved by taking vector sums, applying linear transformations, or forming convex hulls (for examples, see the subsequent Fig. B.8). We have, however, the following:

**Proposition B.8:**

(a) The closure $\text{cl}(C)$ and the relative interior $\text{ri}(C)$ of a convex set $C$ are convex sets.

(b) The vector sum of two closed convex sets at least one of which is compact, is a closed convex set.

(c) The image of a convex and compact set under a linear transformation is a convex and compact set.

(d) The convex hull of a compact set is compact.

**Proof:** (a) Let $S_t = \{x + z \mid x \in C, \|x - z\| \leq \epsilon\}$. Then $\text{cl}(C) = \bigcap_{t>0} S_t$, and since each set $S_t$ can be seen to be convex, the same is true of $\text{cl}(C)$. The convexity of $\text{ri}(C)$ follows from the line segment principle [Prop. B.8(b)].

(b) Let $C_1$ and $C_2$ be closed convex sets and suppose that $C_2$ is compact. Their vector sum $C = \{x_1 + x_2 \mid x_1 \in C_1, x_2 \in C_2\}$ is convex by Prop. B.1(b). To show that $C$ is also convex, consider a convergent sequence $\{x^n_1 + x^n_2\} \subset C$ with $\{x^n_1\} \subset C_1$ and $\{x^n_2\} \subset C_2$. Then $\{x^n_2\}$ is bounded, since $C_2$ is compact, and since $\{x^n_1 + x^n_2\}$ converges, it follows that $\{x^n_1\}$ is also bounded. Thus, $\{(x^n_1, x^n_2)\}$ is bounded, and $\{(x^n_1, x^n_2)\}$ has a limit point $\bar{x}_1, \bar{x}_2$ with $\bar{x}_1 \in C_1$ and $\bar{x}_2 \in C_2$, since $C_1$ and $C_2$ are closed. The vector $\bar{x}_1 + \bar{x}_2$, which is the limit of $\{x^n_1 + x^n_2\}$, must therefore belong to $C$, proving that $C$ is closed.

(c) Let $C$ be a convex and compact set, $A$ be a matrix, and $\{x_k\}$ be a sequence with $x_k \subset C$. Then, $\{x_k\}$ has a convergent subsequence $\{x_k\}_K$ and the subsequence $\{Ax_k\}_K$ is also convergent. Therefore, the image of $C$ under $A$ is compact. It is also convex by Prop. B.1(c).

(d) Let $X$ be a compact subset of $\mathbb{R}^n$. By Caratheodory’s theorem (Prop. B.6), a sequence in $\text{conv}(X)$ can be expressed as $\{\sum_{i=1}^{n+1} \alpha_i x_i\}$, where for all $k$ and $i$, $\alpha_i \geq 0$, $x_i = X$, and $\sum_{i=1}^{n+1} \alpha_i = 1$. Since $\{x_i, i = 1, \ldots, n+1\}$ belongs to a compact set, it has a limit point $\{(\alpha_1, \ldots, \alpha_{n+1}, x_1, \ldots, x_{n+1})\}$ such that $\sum_{i=1}^{n+1} \alpha_i = 1$, and for all $i$, $\alpha_i \geq 0$, and $x_i \in X$. Thus, the vector $\sum_{i=1}^{n+1} \alpha_i x_i$, which belongs to $\text{conv}(X)$, is a limit point of the sequence $\{\sum_{i=1}^{n+1} \alpha_i x_i\}$, showing that $\text{conv}(X)$ is compact. Q.E.D.

The following result will also be very useful to us.

**Proposition B.9:**

(a) If $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is convex, then it is continuous. More generally, if $C \subset \mathbb{R}^n$ is convex and $f : C \rightarrow \mathbb{R}$ is convex, then $f$ is continuous in the relative interior of $C$.

(b) Let $X^*$ be the set of minimizing points of a convex function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ over a closed convex set $X$, and assume that $X^*$ is nonempty and bounded. Then the level set

$$L_a = \{x \in X \mid f(x) \leq a\}$$

is compact for each scalar $a$.

**Proof:** (a) Restricting attention to the affine hull of $C$ and using a transformation argument if necessary, we assume without loss of generality, that the origin is an interior point of $C$ and that the unit cube $S = \{x \mid \|x\|_\infty \leq 1\}$ is contained in $C$. Let $e_i, i = 1, \ldots, 2^n$, be the corners of $S$, that is, each $e_i$ is a vector whose entries belong to $\{-1, 1\}$. It is not difficult to see that any $x \in S$ can be expressed in the form $x = \sum_{i=1}^{2^n} a_i e_i$, where each $a_i$ is a nonnegative scalar and $\sum_{i=1}^{2^n} a_i = 1$. Let $A = \max_i f(e_i)$. From Jensen’s inequality [Eq. (B.3)], it follows that $f(x) \leq A$ for every $x \in S$.

Let $\{x_k\}$ be a sequence in $\mathbb{R}^n$ that converges to zero. For the purpose of proving continuity at zero, we can assume that $x_k \in S$ for all $k$. Using the definition of a convex function [Eq. (B.2)], we have

$$f(x_k) \leq (1 - \|x_k\|_\infty) f(0) + \|x_k\|_\infty f\left(\frac{x_k}{\|x_k\|_\infty}\right).$$

Letting $k$ tend to infinity, $\|x_k\|_\infty$ goes to zero and we obtain

$$\lim_{k \rightarrow \infty} f(x_k) \leq f(0) + A \lim_{k \rightarrow \infty} \|x_k\|_\infty = f(0).$$

Inequality (B.2) also implies that

$$f(0) \leq \frac{\|x_k\|_\infty}{\|x_k\|_\infty + 1} f\left(\frac{-x_k}{\|x_k\|_\infty}\right) + \frac{1}{\|x_k\|_\infty + 1} f(x_k)$$

and letting $k$ tend to infinity, we obtain $f(0) \leq \liminf_{k \rightarrow \infty} f(x_k)$. Thus, $\lim_{k \rightarrow \infty} f(x_k) = f(0)$ and $f$ is continuous at zero.

(b) If $X$ is bounded, then using also the continuity of $f$, which was proved in part (a), it follows that $L_a$ is compact. We thus assume that $X$ is
Local and Global Minima

Let $X \subseteq \mathbb{R}^n$ and let $f : X \mapsto \mathbb{R}$ be a function. A vector $x \in X$ is called a local minimum of $f$ if there exists some $\epsilon > 0$ such that $f(x) \leq f(y)$ for every $y \in X$ satisfying $\|x - y\| \leq \epsilon$. A vector $x \in X$ is called a global minimum of $f$ if $f(x) \leq f(y)$ for every $y \in X$. A local or global maximum is defined similarly (compare also with Section 1.1).

Under convexity assumptions, the distinction between local and global minima is unnecessary as shown by the following proposition.

**Proposition B.10:** If $C \subseteq \mathbb{R}^n$ is a convex set and $f : C \mapsto \mathbb{R}$ is a convex function, then a local minimum of $f$ is also a global minimum. If in addition $f$ is strictly convex, then there exists at most one global minimum of $f$.

**Proof:** Suppose that $x$ is a local minimum of $f$ but not a global minimum. Then there exists some $y \neq x$ such that $f(y) < f(x)$. Using inequality (B.2), we conclude that $f(\alpha x + (1 - \alpha)y) < f(x)$ for every $\alpha \in [0, 1]$. This contradicts the assumption that $x$ is a local minimum.

Suppose that $f$ is strictly convex, and two distinct global minima $x$ and $y$ exist. Then their average $(x + y)/2$ must belong to $C$, since $C$ is convex, and the value of $f$ must be smaller at the average than at $x$ and $y$ by the strict convexity of $f$. Since $x$ and $y$ are global minima, we obtain a contradiction. Q.E.D.

The Projection Theorem

We close this section with a basic result of analysis and optimization, which will also be used later in this appendix.

**Proposition B.11:** (Projection Theorem) Let $C$ be a closed convex set and let $\| \cdot \|$ be the Euclidean norm.

(a) For every $x \in \mathbb{R}^n$, there exists a unique vector $z \in C$ that minimizes $\|z - x\|$ over all $z \in C$. This vector is called the projection of $x$ on $C$, and is denoted by $[x]^+$, i.e.,

$$[x]^+ = \text{arg min}_{z \in C} \|z - x\|.$$
(b) Given some \( z \in \mathbb{R}^n \), a vector \( z \in C \) is equal to \([x] + \) if and only if
\[
(y - z)'(x - z) \leq 0, \quad \forall \ y \in C.
\]

(c) The mapping \( f : \mathbb{R}^n \mapsto C \) defined by \( f(x) = [x]^+ \) is continuous and nonexpansive, i.e.,
\[
\| [x]^+ - [y]^+ \| \leq \| x - y \|, \quad \forall \ x, y \in \mathbb{R}^n.
\]

Proof: (a) Fix \( x \) and let \( w \) be some element of \( C \). Minimizing \( \| x - z \| \) over all \( z \in C \) is equivalent to minimizing the same function over all \( z \in C \) such that \( \| x - z \| \leq \| x - w \| \), which is a compact set. Furthermore, the function \( g \) defined by \( g(z) = \| z - x \|^2 \) is continuous. Existence of a minimizing vector follows by Weierstrass' theorem (Prop. A.8 in Appendix A).

To prove uniqueness, notice that the square of the Euclidean norm is a strictly convex function of its argument [Prop. B.4(d)]. Therefore, \( g \) is strictly convex and it follows that its minimum is attained at a unique point (Prop. B.10).

(b) For all \( y \) and \( z \) in \( C \) we have
\[
\| y - z \|^2 = \| y - z \|^2 + \| x - z \|^2 - 2(y - z)'(x - z) \geq \| z - x \|^2 - 2(y - z)'(x - z).
\]

Therefore, if \( z \) is such that \( (y - z)'(x - z) \leq 0 \) for all \( y \in C \), we have \( \| y - x \|^2 \geq \| z - x \|^2 \) for all \( y \in C \), implying that \( z = [x]^+ \).

Conversely, let \( z = [x]^+ \), consider any \( y \in C \), and for \( \alpha > 0 \), define \( y_0 = \alpha y + (1 - \alpha)z \). We have
\[
\| y - y_0 \|^2 = \| (1 - \alpha)(x - z) + \alpha(x - y) \|^2
= (1 - \alpha)^2 \| x - z \|^2 + \alpha^2 \| x - y \|^2 + 2(1 - \alpha) \alpha (x - z)'(x - y).
\]

Viewing \( \| y - y_0 \|^2 \) as a function of \( \alpha \), we have
\[
\frac{\partial}{\partial \alpha} \{ \| y - y_0 \|^2 \} \bigg|_{\alpha = 0} = -2 \| x - z \|^2 + 2(x - z)'(x - y) = -2(y - z)'(x - z).
\]

Therefore, if \( (y - z)'(x - z) > 0 \) for some \( y \in C \), then
\[
\frac{\partial}{\partial \alpha} \{ \| y - y_0 \|^2 \} \bigg|_{\alpha = 0} < 0
\]
and for positive but small enough \( \alpha \), we obtain \( \| y - y_0 \| < \| x - z \| \). This contradicts the fact \( z = [x]^+ \) and shows that \( (y - z)'(x - z) \leq 0 \) for all \( y \in C \).

(c) Let \( x \) and \( y \) be elements of \( \mathbb{R}^n \). From part (b), we have \( (w - [x]^+)'(x - [x]^+) \leq 0 \) for all \( w \in C \). Since \( [y]^+ \in C \), we obtain
\[
([y]^+ - [x]^+)'(x - [x]^+) \leq 0.
\]

Similarly,
\[
([x]^+ - [y]^+)'(y - [y]^+) \leq 0.
\]

Adding these two inequalities, we obtain
\[
([y]^+ - [x]^+)'(x - [x]^+ - y + [y]^+) \leq 0.
\]

By rearranging and using the Schwartz inequality, we have
\[
\| [y]^+ - [x]^+ \|^2 \leq ([y]^+ - [x]^+)'(y - x) \leq \| [y]^+ - [x]^+ \| \cdot \| y - x \|,
\]
showing that \( [\cdot]^+ \) is nonexpansive and a fortiori continuous. Q.E.D.

Figure B.5 illustrates the necessary and sufficient condition of part (b) of the projection theorem.

**Figure B.5.** Illustration of the condition satisfied by the projection \([x]^+\). For each vector \( y \in C \), the vectors \( x - [x]^+ \) and \( y - [x]^+ \) form an angle larger than or equal to 90 degrees or, equivalently, \((y - [x]^+)'(x - [x]^+) \leq 0\).

**EXERCISES**

B.1.1

Let \( g \) be a convex, monotonically nondecreasing function of a single variable \([i.e., g(y) \leq g(y') \text{ for } y < y']\), and let \( f \) be a convex function defined on a convex set \( C \subset \mathbb{R}^n \). Show that the function \( h \) defined by
\[
h(x) = g(f(x))
\]
is convex on \( C \). Use this fact to show that the function \( h(x) = e^{\beta^2 x^T Q x} \), where \( \beta \) is a positive scalar and \( Q \) is a positive semidefinite symmetric matrix, is convex over \( \mathbb{R}^n \).
B.1.2

Use the line segment principle and the method of proof of Prop. B.4(c) to show that if \( C \) is a convex set with nonempty interior, and \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is twice continuously differentiable over \( C \) with \( \nabla^2 f(x) \) positive semidefinite for all \( x \in C \), then \( f \) is convex over \( C \).

B.1.3 (Arithmetic-Geometric Mean Inequality)

Show that if \( \alpha_1, \ldots, \alpha_n \) are positive scalars with \( \sum_{i=1}^n \alpha_i = 1 \), then for every set of positive scalars \( x_1, \ldots, x_n \), we have
\[
\alpha_1 x_1 + \alpha_2 x_2 + \cdots + \alpha_n x_n \leq \alpha_1 x_1^2 + \alpha_2 x_2^2 + \cdots + \alpha_n x_n^2,
\]
with equality if and only if \( x_1 = x_2 = \cdots = x_n \). *Hint:* Show that \( -\ln x \) is a strictly convex decreasing function on \((0, \infty)\).

B.1.4

Use the result of Exercise B.1.3 to verify Young's inequality
\[
xy \leq \frac{x^p}{p} + \frac{y^q}{q},
\]
where \( p > 0, q > 0, 1/p + 1/q = 1, x \geq 0, \) and \( y \geq 0 \). Then, use Young's inequality to verify Holder's inequality
\[
\sum_{i=1}^n |x_i y_i| \leq \left( \sum_{i=1}^n |x_i|^p \right)^{1/p} \left( \sum_{i=1}^n |y_i|^q \right)^{1/q}.
\]

B.1.5

Let \( f : \mathbb{R}^{n+m} \rightarrow \mathbb{R} \) be a convex function. Consider the function \( F : \mathbb{R}^n \rightarrow \mathbb{R} \) given by
\[
F(x) = \inf_{u \in U} f(x, u),
\]
where \( U \) be any nonempty and convex subset of \( \mathbb{R}^m \) such that \( F(x) = -\infty \) for all \( x \in \mathbb{R}^n \). Show that \( F \) is convex. *Hint:* There cannot exist \( \alpha \in [0, 1] \), \( x_1, x_2, u_1 \in U, u_2 \in U \) such that \( F(\alpha x_1 + (1-\alpha)x_2) > \alpha F(x_1, u_1) + (1-\alpha) F(x_2, u_2) \).

B.1.7 (Caraathéodory's Theorem for Cones)

Let \( X \) be the cone generated by a subset of vectors \( S \subset \mathbb{R}^n \), i.e., the set of vectors \( x \) of the form
\[
x = \sum_{i \in I} a_i x_i,
\]
where \( I \) is a finite index set, and for all \( i \in I \), \( x_i \in S \) and \( a_i \) is a nonnegative scalar. Show that any nonzero vector from \( X \), and let \( m \) be the smallest integer such that \( x \) has the form \( \sum_{i=1}^m a_i x_i \), where \( a_i > 0 \) and \( x_i \) for all \( i = 1, \ldots, m \). If the vectors \( x_i \) were linearly independent, there would exist scales \( \lambda_1, \ldots, \lambda_m \), at least one of which is positive, and such that \( \sum_{i=1}^m \lambda_i x_i = 0 \). Consider the linear combination \( \sum_{i=1}^m (\alpha_i - \gamma \lambda_i)x_i \), where \( \gamma \) is the largest \( \gamma \) such that \( a_i - \gamma \lambda_i \geq 0 \) for all \( i \), to arrive at a contradiction.

B.1.8 (Properties of Relative Interiors) [Roc70]

(a) If \( C \) is a convex set in \( \mathbb{R}^n \), then:
(i) \( \text{cl}(C) = \text{cl}(\text{ri}(C)) \).
(ii) \( \text{ri}(C) = \text{ri}(\text{cl}(C)) \).
(iii) \( \text{ri}(A \cdot C) = A \cdot \text{ri}(C) \) for all \( m \times n \) matrices \( A \).
(b) If \( C_1 \) and \( C_2 \) are convex sets in \( \mathbb{R}^n \), then:
(i) \( \text{ri}(C_1 + C_2) = \text{ri}(C_1) + \text{ri}(C_2) \).
(ii) \( \text{ri}(C_1 \cap C_2) = \text{ri}(C_1) \cap \text{ri}(C_2) \), provided the sets \( \text{ri}(C_1) \) and \( \text{ri}(C_1) \) have a nonempty intersection.
(c) If \( C_1 \) and \( C_2 \) are convex subsets of \( \mathbb{R}^n \) and \( \mathbb{R}^m \), respectively, then
\[
\text{ri}(C_1 \times C_2) = \text{ri}(C_1) \times \text{ri}(C_2).
\]

B.2 SEPARATING HYPERPLANES

A hyperplane is a set of the form \( \{ x \mid a'x = b \} \), where \( a \in \mathbb{R}^n, a \neq 0 \), and \( b \in \mathbb{R} \), as illustrated in Fig. B.6. An equivalent definition is that a hyperplane in \( \mathbb{R}^n \) is a linear manifold of dimension \( n - 1 \). The vector \( a \) called the normal vector of the hyperplane (it is orthogonal to the difference \( x - y \) of any two vectors \( x \) and \( y \) of the hyperplane). The two sets
\[
\{ x \mid a'x \geq b \}, \quad \{ x \mid a'x \leq b \},
\]
are called the halfspaces associated with the hyperplane (also referred to as the positive and negative halfspaces, respectively). We have the following
result, which is also illustrated in Fig. B.6. The proof is based on the projection theorem and is illustrated in Fig. B.7.

**Figure B.6.** (a) A hyperplane \( \{ x' | a'x = b \} \) divides the space in two halfspaces as illustrated. (b) Geometric interpretation of the supporting hyperplane theorem. (c) Geometric interpretation of the separating hyperplane theorem.

**Proposition B.12: (Supporting Hyperplane Theorem)** If \( C \subseteq \mathbb{R}^n \) is a convex set and \( \bar{x} \) is a point that does not belong to the interior of \( C \), there exists a vector \( a \neq 0 \) such that

\[
a'x \geq a'\bar{x}, \quad \forall x \in C.
\]  

**Proof:** Denote by \( \overline{C} \) the closure of \( C \), which is a convex set by Prop. B.8. Let \( \{ x_k \} \) be a sequence of vectors not belonging to \( \overline{C} \), which converges to \( \bar{x} \); such a sequence exists because \( \bar{x} \) does not belong to the interior of \( C \). If \( \hat{x}_k \) is the projection of \( x_k \) on \( \overline{C} \), we have by part (b) of the projection theorem (Prop. B.11)

\[
(\hat{x}_k - x_k)'(x - \hat{x}_k) \geq 0, \quad \forall x \in \overline{C}.
\]

Hence we obtain for all \( k \) and \( x \in \overline{C} \),

\[
(\hat{x}_k - x_k)'x \geq (\hat{x}_k - x_k)'\hat{x}_k = (\hat{x}_k - x_k)'(\hat{x}_k - x_k) + (\hat{x}_k - x_k)'x_k \geq (\hat{x}_k - x_k)'x_k.
\]

We can write this inequality as

\[
a_k'x \geq a_k'x_k, \quad \forall x \in \overline{C}, \quad k = 0, 1, \ldots, \tag{B.8}
\]

where

\[
a_k = \frac{\hat{x}_k - x_k}{\|\hat{x}_k - x_k\|}.
\]

We have \( \|a_k\| = 1 \) for all \( k \), and hence the sequence \( \{a_k\} \) has a subsequence that converges to a nonzero limit \( a \). By considering Eq. (B.8) for all \( a_k \) belonging to this subsequence and by taking the limit as \( k \to \infty \), we obtain Eq. (B.7). Q.E.D.

**Figure B.7.** Illustration of the proof of the supporting hyperplane theorem for the case where the vector \( \bar{x} \) belongs to the closure of \( C \). We choose a sequence \( \{x_k\} \) of vectors not belonging to the closure of \( C \) which converges to \( \bar{x} \), and we project \( x_k \) on the closure of \( C \). We then consider, for each \( k \), the hyperplane that is orthogonal to the line segment connecting \( x_k \) and its projection, and passes through \( x_k \). These hyperplanes "converge" to a hyperplane that supports \( C \) at \( \bar{x} \).

**Proposition B.13: (Separating Hyperplane Theorem)** If \( C_1 \) and \( C_2 \) are two nonempty and disjoint convex subsets of \( \mathbb{R}^n \), there exists a hyperplane that separates them, i.e., a vector \( a \neq 0 \) such that

\[
a'x_1 \leq a'x_2, \quad \forall x_1 \in C_1, \quad x_2 \in C_2. \tag{B.9}
\]
Proof: Consider the convex set
\[ C = \{ x \mid x = x_2 - x_1, \ x_1 \in C_1, \ x_2 \in C_2 \}. \]
Since \( C_1 \) and \( C_2 \) are disjoint, the origin does not belong to \( C \), so by the supporting hyperplane theorem there exists a vector \( a \neq 0 \) such that
\[ 0 \leq a'x, \quad \forall \ x \in C, \]
which is equivalent to Eq. (B.9). Q.E.D.

### Proposition B.14: (Strict Separation Theorem)
If \( C_1 \) and \( C_2 \) are two nonempty and disjoint convex sets such that \( C_1 \) is closed and \( C_2 \) is compact, there exists a hyperplane that strictly separates them, i.e., a vector \( a \neq 0 \) and a scalar \( b \) such that
\[ a'x_1 < b < a'x_2, \quad \forall \ x_1 \in C_1, \ x_2 \in C_2. \]  
(B.10)

Proof: Consider the problem
\[
\begin{align*}
\text{minimize} & \quad \|x_1 - x_2\| \\
\text{subject to} & \quad x_1 \in C_1, \ x_2 \in C_2.
\end{align*}
\]  
(B.11)

The set
\[ C = \{ x_1 - x_2 \mid x_1 \in C_1, \ x_2 \in C_2 \} \]
is convex and closed by Prop. B.8(b). Since problem (B.11) is the problem of projecting the origin on \( C \), we conclude using Prop. B.11(a), that problem (B.11) has at least one solution \((\overline{x}_1, \overline{x}_2)\). Let
\[ a = \frac{\overline{x}_2 - \overline{x}_1}{2}, \quad \overline{x} = \frac{\overline{x}_1 + \overline{x}_2}{2}, \quad b = a'\overline{x}. \]
Then, \( a \neq 0 \), since \( \overline{x}_1 \in C_1, \overline{x}_2 \in C_2 \), and \( C_1 \) and \( C_2 \) are disjoint. The hyperplane
\[ \{ x \mid a'x = b \} \]
contains \( \overline{x} \), and it can be seen from problem (B.11) that \( \overline{x}_1 \) is the projection of \( \overline{x} \) on \( C_1 \), and \( \overline{x}_2 \) is the projection of \( \overline{x} \) on \( C_2 \) (see Fig. B.8). By Prop. B.11(b), we have
\[ (\overline{x} - \overline{x}_1)'(x_1 - \overline{x}_1) \leq 0, \quad \forall \ x_1 \in C_1 \]
or equivalently, since \( \overline{x} - \overline{x}_1 = a \),
\[ a'x_1 \leq a'\overline{x}_1 = a'\overline{x} + a'(\overline{x}_1 - \overline{x}) = b - \|a\|^2 < b, \quad \forall \ x_1 \in C_1. \]
Thus, the left-hand side of Eq. (B.10) is proved. The right-hand side is proved similarly. Q.E.D.

The preceding proposition may be used to provide a fundamental characterization of closed convex sets.

### Proposition B.15: Every closed convex subset of \( \mathbb{R}^n \) is the intersection of the halfspaces that contain it.

Proof: Let \( C \) be the set at issue. Clearly \( C \) is contained in the intersection of the halfspaces that contain \( C \), so we focus on proving the reverse inclusion. Let \( x \notin C \). Applying the strict separation theorem (Prop. B.14) to the sets \( C \) and \( \{x\} \), we see that there exists a halfspace containing \( C \) but not containing \( x \). Hence, if \( x \notin C \), then \( x \) cannot belong to the intersection of the halfspaces containing \( C \), proving the result. Q.E.D.
B.2.1

Let $C_1$ and $C_2$ be two nonempty, convex sets, which are at positive Euclidean distance from each other, that is,

$$\inf_{x_1 \in C_1, x_2 \in C_2} \|x_1 - x_2\| > 0.$$ 

Show that there exists a hyperplane that strictly separates them. Hint: Adapt the proof of Prop. H.14.

B.3 CONES AND POLYHEDRAL CONVEXITY

We now develop some basic results regarding cones and also discuss the geometry of polyhedral sets. A set $C \subseteq \mathbb{R}^n$ is said to be a cone if $ax \in C$ for all $a \geq 0$ and $x \in C$. We introduce three important types of cones.

Given a cone $C$, the cone given by

$$C^\perp = \{ y \mid y^T x \leq 0, \forall x \in C \},$$

is called the polar cone of $C$.

A cone $C$ is said to be finitely generated, if it has the form

$$C = \left\{ x \mid x = \sum_{j=1}^{r} \mu_j a_j, \mu_j \geq 0, j = 1, \ldots, r \right\},$$

where $a_1, \ldots, a_r$ are some vectors.

A cone $C$ is said to be polyhedral, if it has the form

$$C = \{ x \mid a_j^T x \leq 0, j = 1, \ldots, r \},$$

where $a_1, \ldots, a_r$ are some vectors.

Figure B.9 illustrates the above definitions. It is straightforward to show that the polar cone of any cone, as well as all finitely generated and polyhedral cones are convex, by verifying the definition of convexity of Eq. (B.1). Furthermore, polar and polyhedral cones are closed, since they are intersections of closed halfspaces. Finitely generated cones are also closed

as shown in part (b) of the following proposition, which also provides some additional important results.

**Proposition B.16:**

(a) (Polar Cone Theorem) For any nonempty closed convex cone $C$, we have $(C^\perp)^\perp = C$.

(b) Let $a_1, \ldots, a_r$ be vectors of $\mathbb{R}^n$. Then the finitely generated cone

$$C = \left\{ x \mid x = \sum_{j=1}^{r} \mu_j a_j, \mu_j \geq 0, j = 1, \ldots, r \right\}$$

is closed and its polar cone is the polyhedral cone given by

$$C^\perp = \{ x \mid x^T a_j \leq 0, j = 1, \ldots, r \}.$$ 

(c) (Minkowski – Weyl Theorem) A cone is polyhedral if and only if it is finitely generated.

(d) (Farkas’ Lemma) Let $x, e_1, \ldots, e_m, a_1, \ldots, a_r$ be vectors of $\mathbb{R}^n$. We have $x^T y \leq 0$ for all vectors $y \in \mathbb{R}^n$ such that

$$y^T e_i = 0, \forall i = 1, \ldots, m, \quad y^T a_j \leq 0, \forall j = 1, \ldots, r,$$

if and only if $x$ can be expressed as

$$x = \sum_{i=1}^{m} \lambda_i e_i + \sum_{j=1}^{r} \mu_j a_j,$$
where \( \lambda_i \) and \( \mu_j \) are some scalars with \( \mu_j \geq 0 \) for all \( j \).

Proof: (a) See Fig. B.10.

**Figure B.10.** Proof of the polar cone theorem. If \( x \in C \), then for all \( y \in C^\perp \), we have \( y^T x \leq 0 \), which implies that \( x \in (C^\perp)^\perp \). Hence, \( C \subset (C^\perp)^\perp \). To prove the reverse inclusion, take \( z \in (C^\perp)^\perp \), and let \( \tilde{z} \) be the unique projection of \( z \) on \( C \), as shown in the figure. Since \( C \) is closed, the projection exists by the projection theorem (Prop. B.11), which also implies that

\[
(z - \tilde{z})^T (x - \tilde{z}) \leq 0, \quad \forall x \in C.
\]

By taking \( x = 0 \) and \( x = 2\tilde{z} \) in the preceding relation, it is seen that

\[
(z - \tilde{z})^T \tilde{z} = 0.
\]

Combining the last two relations, we obtain \( (z - \tilde{z})^T z \leq 0 \) for all \( z \in C \). Therefore, \( (z - \tilde{z}) \in C^\perp \), and since \( z \in (C^\perp)^\perp \), we obtain \( (z - \tilde{z})^T z \leq 0 \), which when added to \( (z - \tilde{z})^T \tilde{z} = 0 \) yields \( \|z - \tilde{z}\|^2 \leq 0 \). Therefore, \( z = \tilde{z} \) and \( z \in C \). It follows that \( (C^\perp)^\perp \subset C \).

(b) We first show that the polar cone of \( C \) has the desired form (B.13). If \( y \) satisfies \( y^T a_j \leq 0 \) for all \( j \), then \( y^T x \leq 0 \) for all \( x \in C \), so the set in the right-hand side of Eq. (B.13) is a subset of \( C^\perp \). Conversely, if \( y \in C^\perp \), that is, if \( y^T a_j \leq 0 \) for all \( x \in C \), then (since \( a_j \) belong to \( C \)) we have \( y^T a_j \leq 0 \), for all \( j \). Thus, \( C^\perp \) is a subset of the set in the right-hand side of Eq. (B.13).

To show that \( C \) is closed, it will suffice to show that \( C \) is polyhedral; this will also prove half of the Minkowski-Weyl theorem [part (c)]. Our proof, due to [Wet90], is constructive and uses induction on the number of vectors \( r \). We will also give an alternative proof, which is simpler than the first but does not show simultaneously half of part (c).

To start the induction, we assume without loss of generality that \( a_1 = 0 \). Then, for \( r = 1 \), we have \( C = \{0\} \), which is polyhedral, since it can be expressed as

\[
\{x \mid u_i^T x \leq 0, \quad u_i^T x = 0, \quad i = 1, \ldots, n\},
\]

where \( u_i \) is the \( i \)th unit coordinate vector.

Assume that for some \( r \geq 2 \), the set

\[
C_{r-1} = \left\{ x \mid x = \sum_{j=1}^{r-1} \mu_j a_j, \quad \mu_j \geq 0 \right\}
\]

has a polyhedral representation

\[
P_{r-1} = \{ x \mid b_j^T x \leq 0, \quad j = 1, \ldots, m \}.
\]

Let

\[
\beta_j = a_j^T b_j, \quad j = 1, \ldots, m,
\]

and define the index sets

\[
J^- = \{ j \mid \beta_j < 0 \}, \quad J^0 = \{ j \mid \beta_j = 0 \}, \quad J^+ = \{ j \mid \beta_j > 0 \}.
\]

Let also

\[
b_{l,k} = b_l - \frac{\beta_l}{\beta_k} b_k, \quad \forall l \in J^+, \quad k \in J^-.
\]

We will show that the set

\[
C_r = \left\{ x \mid x = \sum_{j=1}^{r} \mu_j a_j, \quad \mu_j \geq 0 \right\}
\]

has the polyhedral representation

\[
P_r = \{ x \mid b_j^T x \leq 0, \quad j \in J^- \cup J^0, \quad b_{l,k}^T x \leq 0, \quad l \in J^+, \quad k \in J^- \},
\]

thus completing the induction.

We have \( C_r \subset P_r \) because by construction, all the vectors \( a_1, \ldots, a_r \) satisfy the inequalities defining \( P_r \). To show the reverse inclusion, we fix a vector \( x \in P_r \) and we verify that there exists \( \mu_r \geq 0 \) such that

\[
x = \mu_r a_r \in P_{r-1},
\]
which is equivalent to
\[ \gamma \leq \mu \leq \delta, \]
where
\[ \gamma = \max \left\{ 0, \max_{j \in J^+} \frac{b_j' x}{\beta_j} \right\}, \quad \delta = \min_{j \in J^-} \frac{b_j' x}{\beta_j}. \]

Since \( x \in P_\tau \), we have
\[ 0 \leq \frac{b_k' x}{\beta_k}, \quad \forall \ k \in J^-, \tag{B.14} \]
and also \( b_{l,k}' x \leq 0 \) for all \( l \in J^+, k \in J^- \), or equivalently
\[ \frac{b_l' x}{\beta_l} \leq \frac{b_k' x}{\beta_k}, \quad \forall \ l \in J^+, k \in J^- \tag{B.15}. \]

Equations (B.14) and (B.15) imply that \( \gamma \leq \delta \), thereby completing the proof.

We now give an alternative proof that \( C \) is closed, which is based again on induction on the number of vectors \( r \). When \( r = 1 \), \( C \) is either \( \{0\} \) (if \( a_1 = 0 \)) or a halfline, and is therefore closed. Suppose, for some \( r \geq 1 \), all cones of the form
\[ \left\{ x \mid x = \sum_{j=1}^{r} \mu_j a_j, \mu_j \geq 0 \right\} \]
are closed. Then, we will show that a cone of the form
\[ C_{r+1} = \left\{ x \mid x = \sum_{j=1}^{r+1} \mu_j a_j, \mu_j \geq 0 \right\} \]
is also closed. Without loss of generality, assume that \( \|a_j\| = 1 \) for all \( j \). There are two cases: (i) The vectors \( -a_1, \ldots, -a_{r+1} \) belong to \( C_{r+1} \), in which case \( C_{r+1} \) is the subspace spanned by \( a_1, \ldots, a_{r+1} \) and is therefore closed, and (ii) The negative of one of the vectors, say \( -a_{r+1} \), does not belong to \( C_{r+1} \). In this case, consider the cone
\[ C_r = \left\{ x \mid x = \sum_{j=1}^{r} \mu_j a_j, \mu_j \geq 0 \right\}, \]
which is closed by the induction hypothesis. Let
\[ m = \min_{x \in C_r, \|x\| = \tau} a'_{r+1} x. \]

Since, the set \( \{ x \in C_r \mid \|x\| = 1 \} \) is nonempty and compact, the minimum above is attained at some \( x^* \) by Weierstrass' theorem. We have, using the Schwartz inequality,
\[ m = a'_{r+1} x^* \geq -\|a_{r+1}\| \cdot \|x^*\| = -1, \]
with equality if and only if \( x^* = -a_{r+1} \). It follows that
\[ m > -1, \]
since otherwise we would have \( x^* = -a_{r+1} \), which violates the hypothesis \( (-a_{r+1}) \notin C_r \). Let \( \{x_k\} \) be a convergent sequence in \( C_{r+1} \). We will prove that its limit belongs to \( C_{r+1} \), thereby showing that \( C_{r+1} \) is closed. Indeed, for all \( k \), we have \( x_k = \xi_k a_{r+1} + y_k \), where \( \xi_k \geq 0 \) and \( y_k \in C_r \). Using the fact \( \|a_{r+1}\| = 1 \), we obtain
\[ \|x_k\|^2 = \xi_k^2 + \|y_k\|^2 + 2 \xi_k a'_{r+1} y_k \geq \xi_k^2 + \|y_k\|^2 + 2m \xi_k \|y_k\||y_k| \geq (\xi_k - \|y_k\|)^2 + 2(1 + m) \xi_k \|y_k\| \]
Since \( \{x_k\} \) converges, \( \xi_k \geq 0 \), and \( 1 + m > 0 \), it follows that the sequences \( \{\xi_k\} \) and \( \{y_k\} \) are bounded and hence, they have limit points denoted by \( \xi \) and \( y \), respectively. The limit of \( \{x_k\} \) is
\[ \lim_{k \to \infty} (\xi_k a_{r+1} + y_k) = \xi a_{r+1} + y, \]
which belongs to \( C_{r+1} \), since \( \xi \geq 0 \) and \( y \in C_r \) (by the closure hypothesis on \( C_r \)). We conclude that \( C_{r+1} \) is closed, completing the proof.

(c) We have already shown in the proof of part (b) that a finitely generated cone is polyhedral. To show the reverse, we use parts (a) and (b) to conclude that the polar of any polyhedral cone [cf. Eq. (B.13)] is finitely generated [cf. Eq. (B.12)]. The finitely generated cone (B.12) has already been shown to be polyhedral, so its polar, which is the "typical" polyhedral cone (B.13), is finitely generated. This completes the proof.

(d) Define \( a_{r+1} = e_i \) and \( a_{r+m+1} = -e_i \), \( i = 1, \ldots, m \). The result to be shown translates to
\[ x \in C \iff x \in P^\perp, \]
where
\[ C = \left\{ x \mid x = \sum_{j=1}^{r+2m} \mu_j a_j, \mu_j \geq 0 \right\}, \]
\[ P = \left\{ y \mid y' a_j \leq 0, j = 1, \ldots, r+2m \right\}. \]

Since by part (b), \( P = C^\perp \) and \( C \) is closed, we have by part (a), \( P^\perp = (C^\perp)^\perp = C \). Q.E.D.
Polyhedral Sets

A nonempty subset of $\mathbb{R}^n$ is said to be a polyhedral set (or polyhedron) if it is of the form

$$P = \{x \mid a_j^T x \leq b_j, j = 1, \ldots, r\},$$

where $a_j$ are some vectors and $b_j$ are some scalars.

The following is a fundamental result, showing that a polyhedral set can be represented as the sum of the convex hull of a finite set of points and a finitely generated cone. The proof is based on an interesting construction that can be used to translate results about polyhedral cones to results about polyhedral sets.

**Proposition B.17:** A set $P$ is polyhedral if and only if there exist a nonempty and finite set of vectors $\{v_1, \ldots, v_m\}$, and a finitely generated cone $C$ such that

$$P = \left\{ x \mid x = y + \sum_{j=1}^{m} \mu_j v_j, \ y \in C, \ \sum_{j=1}^{m} \mu_j = 1, \ \mu_j \geq 0, \ j = 1, \ldots, m \right\}.$$

**Proof:** Assume that $P$ is polyhedral. Then, it has the form

$$P = \{x \mid a_j^T x \leq b_j, j = 1, \ldots, r\},$$

for some vectors $a_j$ and some scalars $b_j$. Consider the polyhedral cone of $\mathbb{R}^{n+1}$

$$\hat{P} = \{(x, w) \mid 0 \leq w, a_j^T x \leq b_j w, j = 1, \ldots, r\}$$

and note that

$$P = \{x \mid (x, 1) \in \hat{P}\}.$$

By the Minkowski – Weyl theorem [Prop. B.16(c)], $\hat{P}$ is finitely generated, so it has the form

$$\hat{P} = \left\{ (x, w) \mid x = \sum_{j=1}^{m} \mu_j v_j, \ w = \sum_{j=1}^{m} \mu_j d_j, \ \mu_j \geq 0, \ j = 1, \ldots, m \right\},$$

for some vectors $v_j$ and scalars $d_j$. Since $w \geq 0$ for all vectors $(x, w) \in \hat{P}$, we see that $d_j \geq 0$ for all $j$. Let

$$J^+ = \{j \mid d_j > 0\}, \quad J^0 = \{j \mid d_j = 0\}.$$

By replacing $\mu_j$ by $\mu_j/d_j$ for all $j \in J^+$, we obtain the equivalent description

$$\hat{P} = \left\{ (x, w) \mid x = \sum_{j=1}^{m} \mu_j v_j, \ w = \sum_{j \in J^+} \mu_j, \ \mu_j \geq 0, \ j = 1, \ldots, m \right\}.$$

Since $P = \{x \mid (x, 1) \in \hat{P}\}$, we obtain

$$P = \left\{ x \mid x = \sum_{j \in J^+} \mu_j v_j + \sum_{j \in J^0} \mu_j v_j, \ \sum_{j \in J^+} \mu_j = 1, \ \mu_j \geq 0, \ j = 1, \ldots, m \right\}.$$

Thus, $P$ is the vector sum of the convex hull of the vectors $v_j, j \in J^+$, plus the finitely generated cone

$$\{ \sum_{j \in J^0} \mu_j v_j \mid \mu_j \geq 0, \ j \in J^0 \}.$$

To prove that the vector sum of the convex hull of a finite set of points with a finitely generated cone is a polyhedral set, we use a reverse argument; we pass to a finitely generated cone description, we use the Minkowski – Weyl theorem to assert that this cone is polyhedral, and we finally construct a polyhedral set description. The details are left as an exercise for the reader. Q.E.D.

### B.4 Extreme Points

A vector $x$ is said to be an extreme point of a convex set $C$ if $x$ belongs to $C$ and there do not exist vectors $y \in C$ and $z \in C$, with $y \neq x$ and $z \neq x$, and a scalar $\alpha \in (0, 1)$ such that $x = \alpha y + (1 - \alpha) z$. An equivalent definition is that $x$ cannot be expressed as a convex combination of some vectors of $C$, all of which are different from $x$.

An important fact that forms the basis for the simplex method of linear programming, is that if a linear function $f$ attains a minimum over a polyhedral set $C$ having at least one extreme point, then $f$ attains a minimum at some extreme point of $C$ (as well as possibly at some other nonextreme points). We will prove this fact after considering the more general case where $f$ is concave and $C$ is closed and convex. We first show a preliminary result.
Proposition B.18: Let $C$ be a nonempty, closed, convex set in $\mathbb{R}^n$.

(a) If $H$ is a hyperplane that passes through a boundary point of $C$ and contains $C$ in one of its halfspaces, then every extreme point of $T = C \cap H$ is also an extreme point of $C$.

(b) $C$ has at least one extreme point if and only if it does not contain a line, that is, a set $L$ of the form $L = \{x + \alpha d \mid \alpha \in \mathbb{R}\}$ with $d \neq 0$.

Proof: (a) Let $\bar{x}$ be an element of $T$ which is not an extreme point of $C$. Then we have $\bar{x} = \alpha y + (1 - \alpha)z$ for some $\alpha \in (0, 1)$, and some $y \in C$ and $z \in C$, with $y \neq z$ and $z \neq \bar{x}$. Since $\bar{x} \in H$, $\bar{x}$ is a boundary point of $C$, and the halfspace containing $C$ is of the form $\{x \mid a'x \geq a'\bar{x}\}$, where $a \neq 0$. Then $a'y \geq a'\bar{x}$ and $a'z \geq a'\bar{x}$, which in view of $\bar{x} = \alpha y + (1 - \alpha)z$, implies that $a'y = a'\bar{x}$ and $a'z = a'\bar{x}$. Therefore, $y \in T$ and $z \in T$, showing that $\bar{x}$ cannot be an extreme point of $T$.

(b) Assume that $C$ has an extreme point $x$ and contains a line $L = \{\bar{x} + \alpha d \mid \alpha \in \mathbb{R}\}$, where $d \neq 0$. We will arrive at a contradiction. For each integer $n > 0$, the vector
\[
x_n = \left(1 - \frac{1}{n}\right)x + \frac{1}{n}(\bar{x} + nd) = x + d + \frac{1}{n}(\bar{x} - x)
\]
lies in the line segment connecting $x$ and $\bar{x} + nd$, so it belongs to $C$. Since $C$ is closed, $x + d = \lim_{n \to \infty} x_n$ must also belong to $C$. Similarly, we show that $x - d$ must belong to $C$. Thus $x - d$, $x$, and $x + d$ all belong to $C$, contradicting the hypothesis that $x$ is an extreme point.

Conversely, we use induction on the dimension of the space to show that if $C$ does not contain a line, it must have an extreme point. This is true in the real line $\mathbb{R}$, so assume it is true in $\mathbb{R}^{n-1}$. If a nonempty, closed, convex subset $C$ of $\mathbb{R}^n$ contains no line, it must have some boundary point $\bar{x}$. Take any hyperplane $H$ passing through $\bar{x}$ and containing $C$ in one of its halfspaces. Then, since $H$ is an $(n-1)$-dimensional manifold, the set $C \cap H$ lies in an $(n-1)$-dimensional space and contains no line, so by the induction hypothesis, it must have an extreme point. By part (a), this extreme point must also be an extreme point of $C$. Q.E.D.

We say that a set $C \subset \mathbb{R}^n$ is bounded from below if there exists a vector $b \in \mathbb{R}^n$ such that $x \geq b$ for all $x \in C$.

Proposition B.19: Let $C$ be a closed convex set which is bounded from below and let $f : C \to \mathbb{R}$ be a concave function. Then if $f$ attains a minimum over $C$, it attains a minimum at some extreme point of $C$.

Proof: We first show that $f$ attains a minimum at some boundary point of $C$. Let $x^*$ be a vector where $f$ attains a minimum over $C$. If $x^*$ is a boundary point we are done, so assume that $x^*$ is an interior point of $C$. Let
\[
L = \{x \mid x = x^* + \lambda d, \lambda \in \mathbb{R}\}
\]
be a line passing through $x^*$, where $d$ is a vector with strictly positive coordinates. Then, using the boundedness from below, convexity, and closure of $C$, we see that the set $C \cap L$ contains a set of the form
\[
\{x^* + \lambda d \mid \lambda_1 \leq \lambda \leq \lambda_2\}
\]
for some $\lambda_2 > 0$ and some $\lambda_1 < 0$ for which the vector
\[
\bar{x} = x^* + \lambda_1 d
\]
is a boundary point of $C$. If $f(\bar{x}) > f(x^*)$, we have by concavity of $f$,
\[
f(x^*) \geq \frac{\lambda_2}{\lambda_2 - \lambda_1} f(\bar{x}) + \left(1 - \frac{\lambda_2}{\lambda_2 - \lambda_1}\right) f(x^* + \lambda_2 d)
\]
\[
> \frac{\lambda_2}{\lambda_2 - \lambda_1} f(x^*) + \left(1 - \frac{\lambda_2}{\lambda_2 - \lambda_1}\right) f(x^* + \lambda_2 d).
\]
It follows that $f(x^*) > f(x^* + \lambda_2 d)$. This contradicts the optimality of $x^*$, proving that $f(\bar{x}) = f(x^*)$.

We have shown that the minimum of $f$ is attained at some boundary point $\bar{x}$ of $C$. If $\bar{x}$ is an extreme point of $C$, we are done. If it is not an extreme point, consider a hyperplane $H$ passing through $\bar{x}$ and containing $C$ in one of its halfspaces. The intersection $T_1 = C \cap H$ is closed, convex, bounded from below, and lies in a linear manifold $M_1$ of dimension $n-1$. Furthermore, $f$ attains its minimum over $T_1$ at $\bar{x}$. Thus, by the preceding argument, it also attains its minimum at some boundary point $x_1$ of $T_1$.

If $x_1$ is an extreme point of $T_1$, then by Prop. B.18, it is also an extreme point of $C$ and the result follows. If $x_1$ is not an extreme point of $T_1$, then we view $M_1$ as a space of dimension $n-1$ and we form $T_2$, the intersection of $T_1$ with a hyperplane in $M_1$ that passes through $x_1$ and contains $T_1$ in one of its halfspaces. This hyperplane will be of dimension $n-2$. We can continue this process for at most $n$ times, when a set $T_n$ consisting of a single point is obtained. This point is an extreme point of $T_n$, and, by repeated application of Prop. B.18, an extreme point of $C$. Q.E.D.

As a corollary we have the following:
Proposition B.20: Let $C$ be a closed convex set and let $f : C \to \mathbb{R}$ be a concave function. Assume that for some invertible $n \times n$ matrix $A$ and some $b \in \mathbb{R}^n$ we have
\[ Ax \geq b, \quad \forall x \in C. \]
Then if $f$ attains a minimum over $C$, it attains a minimum at some extreme point of $C$.

Proof: Consider the transformation $x = A^{-1}y$ and the problem of minimizing
\[ h(y) = f(A^{-1}y) \]
on $Y = \{ y \mid A^{-1}y \in C \}$. The function $h$ is concave over the closed convex set $Y$. Furthermore, $y \geq b$ for all $y \in Y$ and hence $Y$ is bounded from below. By Prop. B.19, $h$ attains a minimum at some extreme point $y^*$ of $Y$. Then $f$ attains its minimum over $C$ at $x^* = A^{-1}y^*$, while $x^*$ is an extreme point of $C$, since it can be verified that invertible transformations of sets map extreme points to extreme points. Q.E.D.

Extreme Points of Polyhedral Sets

We now consider a polyhedral set $P$ and we characterize the set of its extreme points (also called vertices). By Prop. B.17, $P$ can be represented as
\[ P = C + \tilde{P}, \]
where $C$ is a finitely generated cone and $\tilde{P}$ is the convex hull of some vectors $v_1, \ldots, v_m$:
\[ \tilde{P} = \left\{ x \mid x = \sum_{j=1}^{m} \mu_j v_j, \quad \sum_{j=1}^{m} \mu_j = 1, \mu_j \geq 0, j = 1, \ldots, m \right\}. \]

We note that an extreme point $\bar{x}$ of $P$ cannot be of the form $\bar{x} = c + \bar{z}$, where $c \neq 0$, $c \in C$, and $\bar{z} \in \tilde{P}$, since in this case $\bar{x}$ would be the midpoint of the line segment connecting the distinct vectors $\bar{z}$ and $2c + \bar{z}$. Therefore, an extreme point of $P$ must belong to $\tilde{P}$, and since $\tilde{P} \subset P$, it must also be an extreme point of $\tilde{P}$. An extreme point of $\tilde{P}$ must be one of the vectors $v_1, \ldots, v_m$, since otherwise this point would be expressible as a convex combination of $v_1, \ldots, v_m$. Thus the set of extreme points of $P$ is either empty or finite. Using Prop. B.18(b), it follows that the set of extreme points of $P$ is nonempty and finite if and only if $P$ contains no line.

If $P$ is bounded, then we must have $P = \tilde{P}$, and it can be shown that $P$ is equal to the convex hull of its extreme points (not just the convex hull of the vectors $v_1, \ldots, v_m$). The proof is sketched in Exercise B.4.1.

The following proposition gives another and more specific characterization of extreme points of polyhedral sets, and is central in the theory of linear programming.

Proposition B.21: Let $P$ be a polyhedral set in $\mathbb{R}^n$.

(a) If $P$ has the form
\[ P = \{ x \mid a_j'x \leq b_j, j = 1, \ldots, r \}, \]
where $a_j$ and $b_j$ are given vectors and scalars, respectively, then a vector $v \in P$ is an extreme point of $P$ if and only if the set
\[ A_v = \{ a_j \mid a_j'v = b_j, j = 1, \ldots, r \} \]
contains $n$ linearly independent vectors.

(b) If $P$ has the form
\[ P = \{ x \mid Ax = b, x \geq 0 \}, \]
where $A$ is a given $m \times n$ matrix and $b$ is a given vector, then a vector $v \in P$ is an extreme point of $P$ if and only if the columns of $A$ corresponding to the nonzero coordinates of $v$ are linearly independent.

(c) (Fundamental Theorem of Linear Programming) Assume that $P$ has at least one extreme point. Then if a linear function attains a minimum over $P$, it attains a minimum at some extreme point of $P$.

Proof: (a) If the set $A_v$ contains fewer than $n$ linearly independent vectors, then the system of equations
\[ a_j'w = 0, \quad \forall a_j \in A_v \]
has a nonzero solution $\bar{w}$. For sufficiently small $\gamma > 0$, we have $v + \gamma \bar{w} \in P$ and $v - \gamma \bar{w} \in P$, thus showing that $v$ is not an extreme point. Thus, if $v$ is an extreme point, $A_v$ must contain $n$ linearly independent vectors.

Conversely, suppose that $A_v$ contains a subset $A_v$ consisting of $n$ linearly independent vectors. Suppose that for some $y \in P$, $z \in P$, and $\alpha \in (0, 1)$, we have $v = ay + (1 - \alpha)z$. Then for all $a_j \in A_v$, we have
\[ b_j = a_j'v = \alpha a_j'y + (1 - \alpha)a_j'z \leq \alpha b_j + (1 - \alpha)b_j = b_j. \]
Thus \( v, y, \) and \( z \) are all solutions of the system of \( n \) linearly independent equations
\[
a_j^t w = b_j, \quad \forall a_j \in \tilde{A}.
\]
Hence \( v = y = z \), implying that \( v \) is an extreme point.

(b) Let \( k \) be the number of zero coordinates of \( v \), and consider the matrix \( \tilde{A} \), which is the same as \( A \) except that the columns corresponding to the zero coordinates of \( v \) are set to zero. We write \( P \) in the form
\[
P = \{ x \mid Ax \leq b, -Ax \leq -b, -x \leq 0 \},
\]
and apply the result of part (a). We obtain that \( v \) is an extreme point if and only if \( \tilde{A} \) contains \( n - k \) linearly independent rows, which is equivalent to the \( n - k \) nonzero columns of \( \tilde{A} \) (corresponding to the nonzero coordinates of \( v \)) being linearly independent.

(c) Since \( P \) is polyhedral, it has a representation
\[
P = \{ x \mid Ax \geq b \},
\]
for some \( m \times n \) matrix \( A \) and some \( b \in \mathbb{R}^m \). If \( A \) had rank less than \( n \), then its nullspace would contain some nonzero vector \( \tilde{z} \), so \( P \) would contain a line parallel to \( \tilde{z} \), contradicting the existence of an extreme point [cf. Prop. B.18(b)]. Thus \( A \) has rank \( n \) and hence it must contain \( n \) linearly independent rows that constitute an \( n \times n \) invertible submatrix \( \tilde{A} \). If \( b \) is the corresponding subvector of \( b \), we see that every \( x \in P \) satisfies \( \tilde{A}x \geq b \). The result then follows using Prop. B.20. Q.E.D.

---

**EXERCISES**

**B.4.1**

Show that a polyhedron of the form
\[
P = \left\{ x \mid x = \sum_{j=1}^{m} \mu_j v_j, \sum_{j=1}^{m} \mu_j = 1, \mu_j \geq 0, j = 1, \ldots, m \right\}.
\]  
(B.16)

is the convex hull of its extreme points. Hint: Use induction on the dimension of the space. Suppose that all bounded polyhedra of \((n-1)\)-dimensional spaces have a representation of the form (B.16), but there is a bounded polyhedron \( P \subset \mathbb{R}^n \) and a vector \( x \in P \), which is not in the convex hull \( P_F \) of the extreme points of \( P \). Let \( \tilde{z} \) be the projection of \( x \) on \( P_F \) and let \( \overline{z} \) be a solution of the problem
\[
\begin{align*}
\text{maximize} & \quad (x - \tilde{z})'z \\
\text{subject to} & \quad z \in P.
\end{align*}
\]

The polyhedron
\[
P = P \cap \{ z \mid (x - \tilde{z})'z = (x - \tilde{z})'\overline{z} \}
\]
is equal to the convex hull of its extreme points by the induction hypothesis. Show that \( P_F \cap \tilde{P} = \emptyset \), while, by Prop. B.18(a), each of the extreme points of \( \tilde{P} \) is also an extreme point of \( P \), arriving at a contradiction.

**B.5 DIFFERENTIABILITY ISSUES**

Convex functions have interesting differentiability properties, which we discuss in this section. We first consider convex functions of a single variable. Let \( I \) be an interval of real numbers, and let \( f : I \to \mathbb{R} \) be convex. If \( x, y, z \in I \) and \( x < y < z \), then we can show the relation
\[
\frac{f(y) - f(x)}{y - x} \leq \frac{f(z) - f(x)}{z - x} \leq \frac{f(z) - f(y)}{z - y}, \quad (B.17)
\]
which is illustrated in Fig. B.11. For a formal proof, note that, using the definition of a convex function [cf. Eq. (B.2)], we obtain
\[
f(y) \leq \left( \frac{y - x}{z - x} \right) f(z) + \left( \frac{z - y}{z - x} \right) f(x)
\]
and either of the desired inequalities follows by appropriately rearranging terms.

**Figure B.11.** Illustration of the inequalities (B.17). The rate of change of the function \( f \) is nondecreasing with its argument.
Let a and b be the infimum and the supremum, respectively, of I, also referred to as the end points of I. For any \( x \in I, \ x \neq b, \) and for any \( \alpha > 0 \) such that \( x + \alpha \in I, \) we define

\[
s^+(x, \alpha) = \frac{f(x + \alpha) - f(x)}{\alpha}.
\]

Let \( 0 < \alpha \leq \alpha' \). We use the first inequality in Eq. (B.17) with \( y = x + \alpha \) and \( z = x + \alpha' \) to obtain \( s^+(x, \alpha) \leq s^+(x, \alpha') \). Therefore, \( s^+(x, \alpha) \) is a nondecreasing function of \( \alpha \) and, as \( \alpha \) decreases to zero, it converges either to a finite number or to \(-\infty\). Let \( f^+(x) \) be the value of the limit, which we call the right derivative of \( f \) at the point \( x \). Similarly, if \( x \in I, \ x \neq a, \ alpha > 0, \) and \( x - \alpha \in I, \) we define

\[
s^-(x, \alpha) = \frac{f(x) - f(x - \alpha)}{\alpha},
\]

which is, by a symmetrical argument, a nonincreasing function of \( \alpha \). Its limit as \( \alpha \) decreases to zero, denoted by \( f^-(x) \), is called the left derivative of \( f \) at the point \( x, \) and is either finite or equal to \( \infty \).

In the case where the end points \( a \) and \( b \) belong to the domain \( I \) of \( f \), we define for completeness \( f^-(a) = -\infty \) and \( f^+(b) = \infty \).

**Proposition B.22:** Let \( I \subset \mathbb{R} \) be a convex interval and let \( f : I \rightarrow \mathbb{R} \) be a convex function. Let \( a \) and \( b \) be the end points of \( I \).

(a) We have \( f^-(y) \leq f^+(y) \) for every \( y \in I \).

(b) If \( x \) belongs to the interior of \( I \), then \( f^+(x) \) and \( f^-(x) \) are finite.

(c) If \( x, z \in I \) and \( x < z \), then \( f^+(x) \leq f^-(z) \).

(d) The functions \( f^-, f^+ : I \rightarrow [\infty, +\infty) \) are nondecreasing.

(e) The function \( f^+ \) (respectively, \( f^- \)) is right- (respectively, left-) continuous at every interior point of \( I \). Also, if \( a \in I \) (respectively, \( b \in I \)) and \( f \) is continuous at \( a \) (respectively, \( b \)), then \( f^+ \) (respectively, \( f^- \)) is right- (respectively, left-) continuous at \( a \) (respectively, \( b \)).

(f) If \( f \) is differentiable at a point \( x \) belonging to the interior of \( I \), then \( f^+(x) = f^-(x) = \left(\frac{df}{dx}\right)(x) \).

(g) For any \( x, z \in I \) and any \( d \) satisfying \( f^-(x) \leq d \leq f^+(x) \), we have

\[
f(z) \geq f(x) + d(z - x).
\]

(h) The function \( f^+ : I \rightarrow (\infty, \infty) \) [respectively, \( f^- : I \rightarrow (-\infty, \infty) \)] is upper (respectively, lower) semicontinuous at every \( x \in I \).

**Proof:** (a) If \( y \) is an end point of \( I \), the result is trivial because \( f^-(a) = -\infty \) and \( f^+(b) = \infty \). We assume that \( y \) is an interior point of \( I \), we let \( \alpha > 0 \), and use Eq. (B.17), with \( x = y - \alpha \) and \( z = y + \alpha \), to obtain \( s^-(y, \alpha) \leq s^+(y, \alpha) \). Taking the limit as \( \alpha \) decreases to zero, we obtain \( f^-(y) \leq f^+(y) \).

(b) Let \( x \) belong to the interior of \( I \) and let \( \alpha > 0 \) be such that \( x - \alpha \in I \). Then \( f^-(x) \geq s^-(x, \alpha) > -\infty \). For similar reasons, we obtain \( f^+(x) < \infty \). Part (a) then implies that \( f^-(x) < \infty \) and \( f^+(x) > -\infty \).

(c) We use Eq. (B.17), with \( y = (z + x)/2 \), to obtain \( s^+(x, (z - x)/2) \leq s^-(z, (z - x)/2) \). The result then follows because \( f^+(x) \leq s^+(x, (z - x)/2) \) and \( s^-(z, (z - x)/2) \leq f^-(z) \).

(d) This follows by combining parts (a) and (c).

(e) Fix some \( x \in I, \ x \neq b, \) and some positive \( \delta \) and \( \alpha \) such that \( x + \delta + \alpha < b \). We allow \( x \) to be equal to \( a \), in which case \( f \) is assumed to be continuous at \( a \). We have \( f^+(x + \delta) \leq s^+(x + \delta, \alpha) \). We take the limit, as \( \alpha \) decreases to zero, to obtain \( \lim_{\alpha \to 0} f^+(x + \delta) \leq s^+(x, \alpha) \). We have used here the fact that \( s^+(x, \alpha) \) is a continuous function of \( x, \) which is a consequence of the continuity of \( f \) (Prop. B.9). We now let \( \alpha \) decrease to zero to obtain \( \lim_{\alpha \to 0} f^+(x + \delta) \leq f^+(x) \). The reverse inequality is also true because \( f^+ \) is nondecreasing and this proves the right-continuity of \( f^+ \). The proof for \( f^- \) is similar.

(f) This is immediate from the definition of \( f^+ \) and \( f^- \).

(g) Fix some \( x, z \in I \). The result is trivially true for \( x = z \). We only consider the case \( x < z \); the proof for the case \( x > z \) is similar. Since \( s^+(x, \alpha) \) is nondecreasing in \( \alpha \), we have \( (f(z) - f(x))/(z - x) \geq s^+(x, \alpha) \) for \( \alpha \) belonging to \((0, z - x)\). Letting \( \alpha \) decrease to zero, we obtain \( (f(z) - f(x))/(z - x) \geq f^+(x) \geq d \) and the result follows.

(h) This follows from parts (a), (d), (e), and the definition of semicontinuity (Definition A.4 in Appendix A). Q.E.D.

We now consider the directional derivative \( f'(x; y) \) of a convex function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) at a vector \( x \in \mathbb{R}^n \) in the direction \( y \in \mathbb{R}^n \). This derivative is equal to the right derivative \( f^+_y(0) \) of the convex scalar function \( f_y(\alpha) = f(x + \alpha y) \) at \( \alpha = 0 \), i.e.

\[
f'(x; y) = \lim_{\alpha \to 0} \frac{f(x + \alpha y) - f(x)}{\alpha} = \lim_{\alpha \to 0} f_y(\alpha) - f_y(0) = f^+_y(0),
\]

and the limit in the above equation is guaranteed to exist. Similarly, the left derivative \( f^+_y(0) \) of \( f_y \) is equal to \( -f'(x; -y) \) and, by using Prop. B.22(a), we obtain \( f^+_y(0) \leq f^-_y(0) \), or equivalently,

\[
f'(x; -y) \leq f'(x; y), \quad \forall \ y \in \mathbb{R}^n.
\]
The directional derivative can be used to provide a necessary and sufficient condition for optimality in the problem of minimizing a convex function $f : \mathbb{R}^n \to \mathbb{R}$ over a convex set $X \subset \mathbb{R}^n$. In particular, $x^*$ is a global minimum of $f$ over $X$ if and only if

$$f'(x^*; x - x^*) \geq 0, \quad \forall \ x \in X.$$ 

This follows from the definition (B.18) of directional derivative, and from the fact that the difference quotient

$$\frac{f(x^* + \alpha(x - x^*)) - f(x^*)}{\alpha}$$

is a monotonically nondecreasing function of $\alpha$.

The following proposition generalizes the upper semicontinuity property of right derivatives of scalar convex functions [Prop. B.22(h)], and shows that if $f$ is differentiable, then its gradient is continuous.

**Proposition B.23:** Let $f : \mathbb{R}^n \to \mathbb{R}$ be convex, and let $\{f_k\}$ be a sequence of convex functions $f_k : \mathbb{R}^n \to \mathbb{R}$ with the property that $\lim_{k \to \infty} f_k(x_k) = f(x)$ for every $x \in \mathbb{R}^n$ and every sequence $\{x_k\}$ that converges to $x$. Then for any $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^n$, and any sequences $\{x_k\}$ and $\{y_k\}$ converging to $x$ and $y$, respectively, we have

$$\limsup_{k \to \infty} f_k(x_k; y_k) \leq f'(x; y).$$

Furthermore, if $f$ is differentiable at all $x \in \mathbb{R}^n$, then its gradient $\nabla f(x)$ is a continuous function of $x$.

**Proof:** For any $\mu > f'(x; y)$, there exists an $\alpha > 0$ such that

$$\frac{f(x + \alpha y) - f(x)}{\alpha} < \mu, \quad \forall \ \alpha \leq \alpha_0.$$ 

Hence, for $\alpha \leq \alpha_0$, we have

$$\frac{f_k(x_k + \alpha y_k) - f_k(x_k)}{\alpha} < \mu$$

for all sufficiently large $k$, and using Eq. (B.18), we obtain

$$\limsup_{k \to \infty} f_k(x_k; y_k) < \mu.$$ 

Since this is true for all $\mu > f'(x; y)$, inequality (B.20) follows.

If $f$ is differentiable at all $x \in \mathbb{R}^n$, then using the continuity of $f$ and the part of the proposition just proved, we have for every sequence $\{x_k\}$ converging to $x$ and every $y \in \mathbb{R}^n$,

$$\limsup_{k \to \infty} \nabla f(x_k)' y = \limsup_{k \to \infty} f'(x_k; y) \leq f'(x; y) = \nabla f(x)' y.$$ 

By replacing $y$ by $-y$ in the preceding argument, we obtain

$$\liminf_{k \to \infty} \nabla f(x_k)' y = \limsup_{k \to \infty} (-\nabla f(x_k)' y) \leq -\nabla f(x)' y.$$ 

Therefore, we have $\nabla f(x_k)' y \to \nabla f(x)' y$ for every $y$, which implies that $\nabla f(x_k) \to \nabla f(x)$. Hence, the gradient is continuous. Q.E.D.

**Subgradients and Subdifferentials**

Given a convex function $f : \mathbb{R}^n \to \mathbb{R}$, we say that a vector $d \in \mathbb{R}^n$ is a subgradient of $f$ at a point $x \in \mathbb{R}^n$ if

$$f(z) \geq f(x) + (z - x)'d, \quad \forall \ z \in \mathbb{R}^n. \quad (B.21)$$

If instead $f$ is a concave function, we say that $d$ is a subgradient of $f$ at $x$ if $-d$ is a subgradient of the convex function $-f$ at $x$. The set of all subgradients of a convex (or concave) function $f$ at $x \in \mathbb{R}^n$ is called the subdifferential of $f$ at $x$, and is denoted by $\partial f(x)$. Figure B.12 provides some examples of subdifferentials.

**Figure B.12.** The subdifferential of some scalar convex functions as a function of the argument $x$. 
We next provide the relationship between the directional derivative and the subdifferential, and prove some basic properties of subgradients.

**Proposition B.24:** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be convex. For every \( x \in \mathbb{R}^n \), the following hold:

(a) A vector \( d \) is a subgradient of \( f \) at \( x \) if and only if

\[
f'(x; y) \geq y'd, \quad \forall \ y \in \mathbb{R}^n.
\]

(b) The subdifferential \( \partial f(x) \) is a nonempty, convex, and compact set, and there holds

\[
f'(x; y) = \max_{d \in \partial f(x)} y'd, \quad \forall \ y \in \mathbb{R}^n. \tag{B.22}
\]

In particular, \( f \) is differentiable at \( x \) with gradient \( \nabla f(x) \), if and only if it has \( \nabla f(x) \) as its unique subgradient at \( x \). Furthermore, if \( X \) is a bounded set, the set \( \bigcup_{x \in X} \partial f(x) \) is bounded.

(c) If a sequence \( \{x_k\} \) converges to \( x \) and \( d_k \in \partial f(x_k) \) for all \( k \), the sequence \( \{d_k\} \) is bounded and each of its limit points is a subgradient of \( f \) at \( x \).

(d) If \( f \) is equal to the sum \( f_1 + \cdots + f_m \) of convex functions \( f_j : \mathbb{R}^n \to \mathbb{R} \), \( j = 1, \ldots, m \), then \( \partial f(x) \) is equal to the vector sum \( \partial f_1(x) + \cdots + \partial f_m(x) \).

(e) If \( f \) is equal to the composition of a convex function \( h : \mathbb{R}^m \to \mathbb{R} \) and an \( m \times n \) matrix \( A \) \( f(x) = h(Ax) \), then \( \partial f(x) \) is equal to \( A^\top \partial h(Ax) = \{A^\top g | g \in \partial h(Ax)\} \).

(f) \( x \) minimizes \( f \) over a convex set \( X \subset \mathbb{R}^n \) if and only if there exists a subgradient \( d \in \partial f(x) \) such that

\[
d'(x - z) \geq 0, \quad \forall \ z \in X.
\]

**Proof:**

(a) The subgradient inequality (B.21) is equivalent to

\[
\frac{f(x + \alpha y) - f(x)}{\alpha} \geq y'd, \quad \forall \ y \in \mathbb{R}^n, \ \alpha > 0.
\]

Since the quotient on the left above decreases monotonically to \( f'(x; y) \) as \( \alpha \downarrow 0 \) [Eq. (B.17)], we conclude that the subgradient inequality (B.21) is equivalent to \( f'(x; y) \geq y'd \) for all \( y \in \mathbb{R}^n \). Therefore we obtain

\[
d \in \partial f(x) \iff f'(x; y) \geq y'd, \quad \forall \ y \in \mathbb{R}^n. \tag{B.23}
\]

(b) From Eq. (B.23), we see that \( \partial f(x) \) is the intersection of the closed halfspaces \( \{d | y'd \leq f'(x; y)\} \), where \( y \) ranges over the nonzero vectors of \( \mathbb{R}^n \). It follows that \( \partial f(x) \) is closed and convex. It is also bounded, since otherwise, for some \( y \in \mathbb{R}^n \), \( y'd \) could be made unbounded by proper choice of \( d \in \partial f(x) \), contradicting Eq. (B.23). Since \( \partial f(x) \) is both closed and bounded, it is compact.

To show that \( \partial f(x) \) is nonempty and that Eq. (B.22) holds, we first observe that Eq. (B.20) implies that \( f'(x; y) \geq \max_{d \in \partial f(x)} y'd \) [where the maximum is \(-\infty\) if \( \partial f(x) \) is empty]. To show the reverse inequality, take any \( x \) and \( y \in \mathbb{R}^n \), and consider the subset of \( \mathbb{R}^{n+1} \)

\[
C_1 = \{(\mu, z) | \mu > f(z)\},
\]

and the half-line

\[
C_2 = \{(\mu, z) | \mu = f(x) + \alpha f'(x; y), \quad z = x + \alpha y, \ \alpha \geq 0\};
\]

see Fig. B.13. Using the definition of directional derivative and the convexity of \( f \), it follows that these two sets are nonempty, convex, and disjoint. By applying the separating hyperplane theorem (Prop. B.13), we see that there exists a nonzero vector \( (\gamma, w) \in \mathbb{R}^{n+1} \) such that

\[
\gamma \mu + w'z \leq \gamma (f(x) + \alpha f'(x; y)) + w'(x + \alpha y), \quad \forall \alpha \geq 0, \ z \in \mathbb{R}^n, \ \mu > f(x). \tag{B.24}
\]

We cannot have \( \gamma > 0 \) since then the left-hand side above could be made arbitrarily large by choosing \( \mu \) sufficiently large. Also if \( \gamma = 0 \), then Eq. (B.24) implies that \( w = 0 \), which is a contradiction. Therefore, \( \gamma < 0 \) and by dividing with \( \gamma \) in Eq. (B.24), we obtain

\[
\mu + (z - x)'(w/\gamma) \geq f(x) + \alpha f'(x; y) + \alpha y'(w/\gamma), \quad \forall \alpha \geq 0, \ z \in \mathbb{R}^n, \ \mu > f(x). \tag{B.25}
\]

By taking the limit in the above relation as \( \alpha \downarrow 0 \) and \( \mu \downarrow f(z) \), we obtain

\[
f(z) \geq f(x) + (z - x)'(-w/\gamma) \quad \text{for all} \ z \in \mathbb{R}^n, \text{implying that} \ (-w/\gamma) \in \partial f(z).
\]

By taking \( z = x \) and \( \alpha = 1 \) in Eq. (B.25), and by taking the limit as \( \mu \downarrow f(z) \), we obtain \( y'(w/\gamma) \geq f'(x; y) \), which implies that \( \max_{d \in \partial f(x)} y'd \geq f'(x; y) \). The proof of Eq. (B.22) is complete.

From the definition of directional derivative, we see that \( f \) is differentiable at \( x \) with gradient \( \nabla f(x) \) if and only if the directional derivative \( f'(x; y) \) is a linear function of the form \( f'(x; y) = \nabla f(x)y \). Thus, from Eq. (B.22), \( f \) is differentiable at \( x \) with gradient \( \nabla f(x) \), if and only if it has \( \nabla f(x) \) as its unique subgradient at \( x \).

Finally, let \( X \) be a bounded set. To show that \( \bigcup_{x \in X} \partial f(x) \) is bounded, we assume the contrary, i.e. that there exists a sequence \( \{x_k\} \subset X \), and a sequence \( \{d_k\} \) with \( d_k \in \partial f(x_k) \) for all \( k \) and \( \|d_k\| \to \infty \). Without loss of generality, we assume that \( d_k \neq \mathbf{0} \) for all \( k \), and we denote \( y_k = d_k/\|d_k\| \).
Since both \( \{x_k\} \) and \( \{y_k\} \) are bounded, they must contain convergent sub-sequences. We assume without loss of generality that \( x_k \) converges to some \( x \) and \( y_k \) converges to some \( y \) with \( ||y|| = 1 \). By Eq. (B.22), we have

\[
f'(x_k; y_k) \geq d_k y_k = ||d_k||,
\]

so it follows that \( f'(x_k; y_k) \to \infty \). This contradicts, however, Eq. (B.20), which implies that \( \limsup_{k \to \infty} f'(x_k; y_k) \leq f'(x; y) \).

(c) By part (b), the sequence \( \{d_k\} \) is bounded, and by part (a), we have

\[
y'd_k \leq f'(x_k; y), \quad \forall y \in \mathbb{R}^n.
\]

If \( d \) is a limit point of \( \{d_k\} \), we have by taking limit in the above relation and by using Prop. B.23

\[
y'd \leq \limsup_{k \to \infty} f'(x_k; y) \leq f'(x; y), \quad \forall y \in \mathbb{R}^n.
\]

Therefore, by part (a), we have \( d \in \partial f(x) \).

(d) It will suffice to prove the result for the case where \( f = f_1 + f_2 \). If \( d_1 \in \partial f_1(x) \) and \( d_2 \in \partial f_2(x) \), then from the subgradient inequality (B.21), we have

\[
f_1(z) \geq f_1(x) + (z - x)'d_1, \quad \forall z \in \mathbb{R}^n,
\]

\[
f_2(z) \geq f_2(x) + (z - x)'d_2, \quad \forall z \in \mathbb{R}^n,
\]

so by adding, we obtain

\[
f(z) \geq f(x) + (z - x)'(d_1 + d_2), \quad \forall z \in \mathbb{R}^n.
\]

Hence \( d_1 + d_2 \in \partial f(x) \), implying that \( \partial f_1(x) + \partial f_2(x) \subset \partial f(x) \).

To prove the reverse inclusion, suppose to come to a contradiction, that there exists a \( d \in \partial f(x) \) such that \( d \notin \partial f_1(x) + \partial f_2(x) \). Since by part (b), the sets \( \partial f_1(x) \) and \( \partial f_2(x) \) are compact, the set \( \partial f_1(x) + \partial f_2(x) \) is compact (cf. Prop. B.8), and by Prop. B.14, there exists a hyperplane strictly separating \( \{d\} \) from \( \partial f_1(x) + \partial f_2(x) \), i.e., a vector \( y \) and a scalar \( b \) such that

\[
y'(d_1 + d_2) < b < y'd, \quad \forall d_1 \in \partial f_1(x), d_2 \in \partial f_2(x).
\]

From this we obtain

\[
\max_{d_1 \in \partial f_1(x)} y'd_1 + \max_{d_2 \in \partial f_2(x)} y'd_2 < y'd,
\]

or using part (b),

\[
f_1'(x; y) + f_2'(x; y) < y'd.
\]

By using the definition of directional derivative, \( f_1'(x; y) + f_2'(x; y) = f'(x; y) \), so we have

\[
f'(x; y) < y'd,
\]

which is a contradiction in view of part (a).

(e) It is seen using the definition of directional derivative that

\[
f'(x; y) = h'(Ax; Ay), \quad \forall y \in \mathbb{R}^n.
\]

Let \( g \in \partial h(Ax) \) and \( d = A'g \). Then by part (a), we have

\[
g'z \leq h'(Ax; z), \quad \forall z \in \mathbb{R}^n,
\]

and in particular,

\[
g'Ay \leq h'(Ax; Ay), \quad \forall y \in \mathbb{R}^n,
\]

or

\[
(A'g)'y \leq f(x; y), \quad \forall y \in \mathbb{R}^n.
\]

Hence, by part (a), we have \( A'g \in \partial f(x) \), so that \( A'\partial h(Ax) \subset \partial f(x) \).

To prove the reverse inclusion, suppose to come to a contradiction, that there exists a \( d \in \partial f(x) \) such that \( d \notin A'\partial h(Ax) \). Since by part (b), the set \( A'\partial h(Ax) \) is compact (cf. Prop. B.8), and by Prop. B.14, there exists a hyperplane strictly separating \( \{d\} \) from \( A'\partial h(Ax) \), i.e., a vector \( y \) and a scalar \( b \) such that

\[
y'(A'g) < b < y'd, \quad \forall g \in \partial h(Ax).
\]
From this we obtain

\[ \max_{y \in \partial h(Ax)} (Ay)g < y'd, \]

or using part (b),

\[ h'(Ax; Ay) < y'd. \]

Since \( h'(Ax; Ay) = f'(x; y) \), it follows that

\[ f'(x; y) < y'd, \]

which is a contradiction in view of part (a).

(f) Suppose that for some \( d \in \partial f(x) \) and all \( z \in X \), we have \( d'(z - x) \geq 0 \). Then, since from the definition of a subgradient we have \( f(z) - f(x) \geq d'(z - x) \) for all \( z \in X \), we obtain \( f(z) - f(x) \geq 0 \) for all \( z \in X \), so \( x \) minimizes \( f \) over \( X \).

Conversely, suppose that \( x \) minimizes \( f \) over \( X \). Consider the set of feasible directions of \( X \) at \( x \)

\[ W = \{ w \neq 0 \mid x + \alpha w \in X \text{ for some } \alpha > 0 \}, \]

and the cone

\[ \hat{W} = \{ d \mid d'w \geq 0, \forall w \in W \} \]

(this is equal to \( -W^\perp \), the set of all \( d \) such that \( -d \) belongs to the polar cone \( W^\perp \)). If \( \partial f(x) \) and \( \hat{W} \) have a point in common, we are done, so to arrive at a contradiction, assume the opposite, i.e., \( \partial f(x) \cap \hat{W} = \emptyset \). Since \( \partial f(x) \) is compact and \( \hat{W} \) is closed, by Prop. B.14 there exists a hyperplane strictly separating \( \partial f(x) \) and \( \hat{W} \), i.e., a vector \( y \) and a scalar \( c \) such that

\[ g'y < c < d'y, \quad \forall g \in \partial f(x), \quad \forall d \in W. \]

Using the fact that \( \hat{W} \) is a closed cone, it follows that

\[ c < 0 \leq d'y, \quad \forall d \in W, \quad (B.26) \]

which when combined with the preceding inequality, also yields

\[ \max_{g \in \partial f(x)} g'y < c < 0. \]

Thus, using part (b), we have \( f'(x; y) < 0 \), while from Eq. (B.26), we see that \( y \) belongs to the polar cone of \( W^\perp \), which by the polar cone theorem [Prop. B.16(a)], implies that \( y \) is in the closure of the set of feasible directions \( W \). Hence for a sequence \( y^k \) of feasible directions converging to \( y \) we have \( f'(x; y^k) < 0 \), and this contradicts the optimality of \( x \). Q.E.D.

Note that Prop. B.24(f) generalizes the optimality condition of Chapter 2 for the case where \( f \) is differentiable: \( \nabla f(z)(z - x) \geq 0 \) for all \( z \in X \).

In the special case where \( X = \mathbb{R}^n \), we obtain a basic necessary and sufficient condition for unconstrained optimality of \( x \):

\[ 0 \in \partial f(x). \]

This optimality condition is also evident from the subgradient inequality (B.21).

**Danskin's Min-Max Theorem**

We next consider the directional derivative and the subdifferential of the function \( f(x) = \max_{z \in Z} \phi(x, z) \).

**Proposition B.25: (Danskin's Theorem)** Let \( Z \subset \mathbb{R}^m \) be a compact set, and let \( \phi : \mathbb{R}^n \times Z \to \mathbb{R} \) be continuous and such that \( \phi(\cdot, z) : \mathbb{R}^n \to \mathbb{R} \) is convex for each \( z \in Z \).

(a) The function \( f : \mathbb{R}^n \to \mathbb{R} \) given by

\[ f(x) = \max_{z \in Z} \phi(x, z) \quad (B.27) \]

is convex and has directional derivative given by

\[ f'(x; y) = \max_{z \in Z(x)} \phi'(x, z, y), \quad (B.28) \]

where \( \phi'(x, z, y) \) is the directional derivative of the function \( \phi(\cdot, z) \) at \( x \) in the direction \( y \), and \( Z(x) \) is the set of maximizing points in Eq. (B.27)

\[ Z(x) = \left\{ z \mid \phi(x, z) = \max_{z \in Z(x)} \phi(x, z) \right\}. \]

In particular, if \( Z(x) \) consists of a unique point \( \bar{z} \) and \( \phi(\cdot, \bar{z}) \) is differentiable at \( z \), then \( f \) is differentiable at \( x \), and \( \nabla f(x) = \nabla_x \phi(x, \bar{z}) \), where \( \nabla_x \phi(x, \bar{z}) \) is the vector with coordinates

\[ \frac{\partial \phi(x, \bar{z})}{\partial x_i}, \quad i = 1, \ldots, n. \]

(b) If \( \phi(\cdot, z) \) is differentiable for all \( z \in Z \) and \( \nabla_x \phi(x, \cdot) \) is continuous on \( Z \) for each \( x \), then

\[ \partial f(x) = \text{conv} \left\{ \nabla_x \phi(x, z) \mid z \in Z(x) \right\}, \quad \forall x \in \mathbb{R}^n. \]

In particular, if \( \phi \) is linear in \( x \) for all \( z \in Z \), i.e.,

\[ \phi(x, z) = a_z x + b_z, \quad \forall z \in Z, \]

then

\[ \partial f(x) = \text{conv} \left\{ a_z \mid z \in Z(x) \right\}. \]
Proof: (a) The convexity of $f$ has been established in Prop. B.2(d). We note that since $\phi$ is continuous and $Z$ is compact, the set $Z(x)$ is nonempty by Weierstrass’ theorem (Prop. A.8 in Appendix A) and $f$ is finite. For any $z \in Z(x)$, $y \in \mathbb{R}^n$, and $\alpha > 0$, we use the definition of $f$ to obtain

$$
\frac{f(x + \alpha y) - f(x)}{\alpha} \geq \phi(x + \alpha y, z) - \phi(x, z)
$$

Taking the limit as $\alpha$ decreases to zero, we obtain $f'(x; y) \geq \phi'(x, z; y)$. Since this is true for every $z \in Z(x)$, we conclude that

$$
f'(x; y) \geq \sup_{z \in Z(x)} \phi'(x, z; y), \quad \forall y \in \mathbb{R}^n. \quad (B.29)
$$

To prove the reverse inequality and that the supremum in the right-hand side of the above inequality is attained, consider a sequence $\{\alpha_k\}$ of positive scalars that converges to zero and let $x_k = x + \alpha_k y$. For each $k$, let $z_k$ be a vector in $Z(x_k)$. Since $\{z_k\}$ belongs to the compact set $Z$, it has a subsequence converging to some $\bar{z} \in Z$. Without loss of generality, we assume that the entire sequence $\{z_k\}$ converges to $\bar{z}$. We have

$$
\phi(x_k, z_k) \geq \phi(x_k, \bar{z}), \quad \forall z \in Z,
$$

so by taking the limit as $k \to \infty$ and by using the continuity of $\phi$, we obtain

$$
\phi(x, \bar{z}) \geq \phi(x, z), \quad \forall z \in Z.
$$

Therefore, $\bar{z} \in Z(x)$. We now have

$$
f'(x; y) \leq \frac{f(x + \alpha_k y) - f(x)}{\alpha_k}
= \frac{\phi(x + \alpha_k y, z_k) - \phi(x, \bar{z})}{\alpha_k}
\leq \frac{\phi(x + \alpha_k y, z_k) - \phi(x, z_k)}{\alpha_k}
\leq -\phi'(x + \alpha_k y, z_k; -y)
\leq \phi'(x + \alpha_k y, z_k; y),
$$

where the last inequality follows from inequality (B.19). We apply Prop. B.23 to the functions $f_k$ defined by $f_k(\cdot) = \phi(\cdot, z_k)$, and with $x_k = x + \alpha_k y$, to obtain

$$
\lim_{k \to \infty} \sup_{z \in Z(x)} \phi'(x + \alpha_k y, z_k; y) \leq \phi'(x, \bar{z}; y).
$$

We take the limit in inequality (B.30) as $k \to \infty$, and we use inequality (B.31) to conclude that

$$
f'(x; y) \leq \phi'(x, \bar{z}; y).
$$

This relation together with inequality (B.29) proves Eq. (B.28).

For the last statement of part (a), if $Z(x)$ consists of the unique point $\bar{z}$, Eq. (B.28) and the differentiability assumption on $\phi$ yield

$$
f'(x; y) = \phi'(x, \bar{z}; y) = y' \nabla_\phi \phi(x, \bar{z}), \quad \forall y \in \mathbb{R}^n,
$$

which implies that $\nabla f(x) = \nabla_\phi \phi(x, \bar{z})$.

(b) By part (a), we have

$$
f'(x; y) = \max_{z \in Z(x)} \nabla_\phi \phi(x, z)'y,
$$

while by Prop. B.24, we have

$$
f'(x; y) = \max_{z \in \delta f(x)} d'y.
$$

For all $\bar{z} \in Z(x)$ and $y \in \mathbb{R}^n$, we have

$$
f(y) = \max_{z \in \bar{Z}} \phi(y, z)
\geq \phi(y, \bar{z})
\geq \phi(x, \bar{z}) + \nabla_\phi \phi(x, \bar{z})'(y - x)
= f(x) + \nabla_\phi \phi(x, \bar{z})'(y - x).
$$

Therefore, $\nabla_\phi \phi(x, \bar{z})$ is a subgradient of $f$ at $x$, implying that

$$
\text{conv}\{\nabla_\phi \phi(x, z) \mid z \in Z(x)\} \subset \partial f(x).
$$

To prove the reverse inclusion, we use a hyperplane separation argument. By the continuity of $\nabla_\phi \phi(x, \cdot)$ and the compactness of $Z$, we see that $Z(x)$ is compact, and therefore also the set $\{\nabla_\phi \phi(x, z) \mid z \in Z(x)\}$ is compact. By Prop. B.8(d), it follows that $\text{conv}\{\nabla_\phi \phi(x, z) \mid z \in Z(x)\}$ is compact. If $d \in \partial f(x)$ while $d \notin \text{conv}\{\nabla_\phi \phi(x, z) \mid z \in Z(x)\}$, by the strict separation theorem (Prop. B.14), there exists $y \neq 0$, and $\gamma \in \mathbb{R}$, such that

$$
d'y > \gamma > \nabla_\phi \phi(x, z)'y, \quad \forall z \in Z(x).
$$

Therefore, we have

$$
d'y > \max_{z \in Z(x)} \nabla_\phi \phi(x, z)'y = f'(x; y),
$$

contradicting Prop. B.24. Therefore, $\partial f(x) \subset \text{conv}\{\nabla_\phi \phi(x, z) \mid z \in Z(x)\}$ and the proof is complete. Q.E.D.
Subgradients of Extended-Real Valued Convex Functions

In this book the major emphasis is on real-valued convex functions $f : \mathbb{R}^n \to \mathbb{R}$, which are defined over the entire space $\mathbb{R}^n$ and are convex over $\mathbb{R}^n$. There are, however, important cases, prominently arising in the context of duality, where we must deal with functions $g : D \to \mathbb{R}$ that are defined over a convex subset $D$ of $\mathbb{R}^n$, and are convex over $D$. This type of function may also be specified as the extended real-valued function $f : \mathbb{R}^n \to [-\infty, \infty]$ given by

$$f(x) = \begin{cases} g(x) & \text{if } x \in D, \\ \infty & \text{otherwise}, \end{cases}$$

with $D$ referred to as the effective domain of $f$.

The notion of a subdifferential and a subgradient of such a function can be developed along the lines of the present section. In particular, given a convex function $f : \mathbb{R}^n \to (-\infty, \infty]$, a vector $d$ is a subgradient of $f$ at a vector $x$ such that $f(x) < \infty$ if the subgradient inequality holds, i.e.,

$$f(z) \geq f(x) + (z - x)^T d, \quad \forall z \in \mathbb{R}^n.$$

If $g : D \to \mathbb{R}$ is a concave function (that is, $-g$ is a convex function over the convex set $D$), it can also be represented as the extended real-valued function $f : \mathbb{R}^n \to (-\infty, \infty)$, where

$$f(x) = \begin{cases} g(x) & \text{if } x \in D, \\ -\infty & \text{otherwise}. \end{cases}$$

As earlier, we say that $d$ is a subgradient of $f$ at an $x \in D$ if $-d$ is a subgradient of the convex function $-g$ at $x$.

The subdifferential $\partial f(x)$ is the set of all subgradients of the convex (or concave) function $f$. By convention, $\partial f(x)$ is considered empty for all $x$ with $f(x) = \infty$. Note that contrary to the case of real-valued functions, $\partial f(x)$ may be empty, or closed but unbounded. For example, the extended real-valued convex function given by

$$f(x) = \begin{cases} -\sqrt{x} & \text{if } 0 \leq x \leq 1, \\ \infty & \text{otherwise}, \end{cases}$$

has the subdifferential

$$\partial f(x) = \begin{cases} -\frac{1}{2\sqrt{x}} & \text{if } 0 < x < 1, \\ [-1/2, \infty] & \text{if } x = 1, \\ \emptyset & \text{if } x \leq 0 \text{ or } 1 < x. \end{cases}$$

Thus, $\partial f(x)$ can be empty and can be unbounded at points $x$ that belong to the effective domain of $f$ (as in the cases $x = 0$ and $x = 1$, respectively, of the above example). However, it can be shown that $\partial f(x)$ is nonempty and compact at points $x$ that are interior points of the effective domain of $f$, as also illustrated by the above example.

One can provide generalized versions of the results of Props. B.24 and B.25 within the context of extended real-valued convex functions, but with appropriate adjustments and additional assumptions to deal with cases where $\partial f(x)$ may be empty or noncompact. The reader will find a detailed account of the corresponding theory in the book by Rockafellar [Roc70].
APPENDIX C:
Line Search Methods

In this appendix we describe algorithms for one-dimensional minimization. These are iterative algorithms, used to implement (approximately) the line minimization stepsize rules.

We briefly present three practical methods. The first two use polynomial interpolation, one requiring derivatives, the second only function values. The third, the Golden Section method, also requires just function values. By contrast with the interpolation methods, it does not depend on the existence of derivatives of the minimized function and may be applied even to discontinuous functions. Its validity depends, however, on a certain unimodality assumption.

In our presentation of the interpolation methods, we consider minimization of the function

\[ g(\alpha) = f(x + \alpha d), \]

where \( f \) is continuously differentiable. By the chain rule, we have

\[ g'(\alpha) = \frac{dg(\alpha)}{d\alpha} = \nabla f(x + \alpha d)'d. \]

We assume that \( g'(0) = \nabla f(x)'d < 0 \), that is, \( d \) is a descent direction at \( x \). We give no convergence or rate of convergence results, but under some fairly natural assumptions, it can be shown that the interpolation methods converge superlinearly.

C.1 CUBIC INTERPOLATION

The cubic interpolation method successively determines at each iteration an appropriate interval \([a, b]\) within which a local minimum of \( g \) is guaranteed to exist. It then fits a cubic polynomial to the values \( g(a), g(b), g'(a), \)
The minimizing point $\bar{a}$ of this cubic polynomial lies within $[a, b]$ and replaces one of the two points $a$ or $b$ for the next iteration.

Cubic Interpolation

Step 1: (Determination of the Initial Interval) Let $s > 0$ be some scalar. (Note: If $d \ll$approximates well$"$ the Newton direction, then we take $s = 1$.) Evaluate $g(\alpha)$ and $g'(\alpha)$ at the points $\alpha = 0, s, 2s, 4s, 8s, \ldots,$ until two successive points $a$ and $b$ are found such that either $g'(b) \geq 0$ or $g(b) \geq g(\alpha)$. Then, it can be seen that a local minimum of $g$ exists within the interval $(a, b)$. [Note: If $g(\alpha)$ is "much larger" than $g(0)$, it is advisable to replace $s$ by $\beta s$, where $\beta \in (0, 1)$, for example $\beta = \frac{1}{2}$ or $\beta = \frac{1}{3}$, and repeat this step.] One can show that this step can be carried out if $\lim_{\alpha \to -\infty} g'(\alpha) > g(0)$.

Step 2: (Updating of the Current Interval) Given the current interval $[a, b]$, a cubic polynomial is fitted to the four values $g(a), g'(a), g(b), g'(b)$. The cubic can be shown to have a unique minimum $\bar{a}$ in the interval $[a, b]$ given by

$$\bar{a} = b - \frac{g'(b) + w - z}{g'(b) - g'(a) + 2w}(b - a),$$

where

$$z = \frac{3(g(a) - g(b))}{b - a} + g'(a) + g'(b),$$

$$w = \sqrt{z^2 - g'(a)g'(b)}.$$

If $g'(*) \geq 0$ or $g(\bar{a}) \geq g(\alpha)$ replace $b$ by $\bar{a}$. If $g'(*) < 0$ and $g(\bar{a}) < g(\alpha)$ replace $a$ by $\bar{a}$. (Note: In practice the computation is terminated once the length of the current interval becomes smaller than a prespecified tolerance or else we obtain $\bar{a} = b$.)

C.2 Quadratic Interpolation

This method uses three points $a$, $b$, and $c$ such that $a < b < c$, and $g(a) > g(b)$ and $g(b) < g(c)$. Such a set of points is referred to as a three-point pattern. It can be seen that a local minimum of $g$ must lie between the extreme points $a$ and $c$ of a three-point pattern $a, b, c$. At each iteration, the method fits a quadratic polynomial to the three values $g(a), g(b),$ and $g(c)$, and replaces one of the points $a, b,$ and $c$ by the minimizing point of this quadratic polynomial (see Fig. C.1).

Quadratic Interpolation

Step 1: (Determination of Initial Three-Point Pattern) We search along the line as in the cubic interpolation method until we find three successive points $a$, $b$, and $c$ with $a < b < c$ such that $g(a) > g(b)$ and $g(b) < g(c)$. As for the cubic interpolation method, we assume that this stage can be carried out, and we can show that this is guaranteed if $\lim_{\alpha \to -\infty} g'(\alpha) > g(0)$.

Step 2: (Updating the Current Three-Point Pattern) Given the current three-point pattern $a, b, c$, we fit a quadratic polynomial to the values $g(a), g(b),$ and $g(c)$, and we determine its unique minimum $\alpha$. It can be shown that $\alpha \in (a, c)$ and that

$$\alpha = \frac{1}{2} \frac{g(a)(c^2 - a^2) + g(b)(b^2 - a^2) + g(c)(b^2 - c^2)}{g(a)(c - b) + g(b)(a - c) + g(c)(b - a)}.$$

Then, we form a new three-point pattern as follows. If $\alpha > b$, we replace $a$ or $c$ by $\alpha$ depending on whether $g(\alpha) < g(b)$ or $g(\alpha) > g(b)$, respectively. If $\alpha < b$, we replace $c$ or $a$ by $\alpha$ depending on whether $g(\alpha) < g(b)$ or $g(\alpha) > g(b)$, respectively. [Note: If $g(\alpha) = g(b)$ then a special local search near $\alpha$ should be conducted to replace $\alpha$ by a point $\alpha'$ with $g(\alpha') \neq g(b)$. The computation is terminated when the length of the three-point pattern is smaller than a certain tolerance.]

An alternative possibility for quadratic interpolation is to determine the minimum $\bar{a}$ of the quadratic polynomial that has the same value as $g$ at the points $0$ and $a$, and the same first derivative as $g$ at $0$. It can be
verified that this minimum is given by
\[ \hat{a} = \frac{g'(0)a^2}{2(g'(0)q + g(0) - g(a))} \]

C.3 THE GOLDEN SECTION METHOD

Here, we assume that \( g(\alpha) \) is strictly unimodal in the interval \([0, s]\), as defined in Fig. C.2. The Golden Section method minimizes \( g \) over \([0, s]\) by determining at the \( k \)th iteration an interval \([\alpha_k, \bar{\alpha}_k]\) containing \( \alpha^* \). These intervals are obtained using the number
\[ \tau = \frac{3 - \sqrt{5}}{2}, \]
which satisfies \( \tau = (1 - \tau)^2 \) and is related to the Fibonacci number sequence. The significance of this number will be seen shortly.

Initially, we take
\[ [\alpha_0, \bar{\alpha}_0] = [0, s]. \]

Given \([\alpha_k, \bar{\alpha}_k]\), we determine \([\alpha_{k+1}, \bar{\alpha}_{k+1}]\) so that \( \alpha^* \in [\alpha_{k+1}, \bar{\alpha}_{k+1}] \) as follows. We calculate
\[ b_k = \alpha_k + \tau(\bar{\alpha}_k - \alpha_k) \]
\[ \bar{b}_k = \bar{\alpha}_k - \tau(\bar{\alpha}_k - \alpha_k) \]
and \( g(b_k), g(\bar{b}_k) \). Then:
(1) If \( g(b_k) < g(\bar{b}_k) \) we set
\[ \alpha_{k+1} = \alpha_k, \quad \bar{\alpha}_{k+1} = b_k \]
if \( g(\alpha_k) \leq g(b_k) \)
\[ \alpha_{k+1} = \alpha_k, \quad \bar{\alpha}_{k+1} = \bar{b}_k \]
if \( g(\alpha_k) > g(b_k) \).

(2) If \( g(b_k) > g(\bar{b}_k) \) we set
\[ \alpha_{k+1} = \bar{b}_k, \quad \bar{\alpha}_{k+1} = \bar{\alpha}_k \]
if \( g(\bar{b}_k) \geq g(\bar{\alpha}_k) \)
\[ \alpha_{k+1} = b_k, \quad \bar{\alpha}_{k+1} = \bar{\alpha}_k \]
if \( g(\bar{b}_k) < g(\alpha_k) \).

(3) If \( g(b_k) = g(\bar{b}_k) \) we set
\[ \alpha_{k+1} = b_k, \quad \bar{\alpha}_{k+1} = \bar{b}_k. \]

Based on the definition of a strictly unimodal function it can be shown (see Fig. C.3) that the intervals \([\alpha_k, \bar{\alpha}_k]\) contain \( \alpha^* \) and their lengths converge to zero. In practice, the computation is terminated once \( (\bar{\alpha}_k - \alpha_k) \) becomes smaller than a prespecified tolerance.

![Figure C.2. A strictly unimodal function \( g \) over an interval \([0, s]\) is defined as a function that has a unique global minimum \( \alpha^* \) in \([0, s]\) and if \( \alpha_1, \alpha_2 \) are two points in \([0, s]\) such that \( \alpha_1 < \alpha_2 < \alpha^* \) or \( \alpha^* < \alpha_1 < \alpha_2 \), then \( g(\alpha_1) > g(\alpha_2) > g(\alpha^*) \) or \( g(\alpha^*) < g(\alpha_1) < g(\alpha_2) \), respectively. An example of a strictly unimodal function, is a function which is strictly convex over \([0, s]\).](image)

![Figure C.3. Golden Section search. Given the interval \([\alpha_k, \bar{\alpha}_k]\) containing the minimum \( \alpha^* \), we calculate
\[ b_k = \alpha_k + \tau(\bar{\alpha}_k - \alpha_k) \]
and
\[ \bar{b}_k = \bar{\alpha}_k - \tau(\bar{\alpha}_k - \alpha_k). \]
The new interval \([\alpha_{k+1}, \bar{\alpha}_{k+1}]\) has either \( b_k \) or \( \bar{b}_k \) as one of its endpoints. An important fact, which rests on the choice of the particular number \( \tau \) is that
\[ [\alpha_{k+1}, \bar{\alpha}_{k+1}] = [\alpha_k, \bar{b}_k] \quad \Rightarrow \quad \bar{b}_{k+1} = b_k, \]
\[ [\alpha_{k+1}, \bar{\alpha}_{k+1}] = [b_k, \bar{\alpha}_k] \quad \Rightarrow \quad b_{k+1} = \bar{b}_k. \](image)
In other words, a trial point \( b_k \) or \( \bar{b}_k \) that is not used as the end point of the next interval continues to be a trial point for the next iteration. The reader can verify this, using the property

\[
\tau = (1 - \tau)^2.
\]

Thus, in either of the above situations, the values \( \bar{b}_{k+1} \), \( g(\bar{b}_{k+1}) \) or \( b_{k+1}, g(b_{k+1}) \) are available and need not be recomputed at the next iteration, requiring a single function evaluation instead of two.

**APPENDIX D:**

**Implementation of Newton’s Method**

In this appendix we describe a globally convergent version of Newton’s method based on the modified Cholesky factorization approach discussed in Section 1.4. A computer code implementing the method is available from the author on request.

**D.1 CHOLESKY FACTORIZATION**

We will give an algorithm for factoring a positive definite symmetric matrix \( A \) as

\[
A = LL',
\]

where \( L \) is lower triangular. This is the Cholesky factorization. Let \( a_{ij} \) be the elements of \( A \) and let \( A_i \) be the \( i \)th leading principal submatrix of \( A \), that is, the submatrix

\[
A_i = \begin{bmatrix}
    a_{11} & a_{12} & \cdots & a_{1i} \\
    a_{21} & a_{22} & \cdots & a_{2i} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{i1} & a_{i2} & \cdots & a_{ii}
\end{bmatrix}.
\]

It is seen that this submatrix is positive definite, since for any \( y \in \mathbb{R}_1 \), \( y \neq 0 \), we have by the positive definiteness of \( A \)

\[
y' A_i y = \begin{bmatrix} y' \end{bmatrix} A \begin{bmatrix} y \\ 0 \end{bmatrix} > 0.
\]
The factorization of $A$ is obtained by successive factorization of $A_1, A_2, \ldots$. Indeed we have $A_1 = L_1\lambda_{L_1}$, where $L_1 = \sqrt{a_{11}}$. Suppose we have the Cholesky factorization of $A_{i-1}$,

$$A_{i-1} = L_{i-1}L_{i-1}^t. \quad (D.1)$$

Let us write

$$A_i = \begin{bmatrix} A_{i-1} & \beta_i \\
\beta_i^t & a_{ii} \end{bmatrix}, \quad (D.2)$$

where $\beta_i$ is the column vector

$$\beta_i = \begin{bmatrix} a_{1i} \\
\vdots \\
a_{i-1,i} \end{bmatrix}. \quad (D.3)$$

Based on Eqs. (D.1)-(D.3), it can be verified that

$$A_i = L_iL_i^t,$$

where

$$L_i = \begin{bmatrix} L_{i-1} & 0 \\
0 & \lambda_{ii} \end{bmatrix}, \quad (D.4)$$

and

$$l_i = L_{i-1}^{-1}\beta_i, \quad \lambda_{ii} = \sqrt{a_{ii} - \beta_i^t\beta_i}. \quad (D.5)$$

The scalar $\lambda_{ii}$ is well defined because it can be shown that $a_{ii} - \beta_i^t\beta_i > 0$. This is seen by defining $b = A_{i-1}^{-1}\beta_i$, and by using the positive definiteness of $A_i$ to write

$$0 < [b \quad -1] A_i \begin{bmatrix} b \\
-1 \end{bmatrix} = b' A_i b - 2b' \beta_i + a_{ii} = b' \beta_i - 2b' \beta_i + a_{ii} = a_{ii} - \beta_i A_{i-1}^{-1}\beta_i = a_{ii} - \beta_i (L_{i-1}^{-1}L_{i-1}^{-1})^{-1}\beta_i = a_{ii} - (L_{i-1}^{-1}\beta_i)(L_{i-1}^{-1}\beta_i) = a_{ii} - l_i^t l_i.$$

The preceding construction can also be used to show that the Cholesky factorization is unique among factorizations involving lower triangular matrices with positive elements along the diagonal. Indeed, $A_1$ has a unique such factorization, and if $A_{i-1}$ has a unique factorization $A_{i-1} = L_{i-1}L_{i-1}^t$, then $L_i$ is uniquely determined from the requirement $A_i = L_iL_i^t$ with the diagonal elements of $L_i$ positive, and Eqs. (D.4) and (D.5).

**Cholesky Factorization by Columns**

In the preceding algorithm, we calculate $L$ by rows, that is, we first calculate the first row of $L$, then the second row, etc. An alternative and equivalent method is to calculate $L$ by columns, that is, first calculate the first column of $L$, then the second column, etc. To see how this can be done, we note that the first column of $A$ is equal to the first column of $L$ multiplied with $l_{11}$, that is,

$$a_{i1} = l_{11}l_{i1}, \quad i = 1, \ldots, n,$$

from which we obtain

$$l_{1j} = \sqrt{a_{1j}}, \quad i = 1, \ldots, n.$$

Similarly, given columns $1, 2, \ldots, j - 1$ of $L$, we equate the elements of the $j$th column of $A$ with the corresponding elements of $LL'$ and we obtain the elements of the $j$th column of $L$ as follows:

$$l_{jj} = \sqrt{a_{jj} - \sum_{m=1}^{j-1} l_{jm}^2},$$

$$l_{ij} = \frac{a_{ij} - \sum_{m=1}^{j-1} l_{jm} l_{im}}{l_{jj}}, \quad i = j + 1, \ldots, n.$$  

**D.2 APPLICATION TO A MODIFIED NEWTON METHOD**

Consider now adding to $A$ a diagonal correction $E$ and simultaneously factoring the matrix

$$F = A + E,$$

where $E$ is such that $F$ is positive definite. The elements of $E$ are introduced sequentially during the factorization process as some diagonal elements of the triangular factor are discovered, which are either negative or are close to zero, indicating that $A$ is either not positive definite or is nearly singular. As discussed in Section 4, this is a principal method by which Newton's method is modified to enhance its global convergence properties. The precise mechanism is as follows:

We first fix positive scalars $\mu_1$ and $\mu_2$, where $\mu_1 < \mu_2$. We calculate the first column of the triangular factor $L$ of $F$ by

$$l_{11} = \begin{cases} \sqrt{a_{11}} & \text{if } \mu_1 < a_{11}, \\
\sqrt{\mu_2} & \text{otherwise}, \end{cases}$$
Similarly, given columns 1, 2, ..., \( j - 1 \) of \( L \), we obtain the elements of the \( j \)th column from the equations

\[
l_{ij} = \frac{a_{ij}}{l_{jj}}, \quad i = 2, \ldots, n.
\]

The next point \( x^{k+1} \) is obtained from

\[
x^{k+1} = x^k + \alpha^k d^k,
\]

where \( \alpha^k \) is chosen by the Armijo rule with unity initial step whenever the Hessian is not modified (\( \Delta^k = 0 \)) and by means of a line minimization otherwise.

Assuming fixed values of \( \mu_1 \) and \( \mu_2 \), the following may be verified for the modified Newton's method just described:

(a) The algorithm is globally convergent in the sense that every limit point of \( \{x^k\} \) is a stationary point of \( f \). This can be shown using Prop. 1.2.1 in Section 1.2.

(b) For each local minimum \( x^* \) with positive definite Hessian, there exist scalars \( \mu > 0 \) and \( \epsilon > 0 \) such that if \( \mu_1 \leq \mu \) and \( \|x^0 - x^*\| \leq \epsilon \), then \( x^k \to x^* \), \( \Delta^k = 0 \), and \( \alpha^k = 1 \) for all \( k \). In other words if \( \mu_1 \) is not chosen too large, the Hessian will never be modified near \( x^* \), the method will be reduced to the pure form of Newton's method, and the convergence to \( x^* \) will be superlinear. The theoretical requirement that \( \mu_1 \) be sufficiently small can be eliminated by making \( \mu_1 \) dependent on the norm of the gradient (e.g., \( \mu_1 = c\|\nabla f(x^k)\| \), where \( c \) is some positive scalar).

### Practical Choice of Parameters and Stepsize Selection

We now address some practical issues. As discussed earlier, one should try to choose \( \mu_1 \) small in order to avoid detrimental modification of the Hessian. Some trial and error with one's particular problem may be required here. As a practical matter, we recommend choosing initially \( \mu_1 = 0 \) and increasing \( \mu_1 \) only if difficulties arise due to roundoff error or extremely large norm of calculated direction. (Choosing \( \mu_1 = 0 \), runs counter to our convergence theory because the generated directions are not guaranteed to be gradient related, but the practical consequences of this are typically insignificant.)

The parameter \( \mu_2 \) should generally be chosen considerably larger than \( \mu_1 \). It can be seen that choosing \( \mu_2 \) very small can make the modified Hessian matrix \( L^k k^k \) nearly singular. On the other hand, choosing \( \mu_2 \) very large has the effect of making nearly zero the coordinates of \( d^k \) that correspond to nonzero diagonal elements of the correction matrix \( \Delta^k \). Generally, some trial and error is necessary to determine a proper value of \( \mu_2 \). A good guideline is to try a relatively small value of \( \mu_2 \) and to increase \( \mu_2 \) if the stepsiz generated by the line minimization algorithm is substantially smaller than unity. The idea here is that small values of \( \mu_2 \) tend to
produce directions $d^k$ with large value of norm and hence small values of stepsize. Thus a small value of stepsize indicates that $\mu_2$ is chosen smaller than appropriate, and suggests that an increase of $\mu_2$ is desirable. It is also possible to construct along these lines an adaptive scheme that changes the values of $\mu_1$ and $\mu_2$ in the course of the algorithm.

The following scheme to set and adjust $\mu_1$ and $\mu_2$ has worked well for the author. At each iteration $k$, we determine the maximal absolute diagonal element of the Hessian, that is,

$$w^k = \max \left\{ \left| \frac{\partial^2 f(x^k)}{(x_1)^2} \right|, \ldots, \left| \frac{\partial^2 f(x^k)}{(x_n)^2} \right| \right\},$$

and we set $\mu_1$ and $\mu_2$ to

$$\mu_1 = r_1 w^k, \quad \mu_2 = r_2 w^k.$$ 

The scalar $r_1$ is set at some “small” (or zero) value. The scalar $r_2$ is changed each time the Hessian is modified; it is multiplied by 5 if the stepsize obtained by the minimization rule is less than 0.2, and it is divided by 5 each time the stepsize is larger than 0.9.

Finally, regarding stepsize selection, any of a large number of possible line minimization algorithms can be used for those iterations where the Hessian is modified (in other iterations the Armijo rule with unity initial stepsize is used). One possibility is to use quadratic interpolation based on function values; see Section C.2 in Appendix C.

It is worth noting that if the cost function is quadratic, then it can be shown that a unity stepsize results in cost reduction for any values of $\mu_1$ and $\mu_2$. In other words if $f$ is quadratic (not necessarily positive definite), we have

$$f(x^k - (F^k)^{-1}\nabla f(x^k)) \leq f(x^k),$$

where $F^k = \nabla^2 f(x^k) + \Delta^k$ and $\Delta^k$ is any positive definite matrix such that $F^k$ is positive definite. As a result, a stepsize near unity is appropriate for initiating the line minimization algorithm. This fact can be used to guide the implementation of the line minimization routine.
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