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CloudSim

• CloudSim is one of the most commonly used cloud simulators.

• CloudSim uses robotics simulator Gazebo and is based on an 
underlying toolkit called SimJava

• SimJava uses a discrete event simulator. It includes facilities for 
representing simulation objects as animated icons on screen.

• CloudSim supports adding elements dynamically and 
pausing/resuming the simulation



CloudSim

• CloudSim employs a set of classes to represent basic cloud
functionality.

• The DataCenter class is a core class to the simulator functionality.

• DataCenter object instantiates a generalized resource provisioning 
component that implements a set of resource allocation policies

• Attributes of a data center include: Architecture, Operating system, 
List of machines, Allocation policy, Time or space-shared, and 
Resource price per time unit

• DatacenterBroker class. The broker’s responsibility is standing 
between service providers and cloud clients.



CloudSim

• User application in CloudSim is represented through Cloudlet class. 
Application size (complexity) is represented based on computational 
demands (instruction length).This is translated into two numbers: 
instruction length and amount of data transfer (both pre and post 
fetches totaled).

• CloudSim reads the data center topology using an input file in the 
BRITE format. 
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NetworkcloudSim

• NetworkCloudSim is an extension of CloudSim that focuses on 
network capabilities. The major motive is enhancing CloudSim with 
complex application models such as message passing applications and 
workflows in addition to supporting a scalable network model for 
cloud data centers.

• the NetworkCloudlet class to represent a task executing in several 
phases/stages of communication and computation

• Each application contains several communicating elements 
(NetworkCloudlets). Each element runs in a VM and consists of stages 
where it either performs data exchange tasks (communicating) or 
computing tasks



NetworkCloudSim



TeachCloud

• TeachCloud was built for a specific purpose, namely education

• TeachCloud is an extension of CloudSim

• Architectures like VL2, BCube, Portland and Dcell are supported. 

• Contains modules that monitor data center components, show the 
impact on system effectiveness and allow reconfiguration of the
experiments.



CloudAnalyst
• CloudAnalyst is another extension of CloudSim. 

• The motivation behind CloudAnalyst is analyzing and evaluating 
geographically distributed user workloads

• Data center configuration and user distribution/load parameters are 
supported.
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Cloud Computing Simulator
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– Measures cloud performance and energy efficiency

– First to simulate cloud communications with packet-level precision

– Implements network-aware scheduling

– Implements complete TCP/IP protocol stack



GreenCloud: Screenshots
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GreenCloud: Data Center Architectures

• Three-tier data center architecture
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8-way ECMP load balancing

Access, aggregation, and core layers

Scales to over 10,000 servers



GreenCloud: Data Center Architectures

• Three-tier High-Speed architecture
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100 GE standard (IEEE 802.3ba)

Increased core network bandwidth

2-way ECMP load balancing



GreenCloud: Data Center Architectures

• Two-tier data center architecture
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Load balancing using ICMP

Access and Core layers

1 GE and 10 GE links

Full mesh core network



GreenCloud: Data Center Architectures

• Modular data center architectures
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DCell

BCube

FiConn



GreenCloud Architecture
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GreenCloud: Simulator Components

• Servers
• Responsible for task execution

• Single-core nodes

• Preset processing limit in MIPS or FLOPS

• Supported power management modes
• DVFS: Dynamic Voltage/Frequency Scaling

• DNS: Dynamic Shutdown (or stand-by)

• Both: DNS if server is idle, DVFS otherwise
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GreenCloud: Simulator Components

• Energy Model for Hosts
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CPUmemory modules, 
disks, I/O resources

Idle servers consume 65% of the
peak load for all CPU frequencies



GreenCloud: Simulator Components
• Switches

• Most common Top-of-Rack (ToR) switches typically operate at 
Layer-2 interconnecting gigabit links in the access network

• Aggregation and core networks host Layer-3 switches operating 
at 10 GE (or 100 GE)

• Links
• Transceivers’ power consumption depends on the quality of 

signal transmission in cables and is proportional to their cost
• 1 GE links: 0.4W for 100 meter transmissions over twisted pair
• 10 GE links: 1W for 300 meter transmission over optical fiber

• Supported power management modes
• DVFS, DNS, or both
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GreenCloud: Simulator Components

•Energy model for a network switch
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Chassis

~ 36%

Linecards

~ 53%

Port transceivers

~ 11%



GreenCloud: Simulator Components
• Workloads

• Model cloud user applications (social 
networking, instant messaging, content 
distribution, etc.)

• Workload properties
• Computational: MIPS, duration
• Communicational: workload size, internal 

and external communications

• Generation
• Trace-driven
• Using random distribution (Exp, Pareto, etc.)
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GreenCloud: Simulation Results
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Servers
355kW·h (70%)

Core switches
0.87kW·h (5%)

Aggregation 
switches
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Access switches
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Data center
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Port 
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Switches

CPU
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Disks
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Motherboard
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Other
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Computing Servers
301 W



GreenCloud Usage and Benefits

• GreenCloud tools cover complete optimization workflow

• Can be used to
• Optimize existing data centers

• Guide capacity extension decisions

• Help to design future data center facilities
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1: Client data
center analysis

2: Applying optimization
solutions

3: Verification and
proof of the concept 
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iCanCloud

• Distributed experiments are also supported as iCanCloud can run an 
experiment on multiple machines .

• Cloudbrokering options are included using a hypervisor feature.

• Storage a special attention in iCanCloud as it supports models for 
local or remote storage systems as well as parallel storage and RAID 
designs.
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