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Advance Praise for Head First Statistics

“Head First Statistics is by far the most entertaining, attention-catching study guide on the market. By
presenting the material in an engaging manner, it provides students with a comfortable way to learn an
otherwise cumbersome subject. The explanation of the topics is presented in a manner comprehensible
to students of all levels.”

— Ariana Anderson, Teaching Fellow/PhD candidate in Statistics, UCLA

“Head First Statistics is deceptively friendly. Breeze through the explanations and exercises and you just
may find yourself raising the topic of normal vs. Poisson distribution in ordinary social conversation,
which I can assure you is not advised!”

— Gary Wolf, Contributing Editor, Wired Magazine

“Dawn Griffiths has split some very complicated concepts into much smaller, less frightening, bits of
stufl’ that real-life people will find very easy to digest. Lots of graphics and photos make the material
very approachable, and I have developed quite a crush on the attractive lady model who is asking about
gumballs on page 458.”

— Bruce Frey, author of Statistics Hacks

“Head First is an intuitive way to understand statistics using simple, real-life examples that make learning
fun and natural.”

— Michael Prerau, computational neuroscientist and statistics instructor,
Boston University

“Thought Head First was just for computer nerds? Try the brain-friendly way with statistics and you’ll
change your mind. It really works.”

— Andy Parker

“This book is a great way for students to learn statistics—it is entertaining, comprehensive, and easy to
understand. A perfect solution!”

— Danielle Levitt

“Down with dull statistics books! Even my cat liked this one.”

— Cary Collett
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Praise for other Head First books

“Kathy and Bert’s Head First Java transforms the printed page into the closest thing to a GUI you've ever
seen. In a wry, hip manner, the authors make learning Java an engaging ‘what’re they gonna do next?’

experience.”
—Warren Keuffel, Software Development Magazine

“Beyond the engaging style that drags you forward from know-nothing into exalted Java warrior status, Head
First Java covers a huge amount of practical matters that other texts leave as the dreaded “exercise for the
reader...” It’s clever, wry, hip and practical—there aren’t a lot of textbooks that can make that claim and live
up to it while also teaching you about object serialization and network launch protocols.

—Dr. Dan Russell, Director of User Sciences and Experience Research
IBM Almaden Research Center (and teaches Artificial Intelligence at Stanford
University)

“It’s fast, irreverent, fun, and engaging. Be careful—you might actually learn something!”

—Ken Arnold, former Senior Engineer at Sun Microsystems
Co-author (with James Gosling, creator of Java), The Java Programming

Language

“I feel like a thousand pounds of books have just been lifted off of my head.”
—Ward Cunningham, inventor of the Wiki and founder of the Hillside Group

“Just the right tone for the geeked-out, casual-cool guru coder in all of us. The right reference for practi-
cal development strategies—gets my brain going without having to slog through a bunch of tired stale
professor-speak.”

—Travis Kalanick, Founder of Scour and Red Swoosh
Member of the MIT TR100

“There are books you buy, books you keep, books you keep on your desk, and thanks to O’Reilly and the
Head First crew, there is the penultimate category, Head First books. They’re the ones that are dog-eared,
mangled, and carried everywhere. Head First SQL is at the top of my stack. Heck, even the PDF I have
for review is tattered and torn.”

— Bill Sawyer, ATG Curriculum Manager, Oracle

“This book’s admirable clarity, humor and substantial doses of clever make it the sort of book that helps
even non-programmers think well about problem-solving.”

— Cory Doctorow, co-editor of Boing Boing
Author, Down and Out in the Magic Kingdom
and Someone Comes to Town, Someone Leaves Town
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Praise for other Head First books
“I received the book yesterday and started to read it...and I couldn’t stop. This is definitely trés ‘cool.” It is
fun, but they cover a lot of ground and they are right to the point. I'm really impressed.”

— Erich Gamma, IBM Distinguished Engineer, and co-author of Design
Patterns

“One of the funniest and smartest books on software design I've ever read.”

— Aaron LaBerge, VP Technology, ESPN.com

“What used to be a long trial and error learning process has now been reduced neatly into an engaging
paperback.”

— Mike Davidson, CEO, Newsvine, Inc.

“Elegant design 1s at the core of every chapter here, each concept conveyed with equal doses of
pragmatism and wit.”

— Ken Goldstein, Executive Vice President, Disney Online

“I ¥ Head First HITML with CSS & XHTML—it teaches you everything you need to learn in a ‘fun
coated’ format.”

— Sally Applin, UI Designer and Artist

“Usually when reading through a book or article on design patterns, I'd have to occasionally stick myself
in the eye with something just to make sure I was paying attention. Not with this book. Odd as it may
sound, this book makes learning about design patterns fun.

“While other books on design patterns are saying ‘Buehler... Buehler... Buehler...’ this book is on the
float belting out ‘Shake it up, baby!™”

— Eric Wuehler

“I literally love this book. In fact, I kissed this book in front of my wife.”

— Satish Kumar
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average is often the first step towards seeing the bigger picture. With averages at
your disposal, you'll be able to quickly find the most representative values in your
data and draw important conclusions. In this chapter, we’ll look at several ways to
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Averages do a great job of giving you a typical value in your data set, but they don’t
tell you the full story. OK, so you know where the center of your data is, but often

the mean, median, and mode alone aren’t enough information to go on when you're
summarizing a data set. In this chapter, we’ll show you how to take your data skills

to the next level as we begin to analyze ranges and variation.
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calculating probabilities
Taking Chances

Life is full of uncertainty.

Sometimes it can be impossible to say what will happen from one minute to the
next. But certain events are more likely to occur than others, and that's where
probability theory comes into play. Probability lets you predict the future by
assessing how likely outcomes are, and knowing what could happen helps you
make informed decisions. In this chapter, you'll find out more about probability

and learn how to take control of the future!
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using discrete probability distributions
Manage Your Expectations

Unlikely events happen, but what are the consequences?
So far we’ve looked at how probabilities tell you how likely certain events are. What
probability doesn’t tell you is the overall impact of these events, and what it means
to you. Sure, you’ll sometimes make it big on the roulette table, but is it really worth it
with all the money you lose in the meantime? In this chapter, we’ll show you how you
can use probability to predict long-term outcomes, and also measure the certainty

of these predictions.
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permutations and combinations
Making Arrangements

Sometimes, order is important.

Counting all the possible ways in which you can order things is time
consuming, but the trouble is, this sort of information is crucial for
calculating some probabilities. In this chapter, we'll show you a quick way
of deriving this sort of information without you having to figure out what all
of the possible outcomes are. Come with us and we’ll show you how to

count the possibilities.
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geometric, binomial, and poisson distributions
Keeping Things Discrete

Calculating probability distributions takes time.

So far we’ve looked at how to calculate and use probability distributions, but wouldn't it be
nice to have something easier to work with, or just quicker to calculate? In this chapter,
we’ll show you some special probability distributions that follow very definite patterns.
Once you know these patterns, you'll be able to use them to calculate probabilities,
expectations, and variances in record time. Read on, and we’ll introduce you to the

geometric, binomial and Poisson distributions.
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using the normal distribution
Being Normal

Discrete probability distributions can’t handle every situation.
So far we’ve looked at probability distributions where we’ve been able to specify exact
values, but this isn’t the case for every set of data. Some types of data just don’t fit the
probability distributions we’ve encountered so far. In this chapter, we’ll take a look at

how continuous probability distributions work, and introduce you to one of the most

important probability distributions in town—the normal distribution.

Discrete data takes exact values... 326
...but not all numeric data is discrete 327
What's the delay? 328
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To calculate probability, start by finding f{x)... 332
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using the normal distribution i
Beyond Normal

If only all probability distributions were normal.

Life can be so much simpler with the normal distribution. Why spend all your time
working out individual probabilities when you can look up entire ranges in one swoop, and
still leave time for game play? In this chapter, you'll see how to solve more complex
problems in the blink of an eye, and you’ll also find out how to bring some of that normal

goodness to other probability distributions.

All aboard the Love Train 363
Normal bride + normal groom 364
It’s still just weight 365
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using statistical sampling
Taking Samples

Statistics deal with data, but where does it come from?

Some of the time, data’s easy to collect, such as the ages of people attending a health
club or the sales figures for a games company. But what about the times when data isn’t
so easy to collect? Sometimes the number of things we want to collect data about are so
huge that it's difficult to know where to start. In this chapter, we’ll take a look at how you
can effectively gather data in the real world, in a way that’s efficient, accurate, and can

also save you time and money to boot. Welcome to the world of sampling.
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estimating your population
Making Predictions

Wouldn’t it be great if you could tell what a population was
like, just by taking one sample?

Before you can claim full sample mastery, you need to know how to use your samples
to best effect once you’ve collected them. This means using them to accurately predict
what the population will be like and coming up with a way of saying how reliable your
predictions are. In this chapter, we’ll show you how knowing your sample helps you

get to know your population, and vice versa.

So how long does flavor really last for? 442
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constructing confidence intervals
Guessing with Confidence

Sometimes samples don’t give quite the right resulit.

You've seen how you can use point estimators to estimate the precise value of the
population mean, variance, or proportion, but the trouble is, how can you be certain that
your estimate is completely accurate? After all, your assumptions about the population
rely on just one sample, and what if your sample’s off? In this chapter, you'll see another
way of estimating population statistics, one that allows for uncertainty. Pick up your

probability tables, and we’ll show you the ins and outs of confidence intervals.
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using hypothesis tests
Look at the Evidence

Not everything you’re told is absolutely certain.

The trouble is, how do you know when what you're being told isn’t right? Hypothesis
tests give you a way of using samples to test whether or not statistical claims are likely
to be true. They give you a way of weighing the evidence and testing whether extreme
results can be explained by mere coincidence, or whether there are darker forces at
work. Come with us on a ride through this chapter, and we’ll show you how you can use

hypothesis tests to confirm or allay your deepest suspicions.
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What if the sample size is larger? 540
Let’s conduct another hypothesis test 543
Step 1: Decide on the hypotheses 543
Step 2: Choose the test statistic 544
Use the normal to approximate the binomial in our test statistic 547
Step 3: Find the critical region 548
Let’s start with Type I errors 556
What about Type II errors? 557
Finding errors for SnoreCull 558
We need to find the range of values 559
Find P(Type II error) 560
Introducing power 561
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the %2 distribution
There’s Something Going On...

Sometimes things don’t turn out quite the way you expect.
When you model a situation using a particular probability distribution, you have a
good idea of how things are likely to turn out long-term. But what happens if there are
differences between what you expect and what you get? How can you tell whether
your discrepancies come down to normal fluctuations, or whether they’re a sign of

an underlying problem with your probability model instead? In this chapter, we’ll
show you how you can use the x? distribution to analyze your results and sniff out

suspicious results.

There may be trouble ahead at Fat Dan’s Casino 568
Let’s start with the slot machines 569
The % test assesses difference 571
So what does the test statistic represent? 572
Two main uses of the %? distribution 573
V represents degrees of freedom 574
What’s the significance? 575
Hypothesis testing with %? 576
You've solved the slot machine mystery 579
Fat Dan has another problem 585
The %? distribution can test for independence 586
You can find the expected frequencies using probability 587
So what are the frequencies? 588
We still need to calculate degrees of freedom 591
Generalizing the degrees of freedom 596
And the formula is... 597
You've saved the casino 599
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correlation and regression
What’s My Line?

Have you ever wondered how two things are connected?

So far we’ve looked at statistics that tell you about just one variable—like men’s height,
points scored by basketball players, or how long gumball flavor lasts—but there are other
statistics that tell you about the connection between variables. Seeing how things are
connected can give you a lot of information about the real world, information that you can
use to your advantage. Stay with us while we show you the key to spotting connections:

correlation and regression.

Let’s analyze sunshine and attendance 607
Exploring types of data 608
Visualizing bivariate data 609
Scatter diagrams show you patterns 612
Correlation vs. causation 614
Predict values with a line of best fit 618
Your best guess is still a guess 619
We need to minimize the errors 620
Introducing the sum of squared errors 621
Find the equation for the line of best fit 622
Finding the slope for the line of best fit 623
Finding the slope for the line of best fit, continued 624
We’ve found b, but what about a? 625
You’ve made the connection 629
Let’s look at some correlations 630

The correlation coefficient measures how well the line fits the data ~ 631

There’s a formula for calculating the correlation coeflicient, r 632
Find r for the concert data 633
Find r for the concert data, continued 634

Sweet! But is that
arain cloud I see
up there?

Feel that funky
rhythm, baby.
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leftovers
° The Top Ten Things (we didn’t cover)
1 Even after all that, there’s a bit more. There are just a few more

things we think you need to know. We wouldn’t feel right about ignoring them,
even though they only need a brief mention. So before you put the book down,

take a read through these short but important statistics tidbits.

#1. Other ways of presenting data 644
#2. Distribution anatomy 645
#3. Experiments 646
#4. Least square regression alternate notation 648
#5. The coetticient of determination 649
#6. Non-linear relationships 650
#7. The confidence interval for the slope of a regression line 651
#8. Sampling distributions - the difference between two means 652

#9. Sampling distributions - the difference between two proportions 653

#10. E(X) and Var(X) for continuous probability distributions 654

statistics tables
Looking Things up
Where would you be without your trusty probability tables?

Understanding your probability distributions isn’t quite enough. For some of them, you
need to be able to look up your probabilities in standard probability tables. In this
appendix you'll find tables for the normal, t and X2 distributions so you can look up

probabilities to your heart’s content.

T
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E: ==t
# i Standard normal probabilities 658
&i t-distribution critical values 660
:E: X? critical values 661
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Intro

I can't believe
they put thatina
statistics book!”

n £his section we answer the burning qucsl:ion: So

why DID they put that in a Statisties book?”
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Who is this book for?

If you can answer “yes” to all of these:

)

®
®

Do you need to understand statistics for a course, for
your line of work, or just because you think it’s about
time you learned what standard deviation means or
how to find the probability of winning at roulette?

Do you want to learn, understand, and remember
how to use probability and statistics to get the right
results, every time?

Do you prefer stimulating dinner party conversation to
dry, dull, academic lectures?

this book is for you.

Who should probably back away from this book?

XXViii

If you can answer “yes” to any of these:

@

®
®

Are you someone who’s never studied basic algebra?

(You don’t need to be advanced, but you should
understand basic addition and subtraction, multiplication
and division.)

Are you a kick-bultt statistician looking for a reference
book?

Are you afraid to try something different? Would you
rather have a root canal than mix stripes with plaid? Do
you believe that a statistics book can’t be serious if Venn
diagrams are anthropomorphized?

[

W

this book is not for you.

[Note ‘("\rom ma\rkc{:ihgi this book is
for anyone with a eredit tavrd.J
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We know what youre thinking

“How can this be a serious book on statistics?”’
“What’s with all the graphics?”

“Can I actually learn it this way?”

We know what your brain is thinking [

Your brain craves novelty. It’s always searching, scanning, waiting for something
unusual. It was built that way, and it helps you stay alive.

So what does your brain do with all the routine, ordinary, normal things you
encounter? Everything it can to stop them from interfering with the brain’s
real job—recording things that matter. It doesn’t bother saving the boring
things; they never make it past the “this 1s obviously not important™ filter.

How does your brain £now what’s important? Suppose you’re out for a
day hike and a tiger jumps in front of you, what happens inside your head
and body?

Neurons fire. Emotions crank up. Chemicals surge.

And that’s how your brain knows...

Great. Only 700
more dull, dry,
boring pages.

This must be important! Don’t forget it!

But imagine you’re at home, or in a library. It’s a safe, warm, tiger-free zone.
You're studying. Getting ready for an exam. Or trying to learn some tough \pd)
technical topic your boss thinks will take a week, ten days at the most. o

Just one problem. Your brain’s trying to do you a big favor. It’s trying
to make sure that this obviously non-important content doesn’t clutter
up scarce resources. Resources that are better spent storing the really
big things. Like tigers. Like the danger of fire. Like how you should
never have posted those “party” photos on your Facebook page.

And there’s no simple way to tell your brain, “Hey brain, thank you
very much, but no matter how dull this book is, and how little 'm
registering on the emotional Richter scale right now, I really do want
you to keep this stuff’ around.”

you are here » XXix

Download at WoweBook.Com



how to use this book

We think of a “Head First’ reader as a learner.

So what does it take to learn something? First, you have to getit, then make sure
you don’t forgetit. It's not about pushing facts into your head. Based on the
latest research in cognitive science, neurobiology, and educational psychology,

learning takes a lot more than texton a page. We know what turns your brain on.

some of the Head First learning principles:

Make it visual.Images are far more memorable than words alone, and make learning much

more effective (up to 89% improvement in recall and transfer studies). It also makes things

more understandable. Put the words within or near the graphics they

relate to, rather than on the bottom or on another page, and learners will be up

to twice as likely to solve problems

related to the content.

We have absolutely
nothing in common.
We're exclusive events

Use a conversational and personalized style. In recent

studies, students performed up to 40% better on post-learning

tests if the content spoke directly to the reader, using a first-person

conversational style rather than taking a formal tone. Tell stories

instead of lecturing. Use casual language. Don't take yourself too

seriously. Which would you pay more attention to: a stimulating

dinner party companion, ora lecture?

Get the learner to think more deeply. In other words,
unless you actively flex your neurons, nothing much happens in

your head. A reader has to be motivated, engaged, curious, and inspired to solve problems, draw

conclusions, and generate new knowledge. And for that, you need challenges, exercises,

and thought-provoking questions, and activities that involve both sides of the brain

and multiple senses.

Get—and keep—the reader’s attention. We've all had the”l really want to

learn this but | can’t stay awake past page one” experience. Your brain pays attention

to things that are out of the ordinary, interesting, strange, eye-catching, unexpected.
Learning a new, tough, technical topic doesn’t have to

be boring. Your brain
will learn much more quickly if it's not. ﬁ
i '
AL

Touch their emotions. We now know that your ability to remember

something is largely dependent on its emotional content. You remember

what you care about. You remember when you feel something. No, we're not talking

heart-wrenching stories about a boy and his dog. We're talking emotions like surprise,

curiosity, fun, “what the...?", and the feeling of “l Rule!” that comes when you solve a

puzzle, learn something everybody else thinks is hard, or realize you know something

that“l'm more mathematically inclined than thou” Bob from class doesn't.

XXX intro
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Metacognition: thinking about thinking

If you really want to learn, and you want to learn more quickly and more

I wonder how
T can trick my brain
into remembering
this stuff...

deeply, pay attention to how you pay attention. Think about how you think.
Learn how you learn.

Most of us did not take courses on metacognition or learning theory when we
were growing up. We were expected to learn, but rarely laught to learn.

But we assume that if you’re holding this book, you really want to learn o
statistics. And you probably don’t want to spend a lot of time. If you want to
use what you read in this book, you need to remember what you read. And for
that, you've got to understand it. To get the most from this book, or any book
or learning experience, take responsibility for your brain. Your brain on this
content.

The trick is to get your brain to see the new material you’re learning as
Really Important. Crucial to your well-being. As important as a tiger.
Otherwise, you’re in for a constant battle, with your brain doing its best to
keep the new content from sticking.

So just how DO you get your brain to treat statistics
like it was a hungry tiger?

There’s the slow, tedious way, or the faster, more effective way. The
slow way 1s about sheer repetition. You obviously know that you are able to learn

and remember even the dullest of topics if you keep pounding the same thing into your
brain. With enough repetition, your brain says, “This doesn’t fee/ important to him, but he
keeps looking at the same thing over and over and over, so I suppose it must be.”

The faster way is to do anything that increases brain activity, cspecially different
types of brain activity. The things on the previous page are a big part of the solution,
and they’re all things that have been proven to help your brain work in your favor. For
example, studies show that putting words within the pictures they describe (as opposed to
somewhere else in the page, like a caption or in the body text) causes your brain to try to
makes sense of how the words and picture relate, and this causes more neurons to fire.
More neurons firing = more chances for your brain to get that this is something worth
paying attention to, and possibly recording.

A conversational style helps because people tend to pay more attention when they
perceive that they’re in a conversation, since they’re expected to follow along and hold up
their end. The amazing thing 1s, your brain doesn’t necessarily care that the “conversation”
is between you and a book! On the other hand, if the writing style is formal and dry, your
brain perceives it the same way you experience being lectured to while sitting in a roomful
of passive attendees. No need to stay awake.

But pictures and conversational style are just the beginning. ..

XXXi

Download at WoweBook.Com



how to use this book

Here’s what WE did: Ve e

We used pictures, because your brain is tuned for visuals, not text. As far as your brain’s
concerned, a picture really zs worth a thousand words. And when text and pictures work
together, we embedded the text i the pictures because your brain works more effectively 41 l (
when the text is within the thing the text refers to, as opposed to in a caption or buried in the 34 (
text somewhere. l

1 2 3

We used redundancy, saying the same thing in different ways and with different media types,
and multiple senses, to increase the chance that the content gets coded into more than one area 1
of your brain.

We used concepts and pictures in unexpected ways because your brain is tuned for novelty,
and we used pictures and ideas with at least some emotional content, because your brain

is tuned to pay attention to the biochemistry of emotions. That which causes you to _feel
something is more likely to be remembered, even if that feeling is nothing more than a little
humor, surprise, or interest.

We used a personalized, conversational style, because your brain is tuned to pay more
attention when it believes you’re in a conversation than if it thinks you’re passively listening
to a presentation. Your brain does this even when you’re reading.

We included more than 80 activities, because your brain is tuned to learn and remember
more when you do things than when you read about things. And we made the exercises
challenging-yet-do-able, because that’s what most people prefer.

We used mudtiple learning styles, because you might prefer step-by-step procedures, while Pm yuur Fe"cll
someone else wants to understand the big picture first, and someone else just wants to see N \ \k

an example. But regardless of your own learning preference, everyone benefits from seeing the
same content represented in multiple ways.

We include content for both sides of your brain, because the more of your brain you
engage, the more likely you are to learn and remember, and the longer you can stay focused.
Since working one side of the brain often means giving the other side a chance to rest, you
can be more productive at learning for a longer period of time.

And we included stories and exercises that present more than one point of view, o o _qo
because your brain is tuned to learn more deeply when it’s forced to make evaluations and vr”a‘- S{'ﬂﬁS""CS
judgments.

We included challenges, with exercises, and by asking questions that don’t always have

a straight answer, because your brain is tuned to learn and remember when it has to work at
something, Think about it—you can’t get your body in shape just by watching people at the
gym. But we did our best to make sure that when you’re working hard, it’s on the 7ght things.
That you’re not spending one extra dendrite processing a hard-to-understand example,
or parsing difficult, jargon-laden, or overly terse text.

We used people. In stories, examples, pictures, etc., because, well, because you’re a person.
And your brain pays more attention to people than it does to things.

XXXii intro
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255 | Here’s what YOU can do to bend

Cut this out and stick it

on Your retrigerator.

@ Slow down. The more you understand,
the less you have to memorize.
Don’t just read. Stop and think. When the
book asks you a question, don’t just skip to the
answer. Imagine that someone really ¢ asking
the question. The more deeply you force your
brain to think, the better chance you have of
learning and remembering.

@ Do the exercises. Write your own notes.

We put them in, but if we did them for you,
that would be like having someone else do
your workouts for you. And don’t just look at
the exercises. Use a pencil. There’s plenty of
evidence that physical activity /e learning
can increase the learning.

@ Read the “There are No Dumb Questions”

That means all of them. They’re not optional
sidebars—they’re part of the core content!
Don’t skip them.

@ Make this the last thing you read before

bed. Or at least the last challenging thing.

Part of the learning (especially the transfer to
long-term memory) happens g/ you put the
book down. Your brain needs time on its own, to
do more processing. If you put in something new
during that processing time, some of what you
just learned will be lost.

your brain into subwission

So, we did our part. The rest is up to you. These tips are a
starting point; listen to your brain and figure out what works
for you and what doesn’t. Try new things.

@ Talk about it. Out loud.

Speaking activates a different part of the brain.
If you’re trying to understand something, or
increase your chance of remembering it later, say
it out loud. Better still, try to explain it out loud
to someone else. You’ll learn more quickly, and
you might uncover ideas you hadn’t known were
there when you were reading about it.

@ Listen to your brain.

Pay attention to whether your brain is getting
overloaded. If you find yourself starting to skim
the surface or forget what you just read, it’s time
for a break. Once you go past a certain point, you
won'’t learn faster by trying to shove more in, and
you might even hurt the process.

Feel something.

Your brain needs to know that this matters. Get
involved with the stories. Make up your own
captions for the photos. Groaning over a bad joke
1s still better than feeling nothing at all.

@ Practice solving problems!

There’s only one way to truly master statistics:
practice answering questions. And that’s what
you're going to do throughout this book. Using

statistics 1s a skill, and the only way to get good at it is

to practice. We’re going to give you a lot of practice:
every chapter has exercises that pose problems for

you to solve. Don’t just skip over them—a lot of the
learning happens when you solve the exercises. We
included a solution to each exercise—don’t be afraid
to peek at the solution if you get stuck! (It’s easy
to get snagged on something small.) But try to solve
the problem before you look at the solution. And

@ Drink water. Lots of it.
Your brain works best in a nice bath of fluid.
Dehydration (which can happen before you ever

feel thirsty) decreases cognitive function. X )
definitely make sure you understand what’s going on

before you move on to the next part of the book.
XXXiii
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Read Me

This is a learning experience, not a reference book. We deliberately stripped out everything
that might get in the way of learning whatever it is we’re working on at that point in the
book. And the first time through, you need to begin at the beginning, because the book
makes assumptions about what you’ve already seen and learned.

We begin by teaching basic ways of representing and summarizing
data, then move on to probability distributions, and then more
advanced techniques such as hypothesis testing.

While later topics are important, the first thing you need to tackle is fundamental building
blocks such as charting, averages, and measures of variability. So we begin by showing you
basic statistical problems that you actually solve yourself. That way you can immediately
do something with statistics, and you will begin to get excited about it. Then, a bit later in
the book, we show you how to use probability and probability distributions. By then you’ll
have a solid grasp of statistics fundamentals, and can focus on learning the concepts. After that,
we show you how to apply your knowledge in more powerful ways, such as how to conduct
hypothesis tests. We teach you what you need to know at the point you need to know it
because that’s when it has the most value.

We cover the same general set of topics that are on the AP and A
Level curriculum.

While we focus on the overall learning experience rather than exam preparation, we
provide good coverage of the AP and A Level curriculum. This means that while you work
your way through the topics, you’ll gain the deep understanding you need to get a good
grade in whatever exam it is you're taking. This is a far more effective way of learning
statistics than learning formulae by rote, as you’ll feel confident about what you need when,
and how to use it.

We help you out with online resources.

Our readers tell us that sometimes you need a bit of extra help, so we provide online
resources, right at your fingertips. We give you an online forum where you can go to seek
help, online papers, and other resources too. The starting point is

http:/ /www.headfirstlabs.com/books/hfstats/

XXXiV
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The activities are NOT optional.

The exercises and activities are not add-ons; they’re part of the core content of the book.
Some of them are to help with memory, some are for understanding, and some will help
you apply what you've learned. Don’t skip the exercises. The crossword puzzles are
the only thing you don’t ave to do, but they’re good for giving your brain a chance to
think about the words and terms you’ve been learning in a different context.

The redundancy is intentional and important.

One distinct difference in a Head First book is that we want you to really get it. And we
want you to finish the book remembering what you’ve learned. Most reference books
don’t have retention and recall as a goal, but this book is about learning, so you’ll see some
of the same concepts come up more than once.

The Brain Power and Brain Barbell exercises don’t have
answers.

For some of them, there is no right answer, and for others, part of the learning
experience of the activities is for you to decide if and when your answers are right. In
some of the Brain Power and Brain Barbell exercises, you will find hints to point you in
the right direction.

Download at WoweBook.Com
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Having started his career as a research physicist, Andy
Parker thought he knew a thing or two about statistics.
Sadly, having read this book, that turned out not to be the
case. Andy spends most of his time now, worrying about
what other important things he may have forgotten.

Michael J. Prerau is a rescarcher in Computational
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1 visualizing information

*
+« First Impressions ~

T want to look clean and pretty,
so I give the right impression.

Can’t tell your facts from your figures?

Statistics help you make sense of confusing sets of data. They make the

complex simple. And when you’ve found out what's really going on, you
need a way of visualizing it and telling everyone else. So if you want to
pick the best chart for the job, grab your coat, pack your best slide rule, and

join us on a ride to Statsville.

this is a new chapter
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welcome to statsville!

Statistics are everywhere

Everywhere you look you can find statistics, whether you’re browsing the
Internet, playing sports, or looking through the top scores of your favorite
video game. But what actually is a statistic?

Statistics are numbers that summarize raw facts and figures in some
meaningful way. They present key ideas that may not be immediately
apparent by just looking at the raw data, and by data, we mean facts or figures
from which we can draw conclusions. As an example, you don’t have to

wade through lots of football scores when all you want to know is the league
position of your favorite team. You need a statistic to quickly give you the
information you need.

The study of statistics covers where statistics come from, how to calculate them,
and how you can use them effectively.
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visualizing information

But why learn statistics?

Understanding what’s really going on with statistics empowers you. If you
really get statistics, you’ll be able to make objective decisions, make accurate
predictions that seem inspired, and convey the message you want in the
most effective way possible.

Statistics can be a convenient way of summarizing key truths about data,
but there’s a dark side too.

You can say
what you want with
statistics, even lie.

You can use statistics
to help explain things
about the world.

Statistics are based on facts, but even so, they can sometimes be misleading.
They can be used to tell the truth—or to lie. The problem is how do you
know when you’re being told the truth, and when you’re being told lies?

Having a good understanding of statistics puts you in a strong position.
You’re much better equipped to tell when statistics are inaccurate or
misleading. In other words, studying statistics is a good way of making sure

you don’t get fooled.

As an example, take a look at the profits made by a company in the latter half
of last year.

Month Jul [Aug | Sep | Oct | Nov | Dec
Profit (millions) | 2.0 | 2.1 22 |21 2.3 2.4

00%
u

This stock’s so

The profit's holding hot it's smokin’

steady, but it's
nothing special.

How can there be two interpretations of the same
set of data? Let’s take a closer look.

you are here »
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differences in

A tale of two charts

So how can we explore these two different interpretations of the same data?
What we need is some way of visualizing them. If you need to visualize
information, there’s no better way than using a chart or graph. They can be a
quick way of summarizing raw information and can help you get an impression
of what’s going on at a glance. But you need to be careful because even the
simplest chart can be used to subtly mislead and misdirect you.

Here are two time graphs showing a companies profits for six months. They’re
both based on the same information, so why do they look so different? They
give drastically different versions of the same information.

Company Profit per Month
25

././I\./'/. 0 0
20 '

1.0

ol !

oo 1 1 1 1 1 1
Jul Aug Sep Oct Nov Dec
Month

Both of these thavts are .
based on the same information,

but {:hcy look wildl\/ diffevent.

What's 9oing on v/

See what I mean, the
profit's about the
same each month.

Profit (millions of dollars)

Company Profit per Month

No, this

0
profit's amazing. E 25
Look at it soar! %
T 24 F
L
(-]
0 23 F
[
o
= 22
E ot
-
=
2 2.0 1 1 1 1 1
o Jul Aug Sep Oct Nov Dec

Month

Download at WoweBook.Com



visualizing

_ rpen your pencil
» Take a look at the two charts on the facing page. What would you

say are the key differences? How do they give such different first
impressions of the data?

therejare no
Dumb Questions

Q,: Why not just go on the data? Why chart it? Q,: What'’s the difference between information and data?

A: Sometimes it’s difficult to see what's really going on just by A: Data refers to raw facts and figures that have been collected.
looking at the raw data. There can be patterns and trends in the data,  Information is data that has some sort of added meaning.

but these can be very hard to spot if you're just looking at a heap of
numbers. Charts give you a way of literally seeing patterns in your
data. They allow you to visualize your data and see what’s really
going on in a quick glance.

As an example, take the numbers 5, 6, and 7. By themselves, these
are just numbers. You don’t know what they mean or represent.
They're data. If you're then told that these are the ages of three
children, you have information as the numbers are now meaningful.
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sharpen your pencil

— dgharpen your pencil
‘k solutmn Take a look at the two charts. What would you say are the key differences?
o How do they give such different first impressions of the data?

Company Profit per Month
Both tharts are based on the same underlying data,

n
= 25
but they eath send a diffevent message. 3 ././.\././.
© 20 F
L]
The fiest ehart shows that the profit is velatively © 15 b
steady. [t achieves this by having the vertical axis 2
start at O, and then plotting the profit for each 2 ol
month against this. / =
£
Look, the vertiea| - 0->
. L
j:es dre duﬁfﬂ-eh{: g 0.0 1 1 1 1 ] ]
each ¢hart. Jul Aug Sep Oct Nov Dec
Month
Company Profit per Month
The second chart gives a different impression by 25

making the vertical axis start at a diffevent place
and adjusting the scale aceordingly. At a glance, the
profits appear 1o be vising dramatically eath month.
[t's only when you look closer that you see what's

Vlall_y 5oin5 on.

illions of dollars) /;

The axis for this chart
starts at 2.0, not O.

rofit (m

No wonder the profit
looks so awesome. \_/1 Ju Aug Sep Oct Nov Dec
Month

P

Why should T care about charts?
Chart software can handle everything
for you, that's what it's there for.

Software can’t think for you.

Chart software can save you a lot of time and produce effective
charts, but you still need to understand what’s going on.

At the end of the day;, it’s your data, and it’s up to you to choose the
right chart for the job and make sure your data is presented in the
most effective way possible and conveys the message you want.

Software can translate data into charts, but it’s up to you to make
sure the chart is right.

6
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Manic Mango needs some charts

One company that needs some charting expertise is Manic
Mango, an innovative games company that is taking the world
by storm. The CEO has been invited to deliver a keynote
presentation at the next worldwide games expo. He needs some
quick, slick ways of presenting data, and he’s asked you to come
up with the goods. There’s a lot riding on this. If the keynote
goes well, Manic Mango will get extra sponsorship revenue, and
you’re bound to get a hefty bonus for your efforts.

The first thing the CEO wants to be able to do is compare the
percentage of satisfied players for each game genre. He’s started
off by plugging the data he has through some charting software,
and here are the results:

Other
Shooter 1,500
3,500
Action
6,000
[
Strategy\
11,500

Units Sold per Genre

visualizing

Mamic Marga ()

- @‘?A\N
Tawew

different video game genres?

Take a good look at the pie chart that the CEO has produced. What does
each slice represent? What can you infer about the relative popularity of
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anatomy of a pie chart

The humble pie chart

Pie charts work by splitting your data into distinct groups or categories.
The chart consists of a circle split into wedge-shaped slices, and each slice
represents a group. The size of each slice is proportional to how many are
in each group compared with the others. The larger the slice, the greater
the relative popularity of that group. The number in a particular group is
called the frequency.

Pie charts divide your entire data set into distinct groups. This means that
if you add together the frequency of each slice, you should get 100%.

Let’s take a closer look at our pie chart showing the number of units sold
per genre:

Other The slice heve is muth smaller than
Shooter1 500 Lhe others, so this means sales ave
3,500 3 lot lower for this eategory-

Action This slice is mueh |3v-
ger than all the
6.000 r- ?fhcrs, whith means that {he frcqucncy
| is highest for £his ca'f:cgory.
Sport
Strategy 27,500 .
11,500 R You €an label eath shee

wikh its freauentys €
W\J(L\'\ a YCYCCV\{DaSc.
Units Sold per Genre

n
C = n!

So when are pie charts useful?

We’ve seen that the size of each slice represents the relative

frequency of each group of data you’re showingg. Because of

this, pie charts can be useful if you want to compare basic proportions.
It’s usually easy to tell at a glance which groups have a high frequency
compared with the others. Pie charts are less useful if all the slices have

similar sizes, as it’s difficult to pick up on subtle differences between

Genre Units sold
Sports 27,500
Strategy 11,500

Action 6,000

Shooter 3,500

Other 1,500

VitaL Stafisties —
F\rcunnC\/

Fvcv\ucncy deseribes how many
items there ave in a particular
group or interval [t's like a
tount of how many theve are.

the slice sizes.

So what about the pie chart that the Manic Mango CEO has created?

8 Chapter 1
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visualizing

Chart failure

Creating a pie chart worked out so great for displaying the units sold per genre
that the CEO’s decided to create another to chart consumer satisfaction with

Manic Mango’s game. The CEO needs a chart that will allow him to compare
the percentage of satisfied players for each game genre. He’s run the data Other
through the charting software again, but this time he’s not as impressed.

What happened here? All the
slices are the same size, but the

percentages are all different and
are much larger than the slices. Can
you help me fix this chart? Now?

Shooter
95%

Strategy
90%

Action
85%

Pie charts are used to compare the % Players Satisfied per Genre
proportions of different groups or

categories, but in this case there’s little

variation between each group.

It’s difficult to take in at a glance which category has the

highest level of player satisfaction. pie Cllal‘ts

It’s also generally confusing to label pie charts with
percentages that don’t relate to the overall proportion of SIIOW
the slice. As an example, the Sports slice is labelled 99%,

Manie Mango’s but it only fills about 20% of the chart. Another problem

CEO proportions

is that we don’t know whether there’s an equal number
of responses for each genre, so we don’t know whether
it’s fair to compare genre satisfaction in this way.

_ @RA\N

PQAQWEWR
Take a look at the data, and think about the problems there are with this chart.
What would be a better sort of chart for this kind of information?
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two types of

Bar charts can allow for more accuracy

A better way of showing this kind of data is with a bar chart. Just like pie
charts, bar charts allow you to compare relative sizes, but the advantage
of using a bar chart is that they allow for a greater degree of precision.
They’re ideal in situations where categories are roughly the same size, as
you can tell with far greater precision which category has the highest
frequency. It makes it easier for you to see small differences.

On a bar chart, each bar represents a particular category, and the length
of the bar indicates the value. The longer the bar, the greater the value. All
the bars have the same width, which makes it easier to compare them.

Bar charts can be drawn either vertically or horizontally.

Vertical bar charts

Vertical bar charts show categories on the horizontal axis, and either
frequency or percentage on the vertical axis. The height of each bar
indicates the value of its category. Here’s an example showing the sales
figures in units for five regions, A, B, C, D, and E:

10000

9000
The seale for 8000
Salcs
6000
5000
4000
3000
2000
1000

Sales (units)

10

9oes here. 7000

t of eath bar shows the

|:| Sales (units)

Region Sales (units)
A 1,000
B 5,000
C 7,500
D 8,000
E 9,500

The heigh :
sa\ccs insumi{:s Lor that vegion:
Each bar
v.CFVCSCH‘(‘,S a
V‘Cgion. lj
A B C S -

Sales per Region in Units
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visualizing

Horizontal bar charts

Horizontal bar charts are just like vertical bar charts except that the axes
are flipped round. With horizontal bar charts, you show the categories on
the vertical axis and the frequency or percentage on the horizontal axis.

Here’s a horizontal bar chart for the CEO’s genre data from page 9. £ ,
As you can see, it’s much easier to quickly gauge which category has the ach bar’s ’crmg'(:h
highest value, and which the lowest. vepresents the
F,"'Ccnffcgc of satisfied
Players for the
All £he bavs ave o . genre.
drawn horiwnﬂ\\7~ \\A % Players Satisfied per Genre

Sports | |:| Percent Satisfied
strategy | Genre | % Satisfied
Sports 99%
Eath bay 7 Action | Strategy 90%
represents Action 85%
9 9enre. = Shooter | Shooter 95%
Other 80%
Other |
T T T T T T T T T 1 The \_)“u,\{—,a?)cs
0 10 20 30 40 50 60 70 80 90 100 < are shown on 3
.. ontal stale
% Satisfied hovt

Vertical bar charts tend to be more common, but horizontal bar charts
are useful if the names of your categories are long. They give you lots of
space for showing the name of each category without having to turn the
bar labels sideways.

The vertical bar chart shows frequency,
and the horizontal bar chart shows

percentages. When should I use frequencies
and when should I use percentages?

It depends on what message you want to convey.

Let’s take a closer look.

11
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a look at

s a matter of scale

Understanding scale allows you to create powerful bar charts that pick out the
key facts you want to draw attention to. But be careful—scale can also conceal
vital facts about your data. Let’s see how.

Using percentage scales

Let’s start by taking a deeper look at the bar chart showing player satisfaction
per game genre. The horizontal axis shows player satisfaction as a percentage,
the number of people out of every hundred who are satisfied with this genre.

% Players Satisfied per Genre

Sports | | |:| Percent Satisfied
Strategy |
Action |
Shooter |
Other |
——————— Here are the Pertentages.

0 10 20 30 40 50 60 70 80 90 100
% Satisfied

The purpose of this chart is to allow us to compare different percentages and
also read off percentages from the chart.

There’s just one problem—it doesn’t tell us how many players there are for

each genre. This may not sound important, but it means that we have no idea
whether this reflects the views of all players, some of them, or even just a
handful. In other words, we don’t know how representative this is of players as a
whole. The golden rule for designing charts that show percentages is to try and
indicate the frequencies, either on the chart or just next to it.

Be very wary if you’re given percentages with no frequencies, or a
frequency with no percentage.

based on a chart, you have no way of telling how representative it is of the data. You

may find that a large percentage of people prefer one particular game genre, but that
only 10 people were questioned. Alternatively, you might find that 10,000 players like sports games
most, but by itself, you can't tell whether this is a high or low proportion of all game players.

Wa t 01’1 i t' Sometimes this is a tactic used to hide key facts about the underlying data, as just
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visualizing

Using frequency scales

You can show frequencies on your scale instead of percentages. This
makes it easy for people to see exactly what the frequencies are and
compare values.

Number of Players Satisfied per Genre

|

ar‘h \'C‘(:\CC‘{:S how

his th s
Strategy [ ] - :a':\\, people are sabsﬁ\cg’a
Action vather 4than the YCY‘CCV\ oe--
Shooter :l
Other :l

0 5000 10000 15000 20000 25000 30000
Number Satisfied

Normally your scale should start at 0, but watch out! Not every chart does
this, and as you saw earlier on page 6, using a scale that doesn’t start at

0 can give a different first impression of your data. This is something to
watch out for on other people’s charts, as it’s very easy to miss and can give
you the wrong impression of the data.

So are you telling
me that I have to
choose between showing

frequency or percentages?
What if T want both?

There are ways of drawing bar charts that give
you more flexibility.

The problem with these bar charts is that they show either the
number of satisfied players or the percentage, and they only show
satisfied players.

Let’s take a look at how we can get around this problem.

Download at WoweBook.Com
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two data sets

Pealing with wmultiple sets of data

With bar charts, it’s actually really easy to show more than one set of data on
the same chart. As an example, we can show both the percentage of satisfied
players and the percentage of dissatisfied players on the same chart.

The sp|i1‘-ca‘l‘egory bar char.l. Player Satisfaction per Genre

Sports | [] satisfied
. Dissatisfied

One way of tackling this is to use one bar

for the frequency of satisfied players and

Strategy
another for those dissatisfied, for each genre.
This sort of chart 1s useful if you want to Action
compare frequencies, but it’s difficult to
see proportions and percentages. shooter
Other

T T T T T 1
0 5000 10000 15000 20000 25000 30000

Frequency
Pl Satisfacti G
The segmented bar chart ayer Safistaction per Genre
Sports I [] satisfied
If you want to show frequencies and [l Dissatisfied

percentages, you can try using a segmented Strategy
bar chart. For this, you use one bar for each

category, but you split the bar proportionally. Action
The overall length of the bar reflects the

total frequency. Shooter

This sort of chart allows you to quickly see Other

]

the total frequency of each category—in

0 5000 10000 15000 20000 25000 30000

this case, the total number of players for
Frequency

each genre—and the frequency of player
satisfaction. You can see proportions at a
glance, too.

14
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visualizing information

The CEO needs another chart for the keynote presentation. Here's the data; see if you

can sketch the bar chart.

ExerciSe
Continent | Sales
(units)
North America | 1,500
South America | 500
Europe 1,500
Asia 2,000
Oceania 1,000
Africa 500
Antarctica 1

Strategy

Action

Genre

Shooter

Other

_ q@;‘:ﬁﬂ your penci

Sports I

Here's another chart generated by the software. Which genre sold

the most in 2007? How did this genre fare in 2006?

Sales per Genre

0

T T T T T 1
5000 10000 15000 20000 25000 30000

Sales

Download at WoweBook.Com

you are here »

15



exercise solutions

The CEO needs another chart for the keynote presentation. Here's the data, see if you
can create the chart.

L
XeRciSe
OLyﬁOH Sales per Continent
North America
Continent | Sales . Sales (units)
(units) South America
North America | 1,500 E
: - urope
South America | 500 s
s
Europe 1,500 L Asia
Qo
i )
Asia 2,000 Oteamia
Oceania 1,000
Africa 500 Afviea
Antarctica 1 Antavetica

0 200 400 b00 @00 1000 1200 1400 1600 1800 2000

Sales

_ @Tm

r pencil
ywSoIt;tfeinn

Here's another chart generated by the software. Which genre sold
the most in 2007? How did this genre fare in 2006?

Sales per Genre

Sports
[[] 2007
Strategy
p
& Action The Sports aenve sold the most in 2007.
o [+ sold 27,500 units.

Shooter In 2006 it onl\/ sold 14,000, so not as
many. [n 2006, the Strategy genve sold
move units than any other genvre.

Other
1 1 1 1 1 1
0 5000 10000 15000 20000 25000 30000
Sales
16 Chapter 1
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visualizing

Your bar charts rock

The CEO is thrilled with the bar charts
you’ve produced, but there’s more data
he needs to present at the keynote.

Nice work! Those charts are going to be a big hit at
the expo. I've got another assignment for you. We've
been testing a new game with a group of volunteers,

and we need a chart to show the breakdown of
scores per game. Here's the data:

People ¢an seore between Score | Frequency The Sreauenty is the

Oand 999, and the 0. £ Limes 3
data is brokc: in{;oc 0199 > £ number of t

9roups. As an exaMPIC)

200-399 |29 store within eath
vange was athieved.

P’ayevs stored between 0 400-599 | 56
and 199 on 5 otasions. 600-799 |17
800-999 |3

This data looks different from the other
types of data we've seen so far. I wonder if
that means we treat it differently?

_ @RA\N
‘PQWEWR
Look back through the chapter. How do you think

this type of data is different? What impact do you
think this could have on charts?

A
|

17

Download at WoweBook.Com



categorical and numerical data

Cateqories vs. numbers

When you’re working with charts, one of the key things you need to figure out is what sort
of data you’re dealing with. Once you’ve figured that out, you’ll find it easier to make key
decisions about what chart you need to best represent your data.

Categorical or qualitative data

Most of the data we’ve seen so far is categorical. The
data is split into categories that describe qualities or

characteristics. For this reason, it’s also called qualitative
data. An example of qualitative data is game genre; each

breed of dog

genre forms a separate category.

The key thing to remember with qualitative data is that
the data values can’t be interpreted as numbers.

type of dessert

Nuwerical or quantitative data

Numerical data, on the other hand, deals with numbers.
It’s data where the values have meaning as numbers, and
that involves measurements or counts. Numerical data is

also called quantitative data because it describes quantities.

kllll|llll[|llI|lIllrIII|IIII|IIIIlIIII|IIII||I|||||I||U|I|||I||| |II||III|[||1|lIl||llIlllll||ll|]llll|llll|l|II!III|IIIIpllllllll[]lllllll]lll}l:

ORI 3
l-'-'-,.::* - z L L a

1

]

lengtlx

time

So what impact does this have on the chart for Manic Mango?

18 Chapter 1
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visualizing

Pealing with grouped data The <tores ., [ Score | Frequency
The latest set of data from the Manilc Ma.ngo CEO is numeric and, ;::;:‘; :?hyz, 0-199 5
what’s more, the scores are grouped into intervals. So what’s the best intervals — 200-399 |29
way of charting data like this? 400-599 | 56
600-799 |17
800-999 |3

That's easy, don't we just
use a bar chart like we did

before? We can treat each
group as a separate category.

We could, but there’s a better way.

Rather than treat each range of scores as a separate category, we
can take advantage of the data being numeric, and present the data
using a continuous numeric scale instead. This means that instead
of using bars to represent a single item, we can use each bar to
represent a range of scores.

To do this, we can create a histogram.

Histograms are like bar charts but with two key differences. The
first is that the area of each bar is proportional to the frequency, and
the second is that there are no gaps between the bars on the chart.
Here’s an example of a histogram showing the average number of
games bought per month by households in Statsville:

No. Games Bought per Month

51 Theve are no 93ps
Kz between the bavs.

frequency

The ar,
bar is ch°;fr?a' Values are shown on 3 .
o the chﬂucnt;al \ i / tontinuous numerit scale.

-1 0 1 2 3 4 5 6
No. Games

19
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building a

To make a histograwm, start by finding bar widths

The first step to creating a histogram is to look at each of the intervals and
work out how wide each of them needs to be, and what range of values
cach one needs to cover. While doing this, we need to make sure that there
will be no gaps between the bars on the histogram.

Let’s start with the first two intervals, 0-199 and 200-399. At face value,
the first interval finishes at score 199, and the second starts at score 200.
The problem with plotting it like this, however, is that it would leave a gap
between score 199 and 200, like this:

199 200

Histograms shouldn’t have gaps between the bars, so to get around this,
we extend their ranges slightly. Instead of one interval ending at score
199 and the next starting at score 200, we make the two intervals meet
at 199.5, like this:

199.5

Doing this forms a single boundary and makes sure that there are no gaps
between the bars on the histogram. If we complete this for the rest of the
intervals, we get the following boundaries:

o-199 200-399 400-599 b00-119 800-999

-0.5 199.5 399.5 599.5 799.5

Each interval covers 200 scores, and the width of each interval is 200. Each
interval has the same width.

As all the intervals have the same width, we create the histogram by drawing
vertical bars for each range of scores, using the boundaries to form the start
and end point of each bar. The height of each bar is equal to the frequency.

20
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0-199 5
200-399 |29
400-599 | 56
600-799 |17
800-999 |3
99'9.5




visualizing information

Here'’s a reminder of the data for Manic Mango.

Score | Frequency
0-199 5

200-399 |29

400-599 | 56

600-799 |17

800-999 |3

See if you can use the class boundaries to create a histogram for this data.
Remember, the frequency goes on the vertical axis.

60 1

50 1

40 1

30 1

20 1

0 100 200 300 400 500 600 700 800 900 1000

you are here » 21

Download at WoweBook.Com



exercise solution

Here'’s a reminder of the data for Manic Mango.

xercise
oLution Score |Frequency
0-199 5
200-399 |29
400-599 | 56
600-799 [17
800-999 |3

See if you can use the class boundaries to create a histogram for this data.
Remember, the frequency goes on the vertical axis.

1 The (:rcqumc gives You
ty o0 the height of each bar-
s N Seores per game
W50 ¢
40 1 ;
‘o5 of every
You use the bourdaries bav widths-
30 T inteeval o gjve You the 199 goes
The bar for seores bo0- 113
feom 5925 10 1112
20 T
10T E
— ' ' 1 e—————u
0 100 200 300 400 500 600 700 800 900 1000
Seore
22 Chapter 1
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there are no °
b Questions

Dum

Q,: So is a histogram basically for grouped numeric data?

A: Yes it is. The advantage of a histogram is that because
its numeric, you can use it to show the width of each interval as
well as the frequency.

Q,: What about if the intervals are different widths? Can
you still use a histogram?

A: Absolutely. It's more common for the interval widths to be
equal size, but with a histogram they don’t have to be. There
are a couple more steps you need to go through to create a
histogram with unequal sized intervals, but we'll show you that
very soon.

Q; Why shouldn’t histograms have gaps between the
bars?

A: There are at least two good reasons. The first is to show
that there are no gaps in the values, and that every value is
covered. The second is so that the width of the interval reflects
the range of the values you're covering. As an example, if we
drew the interval 0-199 as extending from value 0 to value 199,
the width on the chart would only be 199 — 0 = 199.

visualizing

Q,: So why do we make the bars meet midway between
the two?

- The bars have to meet, and it's usually at the midway
point, but it all comes down to how you round your values. When
you round values, you normally round them to the nearest whole
number. This means that the range of values from -0.5 to 0.5 all
round to 0, and so when we show 0 on a histogram, we show it
using the range of values from -0.5 to 0.5.

Q} Are there any exceptions to this?

- Yes, age is one exception. If you have to represent the age
range 18-19 on a histogram, you would normally represent this
using an interval that goes from 18 to 20. The reason for this is
that we typically classify someone as being 19, for example, up
until their 20th birthday. In effect, we round ages down.

QBUI.I.ET POINTS

The frequency is a statistical way of saying how many
items there are in a category.

m Pie charts are good for showing basic proportions.
m Bar charts give you more flexibility and precision.

m  Numerical data deals with numbers and quantities;
categorical data deals with words and qualities.

m Horizontal bar charts are used for categorical data,
particularly where the category names are long.

m Vertical bar charts are used for numerical data, or
categorical data if the category names are short.

m You can show multiple sets of data on a bar chart,
and you have a choice of how to do this. You can
compare frequencies by showing related bars side-
by-side on a split-category bar chart. You can show
proportions and total frequencies by stacking the bars
on top of each other on a segmented bar chart.

m Bar chart scales can show either percentages or
frequencies.

m Each chart comes in a number of different varieties.

Download at WoweBook.Com
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a problem with unequal interval widths

Manic Mango needs another chart

The CEO is very pleased with the histogram you’ve created for him—so
much so, that he wants you to create another histogram for him. This time,
he wants a chart showing for how long Manic Mango players tend to play
online games over a 24-hour period. Here’s the data:

This is the number of :)-Ic;urs :;::uency This is frequenty with
hours peatle vlay for - ' K whith \’°°\7\_C play for this
1-3 6,900 ‘Chg‘\ O‘(: {;mxc
3-5 4,900
5-10 2,000
10-24 2,100

There's something funny
about that data. It's

grouped like last time, but
the intervals aren't all the
same width.

He’s right, the interval widths aren’t all equal.

If you take a look at the intervals, you can see that they’re different widths.
As an example, the 10-24 range covers far more hours than the 0-1 range.

If we had access to the raw data, we could look at how we could construct
equal width intervals, but unfortunately this is all the data we have. We
need a way of drawing a histogram that makes allowances for the data
having different widths.

_ @RA\N
‘PQOQWEWR

For histograms, the frequency is proportional to the

area of each bar. How would you use this to create

a histogram for this data? What do you need to be
aware of?

)

\ U
Q)
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visualizing

I think we can just create this in the same way
we did before—it's no big deal. We draw bars
on a humeric scale; it's just that this time the
bars are different widths.

Do you think she’s right?

Here’s a sketch of the chart, using frequency on the vertical scale
and drawing bar widths proportional to their interval size. Do you
see any problems?

Hours Spent Gaming per Day
7000 T

6000 T

5000 T

Frequency

4000 Why s this

4
3000 T ( tolumn SO BI&?

2000 T

1000 T

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Hours

A histogram’s bar area must be proportional to frequency

The problem with this chart is that making the width of each bar
reflect the width of each interval has made some of the bars look
disproportionately large. Just glancing at the chart, you might be left
with a misleading impression about how many hours per day people
really play games for. As an example, the bar that takes up the largest
area is the bar showing game play of 10-24 hours, even though most
people don’t play for this long:

As this is a histogram, we need to make the bar area proportional to the
frequency it represents. As the bars have unequal widths, what should
we do to the bar height?

25
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adjusting

Make the area of histogram bars proportional to frequency

Up until now, we’ve been able to use the height of each bar to
represent the frequency of a particular number or category:

This time around, we’re dealing with grouped numeric data where
the interval widths are unequal. We can make the width of each bar
reflect the width of each interval, but the trouble is that having bars
of different widths affects the overall area of each bar.

We need to make sure the area of each bar is proportional to its
frequency. This means that if we adjust bar width, we also need to
adjust bar height. That way, we can change the widths of the bars so
that they reflect the width of the group, but we keep the size of each
bar in line with its frequency:.

Let’s go through how to create this new histogram.

Step 1: Find the bar widths

We find how wide our bars need to be by looking at the range of values
they cover. In other words, we need to figure out how many full hours
are covered by each group.

Let’s take the 1-3 group. This group covers 2 full hours, 1-2 and 2-3.
This means that the width of the bar needs to be 2, with boundaries of

1 and 3. . X
Heve's the [=3 group; it covers

£ull hours so the width is 2-

100 200 300

If we calculate the rest of the widths, we get:

Hours | Frequency |Width
0-1 4,300 1

1-3 6,900 2

3-5 4,900 2

5-10 2,000 5

10-24 2,100 14

Now that we’ve figured out the bar widths, we can
move onto working out the heights.

26
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Step Z: Find the bar heights

Now that we have the widths of all the groups, we can use these to find the
heights the bars need to be. Remember, we need to adjust the bar heights
so that the overall area of each bar is proportional to the group’s frequency.

First of all, let’s take the area of each bar. We've said that frequency and

area are equivalent. As we already know what the frequency of each group

1s, we know what the areas should be too:

Area of bar = Frequency of group

We weve jven these ¥

so we kno

Now each bar is basically just a rectangle, which means that the area of

each bar is equal to the width multiplied by the height. As the area gives

us the frequency, this means:

Frequency = Width of bar x Height of bar

We found the widths of the bars in the last step, which means that we
can use these to find what height each bar should be. In other words, Hcigh t I

Height of bar =

Width of bar

Frequency

visualizing

gt ot the start,

! i ovr-
w what aved weve aiming

Arca = ‘(—\vc‘\ucncy

The height of the bar is used to measure how concentrated the

frequency is for a particular group. It’s a way of measuring how

densely packed the frequency 1is, a way of saying how thick or thin

on the ground the numbers are. The height of the bar is called the

Jrequency density.

Width

What should the height of each bar be? Complete the table.
Hours | Frequency |Width | Height (Frequency Density)
0-1 4,300 1 4,300 + 1 =4,300
1-3 6,900 2
3-5 4,900 2
5-10 2,000 5
10-24 2,100 14

Download at WoweBook.Com
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draw the histogram

_ ncil
q@lpﬁﬂ yws:lltl:;nn

What should the height of each bar be? Complete the table.

Hours | Frequency |Width | Height (Frequency Density)
0-1 4,300 1 4,300 + 1 = 4,300

1-3 6,900 2 6900 < 2 = 3,450

3-5 4,900 2 4,900 42 = 2,450

5-10 2,000 5 2,000 < 5 = 400

10-24 2100 14 2,100 < 14 =150

Step : Praw your chart—a histogram

Now that we’ve worked out the widths and heights of each bar, we
can draw the histogram.We draw it just like before, except that this
time, we use frequency density for the vertical axis and not frequency.

Here’s our revised histogram.

Hours Spent Gaming per Day

>
-
5 5000 1
E Represents 1000 Days
> 4000 1
o A
3 3000 Zohis legend makes it easier
2 see what the area
w )
2000 1 Lok, no E:zsbav& represents. [t's optional The amount of space ‘r‘.\vr‘\c
between bavs take wp ave meCa
1000 - proportion 4o the data
|
0 : { —— }
o1 T 3 5 10 7\ 24
Even though the bar for 123 Hours

has a higher £rco\ucncy, the
feequenty density is actually
lower £han for O-I.
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visualizing information

Frequeney Density Up Close

Frequency density refers to the concentration of values in
data. It’s related to frequency, but it’s not the same thing.
Here’s an analogy to demonstrate the relationship between Heve's all your juice in the glass.

the two. [t comes up +o this level.

Imagine you have a quantity of juice that you’ve poured
into a glass like this:

What if you then pour the same quantity of juice into a

different sized glass, say one that’s wider? What happens to the
level of the juice? This time the glass is wider, so the level The 5lass
the juice comes up to is lower.

is wider, so
The level of the juice varies in line with the width of the ‘{'«\"f level .
glass; the wider the glass, the lower the level. The converse is isnt as high.
true too; the narrower the glass, the higher the level of juice.

So what does juice have to do with frequency density?

Juice = Frequency

Imagine that instead of pouring juice into glasses, you’re “pouring”
frequency into the bars on your chart. Just as you know the width of the
glass, you know what width your bars are. And just like the space the juice
occupies in the glass (width x height) tells you the quantity of juice in the
glass, the area of the bar on the graph is equivalent to its frequency.

The frequency density is then equal to the height of the bar. Keeping
with our analogy, it’s equivalent to the level your juice comes to in each
glass. Just as a wider glass means the juice comes to a lower level, a wider
bar means a lower frequency density.

[—— Frequency Density —

Juice

Bar—

Frequency

you are here » 29
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bullet points

QBUI.I.ET POINTS

m  Frequency density relates to how concentrated the
frequencies are for grouped data. It's calculated using

Frequency density = Frequency
Group width

m Ahistogram is a chart that specializes in grouped
data. It looks like a bar chart, but the height of each bar
equates to frequency density rather than frequency.

m  When drawing histograms, the width of each bar is
proportional to the width of its group. The bars are
shown on a continuous numeric scale.

m Ina histogram, the frequency of a group is given by the
area of its bar.

m  Ahistogram has no gaps between its bars.

tberelgre no

Questions

Dum

Q: Why do we use area to represent frequency when
we’re graphing histograms?

A: It's a way of making sure the relative sizes of each group
stay in proportion to the data, and stay honest. With grouped
data, we need a visual way of expressing the width of each
group and also its frequency. Changing the width of the bars is
an intuitive way of reflecting the group range, but it has the side
effect of making some of the bar sizes look disproportionate.

Adjusting the bar height and using the area to represent
frequency is a way around this. This way, no group is
misrepresented by taking up too much or too little space.

Q: What'’s frequency density again?

A: Frequency density is a way of indicating how
concentrated values are in a particular interval. It gives you a

way of comparing different intervals that may be different widths.

It makes the frequency proportional to the area of a bar, rather
than height.

To find the frequency density, take the frequency of an interval,
and divide it by the width.

Q: If I have grouped numeric data, but all the intervals
are the same width, can | use a normal bar chart?

A: Using a histogram will better represent your data, as
you're still dealing with grouped data. You really want your
frequency to be proportional to its area, not height.

Q: Do histograms have to show grouped data? Can
you use them for individual numbers as well as groups of
numbers?

A: Yes, you can. The key thing to remember is to make sure
there are no gaps between the bars and that you make each
bar 1 wide. Normally you do this by positioning your number in
the center of the bar.

As an example, if you wanted to draw a bar representing the
individual number 1, then you'd draw a bar ranging from 0.5 to
1.5, with 1'in the center.
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visualizing information

Here’s a histogram representing the number of levels completed in each game of Cows Gone
Wild. How many games have been played in total? Assume each level is a whole number.

No. Levels Completed per Game

2

.6 50 -
g Represents 10 games
g 40 1
Q

g

-] 30 T
-3

()

e

L 201

|10

05 AL 1 2 3 N ’ °
-05 4, 05 represents O levels, as 3|

values within this range vound 1o O. -

you are here » 31
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exercise

Here’s a histogram representing the number of levels completed in each game of Cows Gone

.se Wild. How many games have been played in total? Assume each level is a whole number.
SoLution
No. Levels Completed per Game
>
E*)
.6 50 -
g Represents 10 games
Q 1
> 40
1)
c
g 30 + Ead’\ lCVC‘ is w\'\OlC
g number, so the bar
' 20 + Lor level % goes Trom
2.5 40 35.
10
-1 0 1 2 3 4 5 6
Level

We need to find the total number of games played, which means we need to find the total frequency.

The total frequency is equal to the area of each bar added together. In other words, we multiply the width
of eath bar by its frequency density to get the frequency, and then add the whole lot up together.

Level Width | Frequeney Density | Frequeney
0 I [a) Ixlo =10
| | 20 1¥30 = 30
2 | 50 1x50 = 50
3 | 20 1x30 = 30
45 /A lo 2x10 = 20

Total Frequenty = 10 + 30 + 50 + 30 + 20
=140

32
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visualizing

Histograms can’t do everything

While histograms are an excellent way to display

grouped numeric data, there are still some
kinds of this data they’re not ideally suited for

presenting—like running totals... T'd really like to be able to see at a glance how many

people play for less than a certain number of hours.
Like, instead of seeing how many people play for

between 3 and 5 hours, could we have a graph that
shows how many people play for up to 5 hours?

Let’s see if we can help the CEO out. Here’s the
histogram we had before.

Hours Spent Gaming per Day

>

et

; o Represents 1000 Days
Q

(=]

S, 4000 -

o

o

g_ 3000 A ) £
: The histogram Lells us the frequenty density o
L

. [t's not so hot at givin% us
how many players play *or less
unt of hours.

2000 1 K— Yav{\cu\ar group

information about

in amo
1000 1 than a certal

1
0 1 3 5 10 24

It’s tricky to see at a glance what the running totals are in this Hours

chart. In order to find the frequency of players playing for up to
5 hours, we need to add different frequencies together. We need
another sort of chart...but what?

- @jurnnn
Tawew

What sort of information do you think we should show on the chart? What sort
of information should we plot? Write your answer below.

33
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cumulative frequency

Introducing cumulative frequency

The CEO needs some sort of chart that will show him the total
frequency below a particular value: the cumulative frequency.

T YitaL Stafisties —

; M(n. 0l
!

B lative fi A basicall ing total. T .

V\jhcumu a 1v(c;1 requency, we. }js'lca y mean afrunm;lgho ah — gumula{|vc
at we need to come up with is some sort of graph that shows

hours on the horizontal axis and cumulative frequency on the rcﬂuc'\cy

vertical axis. That way, the CEO will be able to take a value and
read off the corresponding frequency up to that point. He’ll be able The total frca\ucnc\/ up to

to find out how many people play for up to 5 hours, 6 hours, or eertain value. [t's bGSiCSII‘/ el
whatever other number of hours he’s most interested in at the time. running total of the -(:\rcﬂ\ucntics.

Before we can draw the chart, we need to know what exactly

we need to plot on the chart. We need to calculate cumulative
frequencies for each of the intervals that we have, and also work

out the upper limit of each interval. Hours | Frequency
Let’s start by looking at the data. 0-1 4,300
1-3 6,900
3-5 4,900
: : 5-10 2,000
So what are the cumulative frequencies? o100
First off] let’s suppose the CEO needs to plot the cumulative frequency, or
total frequency, of up to 1 hour. If we look at the data, we know that the '\
frequency of the 0—1 group is 4300, and we can see that is the upper limit of Heve’s the ds L

the group. This means that the cumulative frequency of hours up to 1 is 4300.

Next, let’s look at the total frequency up to 3. We know what the frequencies
are for the 0—1 and 1-3 groups, and 3 1s again the upper limit. To find the
total frequency of hours up to 3, we add together the frequency of the 0-1
group and the 1-3 group.

Can you see a pattern? If we take the upper limit of each of the groups of
hours, we can find the total frequency of hours up to that value by adding
together the frequencies. Applying this to all the groups gives us

Hours | Frequency | Upper limit Cumulative frequency We've added 0, as
0 0 0 0 < ou tant play 29
01 4,300 1 4,300 e LESS than O
1-3 6,900 3 4,300+6,900 = 11,200 houes 3 week
3-5 4,900 5 4,300+6,900+4,900 = 16,100
5-10 2,000 10 4,300+6,900+4,900+2,000 = 18,100
10-24 2,100 24 4,300+6,900+4,900+2,000+2,100 = 20,200

34
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visualizing

Prawing the cumulative frequency graph

Cumulative
Now that we have the upper limits and cumulative frequencies, we : frequencies
can plot them on a chart. Draw two axes, with the vertical one for the . can never
cumulative frequency and the horizontal one for the hours. Once you’ve Waf(?l‘l lt! decrease.
done that, plot each of the upper limits against its cumulative frequency, :
and then join the points together with a line like this: If your cumulative

frequency decreases at
any point, check your

calculations.
Running Total of Hours Played

> 22500
2 20000 —=
g 17500
& 15000 Lhis point Y
i 12500 You Y\.o*’ lO‘ \\Y;ws aSa'\V\SJC
© 10000 \"°J°J°‘“? Live Sreapenty ©
¥ 7500 a tumuid
% 5000 1800-
€ 2500
S L ° 0 : Io I 2Io 2I

5 1 15 5

L your thar
Plways start Y ative Hours

wheve the cumul
frequenty ¢ o

_ rpen your pecil
y The CEO wants you to find the number of instances of people

playing online for up to 4 hours. See if you can estimate this
using the cumulative frequency diagram.
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sharpen solution and

_ r r pencil
%.\Pw yw&lgfinn

15000
13750 0,

12500
10000
7500
5000
2500

The CEO wants you to find the number of instances of people
playing online for less than 4 hours. See if you can estimate this
using the cumulative frequency diagram.

To do this, we find 4 on the horizontal axis, find wheve
this value meets the line of the graph, and vead off the
torvesponding tumulative frequenty on the vertical axis.

This gives us an answer of approximately | 3,750. |n other
words, there are approximately 13,750 instantes of
people ?la\/ing online for under 4 hours.

0.0

Q,: What'’s a cumulative frequency?

A: The cumulative frequency of a value
is the sum of the frequencies up to and
including that value. It tells you the total
frequency up to that point.

As an example, suppose you have data
telling you how old people are. The
cumulative frequency for value 27 tells
you how many people there are up to and
including age 27.

Q; Are cumulative frequency graphs
just for grouped data?

A: Not at all; you can use them for
any sort of numeric data. The key thing
is whether you want to know the total
frequency up to a particular value, or
whether you're more interested in the
frequencies of particular values instead.

36
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Dumb Questions

Q; On some charts you can show
more than one set of data on the same
chart. What about for cumulative
frequency graphs?

A: You can do this for cumulative
frequency graphs by drawing a separate
line for each set of data. If, say, you wanted
to compare the cumulative frequencies by
gender, you could draw one line showing
males and the other females. It would be
far more effective to show both lines on one
chart, as it makes it easier to compare the
two sets of data.

Q: Is there a limit to how many lines
you can show on one chart?

A: There’s no specific limit, as it all
depends on your data. Don’t have so many
lines that the graph becomes cluttered

and you can no longer use it to read off
cumulative frequencies and compare sets
of data.

Download at WoweBook.Com

Q} Remind me, how do | find the
cumulative frequency of a value?

A: You can find the cumulative frequency
by reading it straight off the graph. You
locate the value you want to find the
cumulative frequency for on the horizontal
axis, find where this meets the cumulative
frequency curve, and then read the value of
cumulative frequency off the vertical axis.

Q: If | already know the cumulative
frequency, can | use the graph to find the
corresponding value?

A: Yes you can. Look for the cumulative
frequency on the vertical axis, find where it
meets the cumulative frequency curve, and
then read off the value.




visualizing information

During the Manic Mango keynote, the CEO wants to explain how he wants to target particular age
groups. He has a cumulative frequency graph showing the cumulative frequency of the ages, but

he needs the frequencies too, and the dog ate the piece of paper they were written on. See if you
can use the cumulative frequency graph to estimate what the frequencies of each group are.

The upper limit is 18 because so eone is ¢tlassed i
: m as b I7
from the point of their 1 7¢h bir‘l‘,hda\/ up until ‘Ehcc‘::?h‘{:
Jchc\/ turn 18. Ages are 9enerally vounded down.
\

Age group Uﬁ‘per limit | Cumulative frequency | Frequency
<0 0| 0 0
0-17 18
18-24
25-39
40-54
55-79
80-99

Number of Players Under a Particular Age

10000

>

%]

€ 7500 r

Q

=

-3

[J]

S

[N

o 5

$ 5000

i

L]

=

5

O 2500 r

00 1 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90 100
Hours
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exercise solution

During the Manic Mango keynote, the CEO wants to explain how he wants to target particular age
groups. He has a cumulative frequency graph showing the cumulative frequency of the ages, but

L 4
' RC\§Q he needs the frequencies too, and the dog ate the piece of paper they were written on. See if you
OLut\ON can use the cumulative frequency graph to piece together what the frequencies of each group are.
Age group | Upper limit | Cumulative frequency | Frequency
<0 0 0 0
0-17 18 2,000 2,000
18-24 25 4500 4500 - 2,000 = 2,500
25-39 40 6500 6500 - 4,500 = 2,000
40-54 55 8,500 8,500 - 6500 = 2,000
55-79 80 9,400 9,400 - 8,500 = 900
80-99 100 9,500 9,500 - 9,400 = 100
) ties \)\[
fc‘.‘; the chart 4, / Don't worry if you get slightly Q}can find the “?f:ﬁ;\a&we
: the Cumulative diffevent vesults—they've just Laking Ehe tuwrver oo the
requenties. estimates. freauenty) and subtrat .m‘bs e
Y(CV\OU
Number of Players Under a Particular Age
10000 f
>
0
€ 7500 r
[
E
T
0
'
[
.“2’ 5000 f
el
3
F]
£
3
O 2500 t
00 1 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90 100
Hours
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visualizing

Choosing the right chart

The CEO is really happy with your work on cumulative frequency graphs, and
your bonus is nearly in the bag. He’s nearly finished preparing for the keynote,
but there’s just one more thing he needs: a chart showing Manic Mango profits
compared with the profits of their main rivals. Which chart should he use?

Here are two possible charts that the CEO could use in his keynote. Your
: v task is to annotate each one, and say what you think the strengths and
Eien‘se weaknesses are of each one relative to the other. Which would you pick?

Profit in dollars

600 A
- Manic Mango

500 -
I:l Competitor

400 -

300 o

200 o

Profit (thousands)

100

0.0 —
2003 2004 2005 2006 2007

Year

Profit in dollars

600 A
/ == Manic Mango
500 A

Competitor

400 o

300 o

200 A

Profit (thousands)

100 H

0 1 1 1 1
2003 2004 2005 2006 2007

Year
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exercise

Here are two possible charts that the CEO could use in his keynote. Your task is to annotate
each one, and say what you think the strengths and weaknesses are of each one relative to the

L4
; llc1§e other. Which would you pick?
OLutioN
Profit in dollars
600
— . Manic Mango
(4]
500 -
E I:I Competitor
® 400 -
3 The bar chart does a good job of
£ 300 A tomparing the profit on a year—by—year
- basis, and it's great if you want to
s 2007 tompare profits in an individual year. As
& 100 - an example, we ¢tan see that up to 2007,
the tompetitor made a bigger profit, but
0.0 | in 20077 Maric Mango did.
2003 2004 2005 2006 2007 A weaknesses of this chart is that if the
Year CEO suddenly detided to add a thid
competitor, it might make the chart a
bit harder to take in at a single glante.
Profit in dollars
600
P == Manic Mango
2 500 - /
c Competitor
g 400
E The line thart is better at showing a
s 3007 trend, the year—on—year profits for eath
= 00 4 tompany. The trend line for each tompany
Y . . . .
3 is well-defined, which means we easily see
& 100 - the pattern profits: Manie Mango profits
are ctlimbing well, wheve its competition
0 L L L L is beginning to slacken off. [t would also
2003 2004 2005 2006 2007 pe easy to add another company without
W'y Year swamping the chart.
¢d ch .
overs]| {::Scd{:hc line thart, 5 the A weakness is that you can also compare
e bar o : 1€,s tlearer thy, year—by—year profit, but perhaps the bar
You chone | vt But don’t worpy ; ¢ thart is eleaver.
Yo € the othey the ‘:harfy i
wand S on which ey, o VO
"t to €mphgsij Y tacts You
40
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visualizing information

Line Charts Up Close

Line charts are good at showing trends in your data. For each set of data, you plot your
points and then join them together with lines. You can easily show multiple sets of data
on the same chart without it getting too cluttered. Just make sure it’s clear which line is
which.

As with other sorts of charts, you have a choice of showing frequency or percentages on
the vertical axis. The scale you use all depends on what key facts you want to draw out.

Line charts are often used to show time measurements. Time always goes on the
horizontal axis, and frequency on the vertical. You can read off the frequency for any
period of time by choosing the time value on the horizontal axis, and reading off the
corresponding frequency for that point on the line.

Profit in dollars

600 -
—_—
8 500 -
g
»n 400 o
=
o
é 300 ~
-
&= 200 A
(<
=
B 100 -
0 1 1 1 1
2003 2004 2005 2006 2007
Year
This trend line isn't ”‘Cﬂhlhgncul
What would happen if o .
. . rear
Line charts should be used for numerical data 4 - vanged the Ca'l:cf)owcs?
only, and not categorical. This is because it
makes sense to compare different categories, S5 3 -
but not to draw a trend line. Only use a line g
chart if you’re comparing categories over some g
numerical unit such as time, and in that case T 2 7
you’d use a separate line for each category. :h:
‘I -
1 1 1 1
Blue Brown Green Red
Eye Color
you are here » 41
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bullet points

QBUI.I.ET POINTS

over time.

clear which line is which.

Cumulative frequency is the total frequency up to a u
particular value. It's a running total of the frequencies.

m Use a line chart if you want to show trends, for example

You can use line charts to make basic predictions as it's
easy to see the shape of the trend. Just extend the trend

line, trying to keep the same basic shape.

m Use a cumulative frequency graph to plot the upper limit
of each group of data against cumulative frequency. u

Don’t use line charts to show categorical data unless

you're showing trends for each category, for example

m You can show more than one set of data on a line chart.
Use one line for each set of data, and make sure it's

over time. If you do this, draw one line per category.

Q,: Are line charts the same thing as
time series charts? | think I've heard that
name used before.

A: Atime series chart is really a line chart
that focuses on time intervals, just like the
examples we used. A line chart doesn’t have
to focus on just time, though.

Q; Are there any special varieties of
line charts?

A: Yes. In fact, you've encountered one
of them already. The cumulative frequency
graph is a type of line chart that shows the
total frequency up to a certain value

42
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l) Questions

Q: Can line charts show categorical
data as well as data that’s numeric?

A: Line charts should only be used to
show categorical data if you're showing
trends for each category, and use a separate
line for each category.

What you shouldn’t do is use a line chart to
draw lines from category to category.

Q: So line charts are better for
showing overarching trends, and bar
charts are better for comparing values or
categories?

A: That'’s right. Which chart you use really
comes down to what message you want to
put across, and what key facts you want to
minimize.

Download at WoweBook.Com

Q: Now that | know how to create
charts properly, can | use charting
software to do the heavy lifting?

A: Absolutely! Charting software can save
you a lot of time and hard work, and the
results can be excellent.

The key thing with using software to produce
your charts is to remember that the software
can't think for you. You still have to decide
which chart best represents your key facts,
and you have to check that the software
produces exactly what you expect it to.




visualizing information

Manic Mango conquered the games markett

You've helped produce some killer charts for Manic Mango, and thanks to you,
the keynote was a huge success. Manic Mango has gained tons of extra publicity
for their games, and money from sponsorship and advertising is rolling in. The
only thing left for you to do is think about all the things you could do and the
places you could go with your well-earned bonus.

You've had your first taste of how statistics can help you and what you can achieve
by understanding what’s really going on. Keep reading and we’ll show you more
things you can do with statistics, and really start to flex those statistics muscles.

Nice work with those
charts! We've got investors
lining up outside the office.
Take a long vacation, on mel!
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2 measuring central tendency

ok
* The Middle Way .

People say I'm just an
average golfer, but T'll
show them I'm really mean.

Sometimes you just need to get to the heart of the matter.
It can be difficult to see patterns and trends in a big pile of figures, and finding the
average is often the first step towards seeing the bigger picture. With averages at
your disposal, you’ll be able to quickly find the most representative values in your
data and draw important conclusions. In this chapter, we'll look at several ways to
calculate one of the most important statistics in town—mean, median, and mode—
and you'll start to see how to effectively summarize data as concisely and usefully

as possible.

this is a new chapter
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statsville health club

Welcowme to the Health Club

The Statsville Health Club prides itself on its ability to find

the perfect class for everyone. Whether you want to learn .r’_\‘

how to swim, practice martial arts, or get your body into .

shape, they have just the right class for you.

The staff at the health club have noticed that their e ea t u
customers seem happiest when they’re in a class with . .
people their own age, and happy customers always come STB[SUI | I E'rS PFEmIEF Spa
back for more. It seems that the key to success for the health

club is to work out what a typical age is for each of their

classes, and one way of doing this is to calculate the

average. The average gives a representative age for each

class, which the health club can use to help their customers
pick the right class.

Here are the current attendees of the Power Workout class:

Age 20

How do we work out the average age of the Power Workout class?

46
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measuring tendency

A common measure of average is the mean

It’s likely that you've been asked to work out averages before. One way to find the
average of a bunch of numbers is to add all the numbers together, and then divide
by how many numbers there are.

In statistics, this is called the mean.

What's wrong with just calling
it the average? It's what I'm
used to.

Because there’s more than one sort of average.

You have to know what to call each average, so you can easily
communicate which one you’re referring to. It’s a bit like going to your
local grocery store and asking for a loaf of bread. The chances are
you’ll be asked what sort of bread you’re after: white, whole-grain, etc.
So if you’re writing up your sociology research findings, for example,
you’ll be expected to specify exactly what kinds of average calculations
you did.

Likewise, if someone tells you what the average of a set of data s,
knowing what sort of average it is gives you a better understanding of
what’s really going on with the data. It can give you vital clues about
what information is being conveyed—or, in some cases, concealed.

We’ll be looking at other types of averages, besides the mean, later in
this chapter.

47
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statistics notation

Mean math

If you want to really excel with statistics, you’ll need to
become comfortable with some common stats notation. It
may look a little strange at first, but you’ll soon get used to it.

Letters and numbers

Almost every statistical calculation involves adding a bunch of
numbers together. As an example, if we want to find the mean of
the Power Workout class, we first have to add the ages of all the
class attendees together.

The problem statisticians have is how to generalize this. We don’t
necessarily know in advance how many numbers we’re dealing with,
or what they are. We currently know how many people are in the
Power Workout class and what their ages are, but what if someone
else joins the class? If we could only generalize this, we’d have a
way of showing the calculation without rewriting it every time the
class changes.

Statisticians get around this problem by using letters to represent
numbers. As an example, they might use the letter x to represent
ages in the Power Workout class like this:

Specific ages of class attendees General ages of class attendees

19 20 20 20 21 ﬁ X1 Xz X3 X4 X5

Each x represents the age of a separate person in the class. It’s a v\
p g parate p enks one
bit like labeling each person with a particular number x. Eath % vepres
of the tlass 39>
3 aeneval way of
We use *L\is H?\ S p acticular Sir\ls Now that we have a general way of writing
YCYYC;:.:'s |% at the moment, bw ages, we can use our s to represent them in
3?:' he betomes 20, we'll still calculations. We can write the sum of the 5 ages
when S

) .
i her 3B€ 35 % We won't have in the class as

{ o£ our La\cu\a{:\ons.
o Sum = x, + X, + X, + X, + X,

But what if we don’t know how
many humbers we have to sum?
What if we don’t know how many
people are in the class?

48 Chapter 2
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measuring cenfral tendency

Pealing with unknowns

Statisticians use letters to represent unknown numbers. But what if we don’t
know how many numbers we might have to add together? Not a problem—
we’ll just call the number of values n. If we didn’t know how many people were
in the Power Workout class, we’d just say that there were z of them, and write
the sum of all the ages as:

W n o itk way 0‘(:
The * 83 W0 |n other

\6 ina ‘and so o her
j;,:i?, jusk keep on adding *'s

Sum = x, + X, ¥ X, X, + X, .t X

In this case, x_ represents the age of the nth person in the class. If there were 18
people in the class, this would be x,, the age of the 18th person.

182

Writing out all
those X's looks like it
could get arduous...

We can take another shortcut.

Writing x, + x, + x, +x, + ... + x_1is a bit like saying “add age
1 to age 2, then add age 3, then add age 4, and keep on adding
ages up to age n.” In day-to-day conversation it’s unlikely we’d
phrase it like this. We’re far more likely to say “add together all
of the ages.” It’s quicker, simpler, and to the point.

We can do something similar in math notation by using the

summation symbol 2, which is the Greek letter Sigma. We can

use 2x (pronounced “sigma x”) as a quick way of saying “add

It all adds
up how...

together the values of all the x’s.”

o
x1+x2+x3+x4+x5+...+x“=zx

Do you see how much quicker and simpler this is? It’s just
a mathematical way of saying “add your values together”
without having to explicitly say what each value is.

Now that we know some handy math shortcuts, let’s see how
we can apply this to the mean.

you are here » 49
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mean

Back to the mean

We can use math notation to represent the mean.

To find the mean of a group of numbers, we add them all together,
and then divide by how many there are. We've already seen how to
write summations, and we’ve also seen how statisticians refer to the
total count of a set of numbers as n.

If we put these together, we can write the mean as:

bevs
E Add all the num
zx {_psc{—)\cv, .

—— .then divide by however
n many thevre ave.

In other words, this is just a math shorthand way of saying “add
together all of the numbers, and then divide by how many
numbers there are.”

The wmean has its own sywbol

The mean is one of the most commonly used statistics around,
and statisticians use it so frequently that they’ve given it a symbol
all of its own: p. This is the Greek letter mu (pronounced “mew”).
Remember, it’s just a quick way of representing the mean.

The mean is one of
the most {rec[uently
used statistics. [t

can be representea[

with the syml)ol H.

I'm mean. Some people
say I'm average, but
deep down, I'm mean.

Q
u = Ex
n

50
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_ q@;pen your penci

HOW man'

|
there ary Prope

measuring

tendency

Have a go at calculating the mean age of the Power Workout

class? Here are their ages.

Age

19

20

21

e of each dge 3| Frequency

1

3

Five Minute
Mystery

The Case of the Ambiguous Average

The staff at a local company are feeling mutinous about

perceived unfair pay. Most of them are paid $500 per week, a
few managers are on a higher salary, and the CEO takes home
$49,000 per week.

“The average salary here 1s $2,500 per week, and we’re only

paid $500,” say the workers. “This is unfair, and we
demand more money.”

One of the managers overhears this and joins in with the
demands. “The average salary here is $10,000 per week,

and I'm only paid $4,000. I want a raise.”

The CEO looks at them all. “You're all wrong; the average
salary 1s $500 per week. Nobody 1s underpaid. Now get back to

work.”

What’s going on with the average? Who do you
think is right?

Download at WoweBook.Com
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mean and frequency

_ rpen your pencil
y &Iutmn Have a go at calculating the mean age of the Power Workout

class? Here are their ages.

Age 19 20 21
Frequency 1 3 1

To find p, we need to add all the people’s ages, and divide by how many there are.
This gjves us p=19+20+20+20+ 2l

’ \_/ Remember that there
-2 ave 3 pecrle of age 20

J—

5
=20
The mean age of the ¢elass is 20.

Handling frequencies

When you calculate the mean of a set of numbers, you’ll often find that
some of the numbers are repeated. If you look at the ages of the Power
Workout class, you'll see we actually have 3 people of age 20.

It’s really important to make sure that you include the frequency of each
number when you’re working out the mean. To make sure we don’t
overlook it, we can include it in our formula.

If we use the letter £ to represent frequency, we can rewrite the mean as
Multiply each number by
z f v its frcquency, then add
I‘ — X the vesults together.
Zf"\ Cum of the freauenties

This is just another way of writing the mean, but this time explicitly
referring to the frequency. Using this for the Power Workout class gives us

p=1x19+3x20+1x21

5
=20

It’s the same calculation written slightly differently.

52 Chapter 2
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measuring tendency

Back to the Health Club

Here’s another hopeful customer looking for the perfect
class. Gan you help him find one?

T want a nice quiet class on a Tuesday
evening where T can meet people my age.
Do you think you can help me?

This sounds easy enough to sort out. According to the
brochure, the Health Club has places available in three
of its Tuesday evening classes. The first class has a mean
age of 17, the second has a mean of 25, and the mean
age of the third one is 38. Clive needs to find the class
with an average student age that’s closest to his own.

BRANN
Y BARRECL L

Look at the mean ages for each class.
Which class should Clive attend?

Meet C’ivc,

i ies who
tlass Com
middle_ a

3 man in his |t,
Wants ap

Posed of t
9ed folks,

exﬂ"disc
heyv
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when good means go bad

Everybody was Kung Fu fighting

Clive went along to the class with the mean age of 38. He was
expecting a gentle class where he could get some nonstrenuous
exercise and meet other people his own age. Unfortunately...

T ended up in the Kung Fu
class with lots of young ‘uns and
a few ancient masters. My back
will never be the same again.

VitaL Stafisties -
Mean
; 2%

n

What could have gone wrong? E £
K

The last thing Clive expected (or wanted) was a
class that was primarily made up of teenagers. E
Why do you think this happened? ‘F

=
|

We need to examine the data to find out. Let’s
see if sketching the data helps us see what the
problem is.

54 Chapter 2
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measuring cenfral tendency

Sketch the histograms for the Kung Fu and Power Workout classes. (If you need a refresher on
histograms, flip back to Chapter 1.) How do the shapes of the distributions compare? Why was
Clive sent to the wrong class?

Power Workout Classmate Ages

Age 19 [20 |21
Frequency |1 3 1

Kung Fu Classmate Ages

Age 19 [20 |21 |145 147
Frequency | 3 6 |3 |1 1

you are here » 55
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exercise

Sketch the histograms for the Kung Fu and Power Workout classes. (If you need a refresher on
histograms, flip back to Chapter 1.) How do the shapes of the distributions compare? Why was

Clive sent to the wrong class?

Power Workout Classmate Ages

Age 19 [20 |21
3 |1

_

Frequency

Kung Fu Classmate Ages

Age 19 |20 | 211|145 | 147

Frequency | 3 6 |3 |1 1

Age of Power Workout classmates

w

frequency
N

0 T T T T T T
We left out the ages
0 18 19 20 21 22 23 age
between O and (8 to A
save sPaCC-

Age of Kung Fu classmates

frequency
» [e)}

0 1 1 1 "\ '

0 19 20 21 22 145 146 147 148 age

Do you think the mean can ever be the highest value
in a set of numbers? Under what circumstances?

56
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measuring cenfral tendency

Our data has outliers

Did you see the difference in the shape of the charts for the Power
Workout and Kung Fu classes? The ages of the Power Workout
class form a smooth, symmetrical shape. It’s easy to see what a
typical age is for people in the class.

The shape of the chart for the Kung Fu class isn’t as straightforward.
Most of the ages are around 20, but there are two masters whose
ages are much greater than this. Extreme values such as these are
called outliers.

Age of Kung Fu students

h .
g Most of the \vcov\c n Jcé\\c
g tlass ave avound a0e O
: <evs. They've
w heve are outlievs. . Y
h s over :
“- . -l;i:xac?:c values that don £ veally ft
with bhe bulk of the data.

4 o

2 E

o LA —, ] ' L . | I

0 19 20 21 22 145 146 147 148 age

y-‘—'%@

1 dy in
The mean 1is 28, but nobo y .
‘ch: ¢lass is avound fhat age. s n{:?
veally vepresentative of the tlass’

_ @RA\N
PQWER

What would the mean have been if the ancient

masters weren'’t part of the class? Compare this

with the actual mean. What does this tell you
about the effect of the outliers?

you are here »
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introducing outliers

outliers
The butler A did it
If you look at the data and chart of the Kung Fu class, it’s easy to
see that most of the people in the class are around 20 years old. In

fact, this would be the mean if the ancient masters weren’t in the
class.

We can’t just ignore the ancient masters, though; they’re still part of
the class. Unfortunately, the presence of people who are way above
the “typical” age of the class distorts the mean, pulling it upwards.

Age of Kung Fu students

1y Wi{:\\ou{: the ancicn{:

g maskevs, the mean wou

g be around heve:

-3

[J] N

) g |£ we intlude the a.hucr\
| maskers, the mean ‘SH‘
1 kewed way over to the
27 v\gh‘c-
AV . . ! /{ ! ] ) ]

0 19 20 21 22 145 146 147 148 age

y=36

Can you see how the outliers have pulled the mean higher? This
effect is caused by outliers in the data. When this happens, we say
the data is skewed.

The Kung Fu class data is skewed to the right because if you line
the data up in ascending order, the outliers are on the right.

Let’s take a closer look at this.

VifaL Statfisties -
Outlier

An extreme high or low value
that stands out from the
vest of the data

VitaL Statisties -
Skewed Data

When outliers “pull” the data
1o the left or vight

harpen your pencil
& Sollfifinn

Do you think the mean can ever be the highest value in a set of
numbers? Under what circumstances?

Yes it ean. The mean is the highest value if all of the numbers in the data set are the same.

58 Chapter 2
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Skewed to the right

Data that is skewed to the right has a “tail” of
high outliers that trail off to the right. If you
look at a right-skewed chart, you can see this
tail. The high outliers in the Kung Fu class data
distort the mean, pulling it higher—that is, to

4 il
the right. Heve's Lhe tai
of outliers on

\C the righ’c-

< dewed Skewed to the left
. da \S
Th\s&,\\c \CI; X T\‘CS? Here’s a chart showing data that is skewed to the left. Can
b values ave Y“\ mz you see the tail of outliers on the left? This time the outliers
\:;‘c mean fo the ¥ are low, and they pull the mean over to the left. In this

Symmetric data

In an ideal world, you’d expect data to be symmetric.

If the data is symmetric, the mean is in the middle.
There are no outliers pulling the mean in either
direction, and the data has about the same shape on
either side of the center.

measuring cenfral tendency

Skewed Data Up Close

Most values ave
aY‘OUV\d hCY‘c) bu
Lhe mean is higher:

situation, the mean is lower than the majority of values.

The data here is |
symmetvital. The mean is

ot influenced by outlhiers.
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mean

Watercooler conversation

60

Hey Clive! T heard you joined the Kung Fu
class. That's really unexpected...

Clive: They told me the average age for the class is about 38, so
I thought I’d fit in alright. I had to sit down after 5 minutes before
my legs gave out.

Bendy Girl: But I didn’t see anyone that age in the class, so
there must have been some sort of mistake in their calculations.
Why would they tell you that?

Clive: I don’t think their calculations were wrong; they just didn’t
tell me what I really needed to know. I asked them what a typical
sort of age 1s for the class, and they gave me the mean, 38.

Bendy Girl: And that’s not really typical, is it? I mean, just
looking at the people in the class, I would’ve thought that a
younger age would be a bit more representative.

Clive: If only they’d left the Ancient Masters out of their
calculations, I would’ve known not to go to the class. That’s what
did it; I'm sure of it. They distorted their whole calculation.

Bendy Girl: Well, if the Ancient Masters are such a big
problem, why can’t they just ignore them? Maybe that way they
could come up with a more typical age for the class...
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measuring

Finding the median

If the mean becomes misleading because of skewed data and outliers,
then we need some other way of saying what a typical value is. We can
do this by, quite literally, taking the middle value. This is a different
sort of average, and it’s called the median.

To find the median of the Kung Fu class, line up all the ages in
ascending order, and then pick the middle value, like this:

19 19 20 20 20 21 21 100 102

Heve's the number in the
middle. This is the median, 20.

tendency

If you line all the ages up in ascending order, the value 20 is exactly (I'
halfway along. Therefore, the median of the Kung Fu class is 20. Tl"e median
. . 'r) ] L]
What if there had been an even number of people in the class? 1s always n
19 20 20 20 21 21 100 102 tl‘e ml(:[(lle.
KW 9
* It's the
[£ there's an even number of .
people in the elass, there will mlc[(lle Value.

be no single middle number-

If you have an even set of numbers, just take the mean of the two
middle numbers (add them together, and divide by 2), and that’s
your median. In this case, the median is 20.5.

- %w&nv«
TOWER

We've seen that if you have 9 numbers, the median is the number at position
5. If you have 8 numbers, it's the number at position 4.5 (halfway between
the numbers at position 4 and 5). What about if you have n numbers?

61
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calculating the median:

at position (n+1) / 2.

tbere]gre no

Questions

Dum

Q: Is it still OK to use the mean with skewed data if | really
want to?

A: You can, and people often do. However, in this situation the
mean won't give you the best representation of what a typical value
is. You need the median.

Q: You say that, but surely the whole point of the mean is
that it gives a typical value. It’s the average.

A: The big danger is that the mean will give a value that doesn’t
exist in the data set. Take the Kung Fu class as an example. If you
were to go into the class and pick a person at random, the chances
are that person would be around 20 years old because most people
in the class are that sort of age. Just going with the mean doesn’t
give you that impression. Finding the median can give you a more
accurate perspective on the data.

But sometimes even the median will give a value that’s not in the
data set, like our example on the previous page. That's precisely why
there’s more than one sort of average; sometimes you need to use
different methods in order to accurately say what a typical value is.

62

How to find the median in three steps:

1. Line your numbers up in order, from smallest to largest.

2. If you have an odd number of values, the median is the one
in the middle. If you have n numbers, the middle number is

3. If you have an even number of values, get the median by
adding the two widdle ones together and dividing by 2.
You can find the midpoint by calculating (n+ 1) / Z. The
two wmiddle numbers are on either side of this point.

Q: So is the median better than the mean?

A: Sometimes the median is more appropriate than the mean,
but that doesn’t make it better. Most of the time you'll need to use
the mean because it usually offers significant advantages over the
median. The mean is more stable when you are sampling data. We'll
come back to this later in the book.

Q: How do | use the mean or median with categorical data?
What about examples like the data on page 9 of Chapter 1?

< You can only find the mean and median of numerical data.
Don't worry, though, there’s another sort of average that deals with
just this problem that we'll explore later on.

Q; | always get right- and left-skewed data mixed up. How do
| remember which is which?

A: Skewed data has a “tail” of outliers. To see which direction
the data is skewed in, find the direction the tail is pointing in. For
example, right-skewed data has a tail that points to the right.
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measuring cenfral tendency

BE the daa

= Your job is to play like lYou’l’e the data, and
say what the median is for each set, whether

the data is skewed, and whether the mean

is higher or Jower than the median.

Give reasons why.

N
N
w
N
()]
(0)]
~
©

Values
Frequency |4 6 4 4 3 2 1 1

N
N
»
(o]
[(e]

Values 10 |11 12

N
-
N
w
N
N
()]
()]

Frequency
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be the data solution

Your job is to play like lYou re the data, and
say what the median is for each set, whether
the data is skewed, and whether the mean

BE t}y@ d&t& §olut1on
%

is higher or Jower than the median.

Give reasons why.
Values 1 2 3 4 5 6 7 8
Frequency |4 6 4 4 3 2 1 1

Theve are 25 numbers, and if you line them all up, the median is half way
along, i-e., |3 numbers along The median is 3. The data is skewed to the
vight, which pulls the mean higher- Therefore, the mean is higher than the

median.

Values 1 4 6 8 9 10 |11

12

Frequency |1 1 2 3 4 4 5

5

The median here is |0. The data is skewed o the left, so the mean is
pulled to the left Therefore, the mean is lower than the median.

[€ the data is skewed to the
\rlgh‘[‘, the mean is to the
|5H: of the median (hughcr)

Mean

h
/
Median

64 Chapter 2
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measuring cenfral tendency

Business is boowming

Your work on averages is really paying off. More and more people are
turning up for classes at the Health Club, and the staff is finding it
much easier to find classes to suit the customers.

This teenager is after a swimming class where he can make new
friends his own age.

The swimming
class you have for
teenagers sounds cool!
Sign me up right now.

The swimming class has a mean age of 17, and
coincidentally, that’s the median too. It sounds like this
class will be perfect for him.

The ealth Club

Statsville's Premier Spa

Swimming Class
Median age: 17

Let’s see what happens...

you are here » 65
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when good medians go bad

The Little Pucklings swimming class

The Little Ducklings class meets at the swimming pool twice a
week. In this class, parents teach their very young children how to
swim, and they all have lots of fun splashing about in the water.

Look who turned up for lessons...

Stop! Where's
your baby?

What the Q4
heck?

BRAIN
N < eaveEL L

What do you think might have gone wrong this time?

66 Chapter 2
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measuring cenfral tendency

Frec[uency Magnets

Here are the ages of people who go to the Little Ducklings class, but
some of the frequencies have fallen off. Your task is to put them in the
right slot in the frequency table. Nine children and their parents go to
the class, and the mean and median are both 17.

Age 1 2 3 31 32 33
Frequency | 3 2 2

R =

When you've figured out the frequencies for the Little Ducklings
class, sketch the histogram. What do you notice?

you are here » 67
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exercise solutions

Frec[uency Magnets

Here are the ages of people who go to the Little Ducklings class, but
some of the frequencies have fallen off. Your task is to put them in the
right slot in the frequency table. Nine children and their parents go to
the class, and the mean and median are both 17.

Age 1 2

31 32 33

Frequency | 3 E

C 1)

We've told theve ave 9 childven,

so the (-‘v-cqucncics of the

childven must add wp to 9. There

must be 4‘ ¢hildven of age 2.
Multiply both
sides by 18.

The mean is 17 1§ we substitute in a and b for the

unknown frequenties, we get
I3 + 2x4 + 3x2 + 3Ix2 + 323 + 33b = 17
[
3+ @+ b+ b2 +32a+33b=17x8=30b
323 4+ 33 =30b - (3 + 8+ b +b2) =306 -1
3245 + 33b = 227

As 32a + 33b is odd, this means that b must be 3,
and a must be 4

— qgharpen your penci
N - Sallll)giun

One 3rov? of

The mean and
median are heve.

When you've figured out the frequencies for the Little Ducklings
class, sketch the histogram. What do you notice?

Age of Little Duckling classmates

Another group

[ of data here

da{:a heve

4 -
>
0O 31 ~
]
5 2
-3
(] 1 -
i
™

0 + + +

1 2 3

4

31 32 33 34 age

[t doesn’t look like one set of data, but two: one for the pavents and one for the ehildven.
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measuring cenfral tendency

What went wrong with the mean and median?

Let’s take a closer look at what’s going on.

Here are the ages of people who go to the Little Ducklings class.

11122223303131323232 32 33 33 33
\/“/\j

There’s an even number of values, so the
median is hal(:wa\/ between 3 and 3l. Take
the mean of these two numbers—(3 +31)/2—
and \/ou 56{‘, ‘7.

The mean and median for the class are both 17, even though there are
no 17-year-olds in the class!

But what if there had been an odd number of people in the class. Both
the mean and median would still have been misleading. Take a look:

111222223@3131323232 32 33 33 33

|£ we add another 2—\/car—o|d
4o the tlass, the median becomes
3. But what about the adults?

If another two-year-old were to join the class, like we see above, the
median would still be 3. This reflects the age of the children, but
doesn’t take the adults into account.

11122222 3(G) 31 31 32 32 32 32 33 33 33

| we add another 3| —Year—old
4o the ¢tlass, the median instead
becomes 3l. This time, we ignore

the kids_’

If another 33-year-old were added to the class instead, the median
would be 31. But that fails to reflect all the kids in the class.

Whichever value we choose for the average age, it seems misleading:

What should we do for data like this?
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sharpen your pencil

_ rpen your pencil

Here’s where you have to really think about how you can best
give a representative age (or ages) for the Little Ducklings class.

f‘ L] Here's a reminder of the data:
i"«t Age 1 |2 [3 |31 |32 |33

Frequency |3 [4 |2 |2 4 3

1.Why do you think the mean and median both failed for this data? Why are they misleading?

2. If you had to pick one age to represent this class, what would it be? Why?

3. What if you could pick two ages instead? Which two ages would you pick, and why?
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Head First: Hey, Average, great to have you on the
show...

Mean: Please, call me Mean.

Head First: Mean? But I thought you were
Average. Did we mix up the guest list?

Mean: Not at all. You see, there’s more than one
type of Average in Statsville, and I'm one of them,
the Mean.

Head First: There’s more than one Average? That
sounds kinda complicated.

Mean: Not really, not once you get used to it. You
see, we all say what a typical value is for a set of
numbers, but we have different opinions about how
to say what that is.

Head First: So which one of you is the real
Average? You know, the one where you add all the
numbers together, and then divide by however many
numbers there are?

Mean: That’s me, but please don’t call me the “real”
Average; the other guys might get offended. The
truth is that a lot of people new to Statsville see me
as being Mr. Average. I have the same calculation
that students see when they first encounter Averages
in basic arithmetic. It’s just that in Statsville, I'm
called Mean to differentiate between the other sorts
of Average.

Head First: So do you have any other names?

Mean: Well, I do have a symbol, u. All the rock stars
have them. Well, some of them do. I do anyway:. It’s
Greek, so that makes me exotic.

Head First: So why are any of the other sorts of
Average needed?

measuring tendency

The Mean Exposed
This week’s interview:
The many types of average

Mean: I hate to say it, but I have weaknesses. I lose
my head a bit when I deal with data that has outliers.
Without the outliers I'm fine, but then when I see
outliers, I get kinda mesmerized and move towards
them. It’s led to a few problems. I can sometimes
end up well away from where most of the values are.
That’s where Median comes in.

Head First: Median?

Mean: He’s so level-headed when it comes to
outliers. No matter what you throw at him, he always
stays right in the middle of the data. Of course, the
downside of the Median is that you can’t calculate
him as such; you can only work out what position he
should be in. It makes him a bit less useful further
down the line.

Head First: Do the two of you ever have the same
value?

Mean: We do if the data’s symmetric; otherwise,
there tends to be differences between us. As a general
rule, if there are outliers, then I tend to wander
towards them, while Median stays where he is.

Head First: We’re running out of time, so here’s
one final question. Are there any situations where
both you and Median have problems saying what a
typical value is?

Mean: I'm afraid there is. Sometimes we need a
little helping hand from another sort of Average. He
doesn’t get out all that much, but he’s a useful guy to
know. Stick around, and I'll show you some of the
things he’s up to.

Head First: Sounds great!

7
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sharpen your pencil

_ rpen your pencil
-
: ;k &Iutwn Here's where you have to really think about how you can best
give a representative age (or ages) for the Little Ducklings class.

Here's a reminder of the data:

Age 1 2 |3 |31 |32 |33
Frequency |3 [4 |2 |2 4 3

1. Why do you think the mean and median both failed for this data? Why are they misleading?

Both the mean and median are misleading for this set of data betause neither (:ull\/
vepresents the typical ages of people in the class. The mean suggests that teenagers
9o to the tlass, when in faet there ave none. The median also has this problem, but it
can fluctuate wildly if other people join the ¢lass.

2. If you had to pick one age to represent this class, what would it be? Why?

[t's not veally possible to pick a single age that fully vepresents the ages in the ¢lass.
The ¢lass is veally made up of two sets of ages, those of the childven and those of
the pavents. You tan't veally vepresent both of these groups with a single number.

3. What if you could pick two ages instead? Which two ages would you pick, and why?

As it looks like theve ave two sets of data, it makes sense to pick two ages to
vepresent the ¢lass, one for the ¢hildren and one for the pavents. We'd thoose 2
and 32, as these are the two age aroups with the most people in them
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Introducing the mode

In addition to the mean and median, there’s a third type of
average called the mode. The mode of a set of data is the most
popular value, the value with the highest frequency. Unlike the
mean and median, the mode absolutely 4as to be a value in the
data set, and it’s the most frequent value.

Sometimes data can have more than one mode. If there is

more than one value with the highest frequency, then each

one of these values is a mode. If the data looks as though it’s
representing more than one trend or set of data, then we can
give a mode for each set. If a set of data has two modes, then we
call the data bimodal.

This is exactly the situation we have with the Little Ducklings
class. There are really two sets of ages we’re looking at, one for
parents and one for children, so there isn’t a single age that’s
totally representative of the entire class. Instead, we can say
what the mode is for each set of ages. In the Little Ducklings
class, ages 2 and 32 have the highest frequency, so these ages are
both modes. On a chart, the modes are the ones with the highest
frequencies.

It even works with categorical data

The mode doesn’t just work with numeric data; it works
with categorical data, too. In fact, it’s the only sort of average
that works with categorical data. When you’re dealing with
categorical data, the mode is the most frequently occurring
category.

You can also use it to specify the highest frequency group of
values. The category or group with the highest frequency is
called the modal class.

Number of sessions by class type

Power
Workout

class

Kung Fu

Little Ducklings

. Number of Sessions

measuring cenfral tendency

Age 1 2 3 31 |32 |33
Frequency |3 |4 |2 |2 4 3

These two values ave the most
popular, so they are both modes.

Age of Little Duckling classmates

Heve are the modes; H\cy.
have the highest frequenties.

J

gz 4
§° 2
. g\/
1.2 3 4 31 32 33 34

age

This dats is blmodal

betause theve are - avre 2
modes.

e Yiealth Club

Statsville's Premier Spa

The

Swimming Class

Medianageri?

Mode ages: 2 and 32

0 2 4 6 8 10 12 14 16

frequency

18

you are here » 73

Download at WoweBook.Com



calculating the mode: step-by-step

Three steps for finding the mode:

1. Find all the distinet categories or values in your set of data.

2. Write down the frequency of each value or category.

3. Pick out the onels) with the highest frequency to get the mode.

— agdharpen your pencl

Find the mode for the following sets of data.

Values 1 2 3 4 5 6 7 8

Frequency 4 6 4 4 3 2 1 1

Category Blue Red | Green | Pink | Yellow
Frequency 4 5 8 1 3
Values 1 2 3 4 5

Frequency 2 3 3 3 3

When do you think the mode is most useful?

When is the mode least useful?
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measuring tendency

Congratulations!

Your efforts at the Health Club are proving to be a huge success,
and demand for classes is high.

My mean golf
score is two under par.
But don't tell the ladies
my median score is two
over par.

Three cheers for
M-O-D-E! Most of the class
is the same age as mel

An experienced
tennis coach like
me earns a median

salary of $33/hour.

Icanruna
mile in a mean of 25
minutes, but that includes
a stop at Starbuzz Coffee
on the way.

T kick butt
at soccer and
statistics.

I lose a mean of 7 teeth
per hockey match.

Median time spent
underwater each day:
24 minutes

Wiz
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sharpen your pencil

harpen your penci

salutmn Find the mode for the following sets of data.
Values 1 2 3 4 5 6 7 8 The mode heve is 2, as it has the
Frequency |4 |6 |4 |4 [3 [2 [+ |4 highest frequency.
Category Blue | Red | Green | Pink |[ Yellow This time the mode is Green.
Frequency 4 5 8 1 3
Values 1 2 3 4 5 This set of data has several modes: 2, 3, 4, and 5.
Frequency 2 3 3 3 3

When do you think the mode is most useful?

When the data set has a low number of modes, or when the
data is categorical instead of numerical. Neither the mean nor
the median tan be used with ca{:cgorical data.

When is the mode least useful?

When there are many modes

N VitaL Stafisties —

=/ Mode

The mode has to be in the data
set. [t's the only average that
wovks with ca{:egorical data.
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measuring cenfral tendency

Complete the table below. For each type of average we've encountered in the chapter, write

A\ . down how to calculate it, and then give the circumstances in which you should use each one. Try
Eien‘se your hardest to fill this out without looking back through the chapter.
Average How to calculate When to use it
Mean (u) When the data is fairly symmetric
and shows just the one trend.
Median
Mode
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exercise solution

Complete the table below. For each type of average we've encountered in the chapter, write
v down how to calculate it, and then give the circumstances in which you should use each one. Try
EiQRC\SQ your hardest to fill this out without looking back through the chapter.

SotLution
Average How to calculate When to use it
Mean (u) Use either When the data is fairly symmetric
and shows just the one trend.
S «—— % is eath value.
ng _n is the number
o-(: Va|ues.
or
/ £ is the
‘c\rcqucr\c\/ o‘(:
2fx eath x.
£
Median Line up all the values in astending order. | When the data is skewed because of
[£ there are an odd number of values, the outliers.
median is the one in the middle.
[£ theve are an even number of values,
add the two middle ones together, and
divide b\/ two.
Mode Choose the value(s) with the highest When You're working with eategorical
(:rcqucnc\/. data.
[£ the data is showin% two tlusters of When the data shows two or move
data, report a mode for eath aroup. clusters of data.
The onl\/ chyc of average You ¢an
caleulate for eategorical data is
the mode.
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measuring tendency

_ Q@;pen your penci

The generous CEO of Starbuzz Coffee wants to give all his employees a
pay raise. He's not sure whether to give everyone a straight $2,000 raise,

or whether to increase salaries by 10%. The mean salary is $50,000, the
median is $20,000, and the mode is $10,000.

a) What happens to the mean, median, and mode if everyone at Starbuzz is given a $2,000 pay raise?

b) What happens to the mean, median, and mode if everyone at Starbuzz is given a 10% pay raise instead?

¢) Which sort of pay raise would you prefer if you were earning the mean wage? What about if you were on
the same wage as the mode?
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sharpen your pencil solution

_ pen your pencil
y &Iu‘hnﬂ The generous CEO of Starbuzz Coffee wants to give all his employees a

pay rise. He's not sure whether to give everyone a straight $2,000 raise,
or whether to increase salaries by 10%. The mean salary is $50,000, the
median is $20,000, and the mode is $10,000.

a) What happens to the mean, median, and mode if everyone at Starbuzz is given a $2,000 pay raise?

Mean: [£ % vepresents the original wages, and n the number of employees,

p = 2(x + 2000)
- Median: Every wage has £2.000 added +o
/; e n it, and this intludes the middle value—the
The origing| = Yx+ Y2000 (\T\‘cno{: 2000. median. The new median is
— — lots 420,000 + 2,000 = $22,000.

n

meéan n n
't
= 50;000 + 2000 n < Ad\d' ! Modci The most Commonlwagc or mode is
) "9 2,000 to {10,000, and vith the 12,000 pay vaise,

cveryone's salar\/ this betomes

= 52,000 increases the mean, {10,000 + #2000 = $12,000.
',"Cdia'\: and mode by
#2,000.

b) What happens to the mean, median, and mode if everyone at Starbuzz is given a 10% pay raise instead?

This time, all of the wages are multiplied by I.| (which is |00% + 10%).

Mean: p = 2(11%)
o - Median: Every wage is multiplied by I.I, and

n this intludes the middle value—the median.
=113« The new median is
] 1
{20,000 x || = $22,000.
n
’c'\‘/";:;aSi")S y —2 = |l % 50,000 Mode: The most tommon wage or mode is
one s s aY‘Y . . . .
by 10% intveases = ,‘IEG,OOO lsbli;?'fso, and if we muH:nPI\/ £his b\/ Il
the mean, median, $10,000 x |1 = $12,000.
and mode b\/
10%.

¢) Which sort of pay raise would you prefer if you were earning the mean wage? What about if you
were on the same wage as the mode?

£ You earn the mean wage, \/ou'" get a larger pay increase if you get
a l0% pay vaise. £ You earn the mode wage, you'll get more money if
you ask for the straight £2,000 pay intrease.
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measuring tendency

The Case of the Ambiguous Average: Solved

What’s going on with the average? Who do you think
is right?
The workers, the managers, and the CEO are

each using a different sort of average.

The workers are using the median, which
minimizes the effect of the CEO’s salary.

The managers are using the mean. The large
salary of the CEO is skewing the data to the right,
which is making the mean artificially high.

The CEO is using the mode. Most workers are paid $500 per week,
and so this is the mode of the salaries.

So who’s right? In a sense, they all are, although it has to be said
that each group of people are using the average that best supports
what they want. Remember, statistics can be informative, but

they can also be misleading. For balance, we think that the most
appropriate average to use in this situation is the median because
of the outliers in the data.
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3 measuring variability and spread
*
* Power Ranges
X

Don't worry about the dinner,

Mother. When you have an oven
with a lower standard deviation,
you'll never burn anything again.

Not everything’s reliable, but how can you tell?
Averages do a great job of giving you a typical value in your data set, but they

don’t tell you the full story. OK, so you know where the center of your data

is, but often the mean, median, and mode alone aren’t enough information
to go on when you’re summarizing a data set. In this chapter, we’ll show you
how to take your data skills to the next level as we begin to analyze ranges

and variation.

this is a new chapter 83
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introducing the

Wanted: one player

The Statsville All Stars are the hottest basketball team in the
neighborhood, and they’re the favorite to win this year’s league.
There’s only one problem—due to a freak accident, they’re a
player down. They need a new team member, and fast.

The new recruit must be good all-round, but what the coach
really needs is a reliable shooter. If he can trust the player’s
ability to get the ball in the basket, they’re on the team.

The coach has been conducting trials all week, and he’s down
to three players. The question is, which one should he choose?

All three players have Al theee players had
the same average score Lhe same averade
for shooting, but I need some <tore in the Leials,

way of choosing between them.

hould the
Think you can help? so how S

toath detide whith
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measuring variability and spread

We need to compare player scores

Here are the scores of the three players:

Points scored per game 7 8 9 (10 |11 (12 |13
Frequency 1 1 2 2 1 1
@rc, frcqucncy tells us the number of games

where the player got each seore. This player

stored 9 points in 2 games, and |12 points in
| 9ame.

Points scored per game |7 9 |10 (11 |13 | =
Frequency 1 2 (4 |2 |1 -

Points scored per game |3 6 (7 |10 (11 [13 [30
Frequency 2 (1 12 (3 |1 |1 1

Each player has a mean, median, and mode score of 10 points, but if you look at
their scores, you’ll see they’ve all achieved it in different ways. There’s a difference in
how consistently the players have performed, which the average can’t measure.

What we need is a way of differentiating between the three sets of scores so that we

can pick the most suitable player for the team. We need some way of comparing the
sets of data in addition to the average—but what?

_ ﬁgvunu
PQAQWEWR

What information in addition to the average

would help the coach make his decision?
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range measures data width

Use the range to differentiate between
data sets

So far we’ve looked at calculating averages for sets of data, but quite

often, the average only gives part of the picture. Averages give us a way of
determining where the center of a set of data is, but they don’t tell us how
the data varies. Each player has the same average score, but there are clear
differences between each data set. We need some other way of measuring

these differences.

We can differentiate between each set of data by looking at the way in which
the scores spread out from the average. Each player’s scores are distributed
differently, and if we can measure how the scores are dispersed, the coach
will be able to make a more informed decision.

Measuring the range

We can easily do this by calculating the range. The range tells us over
how many numbers the data extends, a bit like measuring its width. To
find the range, we take the largest number in the data set, and then
subtract the smallest.

The smallest value is called the lower bound, and the largest value is
the upper bound.

Let’s take a look at the set of scores for one of the players and see how
this works. Here are the scores:

7 8 9 9 10 10 11 12 13

\( Rangc o MFPCV‘

ound

To calculate the range, we subtract the lower bound from the upper

bound. Looking at the data, the smallest value is 7, which means that
this 1s the lower bound. Similarly, the upper bound is the largest value,
or 13. Subtracting the lower bound from the upper bound gives us:

Range = upper bound - lower bound
=13-7
=6
so the range of this set of data is 6.

The range is a simple and easy way of measuring how spread out
values are, and it gives us another way of comparing sets of data.
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frequency

Baskethall player scores

the
ta measure
V(,V:v\{c: o6 the data by

\ooking at averddes

i Rangc

< » score

The mean tells us nothing
about how s?\rcad out the
data is, so we need some
obher measure to tell us this.

VitaL Stafisties -

The vange is a way of
measuring how spread out a
set of values ave. [t's given by

Upper bound — Lower bound

wheve the upper bound is the
highest value, and the lower
bound the lowest.




measuring variability and spread

Work out the mean, lower bound, upper bound, and range for the following sets of data, and
sketch the charts. Are values dispersed in the same way? Does the range help us describe

L4
ExerciSe these differences?

Score 8 9 10 1 12
3 2 1

—_
N

Frequency

Score 8 9 10 11 12
Frequency

—_
(o)
o
—_
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exercise solution

Work out the mean, lower bound, upper bound, and range for the following sets of basketball

\ . scores, and sketch the charts. Are values dispersed in the same way? Does the range help us
EﬁQRClse describe these differences?

SoLution
Score 8 9 10 |11 12 p=1lo
Frequency |1 3 2 1 Lower bound = 8
Upper bound = |2
>
[ Range = 12 - 8
g 2 =4
T
0
- 1
L™
t + + + + score -
75 85 95 105 115 125 Look, these vesults ave the same

even though khe data's diffevent.

Score 8 9 10 1 12
Frequency

—_
o
o
—_

y='O

O“J(,\'\c\‘sz Lower bound = @

Upper bound = 12
L Range = 12 - 8
= 4

frequency
N B OV

=

¥

b

o~

£

o~

75 85 95 105 115 125

Both data sets above have the same
range, but the values are distributed
differently. I wonder if the range really gives
us the full story about measuring spread?

The range only describes the width of the data,
not how it’s dispersed between the bounds.
Both sets of data above have the same range, but the second

set has outliers—extreme high and low values. It looks like the
range can measure how far the values are spread out, but it’s
difficult to get a real picture of how the data is distributed.
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measuring variability and spread

The problem with outliers

The range is a simple way of saying what the spread of a set of

data is, but it’s often not the best way of measuring how the data Here's the data on a vertical line
is distributed within that range. If your data has outliers, using thavt (a type of bar chart that
the range to describe how your values are dispersed can be very uses lines instead of bavs). Eath

misleading because of its sensitivity to outliers. Let’s see how. line vepresents the frcquc:nc\/ of

eath number in the data set.

Imagine you have a set of numbers as follows:
U 57
Lowevr bound of Zﬂ. bound 4-
of | v Fl |
1112222333334444553°5 37 |
2 -
Here, numbers are fairly evenly distributed between the lower ! 1 2 3 4 5
bound and upper bound, and there are no outliers for us to worry
about. The range of this set of numbers is 4.
But what happens if we introduce an outlier, like the number 10?
The lower bound But the upper bound >
is shill 1. has intreased to 10. 4 - )
LIS STl HCY‘CIS {',\‘\C ou‘UlCV
111222233333444451575 10 37 ionthcchavh
27 N\
1 f
. 1.2 3 4 5 % 10
Our lower bound is the same, but the upper bound has gone up to
10, giving us a new range of 9. The range has increased by 5 just
because we added one extra number, an outlier.
Without the outlier, the two sets of data would be identical, so why
should there be such a big difference in how we describe how the
values are distributed?
— IRRANN
Can you think of a way in which we can construct
a range that’s less sensitive to outliers?
you are here » 89
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range:

90

So is it a bad idea to
use the range then?

The range is a great quick-and-dirty way to get an idea
of how values are distributed, but it’s a bit limited.

The range tells you how far apart your highest and lowest values are, but
that’s about it. It only provides a very basic idea of how the values are
distributed.

The primary problem with the range is that it only describes the width of
your data. Because the range is calculated using the most extreme values
of the data, it’s impossible to tell what that data actually looks like—and
whether it contains outliers. There are many different ways of constructing
the same range, and sometimes this additional information is important.

If the range is
so limited, why do
people use it?

Mainly because it’s so simple.

The range is so simple that it’s easily understood by lots
of people, even those who have had very little exposure
to statistics. If you talk about a range of ages, for

example, people will easily understand what you mean.

Be careful, though, because there’s danger in its pure
simplicity. As the range doesn’t give the full picture of
what’s going on between the highest and lowest values,
it’s easy for it to be used to give a misleading impression
of the underlying data.
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measuring variability and spread

We need to get away from outliers

The main problem with the range is that, by definition, it includes outliers. If
data has outliers, the range will include them, even though there may be only
one or two extreme values. What we need is a way of negating the impact of
these outliers so that we can best describe how values are dispersed.

One way out of this problem is to look at a kind of muni range, one that
ignores the outliers. Instead of measuring the range of the whole set of data,
we can find the range of part of it, the part that doesn’t contain outliers.

nove 'H\C

|y

oukliers heve:

frequency

&S gcore
Take the vange
of these values.

Wiait a sec, do you mean
we pretend the outliers
don't exist? That doesn't
sound very scientific.

We need a consistent way of doing this.

One of the problems with ignoring outliers on an ad hoc basis is
that 1t’s difficult to compare sets of data. How do we know that
all sets of data are omitting outliers in exactly the same way?

We need to make sure that we use the same mini range definition
for all the sets of data we’re comparing. But how?
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quartiles and

Quartiles come to the rescue

One way of constructing a mini range is to just use values around the center of
the data. We can construct a range in this way by first lining up the values in

ascending order, and then splitting the data into four equally sized chunks, with This is the same (,.\a{:a.
each chunk containing one quarter of the data. as before, but Lhis time

—~ i's split inbo quar{:crs.

¥
— — —
'11122' ‘22333' '33444' '455510'

We can then construct a range using the values that fall between the two outer splits:

455510

A

Taking the vange between these values
gives us a brand new “mini” range.

The values that split the data into equal chunks are known as quartiles, Some textbooks

as they split the data into quarters. Finding quartiles is a bit like finding refer '_to
the median. Instead of finding the value that splits the data in half, we’re quartiles as the

within each

finding the values that split the data into quarters. Watc}l it! set of values
: quarter of the data.

The lowest quartile is known as the lower quartile, or first quartile
(Q1), and the highest quartile is known as the upper quartile, or third

quartile (Q3). The quartile in the middle (Q2) is the median, as it splits . We're not. We're using the term
the data in half. The range of the values in these two quartiles is called the quartile to specifically refer to
interquartile range (IQR). i the values that split the data

i into quarters. :
Interquartile range = .

U tile-L til \
pper quartile - Lower quartile | c(..\’,, \"i"'aL S"'a"'cl’S"'cl'CS

The interquartile range gives us a standard, k AN .
quarile e & o Quartiles

repeatable way of measuring how values are

dispersed. It’s another way in which we can

compare different sets of data. But what about Quartiles are values that SFli't Your data into
outliers? Does the interquartile range help us a\uar{:crs. The lowest O\uar{ilc is talled the
deal with these too? Let’s take a look. lower quartile, and the highest quartile is

called the upper quartile.
The middle quartile is the median.

92
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measuring variability and spread

The interquartile range excludes outliers

The good thing about the interquartile range is that it’s a lot less
sensitive to outliers than the range is.

The upper and lower quartiles are positioned so that the lower quartile
has 25% of the data below it, and the upper quartile has 25% of the
data above it. This means that the interquartile range only uses the
central 50% of the data, so outliers are disregarded. As we’ve said
before, outliers are extreme high or low values in the data, so by only
considering values around the center of the data, we automatically
exclude any outliers.

Here’s our data again. Can you see how the interquartile range
effectively ignores any outliers?

The in{,cw\uar’cilc vange intludes
the middle part of the data..

(_\25% of the

data in the
set

25% of the
data in the
set

455510
but extludes the two outer /\
o\uar{:crs wheve any outliers live.

As the interquartile range only uses the central 50% of the data,

outliers are excluded irrespective of whether they are extremely high or
extremely low. They can’t be in the middle. This means that any outliers
in the data are effectively cut out.

Outliers ave always extreme high -
or low values, and the interquartile
vange cuts these out.

\ e j < L;\\
VitaL Statisties

. Excluding the outliers with the interquartile range means
,h‘tcrﬂuar‘tllc Ray\sc that we now have a way of comparing different sets of data
without our results being distorted by outliers. Before we can
A “mini rangc" that's less sensitive to figure out the interquartile range, though, we have to work
outliers. You find it bY caleuls H“S out what the quartiles are. Flip the page, and we’ll show you

how it’s done.

Upper quartile — Lower quartile

you are here » 93
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a closer look

94

Quartile anatomy

Finding the quartiles of a set of data is a very similar process to finding the median.
If you line all of your values up in ascending order, the median is the value right in

the very center. If you have n numbers, it’s the number that’s at position (z + 1) = 2,
and if this falls halfway between two numbers, you take their average.

If we then further split the data into quarters, the quartiles are the values at each of
these splits. The lowest is the lower quartile, and the highest is the upper quartile:

Q1 Q2 Q3
7 T T 1 )
Lower Lower Median Upper Upper
bound quartile quartile bound

Finding the position of the quartiles is slightly trickier than finding the position of the
median, as we need to make sure the values we choose keep the data split into the
right proportions. There is a way of doing it though; let’s start with the lower quartile.

Finding the position of the lower quartile
o First, start off by calculating n =+ 4.

e If this gives you an integer, then the lower quartile is positioned halfway
between this position and the next one. Take the average of the
numbers at these two positions to get your lower quartile.

e If n = 4 is not an integer, then round it up. This gives you the position of
the lower quartile.

As an example, if you have 6 numbers, start off by calculating 6 + 4, which
gives you 1.5. Rounding this number up gives you 2, which means that the lower
quartile is at position 2.

Finding the position of the upper quartile

o Start off by calculating 3n + 4.

9 If it’s an integer, then the upper quartile is positioned halfway between
this position and the next. Add the two numbers at these positions
together and divide by 2.

9 If 3n + 4 is not an integer, then round it up. This new number gives you
the position of the upper quartile.
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measuring variability

spread

It's time to put your quartile skills into practice. Here are the scores for one of the players:

Points scored pergame (3 |6 |7

10

"

30

Frequency 2 |1 |2

1. What's the range of this set of data?

2. What are the lower and upper quartiles?

3. What's the interquartile range?

Download at WoweBook.Com
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exercise solution

Here are the scores for one of the players:

L
XeRrcide
soLpﬁ_o“ Points scored per game | 3 6 |7 10 (11 113 |30

Frequency 2 11 12 3 |1 |1 1

1. What's the range of this set of data?

The lower bound of this set of data is 3, as that's the lowest number of points seored. The upper
bound is 30, as that's the highest. This gives us

Range = upper bound — lower bound
=3%0-3%
=21

2. What are the lower and upper quartiles?

Let’s start with the lower quartile. There are Il numbers, and caleulating || 5 4 gives us 2.75.
Rounding this number up gives us the position of the lower quartile, so the lower quartile is at position
3. This means that the lower quartile is é.

Now let’s £ind the upper quartile. 3 x I| - 4 gives us 8.25, and vounding this up gives us 9 — the
upper quartile is at position 9. This means that the upper quartile is |1

33@7710 lo (IN 13 30
7 T R

Lower quartile Median Upper a\uav‘c\\c

3. What's the interquartile range?

The interquartile vange is the lower bound subtracted from the upper bound.

Interquartile vange = upper bound — lower bound
=1l =6

=5N

the
- v MACH lower {:hav\.
T?sg\: 2/5\ ik extludes outliers:
vanoe)

96 Chapter 3
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there are no °
b Questions

Dum

Qj | get why mean, median, and mode are useful, but why
do I need to know how the data is spread out?

A: Averages offer you only a one-dimensional view of your
data. They tell you what the center of your data is, but that's it.
While this can be useful, it's often not enough. You need some
other way of summarizing your data in addition to the average.

Q,: So is the median the same as the interquartile range?

A: No. The median is the middle value of the data, and the
interquartile range is the range of the middle 50% of the values.

Q,: What'’s the point of all this quartiles stuff? It seems like
a really tedious way to calculate ranges.

A: The problem with using the range to measure how your
data is dispersed is that it's very sensitive to outliers. It gives you
the difference between the lower and upper bounds of your data,
but just one outlier can make a huge difference to the result.

We can get around this by focusing only on the central 50% of the
data, as this excludes outliers. This means finding quartiles, and
using the interquartile range. So even though finding quartiles

is trickier than finding the lower and upper bounds, there are
definite advantages.

measuring variability spread

Q,: Should | always use the interquartile range to measure
the spread of data?

A: In a lot of cases, the interquartile range is more meaningful
than the range, but it all depends on what information you

really need. There are other ways of measuring how values are
dispersed that you might want to consider too; we'll come to
these later.

Q: Would | ever want to look at just one quartile of my
data instead of the range or the interquartile range?

A: It's possible. For example, you might be interested in what
the high values look like, so you'd just look at what values are in
the upper quarter of your data set, using the upper quartile as a
cut-off point.

Q; Would | ever want to break my data into smaller pieces
than quarters? How about breaking my data into, say, 10
pieces instead of 4?

A: Yes, there are times when you might want to do this. Turn
the page, and we'll show you more...

QBU[[ET POINTS

The upper and lower bounds of the data are
the highest and lowest values in the data set.

m Therange is a simple way of measuring how
values are dispersed. It's given by:

range = upper bound - lower bound
m Therange is very sensitive to outliers.

m The interquartile range is less sensitive to
outliers than the range.

m  Quartiles are values that split your data

m The interquartile range is the range of

into quarters. The highest quartile is called
the upper quartile, and the lowest quartile is
called the lower quartile. The middle quartile
is the median.

the central 50% of the data. It's given by
calculating

upper quartile - lower quartile

97
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splitting data into percentiles

We're not just limited to quartiles

So far we’ve looked at how the range and interquartile range give us
ways of measuring how values are dispersed in a set of data. The range
1s the difference between the highest number and the lowest, while the
interquartile range focuses on the middle 50% of the data.

So are they the only
sorts of ranges I can use?
Do I get any other options?

data.

for our range instead.

There are other sorts of ranges we can use in
addition to the range and interquartile range.

Opur original problem with the range was that it’s extremely sensitive to
outliers. To get around this, we divided the data into quarters, and we
used the interquartile range to provide us with a cut-down range of the

While the interquartile range is quite common, it’s not the only way of
constructing a mini range. Instead of splitting the data into quarters,
we could have split it into some other sort of percentage and used that

As an example, suppose we’d divided our set of data into tenths instead

of quarters so that each segment contains 10% of the data. We’d have

something like this:

This is the same set

o£ da{:a, b“{" ."Es

{ hunks.
lit inko 10 ca\ua“ sized ¢
'éoav(l,hsvc\"wnk tontains IO\L/D o(: the data.

If you break up a set of data into percentages, the values that split the
data are called percentiles. In the case above, our data is split into
tenths, so the values are called deciles.

We can use percentiles to construct a new range called the

interpercentile range.

98 Chapter 3
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measuring variability and spread

So what are percentiles?

Percentiles are values that split your data into percentages in the same way that quartiles split data
into quarters. Each percentile is referred to by the percentage with which it splits the data, so the 10th
percentile is the value that is 10% of the way through the data. In general, the xth percentile is the

value that is £% of the way through the data. It’s usually denoted by P,.

k%_ﬁ
Q g

/]\
P L P s the value % of the

wka\/ Lhrough Yyour data

Quartiles are actually a type of percentile. The lower quartile is P

25 Statistics test scores

. £ you stored 50 and knew
Percentile uses AN P:o 50, youd have

beaten or matthed the stove

and the upper quartile is P_.. The median is P, .

Even though the interpercentile range isn’t that commonly used, the % of other people.
percentiles themselves are useful for benchmarking and determining of 90% ot other peck
rank or position. They enable you to determine how high a particular

value is relative to all the others. As an example, suppose you heard you

scored 50 on your statistics test. With just that number by itself, you'd P
have no idea how well you’d done relative to anyone else. But if you l

frequency

20

were told that the 90th percentile for the exam was 50, you’d know that
you scored the same as or better than 90% of the other people.

T . 50
Finding percentiles score

You can find percentiles in a similar way to how you find quartiles.

o First of all, line all your values up in ascending order.

VitaL Statistics

9 To find the position of the Ath percentile out of n numbers,

start off by calculating k (L ) . .
- 65\ oo o PCV'CCV\‘['JIC
9 If this gives you an integer, then your percentile is halfway
.. n
between the value at position k (lT ) and the next number The kth perten Lile is the

along. Take the average of the numbers at these two positions

value that's k% of the way

oo ) . ) _ through your data. [t's
e If x (m) is not an integer, then round it up. This then gives denoted b‘/

you the position of the percentile.

to give you your percentile.

P

As an example, if you have 125 numbers and want to find the 10th k
percentile, start off’ by calculating 10 x 125 = 100. This gives you a

value of 12.5. Rounding this number up gives you 13, which means
that the 10th percentile is the number at position 13.

you are here » 99
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box and whisker plots

Box and whisker plots let you visualize ranges

We've talked a lot about different sorts of ranges, and it would be
useful to be able to compare the ranges of different sets of data in a
visual way. There’s a chart that specializes in showing different types
of ranges: the box and whisker diagram, or box plot.

A box and whisker diagram shows the range, interquartile range, and
median of a set of data. More that one set of data can be represented
on the same chart, which means it’s a great way of comparing data
sets.

To create a box and whisker diagram, first you draw a box against a
scale with the left and right sides of the box representing the lower Heve's a veminder of
and upper quartiles, respectively. Then, draw a line inside the box to \[ the data.

mark the value of the median. This box shows you the extent of the

interquartile range. After that, you draw “whiskers” to either side of 33677 10 10 10 11 13 30
your box to show the lower and upper bounds and the extent of the

range. Here’s a box and whisker diagram for the scores of our player

from page 95: Baskethal] player scores
< Rangc >
Interquartile range

‘S
Player / }-—-—- {

R .
Lower bound 7 7 N Upper a\uar\:\\c f-\\
Lower Weper
Median bownd

quartile

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32

Score

So box and whisker o°
diagrams are really just |
a neat way of showing

ranges and quartiles.

If your data has outliers, the range will be wider. On a box
and whisker diagram, the length of the whiskers increases in
line with the upper and lower bounds. You can get an idea of
how data is skewed by looking at the whiskers on the box and
whisker diagram.

If the box and whisker diagram is symmetric, this means that
the underlying data is likely to be fairly symmetric, too.

100 Chapter 3
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measuring variability and spread

Here are box and whisker diagrams for two more basketball players. Compare the ranges of
their scores. If you had to choose between having player A or player B on the team, which would

Eun“se you pick? Why?
Baskethall Player A and B scores

Player A

0o 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

Score

Player B
therelgre no

Dumb Questions
Q: I'm sure I've seen box and whisker diagrams that look a Q: So if you show the mean as a dot, is it to the left or right
bit different than this. of the median?
A: There are actually several versions of box and whisker A: If the data is skewed to the right, then the mean will be to the
diagrams. Some have deliberately shorter whiskers and explicitly right of the median, and the whisker on the right will be longer than
show outliers as dots or stars extending beyond the whiskers. This that of the left. If the data is skewed to the left, the mean will be to

makes it easier to see how many outliers there are and how extreme  the left of the median, and the whisker on the left will be the longest.
they really are. Other diagrams show the mean as a dot, so you can

see where it's positioned in relation to the median. If you're taking a

statistics course, it would be a good idea to check which version of

the box and whisker diagram is likely to be used.
you are here » 101
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exercise

% N Here are box and whisker diagrams for each basketball player. Compare the ranges of their
el scores. If you had to choose between having player A or player B on the team, which would you

XeRciSe pick? Why?
SoLution 1 Baskethall Player A and B scores

7

Player A !,___ .._.!

A
Player B l.__,...._ l;

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Score
Player A has a velatively small vange, and his median seore is a bit higher

than Pla\/cr B's.

Player B has a very large range. Sometimes this player stoves a lot
higher than Player A, but sometimes a lot lower.

Player A plays more eonsistently and usually stoves hi?hcv- than Player B
(compare the medians and interquartile vange), so we'd pick Player A.

QBUI.I.ET POINTS

m Percentiles split your data into percentages. = Box and whisker diagrams, or box plots, are
They're useful for benchmarking. a useful way of showing ranges and quartiles
on a chart. A box shows where the quartiles
and interquartile range are, and the whiskers
give the upper and lower bounds. More than

m The kth percentile is k% of the way through
your data. It's denoted by P,.

m Aninterpercentile range is like the one set of data can be shown on the same
interquartile range but, this time, between two chart, so they're useful for comparisons.
percentiles.

102
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measuring variability spread

The interquartile range looks useful, but
what about players who sometimes get really
low scores? If a player messes up on game day,

it could cost us the league! I'm not sure that the
range or the interquartile range tell me which
player is really the most consistent.

The coach doesn’t just need to compare the range of the
players’ scores; he needs some way of more accurately
measuring where most of the values lie to help him
determine which player he can truly rely on come game day.
In other words, he needs to find the player whose scores vary
the least.

The problem with the range and interquartile range is that
they only tell you the difference between high and low values.
What they don’ tell you is how often the players get these high
or low scores versus scores closer to the center—and that’s
important to the coach.

The coach needs a team of players he can rely on. The last
thing he wants is an erratic player who will play well one
week and score badly the next.

What can we do to help the coach make his decision?

How can we more accurately measure variability?

103
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exploring variability

Variability is more than just spread

We don’t just want to measure the spread of each set of scores;
we want some way of using this to see how reliable the player is.
In other words, we want to be able to measure the variability of
the players’ scores.

One way of achieving this is to look at how far away each value

1s from the mean. If we can work out some sort of average
distance from the mean for the values, we have a way of
measuring variation and spread. The smaller the result, the closer
values are to the mean. Let’s take a look at this.

Player s baskethall scores

The values here are spread out quite a long way from
the mean. If the coach picks this player for the team,
/ he’s unlikely to be able to predict how the player will
perform on game day. The player may achieve a
P very high score if he’s having a good day. On a bad
e ‘ p day, however, he may not score highly at all, and that
: means he’ll potentially lose the game for the team.

frequency
-

score

Player 2’s baskethall scores

>
Q
g b
3 The values for this second set of data are much closer
-3 . .
o 7\ to the mean and vary less. If the coach picks this
- I player, he’ll have a good idea of how well the player
{ : is likely to perform in each game.
\

So does that mean we
Jjust calculate the average
distance from the mean?

Let’s find out.

104 Chapter 3
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Calculating average distances

Imagine you have three numbers: 1, 2, and 9. The mean
is 4. What happens if we find the average distance of

values from the mean?

Average distance = (I to )

+(2t0p)+(9top)

distante = 2
) —>
T

measuring variability spread

distante =

1 “:4 (

distante = -5

=3+ 2 + ( j
\ These distantes tantel

eath other out.

The average distance of values from the mean is always

0. The positive and negative distances cancel each other

out. So what can we do now?

Q: Why do we have -5 in that
equation? | would have thought the
distance would be 5. Why is it negative?

A: The distance from 9 to y is negative
because p is less than 9. 1 and 2 are both
less than p, so the distance is positive for
both of them. That's why the distances
cancel each other out.

Q,: Can’t we just take the positive
distances and average those?

A: That sounds intuitive, but in practice,
statisticians rarely do this. There's another
way of making sure that the distances don't
cancel out, and you'll see that very soon.
This other way of determining how close
typical values are to the mean is used a lot
in statistics, and you'll see it through most of
the rest of the book.

tbere are no
mb Questions

Q: Surely the distances don’t cancel
out for all values. Maybe we were just
unlucky.

A: No matter what values you choose, the
distances to the mean will always cancel out.

Here’s a challenge for you: take a group of
numbers, work out the mean, work out the
distance of each value from the mean, and
then add the distances together. The result
will be 0 every time.

Q: Can’t | use the interquartile range
to see how reliable the scores are?

A: The interquartile range only uses part
of the data for measuring spread. If a player
has one bad score, this will be excluded

by the interquartile range. In order to truly
determine reliability and consistency, we
need to consider all the scores.

Download at WoweBook.Com

Q: The range uses all the scores. Why
can’t we use that then?

A: The range is only really good for
describing the difference between the

highest and lowest number. As you saw
earlier, this doesn’t represent how the values
are actually distributed. We need another
measure to do this.

The Positive and
negative distances
from the mean
cancgl each other

out.
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variance and standard deviation measure variability

We can caleulate variation with the variance...

We want a way to measure the average distance of values from
the mean in a way that stops the distances from cancelling each
other out.

We need a way of making all the
numbers positive. Maybe it'll work if
we square the distances first. Then
each number is bound fo be positive.

Let’s try this with the same three numbers. Remember that p = &.

Average (distance)’ = (1 to W) + (2 to W+ (9 to )’

3
=32+ 27 + (-5 This Lime we've
T add"\5 ‘{_pgc{-‘hcr three
p 4, L/— positive numbevs.
4 =0+ 4+25
‘ 3

=12.67 (to 2 decimal places)

This time we get a meaningful number, as the distances don’t
cancel each other out. Every number we add together has to

o o alC
VitaL Statisties —
be non-negative because we’re squaring the distance from the

mean. Adding these numbers together gives us a non-negative s Va'rlahéc

result—every time.

This method of measuring spread is called the variance, and The variance is a way o‘(i
it’s a very common way of describing the spread of a set of data. measuring spread, and it's the
Here’s a general form of the equation: The variance is average of the distance of
the averae of values from the mean squaved.
/ the distances from

the mean squaved. )

2z = p)

n

Variance =

Z(x - p)°
n
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measuring variability spread

..but standard deviation is a more intuitive measure

Statisticians use the variance a lot as a means of measuring the
spread of data. It’s useful because it uses every value to come up
with the result, and it can be thought of as the average of the
distances from the mean squared.

But why should T have to think about
distances squared? I hardly call that
intuitive. Isn't there another way?

What we really want is a number that gives the spread
in terms of the distance from the mean, not distance
squared.

The problem with the variance is that it can be quite difficult to think about
spread in terms of distances squared.

There’s an easy way to correct this. All we need to do is take the square root
of the variance. We call this the standard deviation.

Let’s work out the standard deviation for the set of numbers we had before.
The variance is 12.67, which means that

Standard deviation = V12.67

= 3.56 (to 2 decimal places)

In other words, typical values are a distance of 3.56 away from the mean.

Standard deviation know-how

We've seen that the standard deviation is a way of saying how far
typical values are from the mean. The smaller the standard deviation,
the closer values are to the mean. The smallest value the standard
deviation can take is 0.

Like the mean, the standard deviation has a special symbol, 0. This is
the Greek character lowercase Sigma. (We saw uppercase Sigma, X, in
Chapter 2 to represent summation.)

To find 0, start off by calculating the variance, and then

take the square root.

I'm the standard
deviation. If you heed to
measure distances from
the mean, give me a call.

o = \variance

I Q
2 - -
o variance 107
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interview with

Head First: Hey, Standard Deviation, great to see
you.

Standard Deviation: It’s a real pleasure, Head
First.

Head First: To start off, I was wondering if you
could tell me a bit more about yourself and what you
do.

Standard Deviation: I'm really all about measuring
the spread of data. Mean does a great job of telling
you what’s going on at the center, but quite often,
that’s not enough. Sometimes Mean needs support to
give a more complete picture. That’s where I come in.
Mean gives the average value, and I say how values

vary.
Head First: Without meaning to be rude, why
should I care about how values vary? Is it really all

that important? Surely it’s enough to know just the
average of a set of values.

Standard Deviation: Let me give you an example.
How would you feel if you ordered a meal from the
local diner, and when it arrived, you saw that half of it
was burnt and the other half raw?

Head First: I’d probably feel unhappy, hungry, and
ready to sue the diner. Why?

Standard Deviation: Well, according to Mean,
your meal would have been cooked at the perfect
temperature. Clearly, that’s not the full picture; what
you really need to know is the variation. That’s where
I come in. I look at what Mean thinks is a typical
value, and I say how you can expect values to vary
from that number.

Head First: I think I get it. Mean gives the average,
and you indicate spread. How do you do that, though?

108

Standard Deviakien Exposed
This week’s interview:
Getting the measure of Standard Deviation

Standard Deviation: That’s easy. I just say how
far values are from the mean, on average. Suppose
the standard deviation of a set of values is 3 cm. You
can think of that as saying values are, on average, 3
cm away from the mean. There’s a bit more to it than
that, but if you think along those lines, you’re on the
right track.

Head First: Speaking of numbers, Standard
Deviation, is it better if you’re large or small?

Standard Deviance: Well, that really all depends
what you’re using me for. If you’re manufacturing
machine parts, you want me to be small, so you can
be sure all the pieces are about the same. If you’re
looking at wages in a large company, I'll naturally be
quite large.

Head First: I see. Tell me, do you have anything to
do with Variance?

Standard Deviation: It’s funny you should ask that.
Variance is just an alter ego of mine. Square me, and I
turn into Variance. Take the square root of Variance,
and there I am again. We’re a bit like Clark Kent and
Superman, but without the cape.

Head First: Just one more question. Do you ever feel
overshadowed by Mean? After all, he gets a lot more
attention than you.

Standard Deviation: Of course not. We’re great
friends, and we support each other. Besides, that
would make me sound negative. I'm never negative.

Head First: Standard Deviation, thank you for your
time.

Standard Deviation: It’s been a pleasure.
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measuring variability and spread

It's time for you to flex those standard deviation muscles. Calculate the mean and standard
deviation for the following sets of numbers.

RciSe

12 3 45 6 7

1 2 3 45 6

you are here » 109
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exercise

It's time for you to flex those standard deviation muscles. Calculate the mean and standard

. deviation for the following sets of numbers.
Exercise
SoLution
1234567 Vaviante = (-4 + (24" + B34 + (44 + (54 + (b-4) + (1-4)
Let's start off by caleulating the mean. 7
p=lt243+4+54647 =3 4204 P+ OF + ()P 4 (D 4 (3
1 7
=28 =944 414041 +4+9
L 1
=4 =128
1
=4 o=V =2
1 2 3 4 5 6 Vaviante = (I-35)* + (2-35)* + (3-35)* + (4‘ —35)* + (5-35)* 4 (b-35)*
p=l+243 4445456 b
b = 25"+ 15" + 05* + (-05)* + (-|.5)* + (-2.5)*
=12l b
B =6254+2254+025+025+ 225+ b25
=35 b
=175
b
= 292 ({0 2 detimal places) O =Vv192
=177 ({0 2 d.p.)

Those calculations were tricky.
Isn't there an easier way?

The standard deviation calculation
can quickly become complicated.

To find the standard deviation, you first have to
calculate variance, finding (x - p)” for every value of x.

But there is a much simpler formula for variance
that produces the same result. The equation’s on
the opposite page, but first you’ll need to rescue the
derivation from the pool.

110
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Poo] Puzzle

There’s an easier calculation for calculating the
variance, but what is it? Your job is to take
equation snippets from the pool, and
place them into the blank lines in the
derivation. Each snippet will be used
only once, but you won't need to use
every one. Your goal is to get to the
equation at the end.

S(x - p)? 2(x- W) (x-p)
n n

(X2 +ud)

See if You tan
get £rom heve... s x2 2u Ix

4o here. n n

Note: each snippet
from the pool can only
be used once!

Download at WoweBook.Com
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Psst — heve’s a hint.
Remember that 2% =p.
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pool puzzle solution

Poo] Puzzle Jolufion

There’s an easier calculation for calculating the
variance, but what is it? Your job is to take
equation snippets from the pool, and
place them into the blank lines in the
derivation. Each snippet will be used
only once, but you won't need to use
every one. Your goal is to get to the
equation at the end.

Ix-p? _ o Ex-p) (x-p)
n n
T 2R )
- n
_ x> 2u 2x
" n n
X2
= e -2 +
. VS
- W
n

You didnt need
Lhese snippets:

AN

112
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n Theve ave "
of these
2
ny
e The “)s heve Lahtc\

ea th other ov&,.
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A quicker calculation for variance

As you've seen, the standard deviation is a good way of measuring
spread, but the necessary variance calculation quickly becomes
complicated. The difficulty lies in having to calculate (x - p)* for
every value of x. The more values you’re dealing with, the easier it
is to make a mistake—particularly if p is a long decimal number.

[ -

Here’s a quicker way to calculate the variance:

Variance = zx

2

M

The advantage of this method is that you don’t have to calculate

(x - W* Which means that, in practice, it’s less tricky to deal with,

and there’s less of a chance you’ll make mistake.

Q} So which form of the variance
equation should | use?

A: If you're performing calculations, it's
generally easier to use the second form,
which is:

2 2
n

This is particularly important if you have a
mean with lots of decimals.

Q} How do | work out the standard
deviation with this form of the variance
equation?

A: Exactly the same way as before. Taking
the square root of the variance gives you the
standard deviation.

= _nt

B 7"";_»_:%2
\

measuring variability spread

VitaL Stafistics -
Variante

Heve's the quicker way of
éalcula{:ing the vaviante

S -y
n

therejareno
Dumb Questions

Q: What if I'm told what the standard
deviation is, can I find the variance?

A: Yes, you can. The standard deviation
is the square root of the variance, which
means that the variance is the square of the
standard deviation. To find the variance from
the standard deviation, square the value of
the standard deviation.

Q: I find the standard deviation really
confusing. What is it again?

A: The standard deviation is a way of
measuring spread. It describes how far typical
values are from the mean.

If the standard deviation is high, this means
that values are typically a long way from the
mean. If the standard deviation is low, values
tend to be close to the mean.

Download at WoweBook.Com

Q} Can the standard deviation ever be 0?

< Yes, it can. The standard deviation is
0 if all of the values are the same. In other
words, if each value is a distance of 0 away
from the mean, the standard deviation will
be 0.

Q: What units is standard deviation
measured in?

A: It's measured in the same units as
your data. If your measurements are in
centimeters, and the standard deviation
is 1, this means that values are typically 1
centimeter away from the mean.

Q: I’'m sure I've seen formulas for
variance where you divide by (n - 1)
instead of n. Is that wrong?

A: It's not wrong, but that form of the
variance is really used when you're dealing
with samples. We'll show you more about this
when we talk about sampling later in the book.
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be the

!

Player 2

Player 3

114

BE the coach

Here are the scores for the
three players. The mean for
each of them is 10. Your job
is to play like you're the
coach, and work out the
standard deviation for each
player. Which player is the

most reliable one for your team?

Player 1

Score

1

13

Frequency

—_

Score

11

12

13

Frequency

—_

Score

10

"

30

Frequency
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measuring variability and spread

The generous CEO of Starbuzz Coffee wants to give all his employees a pay raise. He's not sure
whether to give everyone a straight $2,000 raise or increase salaries by 10%.

a) What happens to the standard deviation if everyone at Starbuzz is given a $2,000 pay raise?

b) What happens to the standard deviation if everyone at Starbuzz is given a 10% pay raise instead?

you are here » 115
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be the coach

BE the ceach Sefufion

Here are the scores for the Player 1
three players. The mean for

each of them is 10. Your job Score 7 9 10 11 13
is to play like y%u’re the Frequency | | 2 4 2 1
coach, and work out the ‘
standard deviation for each Variance = T+ 2(9) + 400Y + 20 +13 |
’ ' player. Which player is the 10
b most reliable one for your team? = A9tlLrho0 242419

10
=22

Standard Deviation =VZ.2 = .48

Player 2 | Score 7 8 9 10 11 12 13
Frequency |1 1 2 2 2 1 1
Vaviante = T+ @* + 2(9%) + 2010" + 201 + 12> + 13* 100
lo
= 49464 4162 + 200 + 242 + 144 + 169
-loo
lo
=3

Standard Deviation =\/3_= 1713

Player 3 | Score 3 6 7 10 11 13 30
Frequency | 2 1 2 3 1 1 1

Variante = 2(3%) + &* + 2(77) 4+ 3(10%) + 11>+ 3%+ 30*
]
18 + 36 + 98 + 300 + 12l + 169 + 900
]

-loo

I\

-loo

= ﬁ2.7
Standard Deviation =V49.27 = 7.02

Player | and Player 2 both have small standard deviations, so the values are
tlustered around the mean. But Player 3 has a standard deviation of .02,
meaning stores are typically 7.02 points away from the mean. So Player | is the
most veliable, and Player 3 is the least.

116
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measuring variability spread

The generous CEO of Starbuzz Coffee wants to give all his employees a pay raise. He's not sure
. whether to give everyone a straight $2,000 raise or increase salaries by 10%.
Exercise

SoLution

a) What happens to the standard deviation if everyone at Starbuzz is given a $2,000 pay raise?

The standard deviation stays exattly the same. The figures ave, in effect, picked up
and moved sideways, so the standard deviation doesn't thange.

n

= | S(x + 2000 -  -2000) *

n

=[St
n

= original standard deviation

standard deviation = | S((x + 2000) - (u + 2000))

b) What happens to the standard deviation if everyone at Starbuzz is given a 10% pay raise instead?

The standard deviation is multiplied by [10%, or I.I. The figwcs avre stretehed,
so the standard deviation intreases.

standard deviation = fEm.m _ )
n

=fzuz (x -
n

=1 [ 3= W
n

= .| times oviginal standard deviation

117
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standard scores

What if we need a baseline for comparison?

We’ve seen how the standard deviation can be used to measure how variable a
set of values are, and we’ve used it to pick out the most reliable player for the
Statsville All Stars. The standard deviation has other uses, too.

Imagine a situation in which you have two basketball players of different ability.
The first player gets the ball into the net an average of 70% of the time, and he
has a standard deviation of 20%. The second player has a mean of 40% and a
standard deviation of 10%.

In a particular practice session, Player 1 gets the ball into the net 75% of the
time, and Player 2 makes a basket 55% of the time. Which player does best
against their personal track record?

That's easy—Player 1
does best. Player 1 scores 75%
of the time, and Player 2 only
scores 55% of the time.

Just looking at the percentages doesn’t give
the full picture.

75% sounds like a high percentage, but we’re not taking into account the
mean and standard deviation of each player. Each player has scored more
than their personal mean, but which has fared better against their personal
track record? How can we compare the two players?

The two players have diffevent
means and standard deviations,

o how tan we tompare their
( ycrsona\ ycv(:ormancc? \\{

Player 1 A Player 2
n=70 M =40
75 f
| |
o=20 Percentage o=10 Percentage

Does this sort of situation sound impossible? Don’t worry, we can achieve
this with the standard score, or z-score.

118 Chapter 3
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measuring variability

Use standard scores to compare values across data sefs

Standard scores give you a way of comparing values across different sets of data
where the mean and standard deviation differ. They’re a way of comparing
related data values in different circumstances. As an example, you can use
standard scores to compare each player’s performance relative to his personal
track record—a bit like a personal trainer would.

You find the standard score of a particular value using the mean and standard
deviation of the entire data set. The standard score is normally denoted by the
letter z, and to find the standard score of a particular value x, you use the formula:

These are the mean and

Z= x—- I‘ /standavd dcvia{:\on.?(: ‘d\:
(o) / set of data tontaining the

value *-

Let’s calculate the standard scores for each player, and see what those
scores tell us.

Calculating standard scores
Let’s start by calculating z, the standard score of Player 1.
% =15-170
20

So using the mean and standard deviation to standardize the score,
Player 1 gets 0.25. What about the score for Player 2?

22:55-40
10
=15

10
=15

This gives us a standard score of 1.5 for Player 2, compared with a
standard score of 0.25 for Player 1. But what does this actually mean?

Download at WoweBook.Com
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interpreting

Interpreting standard scores

Standard scores give us a way of comparing values across different data sets even when the
sets of data have different means and standard deviations. They’re a way of comparing
values as if they came from the same set of data or distribution.

So what does this mean for our basketball players?

Each player’s shooting success rate has a different mean and standard deviation, which
makes it difficult to compare how the players are performing relative to their own track
record. We can see that in a particular practice, one player got the ball in the net more
times than the other. We also notice that both players are scoring at a higher rate than their
average. The difficulty lies in comparing performances relative to the personal track record
of each player.

The standard score makes such comparisons possible by transforming each set of data into
a more generic distribution. We can find the standard score of each player at the practice
session, and then transform and compare them.

p=70
Player 1 Y £

%

A
\

20

Q
1|

A

Bu'l: we fan
s difficult to Compare them with

/_"'

tompavre these two 2—-stores.

data sets divcdﬂ\[

Player 2

v—genevit data
distvibution Z-

120

So what does this tell us about the players?

The standard score for Player 1 is 0.25, while the standard
score for Player 2 is 1.5. In other words, when we
standardize the scores, the score for Player 2 is higher.

This means that even though Player 1 is generally a better
shooter and put balls into the net at a higher rate than
Player 2, Player 2 performed better relative to his own track
record. Player 2 performed better...for him.
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measuring variability spread

Standard eores Up Close

Standard scores work by transforming sets of data into a new, theoretical distribution
with a mean of 0 and a standard deviation of 1. It’s a generic distribution that can
be used for comparisons. Standard scores effectively transform your data so that it
fits this model while making sure it keeps the same basic shape.

Al

A
\
\/

Standard scores can take any value, and they indicate position relative to the mean.
Positive z-scores mean that your value is above the mean, and negative z-scores
mean that your value is below it. If your z-score is 0, then your value is the mean
itself. The size of the number shows how far away the value is from the mean.

Standard deviations from the mean

Sometimes statisticians express the relative position of a particular value in terms

of standard deviations from the mean. As an example, a statistician may S tanJarJ
say that a particular value is within 1 standard deviation of the mean. It’s really
just an.other way pof indicating how close values are to the mean, but what does it score = n uml) er
mean in practice:

We’ve seen that using z-scores transforms your data set into a generic distribution 0{ StaﬂC[aI' C[

with a mean of 0 and a standard deviation of 1. If a value is within 1 standard ..

deviation of the mean, this tells us that the standard score of the value is between (IeVlatIOfls {r om
-1 and 1. Similarly, if a value is within 2 standard deviations of the mean, the 11

standard score of the value would be somewhere between -2 and 2. the mean.

H 1€ a value is within | s{:&v\?ard

{_’ s
S iat O‘(: the mean ‘
/e [_ ii\é\\\a\,\\z\\n\s ared hcvc»—‘l't:
Vi by central part of the data:
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no dumb

there are no °
b Questions

Dum

Q,: So variance and standard deviation both measure the
spread of your data. How are they different from the range?

A: The range is quite a simplistic measure of the spread of your
data. It tells you the difference between the highest and lowest
values, but that’s it. You have no way of knowing how the data is
clustered within it.

The variance and standard deviation are a much better way

of measuring the variability of your data and how your data is
dispersed, as they take into account how the data is clustered.
They look at how far values typically are from the center of
your data.

Q: And what's the difference between variance and
standard deviation? Which one should | use?

A: The standard deviation is the square root of the variance,
which means you can find one from the other.

The standard deviation is probably the most intuitive, as it tells you
roughly how far your values are, on average, from the mean.

Q} How do standard scores fit into all this?

A: Standard scores use the mean and standard deviation to
convert values in a data set to a more generic distribution, while at
the same time, making sure your data keeps the same basic shape.

They're a way of comparing different values across different data
sets even when the data sets have different means and standard
deviations. They're a way of measuring relative standing.

Q: Do standard scores have anything to do with detecting
outliers?

A: Good question! Determining outliers can be subjective, but
sometimes outliers are defined as being more than 3 standard
deviations of the mean. Statisticians have different opinions about
this though, so be warned.

QBUI.I.ET POINTS

The variance and standard deviation measure
how values are dispersed by looking at how far
values are from the mean.

m The variance is calculated using
2

2 (X-1)

n

m An alternate form is

2 2
Xy

n

m The standard deviation is equal to the square root
of the variance, and the variance is the standard
deviation squared.

m Standard scores, or z-scores, are a way of
comparing values across different sets of data
where the means and standard deviations are
different. To find the standard score of a value x,
use:

X-y

Z= —
o
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measuring variability and spread

Complete the table below. Name each type of measure of dispersion we’ve encountered
in the chapter, and show how to calculate it. Try your hardest to fill this out without
looking back through the chapter.

Statistic How to calculate
Range

Upper quartile - Lower quartile

Standard Deviation (o)

Standard Score

you are here » 123
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exercise solution

Complete the table below. Name each type of measure of dispersion we’ve encountered
E i v in the chapter, and show how to calculate it. Try your hardest to fill this out without
RQ\SQ looking back through the chapter.

SotLution

Statistic How to calculate
Range Upper bound — Lower bound
Interquartile vange Upper quartile - Lower quartile

Standard Deviation (o)

, E (x = p)* \
" Both of these give

M the same vesult.
2 -

n

Standard Score z2=%—p

124 Chapter 3
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measuring variability spread

Statsville All Stars win the league!

All the basketball matches for the season have now been played,
and the Statsville All Stars finished at the top of the league. You
clearly helped the coach pick the best player for the team.

Just remember: you owe it all to the friendly neighborhood
standard deviation.

Let's hear it for the
standard deviation,
our hew team mascot!

125
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4 calculating probabilities

*

" Taking Chances .

What's the probability he's
remembered I'm allergic to
non-precious metals?

Life is full of uncertainty.

Sometimes it can be impossible to say what will happen from one minute to the

next. But certain events are more likely to occur than others, and that's where
probability theory comes into play. Probability lets you predict the future by
assessing how likely outcomes are, and knowing what could happen helps you
make informed decisions. In this chapter, you'll find out more about probability

and learn how to take control of the future!

this is a new chapter 127
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welcome to

Fat Dan’s Grand Slam @ 3
Fat Dan’s Casino is the most popular casino in the % @
, N

district. All sorts of games are offered, from roulette
to slot machines, poker to blackjack.

It just so happens that today is your lucky day. Head w ] EN
First Labs has given you a whole rack of chips to

squander at Fat Dan’s, and you get to keep any

winnings. Want to give it a try? Go on—you know

you want to.

Are you ready to play?

: .- One of Fat Dan's troupiers

ke
\| your P
These ave 3 wye n
os; ooks like YO
ehips) 10 Kime.

Qo‘f a Q\m

There’s a lot of activity over at the roulette wheel,
and another game is just about to start. Let’s see
how lucky you are.

128
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calculating

Roll up for roulette!

You’ve probably seen people playing roulette in movies even
if you’ve never tried playing yourself. The croupier spins a
roulette wheel, then spins a ball in the opposite direction, and
you place bets on where you think the ball will land.

Roulette wheel

The roulette wheel used in Fat Dan’s Casino has 38 pockets
that the ball can fall into. The main pockets are numbered
from 1 to 36, and each pocket is colored either red or black.
There are two extra pockets numbered 0 and 00. These
pockets are both green.

(S(CCV\

Lightest 358 " Vlack,

= vehy
medivm 9037

You can place all sorts of bets with roulette. For instance,
you can bet on a particular number, whether that number
is odd or even, or the color of the pocket. You’ll hear more
about other bets when you start playing. One other thing to
remember: if the ball lands on a green pocket, you lose.

Roulette boards make it easier to keep track of which
numbers and colors go together.

Roulette board. (See
page 130 for a larger

version.) —_

You place bets on the
pocket the ball will
£all into on the wheel
using the board.

£ the ball falls
into the O or 00
‘aockc{;, you losc]

1st DOZEN 3rd DOZEN

Download at WoweBook.Com
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roulette

1st DOZEN

3rd DOZEN

1-18

EVEN

Your very own roulette board

You'll be placing a lot of roulette bets in this chapter.
Here’s a handy roulette board for you to cut out and
keep. You can use it to help work out the probabilities in

this chapter.

130
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calculating

Place your bets now!

Have you cut out your roulette board? The game is
just beginning. Where do you think the ball will land?
Choose a number on your roulette board, and then
we’ll place a bet.

Hold it right there!
You want me to just make
random guesses? I stand

no chance of winning if I
just do that.

Right, before placing any bets, it makes
sense to see how likely it is that you’ll win.

Maybe some bets are more likely than others. It sounds
like we need to look at some probabilities...

_ @juunw
‘P QOQWEWR
What things do you need to think about
before placing any roulette bets? Given

the choice, what sort of bet would you
make? Why?

Download at WoweBook.Com
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finding probability

What are the chances?

Have you ever been in a situation where you’ve wondered “Now,
what were the chances of that happening?” Perhaps a friend has
phoned you at the exact moment you’ve been thinking about them,
or maybe you’ve won some sort of raffle or lottery.

Probability is a way of measuring the chance of something
happening. You can use it to indicate how likely an occurrence is
(the probability that you’ll go to sleep some time this week), or how
unlikely (the probability that a coyote will try to hit you with an
anvil while you’re walking through the desert). In stats-speak, an
event is any occurrence that has a probability attached to it—in
other words, an event is any outcome where you can say how likely
it is to occur.

Probability is measured on a scale of 0 to 1. If an event is
impossible, it has a probability of 0. If it’s an absolute certainty,
then the probability is 1. A lot of the time, you’ll be dealing with
probabilities somewhere in between.

Here are some examples on a probability scale.
Equal thance of
[mpossible happening or not Certain

, D /
- 3

A freak toyote anvil Throwing a eoin and Fa_”i"ﬁ asleep at some

sthack is quite unlikelys it landing heads up Point during a [4g_

let's put it heve: happens in about half hour Peviod is almost
all Jcosscs‘ Ccr{am.

VitaL Stafisties —

Can you see how probability

EVCV\‘[‘, relates to roulette?
If you know how likely the ball is to land on a
An outtome or otturvente that particular number or color, you have some way
has a ?robabﬂi{\/ assigned Lo it of judging whether or not you should place a

particular bet. It’s useful knowledge if you want
to win at roulette.

132 Chapter 4
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calculating

_ rpen Your penci
y Let’s try working out a probability for roulette, the probability of

the ball landing on 7. We'll guide you every step of the way.

1. Look at your roulette board. How many pockets are there for the ball to land in?
2. How many pockets are there for the number 7?7

3.To work out the probability of getting a 7, take your answer to question 2 and divide it by your
answer to question 1. What do you get?

4. Mark the probability on the scale below. How would you describe how likely it is that you'll get a 7?

Download at WoweBook.Com
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sharpen solution

_ rpen Your penci
y &Iu‘tmn You had to work out a probability for roulette, the probability of

the ball landing on 7. Here’s how you calculate the solution, step
by step.

1. Look at your roulette board. How many pockets are there for the ball to land in?

Theve ave 38 pockets. < Don't forget that the ball can land in
k O or 00 as well as the 3b numbers.

2. How many pockets are there for the number 7?

Just |

3. To work out the probability of detting a 7, take y
answer to question 1. What do you get?

Probability of getting 7= 1
28

r answer to question 2 and divide it by your

= 0.02b =_ 0, answer 4o 3 detimal places

4. Mark the probability on the scale below? How would you describe how likely it is that you'll get a 7?7

0 0.5 1
L I 1 1

| ’\
The probability of

Lalls avound heve:
very likely-

i b soit
tting 8 7 is 0.025,
I‘E’cs n;?'\m\?ossib\c, but not

134 Chapter 4
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calculating

Find roulette probabilities

Let’s take a closer look at how we calculated that probability.

Here are all the possible outcomes from spinning the roulette
wheel. The thing we’re really interested in is winning the
bet—that is, the ball landing on a 7.

There’s ; -
. ere’s just one event o
we're \really interes . 4
éh: Ehe Probabilit, o;d o |\ possiole
he ba” lahdih I‘H\I 6\ T\\CSC are ) Y \) \\
3 on g 7 — J(,t,omcs’ as ‘H\C 3!
- ow .
r% towd \and in oy ©
Lhese poLkes™
15t DOZEN 2nd DOZEN 3rd DOZEN
1-18 | EVEN <> ‘ opD | 19-36
To find the probability of winning, we take the number of
ways of winning the bet and divide by the number of possible
outcomes like this:
of getting 8
s one wa\{ .
. o Theve theve are 28 YOL\(C“’,S
Probability = number of ways of winning (‘? 7, and
number of possible outcomes
We can write this in a more general way, too. For the o&
probability of any event A: s ok wi‘l:k A
e
£ ok
X\robabili{:\/ of event — P(A) — n(A) ;
otLurring T s owmy ber ©
The num
n(s)‘F/- \JOss\\o\c oukeomes
S is known as the possibility space, or sample space. It’s
a shorthand way of referring to all of the possible outcomes.
Possible events are all subsets of S.
135
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probabilities and venn diagrams

You can visvalize probabilities with a Venn diagram

Probabilities can quickly get complicated, so it’s often
very useful to have some way of visualizing them.

One way of doing so is to draw a box representing

the possibility space S, and then draw circles for each
relevant event. This sort of diagram is known as a Venn
diagram. Here’s a Venn diagram for our roulette
problem, where A is the event of getting a 7.

. . ) . ‘tah‘h
{ £ Lhe tivtle snt m\?or- :
Th; ?S;:ih: ‘:\cd'\ia‘cc the velative Y-mbébl\\:t;l{
ao?: an event obturing: The key thing is

/ it intludes and extludes:

fere's 4,

. ¢ event
3'3‘6‘6"3 a7 /fhhafok N
wah I, as 'éhcv'els d >

y one

etting o 7

oo P

s 331 here, 38
There? 7] other

[~ Lheve av¢
/ Voss\b\c events: Jc\ncuc
> potkets fhat aven
part of event &

Very often, the numbers themselves aren’t shown on the
Venn diagram. Instead of numbers, you have the option
of using the actual probabilities of each event in the
diagram. It all depends on what kind of information you
need to help you solve the problem.

Complementary events

There’s a shorthand way of indicating the event
that A does not occur—A!. Al'is known as the
complementary event of A.

There’s a clever way of calculating P(A'). Al covers every
possibility that’s not in event A, so between them, A and
Al'must cover every eventuality. If something’s in A, it
can’t be in A!, and if something’s not in A, it must be in
Al This means that if you add P(A) and P(A") together,
you get 1. In other words, there’s a 100% chance that
something will be in either A or A'. This gives us

P(A) + PA) = 1

P(A') = 1 - P(A)

136 Chapter 4

AI

f A |
/ N

I A No-\; n A

Probabili{;\/ |

In this diagram, A’ ;

. m' d
instead of 37 4o in:icu:zc
all the Possib,c events
‘l:ha'(: a\rcnl‘f: in A
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calculating

~ BE the croupier

Your job is fo imagine you're
the croupier and work out the
probabilities of various events.
TFor each event below, write down
 the probability of a successful
outcome.

oy
YNy

PO) P(Green)

P(Black) P(38)

Download at WoweBook.Com
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be the roulette wheel

_ BE the creupier Solufien
Your job was to imagine you're
the croupier and work out the
probabilities of various events.
For each event you should have
written down the probability of

a successfu] outcome.
2%
PO) P(Green)
The probability of getting a 9 is exactly the same 2 of the potkets are green, and theve ave
as getting a 7, as there’s an equal chance of the 38 potkets total, so:
ball falling into each pocket.
Probability = 2
Probability = | EY)
% = 0.053 (40 3 detimal places)
= 0.026 (10 3 decimal places)
P(Black) P(38)

18 of the potkets are black, and theve are 38 This event is actually impossible—there
Pockc{:sy so:

is no potket labeled 38. Thevefore, the
onbabili{:\/ is O.

Probability = 18
28
= 0474 (10 3 decimal places)

i £ all these is
The most likel event out o
Jch:t Ehc ball \(uil\ land in a black pocket.

138
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Q: Why do I need to know about
probability? | thought | was learning
about statistics.

A: There’s quite a close relationship
between probability and statistics. A lot

of statistics has its origins in probability
theory, so knowing probability will take your
statistics skills to the next level. Probability
theory can help you make predictions about
your data and see patterns. It can help you
make sense of apparent randomness. You'll
see more about this later.

Q; Are probabilities written as
fractions, decimals, or percentages?

It’s time to play!

A game of roulette 1s just about to begin.

Look at the events on the previous page.
We’ll place a bet on the one that’s most
likely to occur—that the ball will land in a

black pocket.

therejare no
Dumb Questions

A: They can be written as any of these.
As long as the probability is expressed in
some form as a value between 0 and 1, it
doesn'’t really matter.

Q; I've seen Venn diagrams before in
set theory. Is there a connection?

A: There certainly is. In set theory, the
possibility space is equivalent to the set of
all possible outcomes, and a possible event
forms a subset of this. You don’t have to
already know any set theory to use Venn
diagrams to calculate probability, though, as
we'll cover everything you need to know in
this chapter.

calculating

Q: Do I always have to draw a Venn
diagram? | noticed you didn’t in that last
exercise.

A: No, you don’t have to. But sometimes
they can be a useful tool for visualizing
what’s going on with probabilities. You'll see
more situations where this helps you later on.

Q: Can anything be in both events A
and A?

A: No. A' means everything thatisn’tin
A.If an element is in A, then it can’t possibly
be in A'. Similarly, if an element is in A, then
it can't be in A. The two events are mutually
exclusive, so no elements are shared
between them.

Let’s see what
happens.
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probabilities aren’t

And the winning number is...

Oh dear! Even though our most likely probability was

that

landed in the green 0 pocket. You lose some of your
chips.

140

the ball would land in a black pocket, it actually

The ball landed i,

K— -thc O Fockc{;, so
\ I yOU ,OS‘{: Some ch'PS

There must be a fix! The probability
of getting a black is far higher than
getting a green or 0. What went wrong? T
want to winl

Probabilities are only indications of how likely
events are; they’re not guarantees.

The important thing to remember is that a probability indicates
a long-term trend only. If you were to play roulette thousands
of times, you would expect the ball to land in a black pocket

in 18/38 spins, approximately 47% of the time, and a green
pocket in 2/38 spins, or 5% of the time. Even though you’d
expect the ball to land in a green pocket relatively infrequently,
that doesn’t mean it can’t happen.

No matter how
unlikely an event is, if
it's not impossible, it
can still ltappen.
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calculating

Let’s bet on an even wmore likely event

Let’s look at the probability of an event that should be more
likely to happen. Instead of betting that the ball will land in
a black pocket, let’s bet that the ball will land in a black or a
red pocket. To work out the probability, all we have to do 1s

¥ |
. \ Bet:
count how many pockets are red or black, then divide by the
number of pockets. Sound easy enough? \ Red or Black

That's a lot of pockets to
count. We've already worked out
P(Black) and P(Green). Maybe we
can use one of these instead.

We can use the probabilities we already
know to work out the one we don’t know.

{ |
Take a look at your roulette board. There are only three

' M‘
colors for the ball to land on: red, black, or green. As we’ve

already worked out what P(Green) is, we can use this value to
find our probability without having to count all those black
and red pockets.

P(Black or Red) = P(Green)
= 1 - P(Green)
=1-0.053
= 0.947 (to 3 decimal places)

_ rpen Your pencil
& Don't just take our word for it. Calculate the probability of getting
a black or a red by counting how many pockets are black or red

and dividing by the number of pockets.

141
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adding probabilities

_ @Em

your penc

&Iu‘hﬂn Don't just take our word for it. Calculate the probability of getting
a black or a red by counting how many pockets are black or red
and dividing by the number of pockets.

P(Black or Red) = 36
36
= 0947 (40 3 detimal places)
So P(Blatk or Red) = |- P(Green)

You can also add probabilities

) th
There’s yet another way of working out this sort of oC\LC‘\" Lan e \’?ﬂ
probability. If we know P(Black) and P(Red), we can find hy 4 veds they il
.- . . \)\30\‘ an \s Qs the Yoss\b\\ N
the probability of getting a black or red by adding these two Cyara*ﬂ events: i tre box
iliti ’ s spate
probabilities together. Let’s see. / P vy Sl the
S Yoss'\b\\\bcs
Black Red
- Tuo of the potkets are
L/ neither ved nor black, so
7\ 7\ 2 we've put 2 out heve:
[

P(Black or Red)

18+ 18 &
38 »
Labilities AVe
18 +18 e probabiie
=02 Adding ‘cc ¢ P\ as addimd
38 38 the sane T o o ve
= P(Black) ¥ P(Red) the mur L gividing B

‘)ot,\“'b an

In this case, adding the probabilities gives exactly
the same result as counting all the red or black
pockets and dividing by 38.

142 Chapter 4
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\"

Probablll‘[:\/

To £ind the probability of an

event A, use

P(A) = n(H)
n(S)

\....\ /'\-i..\
/ = YifaL Stafisties _'/Z@\

calculating

VitaL Statisties —

Alis the Lom‘?ltmcv\{;ar\/ event of
A. [t's the probability that event

A does no{: otlur.

PA) =1 - P(A)

Qj It looks like there are three ways of dealing with this sort
of probability. Which way is best?

A: It all depends on your particular situation and what information
you are given.

Suppose the only information you had about the roulette wheel was
the probability of getting a green. In this situation, you'd have to
calculate the probability by working out the probability of not getting
agreen:

- P(Green)

On the other hand, if you knew P(Black) and P(Red) but didn’t know
how many different colors there were, you'd have to calculate the
probability by adding together P(Black) and P(Red).

Q: So | don’t have to work out probabilities by counting
everything?

tLere are no
l) Questions

A: Often you won't have to, but it all depends on your situation. It
can still be useful to double-check your results, though.

Q; If some events are so unlikely to happen, why do people
bet on them?

A: Alot depends on the sort of return that is being offered. In
general, the less likely the event is to occur, the higher the payoff
when it happens. If you win a bet on an event that has a high
probability, you're unlikely to win much money. People are tempted to
make bets where the return is high, even though the chances of them
winning is negligible.

Q: Does adding probabilities together like that always work?

A: Think of this as a special case where it does. Don’t worry, we’ll
go into more detail over the next few pages.

143
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a new

You win!

This time the ball landed in a red pocket, the number 7, so
you win some chips.

This time, You Vit,ked a

K winning ?ockchi a ved one.

Time for another bet

Now that you're getting the hang of calculating
probabilities, let’s try something else. What’s the
probability of the ball landing on a black or even pocket?

That's easy. We just
add the black and even
probabilities together.

Sometimes you can add together
probabilities, but it doesn’t work in
all circumstances.

We might not be able to count on being able to do
this probability calculation in quite the same way
as the previous one. Try the exercise on the next
page, and see what happens.

144
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calculating

harpen your pencil
~gtals

Let’s find the probability of getting a black or even
(assume 0 and 00 are not even).

1. What's the probability of getting a black?
2. What's the probability of getting an even number?
3.What do you get if you add these two probabilities together?

4. Finally, use your roulette board to count all the holes that are either black or even, then divide
by the total number of holes. What do you get?

-
o
8
™~
-
=)
™~

1st DOZEN 2nd DOZEN 3rd DOZEN

N | > | @ | 000 |19-36

1-18
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sharpen

rpen your pencil
" ;\_ &Iutwn Let’s find the probability of getting a black or even (assume 0 and
00 are not even).

1. What's the probability of getting a black?
18/ 38 =044

2. What's the probability of getting an even number?

18 /38 = 0474

3.What do you get if you add these two probabilities together?

0947

4. Finally, use your roulette board to count all the holes that are either black or even, then divide by
the total number of holes.

26 / 38 = 0.684

T don't get it. Adding
probabilities worked OK last
time. What went wrong?

Let’s take a closer look...
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calculating

Exclusive events and intersecting events

When we were working out the probability of the ball landing in a
black or red pocket, we were dealing with two separate events, the
ball landing in a black pocket and the ball landing in a red pocket.
These two events are mutually exclusive because it’s impossible for
the ball to land in a pocket that’s both black and red.

We have absolutely
nothing in common.
We're exclusive events.

If two events
s are mutuauy
Black © © Red exclusive, only
one of the two
can occur.

What about the black and even events? This time the events
aren’t mutually exclusive. It’s possible that the ball could land in I‘[ two events

a pocket that’s both black and even. The two events intersect.

intersect, it's

possible they

T guess this means

we're sharing s can occur
© imul [
Black o Even simultaneously.
_ @RAMM -
o ‘P QWEWR
'[ What sort of effect do you think

he votkets this intersection could have

i::;:fh t\;al‘zoand even. had on the probability?

147
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intersection and union

Problems at the intersection

Calculating the probability of getting a black or even went
wrong because we included black and even pockets twice.
Here’s what happened.

First of all, we found the probability of getting a black
pocket and the probability of getting an even number.

Black Even
P(Black) = 18 P(Even) = 18
38
10 58 10
=0.474 =0.474

When we added the two probabilities together, we
counted the probability of getting a black and even
pocket twice.

Black Even Black Even

10 == 10 — 10

I&fv The interseetion here J \

was intluded twite
P(Black N Even) = 10
38
To get the correct answer, we need to subtract the — 0.963
probability of getting both black and even. This gives '

- D

e~ We onty <
P(Black or Even) = P(Black) + P(Even) - P(Black and Even) cc of Lheser 0

) ub-b(at‘\',
\c{’,s :Q Lhem

We can now substitute in the values we just calculated to find P(Black or Even): ont

P(Black or Even) = 18/38 + 18/38 - 10/38 = 26/38 = 0.684

148 Chapter 4
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Sowme wore notation

There’s a more general way of writing this using some

more math shorthand.

First of all, we can use the notation A N B to refer to

calculating probabilities

the intersection between A and B. You can think of
this symbol as meaning “and.” It takes the common
elements of events. The intevsettion

( heve is A N B

1
(O

U nion

A U B, on the other hand, means the union of A and B.
It includes all of the elements in A and also those in B.
You can think of it as meaning “or.”

If AU B =1, then A and B are said to be exhaustive.
Between them, they make up the whole of S. They
exhaust all possibilities.

A

S c\cmc'\‘hs {\\a&, a\ocy\) t

o |§ theve ave é\oor o b Ve in Lhis
B

| —

No——

in eithec 40 and B ave exhaustive:

130/°am) then : V
‘\i‘:‘?: the white bik is cmv{;\l

The entive shaded

[— drea is A UB.
//

1 ﬂ tersection

On the previous page, we found that
(P(Black or Even) = P(Black) + P(Even) - P(Black and Even)

Write this equation for A and B using M and U notation.

you are here »
Download at WoweBook.Com
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sharpen

B

r r pencil
Peﬂ YWSQIEEWH On the previous page, we found that

(P(Black or Even) = P(Black) + P(Even) - P(Black and Even)

Write this equation for A and B using M and U notation.

P(AorB) —~

PGAU B =PA) +PB) -P(ANB) S
P(A and B

150

So why is the equation for exclusive
events different? Are you just giving
me more things to remember?

It’s not actually that different.

Mutually exclusive events have no elements in common with each
other. If you have two mutually exclusive events, the probability of
getting A and B is actually 0——so P(A M B) = 0. Let’s revisit our black-
or-red example. In this bet, getting a red pocket on the roulette wheel
and getting a black pocket are mutually exclusive events, as a pocket
can’t be both red and black. This means that P(Black N Red) = 0, so
that part of the equation just disappears.

There’s a difference
between exclusive
and exhaustive.

Watc}‘ 1t' If events A and B are

exclusive, then

PANB)=0
If events A and B are exhaustive, then
PAUB) =1
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calculating probabilities

BE the probability

Your job is to Play like you'ré the
probability and shade in the area
\ that represents each of the following

probabilities on the Venn
diagrams.
.
A B
P(AN B) +P(AN B)
S
A B
P(A' N BY)
S
A B
P(AU B) - P(B)

you are here » 151
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be the probability solution

BE the rol)a]mhty Solufien

Your job was to play like you're the probability
and shade in the area that represents each of
the probabilities on the Venn diagrams.

P(AN B) + P(A N B)

P(A' N B)

P(A U B) - P(B)

162 Chapter 4

Download at WoweBook.Com



calculating probabilities

50 sports enthusiasts at the Head First Health Club are asked whether they play baseball,
football, or basketball. 10 only play baseball. 12 only play football. 18 only play basketball. 6 play
baseball and basketball but not football. 4 play football and basketball but not baseball.

Draw a Venn diagram for this probability space. How many enthusiasts play baseball in total?
How many play basketball? How many play football?

Are any sports’ rosters mutually exclusive? Which sports are exhaustive (fill up the possibility
space)?

r)

e VifaL Statisties

To £ind the probability of getting event
A or B, use

P(A U B) = P(A) +P(B) - P(AN B)

U means OR
ﬂ means AND

you are here » 153
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exercise

50 sports enthusiasts at the Head First Health Club are asked whether they play baseball, football
or basketball. 10 only play baseball. 12 only play football. 18 only play basketball. 6 play baseball
and basketball but not football. 4 play football and basketball but not baseball.

xercise
oLution

space)?

Draw a Venn diagram for this probability space. How many enthusiasts play baseball in total? How
many play basketball? How many play football?

Are any sports’ rosters mutually exclusive? Which sports are exhaustive (fill up the possibility

Baseball

The numbers we've
been given all add
up to 50, the
total number of

sports lovers.

e

Basketball

Football | S

This information

looks complicated,

but d\rawihg a
k_ Venn diagram

will help us to

visualize what's

So'mg on.

B\/ adding up the values in eath tivele in the Venn diagram, we tan determine that theve
ave |b total baseball players, 28 total basketball players, and 16 total football players.

The baseball and football events are mutually exclusive. Nobody plays both baseball and
‘Fooﬂ)a”, so P(Baseball M Football) = O

The events for baseball, football, and basketball are exhaustive. Together, they £ill the
entive possibility space, so P(Baseball U Football LU Basketball) = |

Q: Are A and A' mutually exclusive or
exhaustive?

A: Actually they're both. A and A' can

have no common elements, so they are
mutually exclusive. Together, they make
up the entire possibility space so they're
exhaustive too.

154

therejare no
Dumb Questions

Q} Isn’t P(A N B) + P(A N BY) just a
complicated way of saying P(A)?

. Yesiitis. It can sometimes be useful
to think of different ways of forming the
same probability, though. You don’t always
have access to all the information you'd
like, so being able to think laterally about
probabilities is a definite advantage.

Download at WoweBook.Com

Q; Is there a limit on how many events
can intersect?

A: No. When you're referring to the
intersection between several events, use
more N‘s. As an example, the intersection of
eventsA,B,and CisAN BN C.

Finding probabilities for multiple
intersections can sometimes be tricky. We
suggest that if you're in doubt, draw a Venn
diagram and take a good, hard look at which
probabilities need to be added together and
which need to be subtracted.



calculating

Another unlucky spin...

We know that the probability of the ball landing on black or even
is 0.684, but, unfortunately, the ball landed on 23, which is red and
odd.

..but it’s time for another bet

Even with the odds in our favor, we’ve been unlucky with the outcomes at

the roulette table. The croupier decides to take pity on us and offers a little
inside information. After she spins the roulette wheel, she’ll give us a clue
about where the ball landed, and we’ll work out the probability based on
what she tells us.

Here's your next
bet...and a hint about
where the ball landed.
Shh, don't tell Fat Dan...

Bet: Even

Clue: The ball
landed in 2
plack Pocket

Should we take this bet?

How does the probability of getting even given that
we know the ball landed in a black pocket compare
to our last bet that the ball would land on black or
even. Let’s figure it out.

155
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introducing condifional probability

Conditions apply

The croupier says the ball has landed in a black pocket.
What'’s the probability that the pocket is also even?

But we've

already done this;
it's just the probability of
getting black and even.

This is a slightly different problem

We don’t want to find the probability of getting a pocket
that is both black and even, out of all possible pockets.
Instead, we want to find the probability that the pocket is
even, given that we already know it’s black.

S
Black Even
hest
e
A \n\zfc
° ; i;fa Yoc\Lch is blatt
e
<
/‘ \ 12
v alrcady know \ We want the \’*°babmbf
he pocket i black. that the Yockc’c is evem
given that it's black-
In other words, we want to find out how many pockets
are even out of all the black ones. Out of the 18 black
pockets, 10 of them are even, so
P(Even given Black) = 10
< g ) _ \O ou‘\', O‘Q
18 Black é |8 ave eve™
=0.556 (to 3 decimal places)
Even

10

It turns out that even with some inside information, our odds are
actually lower than before. The probability of even given black is
actually less than the probability of black or even.

However, a probability of 0.556 is still better than 50% odds, so
this 1s still a pretty good bet. Let’s go for it.
156 Chapter 4
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calculating probabilities

Find condifional probabilities

So how can we generalize this sort of problem? First of Q
all, we need some more notation to represent conditional
probabilities, which measure the probability of one event
occurring relative to another occurring,

If we want to express the probability of one event happening
given another one has already happened, we use the “|” symbol
to mean “given.” Instead of saying “the probability of event A
occurring given event B,” we can shorten it to say

Betause we've trying to £ind the
probability of A given B, we've only

PA | B) The probabilit ok A giver d intevested in the set of events
that we know has happened: where B otturs. \
|
So now we need a general way of calculating P(A | B). What S
we’re interested in is the number of outcomes where both A and B A
B occur, divided by all the B outcomes. Looking at the Venn

diagram, we get:

P(A| B) = P(AN B)

PB) —7
P(B)
We can rewrite this equation to give us a way of finding P(A M B) '\\
P(A N B)=PA | B) x P(B) PAN B

It doesn’t end there. Another way of writing P(A N B) is P(B N A).
This means that we can rewrite the formula as

PBNA)=P@B | A)x PA)

In other words, just flip around the A and the B.

It looks like it can be difficult to show
conditional probability on a Venn diagram.
I wonder if there's some other way.

Venn diagrams aren’t always the best way of
visualizing conditional probability.

Don’t worry, there’s another sort of diagram you can use—a
probability tree.

you are here » 157
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probability trees

You can visualize condifional probabilities with a probability free

It’s not always easy to visualize conditional probabilities with
Venn diagrams, but there’s another sort of diagram that really
comes in handy in this situation—the probability tree.
Here’s a probability tree for our problem with the roulette
wheel, showing the probabilities for getting different colored
and odd or even pockets.

ikies £or
T\\c Y*(O:ab\ ‘b‘(a“t,\\ es T\\CSC are 3\\ é: :flCV\‘hS.

H eath Scdd w o I setond set ©
c clr’c ave the fist set of e \6-

e

rcbusllyf Fvcnfs, the coloys. Th >
5 o a{:;‘h'(:ncs for each event 90 ) =

°ng the relevant branch

. Black
18/38 o o
Odd

10/18

Thcsc are branchcﬁ 18/38
MEC the branches Red
ot a tree.

\§ 8/18 Even

A 1/2 o
PlGreen) Green <
SNV

P(OO / 6'?&)

The first set of branches shows the probability of each
outcome, so the probability of getting a black is 18/38, or
0.474. The second set of branches shows the probability
of outcomes given the outcome of the branch it is
linked to. The probability of getting an odd pocket given
we know it’s black is 8/18, or 0.444.

168 Chapter 4

Download at WoweBook.Com



calculating probabilities

Trees also help you calculate conditional probabilities

Probability trees don’t just help you visualize probabilities; they can help
you to calculate them, too.

Let’s take a general look at how you can do this. Here’s another
probability tree, this time with a different number of branches. It shows
two levels of events: A and A' and B and B'. A' refers to every possibility
not covered by A, and B! refers to every possibility not covered by B.

You can find probabilities involving intersections by multiplying the
probabilities of linked branches together. As an example, suppose you
want to find P(A N B). You can find this by multiplying P(B) and P(A | B)
together. In other words, you multiply the probability on the first level B
branch with the probability on the second level A branch.

This is the same cqua{'j'\on you
er—) ™ H’,l?\\l ‘H\C
saw eavlier Jus{: w
P o adjoining branthes fogether:
o \‘:(\f"\'z\cs ﬁo‘)v Lhese two ’//_
{he probadt

branthes toaether P(ANB)=P(A|B) x P(B)

P(A'N B)=P(A'| B) x P(B)

) A P(ANB" = P(A|B') x P(B)

N y
\

The Pkobabilify of
"ot getting event P(A'|B) ——A!'  P(A'NB)=P(A'| B) x P(B)

\

The onbabili{:y of not
getting A given that B
hasn't happened

Using probability trees gives you the same results you saw earlier, and

it’s up to you whether you use them or not. Probability trees can be time-
consuming to draw, but they offer you a way of visualizing conditional
probabilities.
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probability magnets

prol)alaility Magnets

Duncan’s Donuts are looking into the probabilities of their customers buying
donuts and coffee. They drew up a probability tree to show the probabilities,
but in a sudden gust of wind, they all fell off. Your task is to pin the
probabilities back on the tree. Here are some clues to help you.

P(Donuts) = 3/4 P(Coffee | Donuts') = 1/3 P(Donuts N Coffee) = 9/20
Coffee
Donuts
Coffee!
Coffee
Donuts'
Coffee!

= 2] E

160 Chapter 4
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calculating probabilities

Handy hints for working with trees

1. Work out the levels

Try and work out the different levels of probability that you need.
As an example, if you're given a probability for P(A | B), youll

probably need the first level to cover B, and the second level A.

2. Till i what you know

If you're given a series of probabilities, put them onto the tree N

the relevant position.

3. Remember that each set of hranches sums to 1

If you add together the probabilities for all of the branches

that fork off from a common point, the sum should equal 1.
Remember that P(A) =1 - PA)).

4. Remember your formula
You should be able to find most other probabilities by using
PA | B)=PAN B)
)
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probability magnets solution

prol)alaility Magnets Solution

Duncan’s Donuts are looking into the probabilities of their customers
buying Donuts and Coffee. They drew up a probability tree to show the
probabilities, but in a sudden gust of wind they all fell off. Your task is to pin
the probabilities back on the tree. Here are some clues to help you.

P(Donuts) = 3/4 P(Coffee | Donuts') = 1/3 P(Donuts N Coffee) = 9/20

P(Coffee | Donuts) = P(Coffee N Donuts)
— | vonuts/

P(Donu'l:s)
=9/20
34 3/5 Coffee
=3/5
These need to
Donuts sdd vp to |-
3/4
2/5 Coffee!
Thcsc mus-l;
add up {5 |.
7 1/3 Coffee
wust add
Donuts! t;\c; | as well
2/3 Coffee!

162 Chapter 4
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calculating probabilities

We haven'’t quite finished with Duncan’s Donuts! Now that you've completed
the probability tree, you need to use it to work out some probabilities.

Exercise

1. P(Donuts') 2. P(Donuts' N Coffee)

3. P(Coffee' | Donuts) 4.P(Coffee) €™~ Hint: How many ways are

there of getting eoffee?
(You ean get eotfee with or
without donuts.)

5. P(Donuts | Coffee)

you are here »
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exercise solution

2ercise
SoLution

1. P(Donuts')
1%

We wevre given
P(Donu{:s) = 3/ q’;
so P(Donuts" must be |74

3. P(Coffee' | Donuts)
2/5

We ¢tan vead this
°‘q: the tree.

5. P(Donuts | Coffee)

271/32

This gives us /20 / @/ 1%) = 271/32.

Your job was to use the completed probability tree to work out some probabilities.

.\ We tan vead this one off the tree

\{ou)“ onl\/ be able o do this if you found P(Cou'\cc)-
P(Donuts | Coffee) = P(Donuts N Coffee) / P(Coffee).

2. P(Donuts' N Coffee)
1712

Q We ean £ind this by m Itiplying 4o
~P(Dom{:s’) and P(C\{o('\-;cc T E:?\u ?)C.va:‘/:"rvc
Jus{: found P(Donuts’) = 174, and lookin
at the tree, P(Coffee | Donuts! ’

he 1 )=173.
Multiplying these together gives 1/12.

4. P(Coffee)

/15

This yrobabili{:\/ is tricky, so don't worry i you
didn't et it

To aet P(Coffee), we need to add together
Po(g:(:-(:ec N Donuts) and P(Coffee N Donuts).
This gives us 1/12 + 9/20 = @/15.

Chapter 4
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Conditions

PAIB) =PAN B

P(B)

calculating

Q: I still don’t get the difference
between P(A N B) and P(A | B).

A: P(A N B) is the probability of getting
both A and B. With this probability, you can
make no assumptions about whether one
of the events has already occurred. You
have to find the probability of both events

happening without making any assumptions.

P(A| B) is the probability of event A given
event B. In other words, you make the
assumption that event B has occurred, and
you work out the probability of getting A
under this assumption.

Q; So does that mean that P(A | B) is
just the same as P(A)?

A: No, they refer to different probabilities.

When you calculate P(A | B), you have to

assume that event B has already happened.

When you work out P(A), you can make no
such assumption.

therejare no o
Dumb Questions

Qj Is P(A | B) the same as P(B | A)?
They look similar.

A: It's quite a common mistake, but they
are very different probabilities. P(A | B)

is the probability of getting event A given
event B has already happened. P(B | A)

is the probability of getting event B given
event A occurred. You're actually finding
the probability of a different event under a
different set of assumptions.

Q: Are probability trees better than
Venn diagrams?

A: Both diagrams give you a way of
visualizing probabilities, and both have their

uses. Venn diagrams are useful for showing
basic probabilities and relationships, while
probability trees are useful if you're working
with conditional probabilities. It all depends
what type of problem you need to solve.

Download at WoweBook.Com

Q,: Is there a limit to how many sets of
branches you can have on a probability
tree?

A: In theory there’s no limit. In practice
you may find that a very large probability
tree can become unwieldy, but you may still
find it easier to draw a large probability tree
than work through complex probabilities
without it.

Q: If A and B are mutually exclusive,
what is P(A | B)?

A: If Aand B are mutually exclusive, then
P(AN B)=0andP(A|B) = 0. This makes
sense because if A and B are mutually
exclusive, it's impossible for both events

to occur. If we assume that event B has
occurred, then it's impossible for event A to
happen, so P(A| B) = 0.
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a new conditional probability

Bad luck!

You placed a bet that the ball would land in an even pocket
given we’ve been told it’s black. Unfortunately, the ball landed
in pocket 17, so you lose a few more chips.

Maybe we can win some chips back with another bet. This
time, the croupier says that the ball has landed in an even
pocket. What'’s the probability that the pocket is also black?

This s the °YY°S‘+’C _/7

of the previovs ‘

But that's a similar problem to the

one we had before. Do you mean we have
to draw another probability tree and work
out a whole new set of probabilities? Can't
we use the one we had before?

We can reuse the probability calculations we
already did.

Our previous task was to figure out P(Even | Black), and we
can use the probabilities we found solving that problem to
calculate P(Black | Even). Here’s the probability tree we used

before:
8/18
Black <

18/38 10/18 Even
10/18
8/18 Even
2/38

1/2 0
1/2 00
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calculating

We can find P(Black | Even) using the probabilities we already have

So how do we find P(Black | Even)? There’s still a way of calculating
this using the probabilities we already have even if it’s not immediately
obvious from the probability tree. All we have to do is look at the
probabilities we already have, and use these to somehow calculate the
probabilities we don’t yet know.

Let’s start off by looking at the overall probability we need to find,
P(Black | Even).

Using the formula for finding conditional probabilities, we have

P(Black | Even) = P(Black N Even)

P(Even)

If we can find what the probabilities of P(Black N Even) and P(Even) are,
we’ll be able to use these in the formula to calculate P(Black | Even). All
we need is some mechanism for finding these probabilities.

Sound difficult? Don’t worry, we’ll guide you through how to do it.

Step 1: Finding P(Black N Even)

Let’s start off with the first part of the formula, P(Black N Even).

Use the
probabilities

you lée_l_\;e to
calculate the
probabilities

you need

——

_ @ﬁarpen your percl
—
: ;}_ Take a look at the probability tree on the previous page. How can

you use it to find P(Black M Even)?

\ Hint: P(Black N Even) = P(Even N Blaek)

Download at WoweBook.Com
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sharpen

_ rpen your pencil
y &Iutmn Take a look at the probability tree opposite. How can you use it to

find P(Black M Even)?
You ean £ind P(Black N Even) by multiplying together P(Black) and P(Even | Black). This gives us
P(Black N Even) = P(Black) x P(Even | Blaek)
=10
83 &
-l
28
=5

19

So where does this get us?

We want to find the probability P(Black | Even). We can do

this by evaluating ankities ave

These two A

P(Black | Even) = P(Black N Even) co\\,\va\cv\h..

P(Even)

So far we’ve only looked at the first part of the formula,
P(Black N Even), and you’ve seen that you can calculate
this using

P(Black N Even) = P(Black) x P(Even | Black)

This gives us

P(Black | Even) = P(Black) x P(Even | Black)

P(Even)

So how do we find the next part of the formula, P(Even)? .50 we ean substitute P(Black) % P(Even | Black)

for P(Black N Even) in our o\riginal formula.
_ @RA\N
PAOQWEWR

Take another look at the probability tree on page 168. How do you think we
can use it to find P(Even)?

168
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calculating probabilities

Step Z: Finding P(Even)

The next step is to find the probability of the ball landing in an even
pocket, P(Even). We can find this by considering all the ways in which
this could happen.

A ball can land in an even pocket by landing in either a pocket that’s
both black and even, or in a pocket that’s both red and even. These are
all the possible ways in which a ball can land in an even pocket.

This means that we find P(Even) by adding together P(Black M Even)
and P(Red N Even). In other words, we add the probability of the
pocket being both black and even to the probability of it being both red
and even. The relevant branches are highlighted on the probability tree.

8/18 __ Odd

—_—

Black

18/38 10/18 Even
\ To ‘cmd Jd\c Vro\)ab\\i{:‘f
10/1 8 of the ball \andm?c ;‘n an
B cket, add these
. b fooether-

/ probabilities
N 8/18 Even

N
2/38 \\ 172 _ 0
\Green - _
12 00

This gives us
P(Even) = P(Black N Even) + P(Red N Even)
='P(Black) x P(Even | Black) +P(Red) x P(Even | Red)&—— ! A“
= LB' x 10 + _LB' X 8 ,
38 18 38 19 \T hese E:obab'.hhes

the ways of the ball landing

an even \706‘(6

tome trom the
- E Yrobab'\hb/ tree.
38
=9
19
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generalizing reverse conditional probabilities

Step 3: Finding P(Black | Even)

Can you remember our original problem? We wanted to find
PBlack | Even) where

P(Black | Even) = P(Black N Even)

P(Even)

We started off by finding an expression for P(Black M Even)

P(Black N Even) = P(Black) x P(Even | Black)

After that we moved on to finding an expression for P(Even), and
found that

P(Even) = P(Black) x P(Even | Black) + P(Red) x P(Even | Red)

Putting these together means that we can calculate P(Black | Even) This is what we \)us{: caleulated
using probabilities from the probability tree using the Yrobab ility tree.

P(Black | Even) = P(Black N Even)
P(Even)
= P(Black) x P(Even | Black)
P(Black) x P(Even | Black) + P(Red) x P(Even | Red)

6\ We calewlated these

cavlier, so we £an

x B substitute in owr vesults:
9

© | v \E|w ©IU1

This means that we now have a way of finding new conditional
probabilities using probabilities we already know—something that can
help with more complicated probability problems.

Let’s look at how this works in general.

170 Chapter 4
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calculating probabilities

These results can be generalized to other problems

Imagine you have a probability tree showing events A and B like
this, and assume you know the probability on each of the branches.

P(BIA)

(BI | A) B!
Thzsc branthes are

mu ua”y extlusive and

exhaustive. ’ }.' P(B A) )

ww

Now imagine you want to find P(A | B), and the information shown
on the branches above is all the information that you have. How
can you use the probabilities you have to work out P(A | B)?

We can start with the formula we had before:

eed o £ind both
P(A|B)=P(ANB) & ‘Q’E &‘c‘:c ‘wo\,ab\\\{:\cs

Te@ L PP

Now we can find P(A N B) using the probabilities we have on the
probability tree. In other words, we can calculate P(A M B) using
PANB)=PA) xPB | A)

But how do we find P(B)?

- @RA\N
VAWEWR

Take a good look at the probability tree. How would you use it to find P(B)?

you are here » 171
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law of total probability

Use the Law of Total Probability to find P(B)

To find P(B), we use the same process that we used to find P(Even) earlier; we
need to add together the probabilities of all the different ways in which the
event we want can possibly happen.

There are two ways in which even B can occur: either with event A, or without
it. This means that we can find P(B) using:

P(B) = P(A N B) + P(A' N B)

intevsections o ¢

We can rewrite this in terms of the probabilities we already know from the
probability tree. This means that we can use:

PANB)=PA) xPB | A)
PAA'N B)=P(A") x P(B | A"
This gives us:
P(B)=P(A) x P(B|A) + P(A') x P(B | A"

This is sometimes known as the Law of Total Probability, as it gives
a way of finding the total probability of a particular event based on

)"

P(B'|A

conditional probabilities.

A
P(A)

hdd {',ogcjd\cr both of the

L P(B).

{ind P(B), 3dd the
—E Tvovo\;gb'\h{\es of these

branthes together

N—
A _

O

PB'|A) —B

Now that we have expressions for P(A M B) and P(B), we can put
them together to come up with an expression for P(A | B).

172 Chapter 4
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Introducing Bayes’ Theorem

We started off by wanting to find P(A | B) based on probabilities
we already know from a probability tree. We already know P(A),
and we also know P(B | A) and P(B | A"). What we need is a
general expression for finding conditional probabilities that are
the reverse of what we already know, in other words P(A | B).

We started off with:

With subs{:i{:u{:ion,

IS tormulz,.

P(A | B)=PANB)
P(B)

On page 127, we found P(A N B) = P(A) x P(B | A). And on the
previous page, we discovered P(B) = P(A) x P(B | A) + P(A") x P(B |
A').

If we substitute these into the formula, we get:

P(A | B)= P(A) x P(B | A)

calculating probabilities

R,e'lax' Bayes’ Theorem is
one of the most :

difficult aspects of
probability. :

¢ Don’t worry if it looks complicated—this

: is as tough as it’s going to get. And even

: though the formula is tricky, visualizing the
: problem can help.

“betomes this

P(A) x P(B| A) + P(A') x P(B | A))

This is called Bayes’ Theorem. It gives you a means of finding reverse
conditional probabilities, which is really useful if you don’t know every
probability up front.

£ormu\a.

_.divide the vrobabih{z\/

/ of this branth-.
B

A

Here's . To fin - —
iy e P PE A" —B
| B
N
A' —
P(B'[A) ~B!

Download at WoweBook.Com

oy the probability
of these two
branthes added
Jcogc{:\ncr.

you are here » 173



long

Long Exercise

The Manic Mango games company is testing two brand-new games. They've asked a group of
volunteers to choose the game they most want to play, and then tell them how satisfied they
were with game play afterwards.

80 percent of the volunteers chose Game 1, and 20 percent chose Game 2. Out of the Game
1 players, 60 percent enjoyed the game and 40 percent didn’t. For Game 2, 70 percent of the
players enjoyed the game and 30 percent didn’t.

Your first task is to fill in the probability tree for this scenario.

174
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calculating probabilities

Manic Mango selects one of the volunteers at random to ask if she enjoyed playing the game, and she
says she did. Given that the volunteer enjoyed playing the game, what'’s the probability that she played
game 2? Use Bayes’ Theorem.

Hint: ,WhaJc's the probability of someone thoosing game 2 and being satisfied?
What's the Probabili-{:\/ of someone being satisfied overall? Onte you've found
these, You £an use Ba\/cs Theorem to obtain the vight answer.

you are here » 175
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long exercise solution

Tong E:_.gaqise
OLutiOoN

The Manic Mango games company is testing two brand-new games. They've asked a group of
volunteers to choose the game they most want to play, and then tell them how satisfied they
were with game play afterwards.

80 percent of the volunteers chose Game 1, and 20 percent chose Game 2. Out of the Game
1 players, 60 percent enjoyed the game and 40 percent didn’t. For Game 2, 70 percent of the
players enjoyed the game and 30 percent didn’t.

Your first task is to fill in the probability tree for this scenario.

il bein
We also know ‘{')\c ?robablllJc\/ o-(: a Yla\/cr 9
sacﬁsﬁicd or dissatisfied with the game {',\'\C\/

We know the Fvobabilify that a player those each those
9ame, so we tan use these for the zirsf set of

b\ranches,
0.6 Satisfied
éamc |

0.8 o4 Dissatisfied

0.2 0.1 Satisfied

68mc 2
03 Dissatisfied

176 Chapter 4
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calculating

Manic Mango selects one of the volunteers at random to ask if she enjoyed playing the game, and she says she
did. Given that the volunteer enjoyed playing the game, what'’s the probability that she played game 2? Use Bayes
Theorem.

We need to use Ba\/cs' Theorem to find P(Game 2 | Satisfied). This means we need to use
P(GQame 2 | Satisfied) = P(Qame 2) P(Satisfied | Game 2)
P(Qame 2) P(Satisfied | Game 2) + P(Game 1) P(Satisfied | Game I
Let’s start with P(Game 2) P(Satisfied | Game 2)

We've been told that P(Game 2) = 0.2 and P(Satisfied | Game 2) = 0.7. This means that
P(Game 2) P(Satisfied | Game 2) = 0.2 x 0.7
=0l4

The next thing we need to find is P(Game 1) P(Satisfied | Game |). We've been told that
P(Satisfied | Game 1) = 0.6, and also that P(Game 1) = 0.8. This means that

P(Game 1) P(Satisfied | Game |) = 0.8 x 0.6
=048

Substituting this into the formula for Bayes' Theorem gives us
P(GQame 2 | Satisfied) = P(Game 2) P(Satisfied | Game 2)

P(Qame 2) P(Satisfied | Game 2) + P(Game 1) P(Satisfied | Game I

= ol
ol4 + 044

=ol4
062

= 0226

177
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vital

o

P

M Vita. Statisties
— Law of Total Probability

£ You have two events A and B, then
PB)=PB N A +PB N A
=PRI PB | A +PA) PB | A
The Law of Total Probability is the denominator of Bayes’ Theorem.

/i*nc, o= \itaL Stafisties
.

! QM ) vem
= Bayes Theo

[£ you have n mutually extlusive and exhaustive
events, £, through to A, and B is another
event, then

P(A | B) = PR PB | A
P(A) P(B | A+ P(AD P(B 1 AD

178
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Q} So when would | use Bayes’
Theorem?

A: Use it when you want to find
conditional probabilities that are in the
opposite order of what you've been given.

Q; Do | have to draw a probability
tree?

A: You can either use Bayes’ Theorem
right away, or you can use a probability
tree to help you. Using Bayes’ Theorem

is quicker, but you need to make sure you
keep track of your probabilities. Using a
tree is useful if you can’t remember Bayes’
Theorem. It will give you the same result,
and it can keep you from losing track of
which probability belongs to which event.

We have a winner!

Congratulations, this time the ball landed on 10, a pocket
that’s both black and even. You’ve won back some chips.

therejare no
Dumb Questions

Q} When we calculated P(Black | Even)
in the roulette wheel problem, we didn’t
include any probabilities for the ball
landing in a green pocket. Did we make a
mistake?

A: No, we didn’t. The only green pockets
on the roulette board are 0 and 00, and we
don't classify these as even. This means that
P(Even | Green) is 0; therefore, it has no
effect on the calculation.

Q: The probability P(Black|Even) turns
out to be the same as P(Even|Black):
they’re both 5/9. Is that always the case?

A- True, it happens here that

P(Black | Even) and P(Even | Black) have the
same value, but that's not necessarily true for
other scenarios.

Download at WoweBook.Com

calculating probabilities

If you have two events, Aand B, you can't
assume that P(A | B) and P(B | A) will

give you the same results. They are two
separate probabilities, and making this sort of
assumption could actually cost you valuable
points in a statistics exam. You need to use
Bayes’ Theorem to make sure you end up with
the right result.

(%’: How useful is Bayes’ Theorem in real
life?

A: It's actually pretty useful. For example,
it can be used in computing as a way of
filtering emails and detecting which ones
are likely to be junk. It's sometimes used in
medical trials too.
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dependent

lt’s time for one last bet

Before you leave the roulette table, the croupier has
offered you a great deal for your final bet, triple or
nothing. If you bet that the ball lands in a black pocket
twice in a row, you could win back all of your chips.

Are you

feeling lucky?

Here’s the probability tree. Notice that the probabilities
for landing on two black pockets in a row are a bit
different than they were in our probability tree on page
166, where we were trying to calculate the likelihood

of getting an even pocket given that we knew the pocket

was black.
18/38 Black
18/38
Black Red
2/38
18/38 Green
18/38 Black
18/38 Red 18/38 Red
2/38 Green
2/38
18/38 Black
Green 18/38 Red
2/38 Green
180
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calculating probabilities

If events affect each other, they are dependent

The probability of getting black followed by black is a slightly
different problem from the probability of getting an even
pocket given we already know it’s black. Take a look at the
equation for this probability:

P(Even | Black) = 10/18 = 0.556

For P(Even | Black), the probability of getting an even pocket
1s affected by the event of getting a black. We already know
that the ball has landed in a black pocket, so we use this
knowledge to work out the probability. We look at how many
of the pockets are even out of all the black pockets.

If we didn’t know that the ball had landed on a black pocket,
the probability would be different. To work out P(Even), we
look at how many pockets are even out of all the pockets

P(Even) =18/38=0.474 € ——  Thectupg
are d; S
P(Even | Black) gives a different result from P(Even). In other i erent

words, the knowledge we have that the pocket is black changes
the probability. These two events are said to be dependent.

In general terms, events A and B are said to be dependent if
P(A | B) is different from P(A). It’s a way of saying that the
probabilities of A and B are affected by each other.

You being here
changes everything.
I'm different when
I'm with you.

Look at the probability tree on the previous page
again. What do you notice about the sets of
branches? Are the events for getting a black in the
first game and getting a black in the second game
dependent? Why?

you are here » 181
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independent

If events do not affect each other, they are independent

Not all events are dependent. Sometimes events remain completely

unaffected by each other, and the probability of an event occurring
remains the same irrespective of whether the other event happens or
not. As an example, take a look at the probabilities of P(Black) and
P(Black | Black). What do you notice?

These Vrobab\\'\bcs ave :hc‘tsamc.
[ ent
riblack) = 1598 = 0.4 —— The events ave indepen

P(Black | Black) = 18/38 = 0.474

These two probabilities have the same value. In other words, the
event of getting a black pocket in this game has no bearing on the
probability of getting a black pocket in the next game. These events
are independent.

Independent events aren’t affected by each other. They don’t influence
cach other’s probabilities in any way at all. If one event occurs, the
probability of the other occurring remains exactly the same.

Well, you make no
difference to me either. I
don't care whether you're
there or not. I guess this
means we're independent

You think I care about
your outcomes? They're
irrelevant to me. I just carry
on like you're not there.

If events A and B are independent, then the probability of event A is
unaffected by event B. In other words

P(A | B) = P(A)

for independent events.

We can also use this as a test for independence. If you have two events
A and B where P(A | B) = P(A), then the events A and B must be
independent.

182
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calculating

More on calculating probability for independent events

It’s easier to work out other probabilities for independent
events too, for example P(A N B).

We already know that If A and B are
= o ey oxcusive
P(B) Watch it! independent, and
If A and B are independent, P(A | B) is the same as P(A). . if A and B a.;e
ndependont, they car's e
P(A) = P(A N B)

: IfAand B are mutually exclusive,
PB) ¢ then if event A occurs, event
. B cannot. This means that the

or outcome of A affects the outcome of

P(A N B) = P(A) x P(B) B, and so they’re dependent.
: Similarly if A and B are independent,
they can’t be mutually exclusive.

for independent events. In other words, if two events are

independent, then you can work out the probability of
getting both events A and B by multiplying their individual

probabilities together.

— qg@harpen Your el
R - L .. . -
B _\_ It's time to calculate another probability. What's the probability of

the ball landing in a black pocket twice in a row?

183
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sharpen

harpen your pencil
. Solgfion

It's time to calculate another probability. What's the probability of
the ball landing in a black pocket twice in a row?

We need to find P(Black in game | N Black in game 2). As the events ave independent, the vesult is

18/38 « 18/38 = 324/1444
= 0.224 (1o 3 detimal places)

Q: What's the difference between
being independent and being mutually
exclusive?

A: Imagine you have two events, A and B.

If Aand B are mutually exclusive, then if
event A happens, B cannot. Also, if event B
happens, then A cannot. In other words, it's
impossible for both events to occur.

If A and B are independent, then the
outcome of A has no effect on the outcome
of B, and the outcome of B has no effect on
the outcome of A. Their respective outcomes
have no effect on each other.

Q: Do both events have to be
independent? Can one event be
independent and the other dependent?

A: No. The two events are independent
of each other, so you can't have two events

where one is dependent and the other one is

independent.

184

therejare no
Dumb Questions

Q: Are all games on a roulette wheel il

independent? Why?

roulette wheel do not influence each other.
In each game, the probabilities of the ball
landing on a red, black, or green remain the
same.

Q,: You’ve shown how a probability
tree can demonstrate independent events.
How do | use a Venn diagram to tell if
events are independent?

A: A Venn diagram really isn’t the

best way of showing dependence. Venn
diagrams are great if you need to examine
intersections and show mutually exclusive
events. They're not great for showing
independence though.
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- \itaL Statistics

A: Yes, they are. Separate spins of the /g

o

\ , ndependente

[£ two events A and B ave
independent, then

P(A | B) = P(R)

[£ +his holds for any two
events, then the events must
be independent. Also

P(A M B) = P(A) x P(B)




calculating

The Case of the Two Classes

The Head First Health Club prides itself on its ability to find a class for
everyone. As a result, it is extremely popular with both young and old.

The Health Club is wondering how best to market its new yoga class,

and the Head of Marketing wonders if someone who goes swimming

1s more likely to go to a yoga class. “Maybe we could offer some sort of
discount to the swimmers to get them to try out yoga.”

) o
FIVG Mlnute The CEO disagrees. “I think you’re wrong,” he says. “I think
that people who go swimming and people who go to yoga are
Mystery o

independent. I don’t think people who go swimming are any
more likely to do yoga than anyone else.”

They ask a group of 96 people whether they go to the swimming
or yoga classes. Out of these 96 people, 32 go to yoga and 72 go
swimming. 24 people are exceptionally eager and go to both.

So who’s right? Are the yoga and swimming classes
dependent or independent?

185
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fireside chat: dependent versus independent

Firjeside Chats

]

Dependent:

Independent, glad you could show up. I've been
wanting to catch up with you for some time.

Well, I hear you keep getting fledgling statisticians
into trouble. They’re doing fine until you show up,
and then, whoa, wrong probabilities all over the
place! That N guy has a particularly poor opinion
of you.

It’s that simplistic attitude of yours that gets people
into trouble. They think, “Hey, that Independent
guy looks easy. I’ll just use him for this probability.”
The next thing you know, N has his probabilities all
in a twist. That’s just not the right way of dealing
with dependent events.

You don’t understand the seriousness of the
situation. If people use your way of calculating M’s
probability, and the events are dependent, they’re
guaranteed to get the wrong answer. That’s just not
good enough. For dependent events, you only

get the right answer if you take that | guy into
account—he’s a given.

186 Chapter 4

Tonight’s talk: Dependent and Independent discuss their
differences

Independent:

Really, Dependent? How come?

I’'m a little hurt that M’s been saying bad things
about me; I thought I made life easy for him.
You want to work out the probability of getting
two independent events? Easy! Just multiply the
probabilities for the two events together and job
done.

You're blowing this all out of proportion. Even if
people do decide to use me instead of you, I don’t
see that it can make all that much difference.

I can’t say I pay all that much attention to him.
With independent events, probabilities just turn out
the same.
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Dependent:

You’re doing it again; you're oversimplifying things.
Well, I've had enough. I think that people need to
think of me first instead of you; that would sort out
all of these problems.

By really thinking through whether events are
dependent or not. Let me give you an example.
Suppose you have a deck of 52 cards, and thirteen
of them are diamonds. Imagine you choose a card
at random and it’s a diamond. What would be the
probability of that happening?

What if you pick out a second card? What’s the
probability of pulling out a second diamond?

No! The events are dependent. You can no longer
say there are 13 diamonds in a pack of 52 cards.
You've just removed one diamond, so there are

12 diamonds left out of 51 cards. The probability
drops to 12/51, or 4/17.

But they weren’t. When people think about you
first, it leads them towards making all sorts of
inappropriate assumptions. No wonder M gets so
messed up.

Think nothing of it. Just make sure you think things
through a bit more carefully next time.

calculating

Independent:

Yeah? Like how?

That’s easy. It’s 13/52, or 1/4.

It’s the same isn’t it? 1/4.

Not fair, I assumed you put the first card back!

That would have meant the probability of getting a
diamond would have been the same as before, and I
would have been right. The events would have been
independent.

Well, thanks for the chat, Dependent, I'm glad we
had a chance to sort things out.

187
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five minute mystery

Solved: The Case of the Two Classes

Are the yoga and swimming classes dependent or

independent?
The CEO’s right—the classes are independent. e} o
Here’s how he knows. Flve Mlnute

32 people out of 96 go to yoga classes, so M}’S‘[BI’ y
P(Yoga) = 1/3 3@}\@&

72 people go swimming, so
P(Swimming) = 3/4

24 people go to both classes, so
P(Yoga M Swimming) = 1/4

So how do we know the classes are independent? Let’s multiply
together P(Yoga) and P(Swimming) and see what we get.

P(Yoga) X P(Swimming) = 1/3 x 3/4
=1/4

As this is the same as P(Yoga M Swimming), we know that the
classes are independent.

188
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calculating

DEPVENDENT QW

\WDEPENDENT™

Here are a bunch of situations and events. Your task is to say which of
these are dependent, and which are independent.

Vependent  Independent

Throwing a coin and getting heads twice |:| |:|
In a row.

Removing socks from a drawer until you D |:|
find a matching pair.

Choosing chocolates at random from a box D D

and picking dark chocolates twice in a row.

Choosing a card from a deck of cards, and D D

then choosing another one.

Choosing a card from a deck of cards, D D
putting the card back in the deck, and then
choosing another one.

The event of getting rain given it’s a
Thursday: D D
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189



dependent or independent solution

DEPVENDENT QW

\WWDEPENDENT™?
sSaALLOTI\QN

Here are a bunch of situations and events. Your task was to say which
of these are dependent, and which are independent.

The setond toin throw isnt

alfected by the fivst Vependent  Independent
Throwing a coin and getting heads twice
In a row. |:| E/

When You vemove one sotk, there are Lewer sotks to thoose

Beom the next time, and this abfects the probability.

Removing socks from a drawer until you E/ D
find a matching pair.

Choosing chocolates at random from a box E/V |:|
and picking dark chocolates twice in a row.

Choosing a card from a deck of cards, and
then choosing another one. E/ |:|

Choosing a card from a deck of cards, |:| B/
putting the card back in the deck, and then

h i th . )
choosing another one ['s no more or less |ike|\/ 4o vain just

betause it's Thursday, so these ‘f‘,\;)lo events
ave independent.

The event of getting rain given it’s a |:| B/
Thursday.

190 Chapter 4
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calculating

Winner! Winner!

On both spins of the wheel, the ball landed on 30, a red
square, and you doubled your winnings.

You've learned a lot about probability over at Fat Dan’s
roulette table, and you’ll find this knowledge will come in
handy for what’s ahead at the casino. It’s a pity you didn’t
win enough chips to take any home with you, though.

[Note from Fat Dan:
That's a velief.]

It's great that we know our chances
of winning all these different bets, but
don't we need to know more than just

probability to make smart bets?

Besides the chances of winning, you
also need to know how much you
stand to win in order to decide if the
bet is worth the risk.

Betting on an event that has a very low probability
may be worth it if the payoff is high enough to
compensate you for the risk. In the next chapter,
we’ll look at how to factor these payoffs into our
probability calculations to help us make more
informed betting decisions.

191
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probability puzzle

The Absent-Minded Diners

Three absent-minded friends decide to go out for a meal, but
they forget where they're going to meet. Fred decides to throw a
coin. If it lands heads, he’ll go to the diner; tails, and he’ll go to the
Italian restaurant. George throws a coin, too; heads, it's the Italian
restaurant; tails, it's the diner. Ron decides he'll just go to the
Italian restaurant because he likes the food.

What's the probability all three friends meet? What's the
probability one of them eats alone?

192 Chapter 4
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calculating probabilities

Here are some more roulette probabilities for you to work out.

RciSe

1. The probability of the ball having landed on the number 17 given the pocket is black.

2. The probability of the ball landing on pocket number 22 twice in a row.

3. The probability of the ball having landed in a pocket with a number greater than 4 given that
it's red.

4. The probability of the ball landing in pockets 1, 2, 3, or 4.

you are here »
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puzzle

The Absent-Minded Diners solution

Three absent-minded friends decide to go out for a meal, but
they forget where they’re going to meet. Fred decides to throw a
coin. If it lands heads, he'll go to the diner; tails, and he'll go to the
Italian restaurant. George throws a coin, too; heads, it's the Italian
restaurant; tails, it's the diner. Ron decides he'll just go to the
Italian restaurant because he likes the food.

What's the probability all three friends meet? What's the
probability one of them eats alone?

Georae

05 Diner

Fred

e Diner

05

Ron 05 [talian
|
[£alian
05 Diner
05
[£alian

[£ all friends meet, it must be at the [talian
vestaurant. We need to find

05 .
P(Ron [talian N Fred [talian N GCOV‘QC [+alian) Italian
= x05x%x05=025

| person eats alone if Fred and George go to the Diner.
Fred goes to the Diner while George goes to [talian
vestaurant, or George goes to the Diner and Fred gets
[£alian..

(05« 05) + (05 x05) + (05 x 05) =075

194
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calculating

Here are some more roulette probabilities for you to work out.

ExerciSe

SoLution

1. The probability of the ball having landed on the number 17 given the pocket is black.

There are 18 black potkets, and one of them is numbeved I7.
PUT | Blaek) = 1/18 = 0.055b (10 3 detimal plates)

2. The probability of the ball landing on pocket number 22 twice in a row.

We need to find P(22 N 22). As these events ave independent, this is
equal to P(22) % P(22). The probability of getting a 22 is 1/38, so
P(22 N 22) = 1738 x 1738 = I/1444 = 0.00069 ({0 5 detimal plates)

3. The probability of the ball having landed in a pocket with a number greater than 4 given that
it's red.
P(Above 4 | Red) = | = P(4 or below | Red)

There are 2 red numbers below 4, so this gives us
1 =718 +1718) = 8/9 = 0.889 (1o 3 detimal places)

4. The probability of the ball landing in pockets 1, 2, 3, or 4.

The probability of each potket is [/38, so the probability of this event
is & % 1/38 = 4/38 = 0.105 (10 3 decimal places)
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5 using discrete probability distributions

+ X
Manage !our Expectations +

OK, so falling out the tree was
unexpected, but you have to take
a long-term view of these things.

Unlikely events happen, but what are the consequences?
So far we’ve looked at how probabilities tell you how likely certain events are. What
probability doesn’t tell you is the overall impact of these events, and what it means
to you. Sure, you'll sometimes make it big on the roulette table, but is it really worth it
with all the money you lose in the meantime? In this chapter, we’ll show you how you
can use probability to predict long-term outcomes, and also measure the certainty

of these predictions.

this is a new chapter 197
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slot machine payouts

Back at Fat Pan’s Casino

Have you ever felt mesmerized by the
flashing lights of a slot machine? Well,
you’re in luck. At Fat Dan’s Casino, there’s

a full row of shiny slot machines just waiting $'1 '[01' eaCL’ g ame

to be played. Let’s play one of them, which . . M

costs §1 per game (pull of the lever). Who $ $ $ - $20

knows, maybe you’ll hit jackpot!
2 —_—

The slot machine has three windows, and $ $ 3 (any OI'C[el" ) - $15

if all three windows line up in the right way,

the cash will come cascading out. 3 3 3 = $10

POO-=1

The amount of money
%9 you can win looks tempting, but
I'd like to know the probability of
getting any of these combinations
before playing.
This sounds like something we can calculate.
Here are the probabilities of a particular image
appearing in a particular window:
L}
™

$ / Lemon Other

Cherry\
0.1 Noz ) Jo.2 0.5

BTy

% The three windows are independent of each other,
which means that the image that appears in one of
the windows has no effect on the images that appear
in any of the others.

The Fvobabili'{:\/ of a therry
appearing in this window is
0.2.

198 Chapter 5
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using distributions

BE the gambler
Take a Jook at the poster for the slot machine on the
facing page. Your job is to play like you're the
gambler and work out the probability of getting
' each combination on the poster. What's the
probability of not winning anything?

Prol)al)ility of ﬂ;,‘ ﬂ;,‘ 3 (any order)

probability of () probability of Z3* 23 2

Prol:)al)ility of winning notlning

199
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be the gambler solution

BE the gambler selufion

Take a Jook at the poster for the slot machine on the
facing page. Your job is to play like you're the

| gambler and work out the probability of getting
each combination on the poster. What's the
probability of not winning anything?

probability of €99 probability of < ¢ P lany order)

PG, 1, ) = P x P() x P

=0l x0lx0l {\The probab
= 0.00l

Theve are three ways of getting this:
ity of a PG, 1, therry) + PG, therry, £+ Pleherry, )

dollar sign appearing in = (0" x 0.2) + (OI* x 0.2) + (OI* x 0.2)
a window is 0.]
= 0.00b

obability of ) ) ) obability o 3 3 3
probability of () probability of

Pllemon, lemon, lemon) = Pllemon) x Pllemon) x Pllemon) Pleherry, therry, thervy) = Pleherey) x Pleherey) x Pleherry)
A lemon ayycari:B in 8 window _2- 02 x%x02x02 = 0220202
is independent ot ones - 008
appearing in the other two =0 = 0.008

windows, so Yyou muH‘,i?|\/ the
three probabilities together.

PrOLal)lllty 0{ Winning HOtIting Rather than work out all fhe possible ways in v.:hi.ch
: You tan say P(\osing) = - P(wmmng).

could lose,
This means we 36{" none °‘c the Wi“"i"s tombinations. '/ you bot
Pllosing) = | - PG, 4, 1) - PG4, therry (any order)) — Plehervy, cherry, therry) — Pllemon, lemon, lemon)

=| - 0.00|] - 0.00b - 0.00% - 0.008
<\ These ave the four ?robabili{:\/ values we
=04qT] caleulated above.
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using discrete probability distributions

We can compose a probability distribution for the slot machine

Here are the probabilities of the different winning combinations
on the slot machine.

This is just 3 s

f \’Voba\,\\\‘c\cs we

£ the
mmavy ©
just \\Iwov\“d ot

Combination | None | Lemons | Cherries

Dollars/cherry

Dollars

Probability 0.977 |0.008 0.008

0.006

0.001

each of the winning combinations, but what we're
really interested in is how much we'll win or lose.

We don’t just want to know the probability of
winning, we want to know how much we stand to
win.

The probabilities are currently written in terms of combinations of
symbols, which makes it hard to see at a glance what out gain will be.

We don’t have to write them like this though. Instead of writing the
probabilities in terms of slot machine images, we can write them in
terms of how much we win or lose on each game. All we need to do
is take the amount we’ll win for each combination, and subtract the
amount we’ve paid for the game.

This looks useful, but I wonder if we can take it one
step further. We've found the probabilities of getting

[

;
&

-7

.

Combination | None | Lemanc | Cherriac | Celrharry [ Dollars
Gain 1.$1 llsa $9 | $14 $19 >
Probability /|0.977 [0.008 -7.| 0.008 [ 0.006 0.001

N

We lose ,‘Il if we don"{: hit a

winning ¢ombination. These ave the same

babilities, just wv\H):Cn '\v‘\
‘;::'mas :7“(: how muth we I\ 9ain.

Our 9ain for hi{:{ihg eath winning
¢ombination: the Fa\/o(-:c minus the ,‘Il
we paid to play.

The table gives us the probability distribution of the
winnings, a set of the probabilities for every possible gain
or loss for our slot machine.

Download at WoweBook.Com
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probability distributions in depth

Probability Distributions Up Close

When you derived the probabilities of the slot machine, you calculated the
probability of making each gain or loss. In other words, you calculated the
probability distribution of a random variable, which is a variable that can
takes on a set of values, where each value is associated with a specific probability.
In the case of Fat Dan’s slot machine, the random variable represents the
amount we’ll gain in cach game.

When we want to refer to a random variable, it’s usual to represent it by a capital
letter, like X or Y. The particular values that the variable can take are represented
by a lowercase letter—for example, x or y. Using this notation, P(X = x) is a way

of saying “the probability that the variable X takes a particular value x.”

. e . . . . s 1%
Here’s our slot machine probability distribution written using this notation: Heve

T"IC Va’uc o,p each /

c?'”_l’i"afi°h's Combination None | Lemons |Cherries | $s/cherry \ Dollars
:"""'"SSJcis A [x 1 4 9 14 119
CPresented

ed by x. P(X = x) 0.977 |0.008 0.008 0.006 0.001

i\\. The Probability

: i ha'l:
- Vaﬂa\)\c. variable Xis 7Zl—ih o'l:h{::'e
) words, that the value of
e winnings is 517.

The variable is discrete. This means that it can only take exact values. !

As well as giving a table of the probability distribution, we can also show the
distribution on a chart to help us visualize it. Here is a bar chart showing the slot
machine probabilities.

Slot Machine Probabilities

x

n

X his +ype of bar thart, o

o l’:\': l::rsy::c so thin Thc rokabihﬁes for winning

Wity = | theyve just lines f4, 19 fl%, and 117 v 2
The probability Liny, they barely vegister on
of \"\;"‘l‘,’) il s j{ the graph.
neavrly !+
-1 0 4 9 1'4 19
x
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distributions

using

Why should T care about probability
distributions? All T want to know is

how much I'll win on the slot machine.
Can I calculate that?

Once you’ve calculated a probability
distribution, you can use this information
to determine the expected outcome.

In the case of Fat Dan’s slot machine, we can use our
probability distribution to determine how much you can

expect to win or lose long-term.

Q: Why couldn’t we have just used
the symbols instead of winnings? I'm not
sure we’ve really gained that much.

A: We could have, but we can do more
things if we have numeric data because we
can use it in calculations. You'll see shortly
how we can use numeric data to work out
how much we can expect to win on each
game, for instance. We couldn’t have done
that if we had just used symbols.

Q: What if | want to show probability
distributions on a Venn diagram?

A: It's not that appropriate to show
probability distributions like that. Venn
diagrams and probability trees are useful if
you want to calculate probabilities. With a
probability distribution, the probabilities have
already been calculated.

therejare no
Dumb Questions

Q: Can you use any letter to represent
a variable?

A: Yes, you can, as long as you don't
confuse it with anything else. It's most
common to use letters towards the end of
the alphabet, though, such as X and Y.

Q,: Should I use the same letter for the
variable and the values? Would | ever use
X for the variable and y for the values?

A: Theoretically, there’s nothing to

stop you, but in practice you'll find it more
confusing if you use different letters. It's best
to stick to using the same letter for each.

Q: You said that a discrete random
variable is one where you can say
precisely what the values are. Isn’t that
true of every variable?

Download at WoweBook.Com

A: No, it's not. With the slot machine
winnings, you know precisely what the
winnings are going to be for each symbol
combination. You can't get any more precise,
and it wouldn’t matter how many times you
played. For each game the possible values
remain the same.

Sometimes you're given a range of values
where any value within the range is possible.
As an example, suppose you were asked to
measure pieces of string that are between
10 inches and 11 inches long. The length
could be literally any value within that range.

Don’t worry about the distinction too much
for now; we'll look at this in more detail
later on in the book. For now, every random
variable we look at will be discrete.

203



expectation and variance of discrete probability distributions

Expectation gives you a prediction of the resulfs...

You have a probability distribution for the amount you could

gain on the slot machines, but now you need to know how much

you can expect to win or lose long-term. You can do this by

calculating how much you can typically expect to win or lose in
each game. In other words, you can find the expectation.

The expectation of a variable X is a bit like the mean, but

for probability distributions. You even calculate it in a similar
way. To find the expectation, you multiply each value x by the

probability of getting that value, and then sum the results.

The expectation of a variable X is usually written E(X), but
you’ll sometimes see it written as p, the symbol for the mean.

Think of the expectation and mean as twins separated at birth.

Here’s the equation for working out E(X):

Multiply eath value by its probability-

Lo

£60 4 g, — E(X) = ;XP(X = x)

expettation of X

Let’s use this to calculate the expectation of the slot machine

Onte YOV‘,VC done
mu\{',\\’\‘{i“ﬁi
whole lot wp

add the
fogether:

gain. Here’s a reminder of our probability distribution:

I'm the
expectation.
Treat me like
I'm mean.

O

E(X) = p

X

-1

4

9

14

19

P(X = x)

0.977

0.008

0.008

0.006

0.001

E(X) = (-1 x 0.977) + (4 x 0.008) + (9 x 0.008) + (14 x 0.006) + (19 x 0.001)
=-0.977 + 0.032 + 0.072 + 0.084 + 0.019

negative!

=077 €~ This is the amount i
4o gain on eath pull

nf's You tan c»«yet’c'
of the lever—and it's

In other words, over a large number of games, you can expect
to lose $0.77 for each game. This means that if you played the
slot machine 100 times, you could expect to lose $77.

204 Chapter 5
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using discrete probability distributions

..ahd variance tells you about the spread of the results

The expectation tells you how much on average you can expect to win or
lose with each game. If you lost this amount every single time, where would
the fun be, and who would play?

Just because you can expect to lose each time you play doesn’t mean there
isn’t a small chance you’ll win big. Just like the mean, the expectation doesn’t
give the full story as the amount you stand to gain on each game could vary
a lot. How do you think we can measure this?

Slot Machine Probahilities

P(X = x)

-1 0 4 9 14 19

A
y

\,OU CO\A\d w\n X
vies.

The amount
or lose eath Lime va

T wonder...if expectation
is like the mean, can we

use some sort of variance?
That's what we did before.

Probability distributions have variance.
The expectation gives the typical or average value of
a variable but it doesn’t tell you anything about how
the values are spread out. For our slot machine, this
will tell us more about the variation of our potential
winnings.

Just like we did in Chapter 3, we can use variance to
measure this spread. Let’s see how we can do this.

you are here » 205
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calculating variance for discrete probability distributions

Variances and probability distributions

Back in Chapter 3, we calculated the variance of a set of numbers. We worked
out (x - w)? for each number, and then we took the average of these results.

We can do something similar to work out the variance of a variable X. Instead

of finding the average of (X - p)?, we find its expectation. We use this e waY of
formula: s he a\{:cvv\a'\'«“"

K ywv\%,'mg 208

This i . -
Sht:‘{::aﬁ:;c Variance. A _) Val'(X) - E(x - ")2
wa . .
e i o e gy e o e 0

o£ ( )( _ P)l’bu{-l \\ow?.

There’s just one problem: how do we find the expectation of (X - p)*?

So how do we calculate E(X - u)2?
Finding E(X - p)? is actually quite similar to finding E(X).

When we calculate E(X), we take each value in the probability distribution,
multiply it by its probability, and then add the results together. In other
words, we use the calculation

E(X) = 3xP(X = x)

Var(X) measures how
widely my payouts vary.

When we calculate the variance of X, we calculating (x - p)* for every value
x, multiply it by the probability of getting that value x, and then add the
results together.

d
U\Y‘oug\\ cach value * éh
i:;rk ouk what (x = y)l \%..;’l—hcn
mu\{:\‘?\\[ it b\/ the Yvobab\\\ N

aething % \L_\
E(X - p)2 = %(x - B)2P(X = x)

_and then add these

vesults Jooge{hcv.

In other words, instead of multiplying x by its probability, you multiply
(x - w)? by the probability of getting that value of x.
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using distributions

Heve's a veminder of the slot

Let’s calculate the slot machine’s variance . mathie prodbites

Let’s see if we can use this to calculate the variance of 1 4 9 14 19

X
the slot machine. To do this, we subtract p from each

value, square the result, and then multiply each one by P(X = x) [ 0.977 0.008 | 0.008 | 0.006 | 0.001

the probability. As a reminder, E(X) or pis -0.77. 6\ We Lound EOO = o
back on page 204
Var(X) = E(X - p)?

= (-1+0.77)* x 0.977 + (4+0.77)* x 0.008 + (9+0.77)* x 0.008 + (14+0.77)* x 0.006 + (19+0.77)* x

0.001
z =x)
=(-0.23* x 0.977 + 4.77* x 0.008 + 9.77> x 0.008 + 14.77% x 0.006 + 19.77% x 0.001 (X’)‘) * P(X *

=0.0516833 + 0.1820232 + 0.7636232 + 1.3089174 + 0.3908529

This means that while the expectation of our winnings is -0.77, the
variance is 2.6971.

What about the standard deviation?
Can we calculate that too?

As well as having a variance, probability
distributions have a standard deviation.

It serves a similar function to the standard deviation of a set of values.
It’s a way of measuring how far away from the center you can expect
your values to be.

As before, the standard deviation is calculated by taking the square
root of the variance like this:

bol for
= We tan use the same sym
o va r(X) \ standavd deviation as before.
This means that the standard deviation of the slot machine winnings is

V2.6971, or 1.642. This means that on average, our winnings per game
will be 1.642 away from the expectation of -0.77.

Limwain

Pawew
Would you prefer to play on a slot machine
with a high or low variance? Why?
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there are no

Q,: So expectation is a lot like the
mean. Is there anything for probability
distributions that’s like the median or
mode?

A: You can work out the most likely
probability, which would be a bit like the

mode, but you won’t normally have to do this.

When it comes to probability distributions,
the measure that statisticians are most
interested in is the expectation.

Q,: Shouldn’t the expectation be one of
the values that X can take?

A: It doesn’t have to be. Just as the mean
of a set of values isn’t necessarily the same
as one of the values, the expectation of a
probability distribution isn’t necessarily one
of the values X can take.

Ex\?cc‘[:a‘[:i on

. o C oo / l.
| L csS |
|t VitaL Stafisti /i[ﬂ ;

Use the Fo“ow'mg formula to find
the expeetation of a variable X:

E(X) = 2xP(X = %)

diere are no °
Dumb Questions

Q: Are the variance and standard
deviation the same as we had before
when we were dealing with values?

A: They're the same, except that this time
we're dealing with probability distributions.
The variance and standard deviation of a

set of values are ways of measuring how

far values are spread out from the mean.
The variance and standard deviation of

a probability distribution measure how

the probabilities of particular values are
dispersed.

Q: | find the concept of E(X - p)?
confusing. Is it the same as finding
E(X - p) and then squaring the end result?

A: No, these are two different calculations.

E(X - p)? means that you find the square of
X - p for each value of X, and then find the
expectation of all the results. If you calculate
E(X - p) and then square the result, you'll get
a completely different answer.

Technically speaking, you're working out
E((X - p)?), but it's not often written that way.

VitaL Statistics —

= \aviante

Use the Fo“owing formula +o
caleulate the vaviance

Var(X) = E(X — W

Q; So what’s the difference between a
slot machine with a low variance and one
with a high variance?

A: A slot machine with a high variance
means that there’s a lot more variability in
your overall winnings. The amount you could
win overall is less predictable.

In general, the smaller the variance is, the
closer your average winnings per game are
likely to be to the expectation. If you play on
a slot machine with a larger variance, your
overall winnings will be less reliable.
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using discrete probability distributions

Here’s the probability distribution of a random variable X:

x 1 2 3 4 5
P(X=x)[01 [025 [035 |02 [o0.1

1. What's the value of E(X)?

2. What'’s the value of Var(X)?

you are here » 209
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exercise solution

Here'’s the probability distribution of a random variable X:

Exercise

SoLution

X 1 2 3 4 5
P(X = x) | 0.1 0.25 035 |0.2 0.1

Muliply eath value b\{

1. What's the value of E(X)?  the vv°"3‘°“‘b’ take H,e
occu‘r\'m%) an

EX) = ShPlX=a) & o ob all the vesl ™
= [x0.] + 2x0.25 + 3x0.35 + 4x0.2 + 5x0.|
=0l+05+10%+08+05
=295

e * .
G0 e T\“m it )
hat ¢~ &
wmbab\\\‘cv o o

2. What's the value of Var(X / knat, add the ™
Var(X)* = E(X - p)*
= Yx = p)*P(X=x)
= (1-2.95)40. + (2-2.95)x0.25 + (3-2.95)"x0.35 + (4-2.95)40.2 + (5-2.95)0.l
= (-1.95%0. + (-0.957x0.25 + (0.057x0.35 + (1.05)x0.2 + (2.05)x0l
= 3.8025x0. + 0.9025x0.25 + 0.0025x0.35 + |.1025x0.2 + 4.2025x0.|

= 038015 + 0.225b25 + 0.000875 + 0.2205 + 0.42025
= 1.2475
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using discrete probability distributions

The Case of the Moving Expectation

Statsville broadcasts a number of popular quiz shows, and among these
is Seal or No Seal. In this show, the contestant is shown a number of
boxes containing different amounts of money, and they have to choose
one of them, without looking inside. The remaining boxes are opened
one by one, and with each one that’s opened, the contestant is offered
the chance to keep the money in the box they’ve chosen, sight unseen,

" > or accept another offer based on the amount of money contained
Five Minute

in the rest of the unopened boxes. The Statsville Seal Sanctuary

Mys tel‘}' get a donation based on any winnings the contestant gets.

The latest contestant is an amateur statistician, and he figures
he’ll be in a better position to win if he knows what the expectation
1s of all the boxes. He’s just finished calculating the expectation when
the producer comes over to him.

“You’re on in three minutes,” says the producer, “and we’ve changed all
the values in the boxes. They’re now worth twice as much, minus $10.”

The contestant stares at the producer in horror. Are all his calculations
for nothing? He can’t possibly work out the expectation from scratch in
three minutes. What should he do?

How can the contestant figure out the new expectation
in record time?
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a new probability distribution

Fat Pan changed his prices

In the past few minutes, Fat Dan has changed the cost
and prizes of the slot machine. Here’s the new lineup.

[nstead of paying i for eath pome
Lhe price has now gone up 4o L.

The prizes ave %

Limes the original- Q

$2 for each game
5 4 4-t0

NOW pays
5 times
more!

d;u:i $ 3 (any order) = $75
35 5-is0
QO O=425

The cost of one game (pull of the lever) on the slot machine
1s now $2 instead of §1, but the prizes are now five times

greater. If we win, we’ll be able to make a lot more money
than before.

Here’s the new probability distribution.

y -2 23 |48 |73 98
P(Y =y) |0.977 [0.008 [0.008 |0.006 [0.001

!

)
This Lime weve

\(' v\o‘\i )(

us\h?)

If we knew what the expectation
and variance were, we'd have an idea
of how much we could win long-term.
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rpen your pencil

using

distributions

What's the expectation and variance of the new probability
distribution? How do these values compare to the previous payout
distribution’s expectation of -0.77 and variance of 2.6971?

2

23

48

73

98

P(Y=y)

0.977

0.008

0.008

0.006

0.001
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sharpen your pencil

@rpﬁﬂ your penci
What's the expectation and variance of the new probability
Solution

distribution? How do these values compare to the previous payout
distribution’s expectation of -0.77 and variance of 2.6971?

y -2 23 [48 [73 |98
P(Y =y) |0.977 [0.008 [0.008 [0.006 [0.001

E(Y) = (=2) x 0977 + 23 x 0.008 + 48 x 0.008 + 13 x 0.00b + 98 x 0.00I
= -1.954 + 0.184 + 0384 + 0.438 + 0.098
= -0.85

Var(Y) = E(Y - p)*

= E(\/ - WPlyY=y)

= (-240.85)"x0.9T1 + (23+0.85)*x0.008 + (48+0.85)x0.008 + (13+0.85)*x0.00b6 +
(98+0.85)240.00!

= (-1.19)*x0.977 + (23.85)*x0.008 + (48.85)"x0.008 + (73.85)*x0.00b + (98.85)*x0.00|

= 13225x0.9T1 + 5b68.8225x0.008 + 2386.32.25x0.008 + 5453.8225x0.00b +
97T11.3225+0.00I

= 1.2920825 + 455058 + 19.09058 + 32722935 + 97713225

= 674275

The expectation is sllgh{:ly lower, so in the long term, we tan expect to lose ,‘O 85 eath game. The variante is
much larger. This means that we stand to lose more money in the long term on this machine, but there’s less
certainty.

Do you mean to tell me we have to
run through complicated calculations
each time Fat Dan changes his prices?

The old and new gains are related.

The cost of each game has gone up to $2, and the prizes are
now five times higher than they were. As there’s a relationship
between the old and new gains, maybe their expectations and
variance are related too.

Lets find the relationship.
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using discrete probability distributions

Poo] Puzzle

It's time for a bit of algebra. Your job is
to take numbers from the pool and
place them into the blank lines in
the calculations. You may not use
the same number more than once,
and you won't need to use all the
numbers. Your goal is to come up
with an expression for the new gains
on the slot machine in terms of the old. X
represents the old gains, Y the new.

X = (original win) - (original cost)
= (original win) -

(original win) = +

Note: each thing from
the pool can only be
used once!

you are here » 215
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pool puzzle solution

Poo] Puzzle Jolufion

It's time for a bit of algebra. Your job is
to take numbers from the pool and
place them into the blank lines in
the calculations. You may not use
the same number more than once,
and you won't need to use all the
numbers. Your goal is to come up
with an expression for the new gains
on the slot machine in terms of the old. X
represents the old gains, Y the new.

X = (original win) - (original cost) '
1 & The original game tost §l

(original win) = X + 1 = This gives us the winnings of the

............... original game in Lerms of X

= (original win) -

We ¢can substitute in
our expression ‘(:o\r' the
o\rigina| winnings. = X + ! )- 2

=5 (original win) - (new cost)

............................................ {\ So Y = 5 + 3 There's 3 definite
velationship between X and Y.

Note: each thing from
the pool can only be
used once!
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using distributions

There’s a linear relationship between E(X) and E(Y)

We’ve found that we can relate the new gains to the old using
Y =5X + 3, where Y refers to the new gains, and X refers to
the old. What we want to do now is see if there’s a relationship
between E(X) and E(Y), and Var(X) and Var(Y).

If there is a relationship, this will save us lots of time if Fat
Dan changes his prices again. As long as we know what the
relationship is between the old and the new, we’ll be able to
quickly calculate the new expectation and variance.

_ rpen Your pencil
» Let’s see whether there's a pattern in the relationship between

E(X) and E(Y), and Var(X) and Var(Y).

1. E(X) is -0.77 and E(Y) =-0.85. What is 5 x E(X)? What is 5 x E(X) + 3? How does this relate to E(Y)?

2.Var(X) = 2.6971 and Var(Y) = 67.4275. What is 5 x Var(X)? What is 52 x Var(X)? How does this relate to Var(Y)?

3. How could you generalize this for any probability distribution where Y = aX + b?
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another sharpen solution

_ pen your pencil
’ Sulu‘tmn Let’s see whether there’s a pattern in the relationship between

E(X) and E(Y), and Var(X) and Var(Y).

1. E(X) is -0.77 and E(Y) =-0.85. What is 5 x E(X)? What is 5 x E(X) + 3? How does this relate to E(Y)?
5 % E(X) = 385
SxE(X)+3=-085
E(Y) = 5 x E(X) + 3.

2.Var(X) = 2.6971 and Var(Y) = 67.4275. What is 5 x Var(X)? What is 52 x Var(X)? How does this relate to Var(Y)?
5 x Var(X) = 13.4855
5 x Var(X) = 674275
Var(Y) = 5% x Var(X)

3. How could you generalize this for any probability distribution aX + b?

ElaX +b) = a E(XO) + b
Var(aX + b) = a* Var(X)

Slot machine transformations Now pays

So what did you accomplish over the past few pages? 5 tlmes

First of all, you found the expectation and variance of X, where more!
X is the amount of money you stand to make in each game.

You then wanted to know the effect of Fat Dan’s price changes
but without having to recalculate the expectation and variance
from scratch. You did this by working out the relationship
between the old and the new gains, and then using the
relationship to work out the new expectation and variance.
You found that:

EGX +3)=5EX) + 3
Var(5X + 3) = 5?Var(X)
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using distributions

General formulas for linear transforms

We can generalize this for any random variable. For any
random variable X

kK Mltiely
E(aX+b)=aE(X)+b

Var(aX + b) = a%2Var(X)

This is called a linear transform, as we are dealing with
a linear change to X. In other words, the underlying

probabilities stay the same but the values are changed into

new values of the form aX + b.

Dum

Q} Do a and b have to be constants?

A: Yes they do. If a and b are variables, then this result won't hold
true.

Q: Where did the b go in the variance?

A: Adding a constant value to the distribution makes no difference
to the overall variance, only to the expectation.

When you add a constant to a variable, it in effect moves the
distribution along while keeping the same basic shape. This means
that the expectation shifts along by b, but as the shape remains
unchanged, the variance says the same.

Q,: I’'m surprised | have to multiply the variance by a2 Why’s
that?

A: When you multiply a variable by a constant, you multiply all its
underlying values by that constant.

When you calculate the variance, you perform calculations based
on the square of the underlying values. And as these have been
multiplied by a, the end result is that you multiply the variance by a2,

therejare no
b Questions

Lhe expettation by a, and
then add b.

and mu\{f‘Y\\I H"

Saare the 3 3n¢ "0 vp

by the variante ©
fhe b).

Q} Do | really have to remember how to do linear transforms?
Are they important?

A: Yes, they are. They can save you a lot of time in the long

run, as they eliminate the need for you to have to calculate the
expectation and variance of a probability distribution every time the
values change. Rather than calculating a new probability distribution,
then calculating the expectation and variance from scratch, you can
just plug the expectation and variance you already calculated into the
equations above.

Knowing linear transforms can also help you out in exams. First of
all, you can save valuable time if you know what shortcuts you can
take. Furthermore, exam papers don’t always give you the underlying
probability distribution. You might be told the expectation of variable,
and you may have to transform it based on very basic information.

Q: | tried calculating the expectation and variance the long
way round and came up with a different answer. Why?

A: You've seen by now that it's easy to make mistakes when you
calculate expectations and variances. If you calculate these longhand,
there’s a good chance you made a mistake somewhere along the line.
You're always better off using statistical shortcuts where possible.
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mystery

Solved: The Case of the Moving Expectation.

How can the contestant figure out the new expectation in record

time?

The contestant looks around in panic for a brief moment and
then relaxes. The change in values isn’t such a big problem

after all.

The contestant has already spent time calculating the
expectation of the original values of all the boxes, and this has

Five Minute
Mystery
Solved

given him an idea of how much money is available for him to win.

The producer has told him that the new prizes are ten dollars less than twice
the original prizes. In other words, this is a linear transform. If X represents the

original prize money and Y the new, the values are transformed using Y = 2X — 10.

The contestant finds E(Y) using E(2X ~10) =

2E(X) — 10. This means that all

he has to do to find the new expectation is double his original expectation and

subtract 10.

!
LN

2 n!
/ At -nr

—— Linear Teansforms

\itaL Statistics

| you have a vaviable X and
mm\)cvs a and b, {:\\CW

Elay +b) = aEOX) tb
Varlax + b) = aVar(X)

QBUI.I.ET POINTS

Probability distributions describe the probability of all
possible outcomes of a given variable.

m  The expectation is the expected average long-term
outcome. It's represented as either E(X) or u, and is

calculated using E(X) = ZxP(X=x).

m The expectation of a function of X is given by
E(f(X)) = Zf(x)P(X=x)

m The variance of a probability distribution is given by
Var(X) = E(X - u)?

The standard deviation of a probability distribution
is given by o =V Var(X)

Linear transforms are when a variable X is transformed
into aX + b, where a and b are constants. The expectation
and variance are given by:

E(@X+b)=aE(X)+b

Var(aX + b) = a?Var(X)

220

Download at WoweBook.Com




using discrete probability distributions

So do linear transforms give me a quick way
of calculating the expectation and variance
when I want to play multiple games?

There’s a difference between using linear transforms and
playing multiple games.
With linear transforms, all of the probabilities stay the same, but the possible values

change. The values are transformed, but not the probabilities. There are still the same
number of possible values.

When you play multiple games, both the values and the probabilities are different,
and even the number of possible values can change. It’s not possible to just transform
the values, and working out the probabilities can quickly become complicated.

Let’s look at a simple example. Imagine you were playing on a very simple slot
machine with probability distribution X.

X -1 5 NOW Pay 3
double!

PX=x) [09 [0.1

unks heve ave

To find the probability distribution of 2X, you just need The amo

to multiply the x values by .2. The underlying values wulbiplied by 2 T\\; e
change because the potential gains have doubled. obabilities stay the
as before.
2x -2 10

P2X=2x) |09 |01

What if you were going to play two games on
the slot machine? You’d need to work out the

probability distribution from scratch by considering This is \ike ‘,u\\'mg ‘c,\\c_\‘an:'}C .
all the possible outcomes from both games. % ‘.‘ te. The \,oss\b\e E,Ems L N
=-2i lose e ities ave dixrerent
y=-2 if you vdoabili
both games. \l ¢ ¥
w -2 4 10 =1—y=10 if you

W rc‘;rcscn{:s

the outtome

of two games b
This time, both the probabilities and values have \I:A— w&cn o a\,lnc
changed. So how can we find the expectation and 36{" = M c:\c S{-MY.
variance for this situation? and  in the e

PW=w) (081 [018 [0.01 win both
9ames.
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introducing

Every pull of the lever is an independent observation

When we play multiple games on the slot machine, each game

is called an event, and the outcome of each game is called an Each game is calle(l
observation. Each observation has the same expectation and
variance, but their outcomes can be different. You may not gain an event,.

the same amount in each game. Tlle outcome o { each

We need some way of differentiating between the different

games or observations. If the probability distribution of the slot game is Cauec[ an

machine gains is represented by X, we call the first observation l) .

X, and the second observation X,. observation.
————

We have the same
expectation and

variance, but we're
separate events.

‘Qo\( samc ’),

OBserva{:io,, for game | ) o\,scwa&"“

X, and X, have the same probabilities, possible values,
expectation and variance as X. In other words, they have the
same probability distribution, even though they are separate

X, and X, base
themselves on me,
I'm their role model.

observations and their outcomes can be different.

Q
o}
X -1 5
<~ Grand Mast, 0
P(X = x) 0.9 0.1 dis{ribulcioi ;: Frobab.l,{y
So that's where we get our
probability distributions from. \
Q
o X, -1 5 X, -1 5
P(X, =x,) |09 0.1 P(X,=x,) |09 0.1

When we want to find the expectation and variance of two
games on the slot machine, what we really want to find is
the expectation and variance of X + X,. Let’s take a look at
some shortcuts.
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Observation shortcuts

Let’s find the expectation and variance of X, +X,.

Expectation
First of all, let’s deal with E(X| + X).

" ( ) are bo{:\\
EX, +X,)=EX) +EX,) E(Z:\) ;%F;g(as %, and X,

= E(X) + EX) € [low the some probab iy
= 2E(X) distribution as X

In other words, if we have the expectation of two observations, we
multiply E(X) by 2. This means that if we were to play two games
on a slot machine where E(X) = -0.77, the expectation would be
-0.77x2, or -1.54.

We can extend this to deal with multiple observations. If we want to

find the expectation of 7 observations, we can use ( we Jus{', wultiply

using discrete probability distributions

X, + X, is not
the same as 2X.

wa'tC}l it! X1 + X2 mean_s you

are considering

two observations
of X. 2X means you have one
observation, but the possible
values have doubled.

obsc‘r‘la‘h‘m‘s’

Iy EOQ by ™

|§ Lheve ave ™

E(X, + X, + ... X.) = nE(X)

Variance

So what about Var(X + X,)? Here’s the calculation.

Var(X, + X,) = Var(X ) + Var(X )

= Var(X) + Var(X) ¢ \/av(X)
= 2Var(X)

This means that if we were to play two games on a slot machine where
Var(X) = 2.6971, the variance would be 2.6971x2, or 5.3942.

We can extend this for any number of independent observations. If we
have n independent observations of X

Muliply

number of

came as Var(¥) s by

th
E"\‘\i Va;?: s)a:cc\?rocabl\\{:\[ diskribution as K.
and )( ollow

Var() by m the

obsevvations:

Var(X, + X, + ... X ) = nVar(X)

In other words, to find the expectation and variance of multiple

observations, just multiply E(X) and Var(X) by the number of observations.

Download at WoweBook.Com
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no dumb

Q: Isn’t E(X, + X,) the same as E(2X)?

AZ They look similar but they’re actually
two different concepts.

With E(2X), you want to find the expectation
of a variable where the underlying values
have been doubled. In other words, there’s
only one variable, but the values are twice
the size.

With E(X, +X,), you're looking at two
separate instances of X, and you're looking
at the joint expectation. As an example, if X
represents the distribution of a game, then
X, + X, represents the distribution of two
games.

QBUI.I.ET POINTS

E(X) = ZxP(X=x)

Var(X) = E(X - )

diere are no °
Dumb Questions

Q,: So are X, and X, the same?

A: They follow the same distribution, but
they're different instances or observations.
As an example, X, could refer to game

1, and X, to game 2. They both have the
same probability distribution, but the actual
outcome of each might be different.

o

variante

VitaL Statisties

= Independent Obsevvations
Use the -(:o"ow'mg Lormula to caleulate the

ECX + X+ + X)) = nE(X)
VarlX + X, + . + X)) =

Q; | see that the new variance is
nVar(X) and not n?Var(X) like we had for
linear transforms. Why’s that?

A: This time we have a series of
independent observations, all distributed the
same way. This means that we can find the
overall variance by adding the variance of
each one together. If we have n independent
observations, then this gives us nVar(X).

When we calculate the variance of Var(nX),
we multiply the underlying values by n. As
the variance is formed by squaring the
underlying values, this means that the
resulting variance is n?Var(X).

nVar(X)

Probability distributions describe the probability of n
all possible outcomes of a given random variable.

m  The expectation of a random variable X is the n
expected long-term average. It's represented as
either E(X) or . It's calculated using

= The variance of a random variable X is given by

variance.

by

The standard deviation g is the square root of the

Linear transforms are when a random variable
Xis transformed into aX + b, where a and b are
numbers. The expectation and variance are given

E(@X+b)=
Var(aX +b) =

aE(X) +b
a?Var(X)
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using distributions

ANEAR TRANSFQRM™M

QR \WDEPENDENT

QRSERVATIQNT?

Below are a series of scenarios. Assuming you know the distribution
of each X, and your task is to say whether you can solve each problem
using linear transforms or independent observations.

Linear
transform observation

Independent

The amount of cotfee in an extra
large cup of coffee; X s the amount
of coffee in a normal-sized cup.

Drinking an extra cup of coffee
per day; X is the amount of coffee
in a cup.

Finding the net gain from buying 10
lottery tickets: X is the net gain of
buying 1 lottery ticket.

Finding the net gain from a lottery
ticket after the price of tickets
goes up; X is the net gain of buying
1 lottery ticket.

Buying an extra hen to lay eggs
for breakfast; X is the number of
egps laid per week by a certain
breed of hen.

[]

[

Download at WoweBook.Com

225



linear transform or independent observation

AWNEAR TRANSFAQRM
QR \'WDEPEWNDENT

QRBRSERVATIQNT?
SQ\LLUVUTI\QN

Below are a series of scenarios. Assuming you know the distribution
of each X, and your task is to say whether you can solve each problem
using linear transforms or independent observations.

Linear Independent
transform observation

The amount of coffee in an extra
large cup of coffee; X 15 the amount Q/

of coffee in a normal-sized cup.

in a cup.

Finding the net gain from buying 10

Drinking an extra cup of coffee
per day; X is the amount of coffee I:I g

]Qttely tickets; X is the net gain 9¥$ |:|
buy‘ing 1 ]Qttely ficket. The winnings from each
Io{:*l:ery ticket are
indcyendcn{: of the othevs.
Finding the net gain from a lottery
ticket after the price of tickets ‘m/ |:|

O }f i the net gain of buying Changing the price of a ticket
Hlettery ket ~——"" thanges the expected winnings, but
not Ehe probability of winning,
Buying an extra hen to lay eggs so this tan be solved with linear
for la‘l‘eélk‘;a,st; X s the number of fvansgo\rms‘ |:|
eggs laid per week by a certain E(l
breed of hen.
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using discrete probability distributions

The local diner has started selling fortune cookies at $0.50 per cookie. Hidden within
each cookie is a secret message. Most messages predict a good future for the buyer,
but others offer money off at the diner. The probability of getting $2 off is 0.1, the
probability of getting $5 off is 0.07, and the probability of getting $10 off is 0.03.

If X is the net gain, what’s the probability distribution of X? What are the values of E(X)
and Var(X)?

The diner decides to put the price of the cookies up to $1. What are the new expectation and variance?

you are here » 227
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exercise

The local diner has started selling fortune cookies at $0.50 per cookie. Hidden within

v each cookie is a secret message. Most messages predict a good future for the buyer,
EQQRC@Q but others offer money off at the diner. The probability of getting $2 off is 0.1, the
301.91:\_0“ probability of getting $5 off is 0.07, and the probability of getting $10 off is 0.03.

If X is the net gain, what’s the probability distribution of X? What are the values of E(X)
and Var(X)?

Heve's the probability distribution of X:

% -05 |Is 45 |95
Px=x |08 ol 001 |003

E(X) = (—05)x0.8 + |.5x0.] + 45x0.07 + 95x0.03
=_04%+0I5+ 035 + 0285
= 0.35

Var(X) = E(X - p)*
= Tlx = WPx=)
= (-05-0.35)*x0.8 + (1.5-0.35)*x0.| + (4.5-0.35)+x0.07 + (9.5-0.35)*x0.0%
= (-0.85)+0.8 + (1.I5)*x0.] + (&4.15)x0.07 + (9.15)*x0.0%

= 0.7225x0.8 + 1.3225x0.] + 17.2.225x0.07 + 83.72.25x0.0%
= 0578 + 013225 + 1.205575 + 2511675
= 44275

The diner decides to put the price of the cookies up to $1. What are the new expectation and variance?

The diner puts the price of the tookies up by $0.50, whith means that
the new net gains ave modelled by X - 0.5

E(X - 05) = E(X) - 05
=035 -05
= _0.l%

Var(X — 0.5) = Var(X)
= 44275
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New slot machine on the block

Fat Dan has brought in a new model slot machine. Each
game costs more, but if you win you’ll win big. Here’s the

probability distribution:

Each x -5 395
9ame Losts
than fhe ofhe, oy © " [PX=x) [0.99 |0.01
machine, byt Jjust look
at the Jaekpot/

We've looked at the expectation and variance of playing a
single machine, and also for playing several independent games
on the same machine. What happens if we play two different

machines at once?

In this situation, we have two different, independent probability

distributions for our machines:

using discrete probability distributions

X -5 395 %\ These are the curvent
P(X=x) [099 |00t 3ains of Fat Dan's new
: : slot machine.
y -2 23 48 73 98
P(Y =y) |0.977 |0.008 |0.008 |0.006 |0.001 Toede ave {?\\c o
ent 93 7
So how can we find the expectation and variance of playing t::;.\:a\ Aot mathine:

one game cach on both machines?

We could work out the probability
distribution of X +Y, but that would be time-
consuming, and we might make a mistake. I
wonder if we can take another shortcut?

Download at WoweBook.Com

you are here »

229



addition and subtraction of random variables

Add E(X) and E(Y) fo get E(X + Y)...

We want to find the expectation and variance of playing one game each
on both of the slot machines. In other words, we want to find E(X +Y)
and Var(X + Y) where X and Y are random variables representing the
two machines. X and Y are independent.

One way of doing this would be to calculate the probability distribution
of X +Y, and then calculate the expectation and variance.

X y
Don't worry, we’ . \ / o sine how 109
Y) we're not ask ou w39 3
You to caleulate this. " K‘ ('\:‘C';‘Z“\d Lake uvs to ::;;
N - v {;\\\s O\fb av\? \\O‘N\L:‘?
w\'\S‘ha\“S we mare

Fortunately we don’t have to do this. To find E(X + Y), all we

need to do is add together E(X) and E(Y). E(X +Y) = E(X) + E(Y)

Intuitively this makes sense. If; for example, you were playing
two games where you would expect to win $5 in one game
and $10 in the other, you would expect to win $15 overall—
$5 + $10.

Var(X + Y) = Var(X) + Var(Y)

We can do something similar with the variance. To find
Var(X +Y), we add the two variances together. This works for
all independent random variables.

E(X +Y)
E(X) 1 Ly N e
(X) N
J _ Adding the
+ = variances
together only
’ Watch it! works for
O — 0 — : independent
Var(X) Var(Y) Var(X +Y) | random variables
/ If X and Y are not independent,
The variance intvea : then Var(X +Y) is no longer
€ases— .
Probabihfy disfwb,,é:h the equal to Var(X) + Var(Y).

varies move.
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using distributions

..and subtract E(X) and E(Y) to getf E(X - Y)

You’re not just limited to adding random variables; you
can also subtract one from the other. Instead of using the
probability distribution of X + Y, we can use X — Y.

If you’re dealing with the difference between two random -
variables, it’s easy to find the expectation. To find E(X - YY), E(X -Y) = E(X) - E(Y)
we subtract E(Y) from E(X).

Finding the variance of X —Y is less intuitive. To find Var(X - Y) = Var(X) + Var(Y)
Var(X —Y), we add the two variances together.

We add the vaviances, so be caveful!

But that doesn't make
sense. Why should we
add the variances?

If you’re
subtracting
two random

Watch it! variables, add

the variances.

i It’s easy to make this
Because the variability increases. : mistake as at first glance it
: seems counterintuitive. Just
remember that if the two
variables are independent,
Var(X - Y) = Var(X) + Var(Y)

E(X)
\L E(Y) Z(x -
- = \\
! ! The vaviante 'mc,rcascs,
h weve
| | e wav‘\a\o\cs.

When we subtract one random variable
from another, the variance of the probability
distribution still increases.

& & —> subkracting ¥
Var(X) Var(Y) Var(X - Y)
When we subtract independent random variables, the SULtraCtlng ln(IePenc[ent

variance is exactly the same as if we’d added them together.

random variables still

The amount of variability can only increase.

increases the variance.
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adding and subtracting

You can also add and subtract linear transformations

It doesn’t stop there. As well as adding and subtracting random variables,
we can also add and subtract their linear transforms.

Imagine what would happen if Fat Dan changed the cost and prizes on both
machines, or even just one of them. The last thing we’d want to do is work
out the entire probability distribution in order to find the new expectations
and variances.

Fortunately, we can take another shortcut.
X =—» aX

Suppose the gains on the X and Y slot machines are changed so that the
gains for X become aX, and the gains for Y become bY. a and b can be any

number. Y -3 bY

To find the expectation and variance for combinations of aX and by, /\

we can use the following shortcuts.
a and b tan be any number-.

Adding aX and bY

If we want to find the expectation and variance of
aX + bY, we use

E(aX + bY) = aE(X) + bE(Y)
Var(aX + bY) = a?Var(X) + b?Var(Y)

M~ N

. . . s so
We square the numbers because it’s a linear |£'s a linear {2\’3"5‘(:° ™

. . heve.
transform, just like before. we squave the numbers

Subtracting aX and bY

If we subtract the random variables and calculate
E(aX - bY) and Var(aX - bY), we use

E(aX - bY) = aE(X) - bE(Y)
Var(aX - bY) = a?Var(X) + b?Var(Y)

AN

Just as before, we add the variances, even though Remember to add the vaviantes.
we’re subtracting the random variables. -
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Q,: So if X and Y are games, does
aX + bY mean a games of X and b games
of Y?

A: aX + bY actually refers to two linear
transforms added together. In other words,
the underlying values of X and Y are
changed. This is different from independent
observations, where each game would be an
independent observation.

Q; I can’t see when I'd ever want to
use X - Y. Does it have a purpose?

AZ X =Y is really useful if you want to find
the difference between two variables.
E(X-Y) is a bit like saying “What do you
expect the difference between X and Y to
be”, and Var(X - Y) tells you the variance.

using

diere are no °
Dumb Questions

Q,: Why do you add the variances for
X -Y? Surely you’d subtract them?

A: At first it sounds counterintuitive,

but when you subtract one variable from
another, you actually increase the amount
of variability, and so the variance increases.
The variability of subtracting a variable is
actually the same as adding it.

Another way of thinking of it is that
calculating the variance squares the
underlying values. Var(X + bY) is equal to
Var(X) + b¥Var(Y), and if b is -1, this gives us
Var(X - Y). As (-1)2 = 1, this means that
Var(X - Y) = Var(X) + Var(Y).

distributions

Q; Can we do this if X and Y aren’t
independent?

A: No, these rules only apply if X and
Y are independent. If you need to find the

variance of X +Y where there’s dependence,
you'll have to calculate the probability
distribution from scratch.

Q,: It looks like the same rules apply
for X +Y as X, + X,. Is this correct?

A: Yes, that's right, as long as X, Y, X,
and X, are all independent.

QBUI.I.ET POINTS

E(X+Y)=E(X)+E(Y)
E(X-Y)=E(X)-E(Y)
Var(X +Y) =

Var(X -Y) = Var(X) + Var(Y)

Independent observations of X are different instances  ®
of X. Each observation has the same probability
distribution, but the outcomes can be different.

Var(X) + Var(Y)

. . E(aX + bY) = aE(X) + bE(Y)
m IfX,X, .., X areindependent observations of X then: E(aX - bY) = aE(X) - bE(Y)
Var(aX + bY) = a2Var(X) + b2Var(Y)
E(XX, +X, +...+ X) = nE(X) Var(aX - bY) = a2Var(X) + b2Var(Y)
Var(X, + X, + ... X ) nVar(X)

m If Xand Y are independent random variables, then:

The expectation and variance of linear transforms of X
and Y are given by

Download at WoweBook.Com

233



expectation and variance exercises

Below you'll see a table containing expectations and variances. Write the formula or shortcut for
each one in the table. Where applicable, assume variables are independent.

ExerciSe

Statistic Shortcut or formula

E(aX + b)

Var(aX + b)

Var(aX - bY)

Var(X)

E(aX - bY)

E(X, + X, +X,)

Var(X, + X, + X,)

E(X?)

Var(aX - b)
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using discrete probability distributions

A restaurant offers two menus, one for weekdays and the other for weekends. Each menu offers
four set prices, and the probability distributions for the amount someone pays is as follows:

Weekday: [, 10 15 20 25
P(X=x) (0.2 0.5 0.2 0.1

Weekend: y 15 20 25 30
P(Y=y) [0.15 0.6 0.2 0.05

Who would you expect to pay the restaurant most: a group of 20 eating at the weekend, or a
group of 25 eating on a weekday?

you are here » 235
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exercise solutions

Below you'll see a table containing expectations and variances. Write the formula or shortcut for

Eftev.ciSe each one in the table. Where applicable, assume variables are independent.
SoLution

Statistic Shortcut or formula
E(aX + b) aE(X) + b
Var(aX + b) a"Vav(X)
E(X) SHP(X = %)
E(f(X)) SEGIPX = %)
Var(aX - bY) a"Var(X) + b*VarlY)
Var(X) E(X — " = E(XP) - 2
E(aX - bY) aE(X) - bE(Y)
E(X, + X, +X,) 3E(X)
Var(X, + X, + X,) War(X)
E(X?) SHPP(X = %)
Var(aX - b) a"Var(X)

236 Chapter 5
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using

distributions

ExerciSe

SoLution

A restaurant offers two menus, one for weekdays and the other for weekends. Each menu offers
four set prices, and the probability distributions for the amount someone pays is as follows:

Weekday:

Weekend:

Who would you expect to pay the restaurant most: a group of 20 eating at the weekend, or a

x 10 15 20 25
PX=x) [02 [05 Jo2 o1
y 15 20 25 |30
P(Y=y) |[015 |06 |02 [0.05

group of 25 eating on a weekday?

Let's start by finding the expectation of a weekday and a weekend. X vepresents
someone paying on a weekday, and Y vepresents someone paying at the weekend.

E(X) = 10x0.2 + I5x0.5 + 20x0.2 + 25x0.|

=24+75+4+25

=|b

E(Y) = I5¢x0.15 + 20x0.b + 25x0.2 + 30x0.05

=225+4+12+5+15

= 20775

Each person eating at the vestaurant is an independent obsevvation, and to find the
amount spent by each group, we multiply the expectation by the number in each group.

25 people eating on a weekday gives us 25xE(X) = 25«6 = 400

20 people eating at the weekend gives us 20xE(Y) = 20x20.75 = 415

This means we can expect 20 people eating at the weekend to pay more than 25

people eating on a weekday.

Download at WoweBook.Com
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you’re an expectation expert!

Jackpot!

You've covered a lot of ground in

this chapter. You learned how to use
probability distributions, expectation,
and variance to predict how much you
stand to win by playing a specific slot
machine.

And you discovered how to use
linear transforms and independent
observations to anticipate how much
you’ll win when the payout structure
changes or when you play multiple
games on the same machine.

238 Chapter 5
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using

distributions

Sam likes to eat out at two restaurants. Restaurant A is generally more expensive than

restaurant B, but the food quality is generally much better.

Below you'll find two probability distributions detailing how much Sam tends to spend at each
restaurant. As a general rule, what would you say is the difference in price between the two

restaurants? What's the variance of this?

Restaurant A:

Restaurant B:

x 20 30 40 45
P(X=x) |0.3 0.4 0.2 0.1
y 10 15 18
P(Y=y) |02 0.6 0.2

Download at WoweBook.Com
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exercise

Sam likes to eat out at two restaurants. Restaurant A is generally more expensive than
. restaurant B, but the food quality is generally much better.
Exercise

50’. 'E'OH Below you'll find two probability distributions detailing how much Sam tends to spend at each
vt restaurant. As a general rule, what would you say is the difference in price between the two
restaurants? What's the variance of this?

Restaurant A:

Restaurant B:

=b+124+48+45
=305

(40-30.5)"x0.2 + (45-30.5)*x0|

=33075 + 01 +18.05 + 21.025
=7225

E(X - Y) = E(X) - E(Y)
=305 - |46
=159

E(X) = 20x0.3 + 30x0.4 + 50x0.2 + 45x0.|

Var(X) = (20-30.5)x0.3 + (30-305)*x0.4 +

Let's start by finding the expectation and variance of X and Y.

= (-1057%03 + (~057x04 + 950.2 + 145201l
= 110.25x0.3 + 0.25x0.4 + 90.25x0.2. + 210.25x0.|

E(Y) = 10x0.2 + I5x0.6 + 18x0.2
=2+9+3b
=145
Var(Y) = (10-146)x0.2 + (15-14.6)*x0.b +
(18-14.6)*x0.2.
= (-4.6)x0.2 + 0O4*x0.b + 3.4*0.2
= 21.16x0.2 + 0.16x0.6 + |1.56x0.2.
=423) + 009 + 23|12
= bb4

The differente between X and Y is modeled by X - Y.

x 20 30 [40 |45
PX=x) (03 [04 [o02 o1
y 10 15 18
P(Y=y) [02 o6 |02

Var(X = Y) = Var(X) + VarlY)

=225 + bb4&

= 7889
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6 permutations and combinations
*
. Making Arrangements

If I try every permutation,
sooner or later I'll get through
to Tom's Tattoo Parlor.

Sometimes, order is important.

Counting all the possible ways in which you can order things is time

consuming, but the trouble is, this sort of information is crucial for
calculating some probabilities. In this chapter, we’ll show you a quick way
of deriving this sort of information without you having to figure out what all
of the possible outcomes are. Come with us and we’ll show you how to

count the possibilities.

this is a new chapter 241
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at the racetrack

The Statsville Perby

One of the biggest sporting events in Statsville is the Statsville Derby.
Horses and jockeys travel from far and wide to see which horse can
complete the track in the shortest time, and you can place bets on the
outcome of each race. There’s a lot of money to be made if you can
predict the top three finishers in each race.

The opening set of races is for rookies, horses that have never
competed in a race before. This time, no statistics are available for
previous races to help you anticipate how well each horse will do.
This means you have to assume that each horse has an equal chance
of winning, and it all comes down to simple probability.

The first race of the day, the three-horse race, is just about to begin,
and the Derby is taking bets. You have $500 of winnings from Fat
Dan’s Casino to spend at the Derby. If you can correctly predict the
order in which the three horses finish, the payout is 7:1, which means
youw’ll win 7 times your bet, or $3,500.

Should we take this bet? Let’s work out some probabilities and find
out.

Want to join in with the fun?
If you know a thing or two
about probability, you could do
very well indeed.

A5 Pa\/ou'f: means that if
You win, \/ou'” earn |5 {imes

'l:hc amoun{: \/ou be‘l:l

242 Chapter 6
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permutations and combinations

It’s a three-horse race

The first race is a very simple one between three horses, and in order
to make the most amount of money, you need to predict the exact
order in which horses finish the race. Here are the contenders.

Cheeky Sherbet Ruby "Toupee Frisky Funboy
_ rpen your pencil
y How many different ways are there in which the horses can finish

the race? (Assume there are no ties and that every horse finishes.)
What's the probability of winning a bet on the correct finishing
order?

Calculate your expected winnings for this bet.
Hint: Find the probability
distribution for £his event.

Then use this to caleulate
the expectation.

you are here » 243
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sharpen

_ @rpﬁﬂ your pencil
. ; How many different ways are there in which the horses can finish
L Jolution

the race? (Assume there are no ties and that every horse finishes.)
What's the probability of winning a bet on the correct finishing
order?

Calculate your expected winnings for this bet.
Theve ave b different ways in which the vace can be Linished:

Cheeky Sherbet, Ruby Toupee, Frisky Funboy
Cheeky Sherbet, Fvisk\/ Funbo\/, Ruby Toupee
Ruby Toupee, Cheeky Sherbet, Frisky Funboy
Ruby Toupee, Frisky Funboy, Cheeky Sherbet
Frisky Funboy, Cheeky Sherbet, Ruby Toupee
Frisky Funboy, Ruby Toupee, Cheeky Sherbet
The probability of getting the order vight is thevefore 1/5.

Yes, you can expect to win
$168 on this bet, but the house
is still going to win 5/6 times
you play. Do you feel lucky?

Heve's the probability distribution for amount of money you tan expect
to win if You bet §500 with odds of 7:

Three—horse rate: % -500 | 3,500

P(x=x) |0833 |0l67

E(X) = -500+0.833 + 3,500x0./67
= |68
We can expett to win 1168 each time this vate is won.

T L

A three-horse race? How
likely is that? Most races will
have far more horses taking part.

Exactly, most races will have more than three horses.

So what we need is some quick way of figuring out how many finishing orders
there are for each race, one that works irrespective of how many horses are
racing

Working out the number of ways in which three horses can finish a race is
straightforward; there are only 6 possibilities. The trouble is, the more horses
there are taking part in the race, the harder and more time consuming it is to
work out every possible finishing order.

Let’s take a closer look at the different ways of ordering the three horses we have
for the race and see if we can spot a pattern. We can do this by looking at each
244 position, one by one.
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permutations and combinations

Q

How many ways can they cross the finislq line? 3 ways

Let’s start by looking at the first position of the race.

One of the horses has to win the race, and this
can be any one of the three horses taking part.
This means that there are three ways of filling the
number one position.

So what about the second position in the race?

If one of the horses has finished the race, this
means there are two horses left. Either of these can
come second in the race. This means that there are
two ways of filling the number two position, no
matter which horse came first.

Once two horses have finished the race, there’s
only one position left for the final horse—third
place.

So how does this help us calculate all the possible
finishing orders?

ﬁ—/—

Only gne horse hasn't
finished the vace, so

there’s onl

left for h

Y one Fosi{:ion

im: last.
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_\ on‘\l one hoYSC tan

£———— tross the Linish line

fiest, but it ean be
any of the %f

hovses.

2 ways

One horse has
already finished the
race, so there are
onl\/ two hovses that
tan finish setond.

1 way

of

you are here » 245



making

Calculate the number of arrangements

We just saw that there were 3 ways of filling the first position, and for
cach of these, there are 2 ways of filling the second position. And no
matter how those first two slots are filled, there’s only one way of filling
the last position. In other words, the number of ways in which we can fill
all three positions is:

2 ways of filling the 2nd Yos\{ion

3 wa “' ‘(_‘ . [_ N
Ist PZ;Z '“'hg the —3 3 x 2 x 1 - 6 ﬂ&-’- b ways of £i||in5 all 3 Vosn{;lons
h A1 way of filling
the 3vd FOSi‘{:ion

This means that we can tell there are 6 different ways of ordering the
three horses, without us having to figure out each of the arrangements.

So what if there are n horses?

You've seen that there are 3 x 2 x 1 ways of ordering 3 horses. You can
generalize this for any number n. If you want to work out the number
of ways there are of ordering n separate objects, you can get the right
result by calculating:

nx(n-1)x(n-2)x...x3x2x1

This means that if you have to work out the number of ways in which
you can order n separate objects, you can come up with a precise figure
without having to figure out every possible arrangement.

This type of calculation is called the factorial of a number. In math
notation, factorials are represented as an exclamation point. For
example, the factorial of 3 is written as 3!, and the factorial of n is n!.
You pronounce it “n factorial.”

So when we write n!, this is just a shorthand way of saying “take all
the numbers from n down to 1, and multiply them together.” In other
words, perform the following calculation:

nN=nxmn-1)xnN-2)x...x3x2x1

The advantage of n! is that a lot of calculators have this as an available
function. If] for example, you want to find the number of arrangements
of 4 separate objects, all you have to do is calculate 4!, giving you

4 x 3 x 2 x 1 = 24 separate arrangements.

246
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permutations and combinations

Going round in circles

There’s one exception to this rule, and that’s if you’re arranging
objects in a circle.

Here’s an example. Imagine you want to stand four horses in a circle,
and you want to find the number of possible ways in which you can
order them. Now, let’s focus on arrangements where Frisky Funboy
has Ruby Toupee on his immediate right, and Cheeky Sherbet on his
mmmediate left. Here are two of the four possible arrangements of this.

Ruby Toupee Other

N N & §

Other Frisky Funhoy Cheeky Sherbet Ruby Toupee

A

For both of these Frisk
» Frisky Funb,
has Ruby Toupee on his \riyh'l:,u :r:iy S

Cheeky Sherbet Cheeky Sherbet on his Jef't Fnsky Funhoy

At first glance, these two arrangements look different, but they’re actually
the same. The horses are in exactly the same positions relative to each
other, the only difference is that in the second arrangement, the horses
have walked a short distance round the circle. This means that some of
the ways in which you can order the horses are actually the same.

So how do we solve this sort of problem?

The key here 1s to fix the position of one of the horses, say Frisky Funboy.
With Frisky Funboy standing in a fixed position, you can count the
number of ways in which the remaining 3 horses can be ordered, and this
will give you the right result without any duplicates.

In general, if you have n objects you need to arrange in a circle, the
number of possible arrangements is given by

The number of ways of arranging n

(n-1)t < dbjetts in 3 tivele
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no dumb

Q,- How do I pronounce n!?

A: You pronounce it as “n factorial.” The
I'symbol is used to indicate a mathematical
operation, and not to indicate any sort of
exclamation.

Q: Are factorials just used when
you're arranging objects?

A: Not at all. Factorials also come into
play in other branches of mathematics,

like calculus. In general, they're a useful
math shorthand, and you'll see the factorial
symbol whenever you're faced with this sort
of multiplication task.

All the factorial symbol really means is
“take all the numbers from n down to 1 and
multiply them together.”

Q: What if | have a value 0? How do |
find 0!?

A: 0!is actually 1. This may seem like a
strange result, but it’s a bit like saying there’s
only one way to arrange 0 objects.

Q: What about if you want to find the
factorial of a negative number? Or one
that’s not an integer?

A: Factorials only work with positive
integers, so you can't find the factorial of a

negative number, or one that's not an integer.

One way of looking at this is that it doesn’t
make sense to arrange bits of objects. Each
thing you're arranging is classed as a whole
object. Equally, you can’t have a negative
number of objects.
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Dumb Questions

Q,: Can the result of a factorial ever be
an odd number?

A: There are only two occasions where
this can be true, when nis 0 or when nis 1.
In both these cases, n! = 1.

For all other values of n, nlis even. This is
because if n is greater than or equal to 2,
the calculation must include the number 2.
Any integer multiplied by 2 is even, so this
means that n! is even if n is greater than or
equal to 2.

Q: Calculating factorials for large
numbers seems like a pain. If | want to
find 10!, I have to multiply 10 numbers
(10x9x8x7x6x5x4x3x2x1), and the result
gets really big. Is there an easier way.

A: Yes, many scientific and graphing
calculators have a factorial key (typically
labeled n!) that will perform this calculation
for you.

‘CV'OM n dOWh ‘{'D ,

= Vi