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Abstract Recent advances in the study of geomagnetic field reversals are reviewed. These
include studies of the transitional field during the last geomagnetic reversal and the last
geomagnetic excursion based on paleomagnetic observations, and analysis of reversals in
self-consistent 3D numerical dynamo simulations. Field models inferred from observations
estimate reversal duration in the range of 1–10 kyr (depending on site location). The tran-
sitional fields during both the Matuyama/Brunhes reversal and the Laschamp excursion are
characterized by low-latitude reversed flux formation and subsequent poleward migration.
During both events the dipole as well as the non-dipole field energies decrease. However,
while the non-dipole energy dominates the dipole energy for a period of 2 kyr in the reversal,
the non-dipole energy merely exceeds the dipole energy for a very brief period during the
excursion. Numerical dynamo simulations show that stronger convection, slower rotation,
and lower electrical conductivity provide more favorable conditions for reversals. A non-
dimensional number that depends on the typical length scale of the flow and represents the
relative importance of inertial effects, termed the local Rossby number, seems to determine
whether a dynamo will reverse or not. Stable polarity periods in numerical dynamos may
last about 1 Myr, whereas reversals may last about 10 kyr. Numerical dynamo reversals
often involve prolonged dipole collapse followed by shorter directional instability of the di-
pole axis, with advective processes governing the field variation. Magnetic upwellings from
the equatorial inner-core boundary that produce reversed flux patches at low-latitudes of the
core-mantle boundary could be significant in triggering reversals. Inferences from the ob-
servational and modeling sides are compared. We summarize with an outlook on some open
questions and future prospects.
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1 Introduction

The geomagnetic field is generated by rapidly rotating convective flows of an electrically-
conductive fluid in Earth’s outer core in a process known as the geodynamo. Paleomagnetic
observations indicate that the field has reversed its polarity hundreds of times in Earth’s
history. Reversals are rare events in the sense that their duration is much shorter than the
length of the stable polarity chrons separating them. Reversals are also very irregular. Their
frequency varies significantly, including very long periods of stable polarity. Excursions
are another type of event that is characterized by largely anomalous and even inverse local
magnetic field directions but fails to establish a lasting polarity change. It is not clear whether
reversals and excursions are end members of the secular variation (SV) spectrum, or separate
events (Merrill et al. 1998).

Since the pioneering work of Glatzmaier and Roberts (1995b), several studies of nu-
merical dynamo simulations have reported magnetic reversals with some Earth-like fea-
tures. Despite these increasing efforts, many aspects of the reversal process are still not
well-understood. Understanding the nature of geomagnetic field reversals and excursions is
important for several reasons:

• Understanding the fundamental mechanisms of the geodynamo—What triggers a reversal
and what dynamics and kinematics take place during reversals? Are excursions different
from reversals, and if they are, what are the differences?

• Chronology—Substantial peaks in cosmogenic 10Be and 36Cl in ice cores from Antarctica
and Greenland are attributed to lows in geomagnetic field intensity (Mazaud et al. 1994;
Baumgartner et al. 1998) during excursions. The geomagnetic field modulates cosmo-
genic isotope production in the atmosphere (14C, δ18O) and thus its most drastic varia-
tions, reversals and excursions, have important implications for dating.

• Paleomagnetic data provide the longest un-interrupted time sequence describing the geo-
dynamo.

• Climate variations—Decreases of the geomagnetic field intensity as observed during
reversals and excursions might lead to a significant modulation of the magnetosphere
and its shielding mechanism (Vogt et al. 2007). A causal relationship between geo-
magnetic events and climate variation is controversial (Worm 1997; Langereis 1999;
Guyodo and Valet 1999).

• Understanding current secular variation—The mechanisms responsible for the present di-
pole moment rapid decrease, the role of the weak field in the South Atlantic with implica-
tions to safety in spaceships and satellite maintenance, and the possibility of a beginning
of a new reversal, are still a matter of debate.

Reversals may be investigated using various tools, including numerical models, obser-
vations, laboratory magnetohydrodynamics experiments (Berhanu et al. 2007), and theory
(Moffatt 1978). In this review we focus on the first two: Numerical modeling of the geo-
dynamo and paleomagnetic observations. Numerical dynamo models have attempted to
recover paleomagnetic observations such as chrons and reversals durations, reversal fre-
quency and latitudinal dependence. Only recently paleomagnetic observations reached suf-
ficient quality to enable interpretation in terms of a global field evolution. On the other
hand, advances in numerical dynamo modeling provide improved possibilities to investigate
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the reversal process. It is now possible to directly compare these two approaches in order
to enhance our basic knowledge of these most dramatic variations of the Earth’s magnetic
field.

Both approaches have their own shortcomings. Paleomagnetic observations suffer from
low and inhomogeneous data coverage and uncertain timing, limiting their resolution and
reliability. Numerical dynamo models operate in a parameter regime far from what would be
appropriate for modeling Earth’s core, so their application to the geodynamo is questionable.
Therefore the interpretation of paleomagnetic observations and numerical dynamo models
and the comparison between the two approaches requires some caution.

In this paper we review recent advances in the study of reversals from two directions.
From the observational side, we describe in Sect. 2 recent models of the field during the last
geomagnetic reversal and the last geomagnetic excursion. From the modeling side, we high-
light in Sect. 3 recent progress in the analysis of reversals in numerical dynamos. Section 4
compares the findings from observations and numerical simulations, and Sect. 5 concludes
the paper with a future outlook.

2 Observations in Paleomagnetic Data

2.1 Paleomagnetic Data and Its Interpretation

More than 100 years ago, volcanic rocks magnetized opposite to the present day field direc-
tion were discovered (Brunhes 1906). In the following decades an intriguing discussion
about the origin of such inverse direction took place (Smith 1971; Heller 1980). It has
been shown that the inverse magnetization of most young volcanic rocks is indeed of ge-
omagnetic origin, although in some rocks partial and full self reversal mechanisms could be
found (Schult 1968). The occurrence of such inverse directions in past geological records
requires that the Earth’s magnetic field reversed its polarity. Today it is well known that such
geomagnetic field reversals occurred throughout the Earth’s history from Archaean (>3.2
billion yrs) to Quaternary (∼775 kyrs) times. Especially for the Cenozoic and even most of
the Mesozoic, a continuous polarity time scale of the magnetic field has been established
from geological archives of past geomagnetic field variations (e.g. Cande and Kent 1995).
The reversal rate is not constant but changed considerably with time. The total absence of
field reversals for several tens of million years is observed during the Cretaceous and the
Permian quiet zones. Rather short intervals lasting only a few thousand years have also been
observed during the last inverse period, the Matuyama chron. The last few million years
are characterized by frequent reversals, on average about four every million years. About
780 kyr ago, the last geomagnetic field reversal caused a transition between a previously
inverse polarity field state, the Matuyama chron, to a normal polarity field configuration (the
present day polarity) called the Brunhes chron. This normal geomagnetic field polarity has
already lasted three times longer than the average reversal frequency of the last 5 Myrs.

To reconstruct past geomagnetic field variations, paleomagnetists mainly use sedimen-
tary and volcanic rocks which acquired a magnetization during deposition/emplacement and
stored this signal throughout the geological history. These archives, usually referred to as pa-
leomagnetic records, enable the local geomagnetic field evolution to be inferred even during
polarity reversals and excursions. Such records comprise inclination, declination and some-
times a measure of the field intensity. The absolute intensity, however, can only be recovered
from volcanic rocks. Many paleomagnetic studies use the concept of a virtual geomagnetic
pole (VGP) to describe the field properties. A VGP is an imaginary geocentric dipole that
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would explain the locally observed field direction, i.e. inclination and declination (for a
defining equation see e.g. Merrill et al. 1998).

Paleomagnetic data provide valuable information about the underlying geodynamo
process. Already the simple fact that the geomagnetic field reverses polarity in irregularly
spaced intervals constrains the class of possible geodynamo models. Based on paleomag-
netic data interpretation, it has been proposed that the geomagnetic field during reversals is
not dipole-dominated (Clement 1991), is significantly asymmetric with respect to the equa-
tor (Williams and Fuller 1981), and not dominated by axisymmetric components (Hoff-
man 1981; Theyer et al. 1985; Clement 1991). Some selected records show that VGP paths
(Clement 1991; Laj et al. 1991) and volcanic VGP clusters where the VGP lingers for a rel-
atively long period (Hoffman 1992, 1996; Knudsen et al. 2009) seem to prefer two distinct
longitude bands along the Americas and roughly 180° away along Australia and East Asia.
These aspects are still strongly debated and subject to ongoing research (Valet et al. 1992;
Prévot and Camps 1993; Love 1998, 2000; Valet and Herrero-Bervera 2003; Leonhardt and
Fabian 2007).

When looking closer into the last normal epoch of the magnetic field since the last field
reversal, paleomagnetic records from sediments and volcanic rocks show about a dozen rela-
tively rapid variations in the field directions with VGP tilts exceeding 45° (Lund et al. 2005;
Laj and Channell 2007). At least seven of these fast variations, referred to as geomag-
netic excursions, are thought to occur globally (Laj and Channell 2007). These excur-
sions do not last longer than a few thousand years and are typically correlated with pro-
nounced lows in paleointensity (Lund et al. 2005; Laj and Channell 2007; Roberts 2008).
The origin and nature of geomagnetic excursions have been debated since their discov-
ery, and interpretations range from aborted reversals (Cox et al. 1975; Hoffman 1981;
Valet et al. 2008) to anomalous or enhanced paleosecular variation (PSV). Interpretations of
the excursional geomagnetic field morphology range from rather simple, dipole-dominated
structures (e.g. Laj and Channell 2007) to more complex, non-dipole dominated configura-
tions (e.g. Cassata et al. 2008). Because of their very short duration, geomagnetic excursions
can be found only in a few paleomagnetic records of adequate temporal resolution (Roberts
and Winklhofer 2004).

Low data quality due to questionable remanence recording mechanisms of the rock or
insufficient laboratory procedures, uneven global coverage of records, and difficulties in age
determination are the limiting factors for the interpretation of paleomagnetic records. Sedi-
mentary records provide a continuous sequence of geomagnetic reversals. Their resolution
depends on sedimentation rate and sampling density. The remanence acquisition process
in sediments, however, is only partly known. Gradual lock-in over a long time period can
lead to smoothing of the geomagnetic field record (Hyodo 1984; Langereis et al. 1992;
Bleil and Dobeneck 1999) and to a biased paleointensity distribution (Mazaud 1996). There-
fore, sedimentary records are generally considered to be less reliable than volcanic records.
The latter, however, often provides only a sequence of discrete data points in time sepa-
rated by intervals with uncertain duration, because the extrusion rate in the interval between
successive lava flows cannot be precisely determined. Thus, a careful investigation of the
recording process, the signal stability, deposition conditions and age constraints is necessary
to obtain reliable paleomagnetic field records. During the past decades, an increasing amount
of high quality paleomagnetic data from spatially distributed sites has become available. Re-
cent advances in paleomagnetic and rock magnetic determination techniques allow the iden-
tification of possible sources of errors and provide meaningful quality assessment measures.
Radiometric dating techniques for volcanic rocks have improved (Singer et al. 2005) and
the dating of sediments is also becoming increasingly more accurate (Langereis et al. 1997;
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Laj and Channell 2007). These recent advances in data treatment, spatial coverage and qual-
ity, have led to the first global geomagnetic field models during a reversal or an excursion.
We review these models in the following sections.

2.2 Deriving Global Geomagnetic Field Evolution Models

Principally, one can distinguish between two different types of global field interpretations
from paleomagnetic data. The first group primarily extracts dipolar field information from
paleomagnetic data, usually in terms of VGPs and/or virtual dipole moments (VDMs). The
non-dipolar field components are then either estimated based on the residual field informa-
tion from the different sites, or simply assumed to resemble the archaeomagnetic field. The
latter assumption was used by Brown et al. (2007) and Valet et al. (2008) for analyzing
geomagnetic reversal and excursion features. They used the non-dipolar energy variation
obtained for the Holocene magnetic field (CALS7k, Korte and Constable 2005) and varied
the axial dipolar field to simulate field transitions. Local field variations obtained using this
procedure seem qualitatively similar to paleomagnetic records. However, this approach is
hampered by the relatively short period covered by the CALS7k model which embraces only
a small part of the very rich geomagnetic SV spectrum. Nevertheless, these models demon-
strate that many transitional field features that were previously attributed to some specific
physical processes in Earth’s core can actually be explained by the simple geometric effect
of upward continuation of the geomagnetic field (Brown et al. 2007).

The second group of models attempts to reconstruct global magnetic field from paleo-
magnetic data in terms of spherical harmonics. The spatial complexity of the model, ex-
pressed by the maximum degree of the spherical harmonic expansion, is limited by the
number of available data points for a given epoch and their global distribution. Obtaining a
model up to a certain degree � requires at least �(� − 1) evenly distributed data points. Even
for low harmonic degrees, such paleomagnetic data spatial coverage and accuracy in time
is not available for any reversal or excursion. Therefore, regularization procedures and ad-
ditional assumptions about the reversal process are needed. Mazaud (1995) and Shao et al.
(1999) were the first to present reconstructions of transitional fields which are predominantly
based on paleomagnetic data and less on assumptions about the reversal process itself. Both
studies are based solely on paleomagnetic directional data from geomagnetic field reversals,
namely the Olduvai/Matuyama and the last geomagnetic reversal, the Matuyama/Brunhes.
They do not use paleointensity estimates. A common relative age model for the different
sites is established by correlating similar features from spatially separate records. To in-
vert for the Gauss coefficients of the spherical harmonics model, additional constraints are
then used. For example, Mazaud (1995) require constant energy at the core-mantle bound-
ary (CMB) (for a brief overview on global field reconstructions see Leonhardt and Fabian
2007).

Pre-inversion time correlation of paleomagnetic features, using either relative paleoin-
tensity estimates or directional variations in terms of VGP latitude, have also been used in
recent models of the Iceland basin excursion (Lanci et al. 2008) and the Matuyama/Brunhes
reversal (Ingham and Turner 2008). A different approach, without any a priori constraints on
synchronous paleomagnetic features was postulated by Leonhardt and Fabian (2007). Their
iterative Bayesian inversion technique has been applied to models of the Matuyama/Brunhes
reversal (IMMAB4, Leonhardt and Fabian 2007) and the Laschamp excursion (IMOLEe,
Leonhardt et al. 2009). In this approach, an initial paleomagnetic data set is inverted under
the constraint that the power in the magnetic energy SV spectrum is minimized. A Bayesian
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inversion corresponds to minimizing the quantity
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The first term in (1) is related to the difference between observed paleomagnetic data and
the modeled spherical harmonic expansion �(G�(ti), θi , φi), where G�(ti) are the Gauss
coefficients, ti time and (θi, φi) the location. The evolution matrix � contains the informa-
tion describing the field change from its initial to final state before and after the reversal
(see Leonhardt and Fabian 2007). Bi = B(ti , θi , φi) denotes full vector paleomagnetic data
with related Gaussian error �Bi = �B(ti , θi , φi). The Gaussian error should be obtained by
uncertainty analysis of individual paleomagnetic sites. Although such uncertainties are not
yet available, tests using different uncertainties for each record show that the Gaussian error
is not crucial in determining the model complexity.

The second term describes the regularization function using the regularization parameter
�P0 which controls the trade-off between energy fluctuation minimization and data fitting.
The product of the Mauersberger-Lowes magnetic SV spectrum (Alldredge 1984) and the
time increment dt , termed here the variational power, is
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After inverting an initial record, iteratively additional records are included by correlating full
vector field variations from model predictions and the newly added paleomagnetic data. This
technique requires at least one absolute paleointensity record to calibrate relative intensity
measures from sedimentary records. The obtained models are based on a sub-collection
of the available paleomagnetic records for a specific polarity transition and are then tested
against the remaining independent data sets.

An important remaining question is, whether the information contained in the paleomag-
netic data suffices to resolve the transitional field reliably. This question involves several
aspects. First, the spatial and temporal distribution of paleomagnetic records is poor for
most reversals and excursions. As can be seen in Fig. 1, even for the best resolved rever-
sal (Matuyama/Brunhes) and excursion (Laschamp), large regions are without any record
and data from the southern hemisphere are very rare. In particular, full vector records pro-
viding absolute paleointensity estimates are missing for most reversals and excursions. For
the Bayesian approach such records are essential since all relative intensity measurements
are calibrated against an absolute intensity record. Second, any reconstruction method is
affected by uncertainties in the paleomagnetic data. This primarily concerns relative and
absolute intensity values which can be significantly biased by a number of different fac-
tors. Any reconstruction should thus rely only on records where tests have shown min-
imal bias. Finally, dating and chronology are problematic. Sedimentary data sets are of-
ten dated by oxygen chronology or tuned based on Milankovic cycles. Volcanic records
are dated by radiometric methods providing age estimates for individual lavas. Combin-
ing different records by either correlating features in the record or using an iterative ap-
proach also combines different age models. Usually, only one age model of a single data
set is then chosen to represent the ages in the final model. Thus the models’ chronol-
ogy depends on the accuracy of this age determination of the paleomagnetic data sets. As
shown below, different modeling approaches (Shao et al. 1999; Leonhardt and Fabian 2007;
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Fig. 1 Sampling locations of
paleomagnetic data from the
Matuyama/Brunhes reversal (a)
and the Laschamp excursion (b).
Brown colors indicate volcanic
records. Sedimentary data is
distinguished into sea sediments
(yellow), lake sediments (light
yellow) and löss (turquise). Only
colored locations were used by
Leonhardt and Fabian (2007)

Ingham and Turner 2008) using different data collections, record alignments and regular-
ization functions exhibit many common features in the final reversal model. All these ap-
proaches accounted for the above problems to some extent. Nevertheless, the availability
of high quality paleomagnetic records is very limited. In order to better spatially constrain
global paleomagnetic field reconstructions and to verify some modeling assumptions (e.g.
intensity calibration), additional records are indispensable.

2.3 Characteristics of Geomagnetic Field Reversals

The last reversal, the Matuyama/Brunhes which occurred about 780 kyr ago, is by far the
best documented polarity transition in terms of amount, spatial coverage and quality of avail-
able paleomagnetic records (Fig. 1a). More than 50 records are currently available, of which
several more reliable sub-collections were established (Love and Mazaud 1997; Clement
2004). Figure 1a shows the records used for constructing the IMMAB4 model of Leonhardt
and Fabian (2007) and the sites used for testing the model’s prediction, which is essentially
the collection of Clement (2004). Due to the relatively large amount of spatially distributed
data sets, the Matuyama/Brunhes transition is the best candidate for paleomagnetic recon-
struction of global geomagnetic field variations during polarity transitions (Shao et al. 1999;
Leonhardt and Fabian 2007; Ingham and Turner 2008). Different reconstruction approaches
use different selections of high quality records from the available data sets. Figure 2 shows
the site distribution as well as some comparisons of field prediction and paleomagnetic data
for the IMMAB4 model.

Using different records from the available data set, Shao et al. (1999) and Ingham
and Turner (2008) constructed global time-evolution models up to degree three, whereas
IMMAB4 of Leonhardt and Fabian (2007) is expanded up to degree four. Thus a general
description of the field variation is obtained which enables analyzing the field morphology
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Fig. 2 Comparison of paleomagnetic data (black) and its field prediction by the IMMAB4 model (red) for
sampling locations of the last geomagnetic reversal. The color codes on the locations map indicate differences
between the predicted and observed average VGP latitude of transitional directions (�φ)

during the reversal. IMMAB4 was verified by testing its field prediction on independent
paleomagnetic records. Most records from the collection of Clement (2004) are predicted
reasonably well in terms of transitional VGP movement, duration and intensity variation
(Leonhardt and Fabian 2007).

2.3.1 Field Morphology of a Reversal

It is strongly debated and of much physical interest to know how low the dipole decreases
and what is the behavior of the non-dipole field during a reversal (see Merrill and McFadden
1999 and references therein). To address this question, the dipole and non-dipole contribu-
tions to the magnetic energy at the Earth’s surface during the reversal as calculated by the
IMMAB4 model are plotted in Fig. 3, accompanied by two snapshots of the radial field com-
ponent at the CMB. A difference between the proportion of dipole and non-dipole terms of
the pre-transitional and the post-transitional fields is clearly visible. Prior to the reversal, at
around 785 kyr of the IMMAB4 time scale, the non-dipolar energy is increasing towards
the dipolar level. At the CMB, reversed flux patches form at the equator and move pole-
ward. At around 780 kyr, the non-dipolar energy reaches its maximum (MB1, Fig. 3). In
the following, dipolar and non-dipolar energies jointly decrease at similar rates towards the
dipole minimum. Here, the field within the tangent cylinder (the imaginary cylinder parallel
to the rotation axis and tangent to the inner-core boundary, from hereafter TC) of the south-
ern hemisphere reverses, heralding the global field reversal. Within the northern hemisphere
TC the field remains in its pre-transitional polarity until ∼3 kyr after the dipole minimum
(MB2, Fig. 3). After this final local polarity change, a gradual increase of the dipole energy
towards the pre-transitional value is found. For about 2 kyrs, around 775 kyr, the dipolar en-
ergy drops drastically well below the non-dipolar level. While the dipole recovers after this
drop, the non-dipole continues to drop. The field evolution before 785 kyr and after 767 kyr
is not well resolved by the IMMAB4 model because of poor paleomagnetic data coverage.

Similar features, particularly the formation of low-latitude reversed flux patches prior to
the reversal as well as their positions throughout the transition, are obtained by Shao et al.
(1999) and Ingham and Turner (2008). In particular, patches of outward directed field near
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Fig. 3 The field evolution during the last reversal according to Leonhardt and Fabian (2007). Dipolar and
non-dipolar energies are shown for the Earth’s surface. Two snapshots show the field configuration at the
CMB. Here, red shades indicate inward, blue shades outward-directed radial field. The IMMAB4 timescale
is based on the 664D sedimentary core (Valet et al. 1989; Lisiecki and Raymo 2005) and average Ar/Ar age of
the Haleakala sequence (Singer et al. 2005). In the northern/southern hemispheres, 90°E is at the top/bottom
respectively. The black circles mark the tangent cylinder

South America and in the Indian Ocean as well as inward flux at the Greenwich merid-
ian, are found almost identically in all three reversal models, which are based on different
data collections and different modeling methods. In addition to the independent verifica-
tion test, this agreement demonstrates that the field models extracted by the inversion of
the paleomagnetic data are relatively independent of the data selection, and thus strength-
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ens the confidence in these models. The model of Ingham and Turner (2008) includes a
pre-transitional field excursion approximately 20 kyr prior to the Matuyama/Brunhes tran-
sition. Like the subsequent reversal, this excursion appears to start similarly by formation
of low-latitude reversed flux patches. During the IMMAB4 reversal, the most significant
non-dipolar contribution comes from the � = m = 2 field components.

2.3.2 Implications of Paleomagnetic Observations of Reversals

Several inferences on the transitional geomagnetic field behavior, usually drawn from se-
lected paleomagnetic records, are strongly debated. Among these open questions is the exis-
tence of meta-stable transitional field states (Hoffman 1992). Transitional clusters of VGPs,
suggesting such a meta-stable state, are often observed in volcanic records but not in sedi-
ments. These clusters, however, could also be related to intense volcanic activity producing
numerous lava flows in a relatively short time interval (Prévot and Camps 1993). On the
other hand, the continuous VGP paths observed in sedimentary records can be related to
delayed remanence acquisition, which removed the clustering signal. The global field mod-
els of Leonhardt and Fabian (2007) and Ingham and Turner (2008) suggest that both types,
VGP clusters and continuous paths, have occurred during the last reversal, and that the type
of observation depends on the site location relative to emerging prominent geomagnetic
flux patches during the reversal. Furthermore, a preference for two longitudinal bands as
observed in selected sedimentary records and some volcanic records (e.g. Laj et al. 1991;
Hoffman 1992) is not supported by IMMAB4. Here, transitional VGPs of equally distributed
sites show a preference for only a single longitude band in the Pacific.

From a paleomagnetic perspective, the duration of a reversal is estimated based on di-
rectional data alone, for example the time it takes for the VGP to move between latitudes
45° north and 45° south. Since non-dipolar contributions seem to be significant during the
reversal, reversal duration estimate strongly depends on site location (Clement 2004). The
IMMAB4 model suggests large duration differences ranging from ∼1 kyr up to more than
∼10 kyrs (Leonhardt and Fabian 2007). Apart from variations in duration, the paleomag-
netic age of the last reversal, defined by the equatorial crossing of the VGP, also varies with
site location (Leonhardt and Fabian 2007; Ingham and Turner 2008). Finally, while the lo-
cal field intensity can drop below 10% of the pre-transitional values at some locations and
times, it can also remain fairly strong at a few locations for some period during the transition.
Such range is found in many detailed paleomagnetic observations (e.g. Prévot et al. 1985;
Leonhardt and Soffel 2002).

2.4 Characteristics of Geomagnetic Field Excursions

The Laschamp excursion, originally discovered in 1967 (Bonhommet and Babkine 1967) in
lava flows from the Chaine des Puys in France, is the best examined geomagnetic excursion
(Fig. 1b). It has been confirmed as a global excursion that occurred approximately 41 kyr
ago and has been found in several sedimentary and volcanic sequences (Levi et al. 1990;
Kissel et al. 1999; Laj et al. 2000; Guillou et al. 2004; Krása et al. 2005; Lund et al. 2005;
Channell 2006; Laj et al. 2006; Cassata et al. 2008).

Using a similar approach as for the last geomagnetic reversal, the iterative Bayesian
inversion was applied to six paleomagnetic records to model the Laschamp excursion
(IMOLEe, Leonhardt et al. 2009). Hereby, a spherical harmonic model up to degree five
was derived for the temporal geomagnetic field variation between 43.5 kyr and 36.5 kyr be-
fore present. The distribution of available records and a comparison of paleomagnetic data
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Fig. 4 Comparison of paleomagnetic data (black) and its field prediction by the IMMAB4 model (red) for
sampling locations of the Laschamp excursion. The color codes in the location maps qualitatively indicate
how well the data is fitted by IMOLEe

with model predictions is shown in Fig. 4. The model predicts very well independent pale-
omagnetic records that were not used for the inversion and is fairly insensitive to modeling
parameters and data selection (see Fig. 4 and Leonhardt et al. 2009). The current data collec-
tion, however, is dominated by records from the northern hemisphere, particularly from the
North Atlantic. A better spatial coverage with additional records from the southern hemi-
sphere and the Pacific region is necessary to better constrain the model.

2.4.1 Field Morphology of an Excursion

Figure 5 shows dipolar and non-dipolar field temporal evolutions at the Earth’s surface and
the field morphology for the Laschamp excursion (for comparison with the reversal, see
the corresponding Fig. 3). The IMOLEe time scale, indicated by a subscripted M , is based
on the piston core PS2644-5 taken on a Polarstern cruise (Laj et al. 2006). Approximately
2 kyr before the dipole minimum, which may be defined as roughly the center of the ex-
cursion, dipolar and non-dipolar energies start to decrease simultaneously. Already at the
beginning of the decrease (LE1, LE2), large-scale reversed flux patches are present close
to the equator. In the Eastern Pacific, inward directed flux forms south of the equator and
an outward-directed patch is found in the northern hemisphere below North America. This
pair of reversed flux patches gradually moves poleward prior to the excursion (LE2, LE3).
Both patches stop at the TC. Another pair of reversed patches is seen below Russia and
Indonesia, roughly 180° away from the eastern Pacific pair, but the latter is somewhat less
prominent. The dipolar energy reaches its minimum at 40.8 kyr, shortly after the non-dipolar
energy. For a brief interval of less than 200 yearsM , the non-dipolar energy prevails, mainly
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Fig. 5 A series of snapshots depicting the field evolution at the CMB during the Laschamp excursion (Leon-
hardt et al. 2009). Red shades indicate inward, blue shades outward-directed radial field. The IMOLEe time
scale, indicated by a subscripted M , is based on PS2644-5 (Laj et al. 2006). In the northern/southern hemi-
spheres, 90◦E is at the top/bottom respectively. The black circles mark the tangent cylinder

due to strong � = 3 m = 2 components. Afterwards, both energy contributions gradually in-
crease. Throughout the excursion the field within the TC in both hemispheres is dominated
by normal polarity flux.

Similar field morphologies during an excursion are found by other studies. Low-latitude
flux patches at the onset of an excursion are observed in the spherical harmonic model of
the Matuyama/Brunhes precursor at ∼795 kyr (Ingham and Turner 2008). Data from the
Iceland basin excursion (Lanci et al. 2008) also suggest only a very short period (∼1 kyr) of
non-dipolar dominance.

2.4.2 Implications of Paleomagnetic Observations of Excursions

As with IMMAB4, IMOLEe demonstrated that the magnetic field records across the
Laschamp excursion depend on site location. However, the spatial differences in IMOLEe
are much smaller than in IMMAB4 due to the stronger dipole contribution and the shorter
interval of non-dipolar dominance. Nevertheless, these local discrepancies are of major in-
terest for paleomagnetism and chronostratigraphy. While at most sites the field intensity
drops to about 10–20% of the pre-transitional values close to the dipole minimum, in some
regions like the Pacific relatively large intensities are retained. This IMOLEe prediction is
consistent with independent paleomagnetic observations in Hawaii (Laj et al. 2002) although
the ages for the paleomagnetic data are not well constrained. According to IMOLEe, low-
est intensities are observed 2 kyrM prior to the Laschamp excursion in Hawaii. Temporal
deviations of the intensity minimum are also observed for other regions. Such variations
could lead to chronostratigraphic errors when intensity minima are used to correlate distant
records.

Estimates using the observational range of excursional directions indicate an average
Laschamp duration of 1.1 kyrs. In some regions, durations above 2 kyrs and well below 1 kyr
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are observed. It has also been noted for sedimentary records that the Laschamp excursion can
often be identified in the relative paleointensity signal, even if the directional paleomagnetic
field signal shows no anomalous variation, for example the high quality records from the
South Atlantic (Stoner et al. 2003) and the equatorial West Pacific (Blanchet et al. 2006).
The absence of a directional excursion signature is commonly attributed to smoothing by
the sedimentary remanence acquisition process (Roberts and Winklhofer 2004). However,
particularly in the West Pacific, IMOLEe predicts that the excursional field directions indeed
should not significantly deviate from the normal PSV range. Therefore, the observed absence
may be a truly recorded geomagnetic signal.

2.5 Comparing Reversal and Excursion from an Observational Perspective

When comparing the model of the Laschamp excursion with that of the Matuyama/Brunhes
reversal, several similarities are observed. In both cases the field instability starts when re-
versed flux patches form in equatorial to mid-latitude regions at the CMB, and then move
poleward (Leonhardt and Fabian 2007; Ingham and Turner 2008; Leonhardt et al. 2009).
Furthermore, the non-dipole energy exceeds the dipolar energy for a brief time interval in
both events, which coincides with the time at which the reversal (i.e. the maximum of the
directional excursion) is observed at most locations on Earth. This non-dipolar dominance
provokes a site dependence of paleomagnetic observations on the Earth’s surface leading
to variations in duration and age estimates as well as different variations in direction and
intensity.

In contrast, a number of significant differences between a reversal and an excursion are
also observed. In the excursion scenario, dipolar and non-dipolar energies decrease simulta-
neously prior to the excursion. The non-dipolar energy remains well below the dipolar en-
ergy. In the reversal model, however, the non-dipolar energy increases prior to the polarity
change until it reaches the level of the dipolar energy. From then on, both terms coherently
decrease until the field reverses at the dipole minimum. When the non-dipole energy reaches
the level of the dipole energy, the field within the TC of the southern hemisphere starts to
reverse, the quadrupole increases strongly, and additional equatorial flux patches add fur-
ther complexity to the non-dipolar field. In the case of the excursion, the field within the
TC remains of the same polarity throughout the modeled time period. These observations
support theoretical considerations and inferences from dynamo models, which indicate that
the inner and outer regions of the TC belong to different hydrodynamic regimes, and that
this separation influences the structure of large-scale geomagnetic variations (e.g. Olson et
al. 1999). Furthermore, the observed differences suggest that the nature of an upcoming
field instability is already expressed in the structure of the field energy prior to the dipole
minimum (Leonhardt et al. 2009). Both events are triggered by the formation of low- to
mid-latitude reversed flux patches that move poleward. However, if the non-dipole energy
remains during most of the event significantly lower than the dipole energy, the field within
the TC remains unchanged, the flux patches decay away without any long-lasting polarity
transition, and this scenario develops into a geomagnetic excursion. If, however, the non-
dipole field increases with respect to the dipole, reversed flux patches appear within the TC
(at least in one hemisphere), and this scenario leads to a geomagnetic field reversal. If it
is indeed possible to predict whether a dipole collapse event will result in a reversal or an
excursion based on the relative dipole to non-dipole energies prior to the dipole minimum,
then the idea that excursions are nothing more than aborted reversals is wrong, and in fact
the two processes are inherently different in nature.
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During the Matuyama/Brunhes field reversal (IMMAB4), the non-dipole terms strongly
dominate for a significant time interval of 2 kyrs. The surface geomagnetic field is there-
fore of high complexity, leading to strongly varying paleomagnetic observations. During the
excursion (IMOLEe), the non-dipole dominance is less significant and lasts only 10% of
the event’s duration. The paleomagnetic observations are less complex and similar surface
observations are to be expected for large regions (Laj et al. 2006).

3 Numerical Dynamo Models

3.1 Introduction

Numerical dynamos are 3D self-consistent models that solve the full set of magnetohydro-
dynamics equations for dynamo action due to an electrically-conducting, convecting fluid in
a rotating spherical shell (e.g. Olson et al. 1999). These models are solutions for the distur-
bance around a well mixed adiabatic background state and typically assume the Boussinesq
approximation, in which any density and temperature variations in the background state is
ignored. The non-dimensional fundamental equations include the momentum equation

E

(
∂ �u
∂t

+ �u · ∇ �u − ∇2 �u
)

+ 2ẑ × �u + ∇P = Ra
�r
R

T + 1

Pm
(∇ × �B) × �B, (3)

the magnetic induction equation

∂ �B
∂t

= ∇ × (�u × �B) + 1

Pm
∇2 �B, (4)

the heat equation

∂T

∂t
+ �u · ∇T = 1

Pr
∇2T , (5)

the continuity equation

∇ · �u = 0, (6)

and the no-monopole field equation

∇ · �B = 0 (7)

where �u is the velocity, �B is the magnetic field, T is temperature, t is time, ẑ is a unit vector
in the direction of the rotation axis, P is the modified pressure that also accounts for the
centrifugal force, �r is the position vector and R is the shell outer radius. The variable T

can be generalized as buoyancy, so that both thermal and compositional convection can be
considered given appropriate boundary conditions.

Four non-dimensional parameters in (3)–(7) control the system. The (modified) Rayleigh
number Ra scales the strength of the buoyancy force driving the convection relative to re-
tarding forces

Ra = αg0�T D

ν�
(8)

where α is thermal expansivity, g0 is gravitational acceleration on the outer boundary, �T

is temperature difference between the inner and outer boundaries, D is shell thickness, ν
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is kinematic viscosity, and � is rotation rate. The Ekman number E represents the ratio of
viscous and Coriolis forces

E = ν

�D2
, (9)

the Prandtl number Pr is the ratio of kinematic viscosity to thermal diffusivity κ

Pr = ν

κ
(10)

and the magnetic Prandtl number Pm is the ratio of kinematic viscosity to magnetic diffu-
sivity λ

Pm = ν

λ
. (11)

Several important output parameters characterize the dynamo models. The magnetic
Reynolds number Rm represents the ratio of magnetic advection to magnetic diffusion in
the induction equation (4)

Rm = UD

λ
(12)

where U is a typical velocity magnitude. The Elsasser number � is the conventional measure
of the ratio of Lorentz to Coriolis forces in the momentum equation (3)

� = σB2

ρ�
(13)

where σ is electrical conductivity, B is a typical magnetic field strength and ρ is fluid den-
sity. We note that the Elsasser number relies on a balance between magnetic advection and
diffusion in the induction equation, while in frozen-flux conditions at which magnetic dif-
fusion is negligible (Roberts and Scott 1965) the Lenhert number is more appropriate (Jault
2008). The local Rossby number is

Ro� = �u

π

U

�D
(14)

where the typical spherical harmonic degree of the flow �u is defined as (Olson and Chris-
tensen 2006)

�u =
∑�max

�=0 �〈�u� · �u�〉
〈�u · �u〉 (15)

In (15) �u� is the spherical harmonic degree � component of the velocity �u and 〈〉 denotes the
rms value in the volume of the spherical shell.

Following Glatzmaier (1984) and Glatzmaier and Roberts (1995a), most numerical dy-
namos operate with a pseudospectral method in which Chebyshev polynomials are used
in the radial direction and spherical harmonics in the horizontal direction. This allows ex-
pressing partial derivatives analytically. Non-linear terms and the Coriolis force are solved
on numerical grid points and then transferred into respective spectral representations. The
magnetic and velocity fields are represented by a toroidal/poloidal decomposition which re-
places the three vector components with two potentials and guarantees zero divergence. For
more details see Christensen and Wicht (2007).

Due to computational limitations, numerical dynamos operate in a parametric regime
very far from Earth-like conditions (e.g. Glatzmaier 2002). Based on molecular (rather than
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Table 1 Setup of three dynamo models frequently discussed in the paper. Case T is from Aubert et al.
(2008b), case T4 from Wicht et al. (2009) and Case C from Olson et al. (2009). Thermal/compositional
convection types are denoted by ‘temp’/‘chem’ respectively. The control parameters are the Ekman E,
Rayleigh Ra, magnetic Prandtl Pm and Prandtl Pr numbers. Also given some output parameters: The mag-
netic Reynolds number Rm, the dipolarity d and the local Rossby number Ro� . For Earth’s core: Estimate
of Rm was obtained by assigning typical geomagnetic westward drift for the velocity scale (Bloxham and
Jackson 1991), the value of d was calculated from a modern geomagnetic field model (Stacey 1992), and Ro�

was extrapolated using a scaling law derived from numerical dynamo models (Olson and Christensen 2006)

Case Conv. E Ra Pm Pr Rm d Ro�

T temp 2 · 10−2 1.75 · 104 10 1 110 0.35 0.27

T4 temp 1 · 10−3 5 · 105 10 1 435 0.2 0.12

C chem 6.5 · 10−3 1.9 · 104 20 1 112 0.55 0.04

Core temp/chem 10−14 1024 10−6 1 500 0.64 0.09

turbulent) diffusivities, the Ekman number in most dynamo models is about 8–10 orders of
magnitude larger than in Earth’s core, the magnetic Prandtl number is about 4–6 orders of
magnitude too large, and the supercriticality of the Rayleigh number is 2–3 orders of mag-
nitude too small (Christensen and Aubert 2006). Nevertheless, and perhaps surprisingly,
numerical dynamo models recover rather well some important spatial and temporal features
of the geodynamo. Moreover, the magnetic Reynolds number and the Elsasser number in
dynamo models are on the same order of magnitude as in Earth’s core, which can be inter-
preted as successful measures for the flow and field strengths.

Reversing dynamo models were found at vastly different control parameters and also for
different convective driving modes. In Table 1 we list the convection type, control parame-
ters and some output parameters of three reversing models that are lengthly discussed below.
Models T (Aubert et al. 2008b) and T4 (Wicht et al. 2009) are driven by fixed buoyancy
boundary conditions without any internal heat sources. This can be interpreted as purely
thermal driving by the latent heat released from a growing inner core. Model C (Olson et
al. 2009) mimics compositional convection by imposing zero buoyancy flux at the outer
boundary, fixed buoyancy flux at the inner boundary, and a volumetric sink. This corre-
sponds to light elements released from the growing inner core and mixed into the fluid outer
core. All three models use relatively large Ekman numbers, which yields solutions with
rather large length scales. This permits long simulation runs which capture the statistically
rare reversal events, and also eases the analysis of the models’ output. Given the Ekman
number, Rayleigh and magnetic Prandtl numbers are adjusted to yield a reversing dynamo
with large enough magnetic Reynolds numbers for obtaining a strongly time-dependent field
with chaotic reversals. Note that Rm is typically on the small side for lower E models
(this could, however, be remedied by further increasing Pm). Model T4 is more realistic
than the other two in terms of its larger Rm, but less realistic than the other two in terms
of its lower dipolarity value. Compositional driving enables reversing dynamos to reach
more dipolar fields during chrons (Kutzner and Christensen 2002; Wicht and Olson 2004;
Olson 2007). In addition, the inertial effect is significantly weaker in model C than in mod-
els T and T4, with Ro� for case C being below the transitional value from stable to reversing
dynamos (see Table 1). In the next section we describe in greater details how the ability of
dynamo models to reverse depends on the control parameters, the type of convection and
the form of the applied boundary conditions.
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Fig. 6 Diagram showing regimes of no dynamo (crosses), stable dipolar dynamos (red circles), and revers-
ing multipolar dynamos (yellow diamonds) for various Ekman (E) numbers as a function of Rayleigh (Ra)
and magnetic Prandtl (Pm) numbers (U. Christensen, personal communication). The size of the symbols rep-
resents the relative magnetic field strength

3.2 Conditions for Reversing Dynamos

Systematic studies of numerical dynamos provide vital information about the dependence
of dynamo properties on the system parameters (Christensen et al. 1999; Kutzner and Chris-
tensen 2002; Christensen and Aubert 2006; Takahashi et al. 2008). For our purposes, these
studies enable to uncover the favorable conditions for dynamos to reverse in terms of the
control parameters. An updated state of the results of the systematic parametric study of
Christensen and Aubert (2006) with fixed temperature boundary conditions is shown in
Fig. 6 (kindly provided by Uli Christensen). When varying the Rayleigh number (Ra) and
magnetic Prandtl number (Pm) while keeping the Ekman number (E) and the Prandtl num-
ber (Pr) fixed, three different dynamo regimes can be distinguished in Fig. 6: a regime where
no dynamo action is maintained (crosses), a regime with dipole dominated dynamos (red cir-
cles), and a regime with multipolar dynamos (yellow diamonds). The dipolar dynamos never
switch polarity, while the weaker axial dipole contribution in the multipolar cases reverses
rather frequently. Dipole dominated dynamos that rarely reverse can in some cases be found
at the boundary between both regimes. We come back to discussing these somewhat more
Earth-like reversing cases in the next section.

Increasing Ra and/or Pm results in the transition from non-magnetic convection to
dynamos. Larger Ra yield more vigorous flows while larger Pm are synonymous to
smaller magnetic diffusivities. An increase in either parameter therefore raises the magnetic
Reynolds number (Rm) and will ultimately lead to the onset of dynamo action when Rm
exceeds a critical value. The respective trade-off in Ra and Pm is apparent in Fig. 6. As con-
vection becomes more vigorous, i.e. larger Ra values, the magnetic variability increases and
eventually a transition from stable dipolar to reversing multipolar dynamos takes place. The
dependence of reversibility on Pm is less trivial. As seen in Fig. 6, the boundary between
the dipolar and multipolar regimes is inclined in a way that for lower electrical conductivity
fluids (i.e. smaller Pm) the dynamo tends toward the reversing regime. We speculate that
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the Lorentz force stabilizes the dynamo, since larger Pm yields stronger magnetic fields and
therefore stronger Lorentz forces.

This regime scenario is found at different E with some modifications. When rotation
is faster, i.e. smaller E, the flow tends to obey more severely the Taylor-Proudman con-
straint and is organized in coherent quasi 2D axial convective columns, resulting in reduced
dynamo variability and a stronger dipolar magnetic field. Therefore decreasing E allows
obtaining stable dipolar dynamos with relatively larger flow magnitudes and smaller Pm
values. This basically reflects a competition between Coriolis and non-linear inertial forces
(Christensen and Aubert 2006). We note that reversing dynamos were obtained for rather
low E ∼ O(10−5) using appropriately large enough Ra (Takahashi et al. 2005).

The dependence of magnetic reversibility on the dynamo parameters was quantified by
Christensen and Aubert (2006). They argued that the stability of the magnetic dipole de-
pends on the local Rossby number (Ro�), which can be interpreted as a measure for the
relative importance of the non-linear inertial forces. Figure 7 shows the dimensionless di-
pole moment Lodip normalized by the buoyancy flux-based Rayleigh number Ra∗

Q (which
represents the convective power) for a large set of dynamo models. Christensen and Aubert
(2006) found for dipole-dominated dynamos Lodip ∝ Ra∗

Q
1/3. A critical value of Ro� 
 0.1

in Fig. 7 marks a sharp transition from stable dipolar to reversing dynamos. This transition
becomes even sharper for smaller E values (Wicht et al. 2009). The importance of Ro� in
determining the regime boundary indicates that non-linear inertial forces not only play a role
in destroying the dipole dominance but also in facilitating reversals. Olson and Christensen
(2006) fitted a power law for Ro� in terms of the dynamo control parameters. The positive
power of Ra and the negative powers of E and Pm confirm the qualitative interpretation of
Fig. 6.

The type of convection also affects the chances of a dynamo model to reverse. Convection
in Earth’s outer core is driven thermally due to secular cooling and latent heat release at the
inner-core boundary and chemically due to light elements release as the inner core freezes
(e.g. Nimmo 2007). Figure 7 reveals an important difference between dynamos driven by
volumetric heat sources in order to model secular cooling (open circles) and those driven by
buoyancy flux from the inner boundary (other symbols), with the former generally less dipo-
lar so that the transition between the dipolar to multipolar regime is more gradual. Kutzner
and Christensen (2002) studied dynamos with different buoyancy boundary conditions and
volumetric sources and sinks, corresponding to various scenarios of thermochemical con-
vection, for example zero CMB buoyancy flux corresponds to chemical convection (Fig. 8).
They found that the transition between dipolar to multipolar dynamos occurs at different Ra
values depending on the type of convection. For example, for a given E and Pm, chemical
convection requires the strongest Ra in order to obtain reversals, while either fixed flux at
both boundaries or fixed temperature at both boundaries require the weakest Ra. Aubert et
al. (2009) suggested that volumetric heating may also yield strongly dipolar dynamos. Hori
et al. (2010) showed that fixed heat flux outer boundary condition (which is geophysically
more relevant) favors dipolar dynamos, whereas fixed buoyancy favors reversing dynamos.
Kutzner and Christensen (2000) demonstrated that the threshold Ra value for the transition
to multipolar dynamos depends on the heating mode and on the thermal boundary condi-
tions. In contrast, the transition seems to occur in most cases approximately around a critical
local Rossby number of ≈ 0.1 which thus seems to be the more appropriate parameter for
determining the dynamo regime. Aubert et al. (2009), however, showed that the transitional
Ro� weakly depends on the inner core radius.
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Fig. 7 Dimensionless dipole
moment normalized by buoyancy
flux-based Rayleigh number

Lodip/Ra1/3
Q

as a function of the
local Rossby number Ro�,
representing the transition from
dipolar to multipolar dynamo
models (Olson and Christensen
2006). Different symbols denote
various convection types (see
legend)

3.3 On the Quest for Dipolar Reversing Dynamos

The studies described above have set the framework within which reversals may be stud-
ied using numerical dynamos, but have also led to a somewhat disturbing result—dipole-
dominated dynamos generally do not co-exist with reversing dynamos. It is important to
keep in mind that the reversal phenomenon is intriguing because the geomagnetic field dur-
ing chrons is strongly dominated by its axial dipole component, so reversal of the dipole
means that the new field is approximately opposite to the old one, which is a drastic change.
If the dipole during chrons is small compared to the total field, a reversal of the dipole may
be regarded as a minor SV event. It is therefore an important challenge to find a revers-
ing dynamo model that its relative dipole part during chrons is comparable to that of the
geomagnetic field.

The dipolarity of the magnetic field is usually defined by the relative strength of the
dipole at the CMB as follows:

d = Bd

Bo

(16)

where Bd is the rms dipole field, and Bo is the rms total field usually truncated at spherical
harmonic degree � ∼ 12–14 to facilitate comparison with the accessible large-scale part of
the observed geomagnetic field. In most studies the time-average value of d is reported. For
the present geomagnetic field d = 0.64 (Stacey 1992). Non-reversing numerical dynamo
models obtained with low Ra may reach very large typical dipolarity values of d = 0.8–0.9
(Christensen et al. 1999; Christensen and Aubert 2006). However, considerably smaller d
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Fig. 8 Stable dipolar and reversing multipolar regimes for different convection types as a function of Ra
(Kutzner and Christensen 2002). In all case E = 3 · 10−4, Pr = 1 and Pm = 3. The regime of no dynamo is
denoted by N, stable dynamos by S and reversing dynamos by R

values were reported for reversing dynamo models, for example d = 0.1–0.25 (Kutzner and
Christensen 2002), d = 0.4 (Wicht 2005), d = 0.23–0.35 (Aubert et al. 2008b) and d = 0.2–
0.4 (Wicht et al. 2010).

Probably the highest dipolarities reported for reversing dynamos were obtained by Olson
(2007) using a chemical convection model with large E = 6.5 × 10−3 and Pm = 20 values.
In the transition from non-reversing to reversing dynamos he obtained for an optimal Ra
value dipolarities of d > 0.6, which gradually decrease with further increase in Ra. One
of these chemical models was studied in details by Olson et al. (2009). They report a time-
average and standard deviation of d = 0.55±0.12, so at some periods their model dipolarity
surpasses the dipolarity of the present geomagnetic field.

As stated in the previous section, the governing parameter for the transition from dipolar
to multipolar dynamos is the local Rossby number Ro�. Wicht et al. (2009) point out that the
left boundary of the reversing regime is hard to pin down, because the reversal likelihood
decreases with Ro�, and therefore dynamos might erroneously be categorized as non revers-
ing simply because they have not yet reversed in the simulated time span. In dynamos with
very large Ro�, the dipole is always weak and changes its polarity on comparable time scales
as the other multipoles. More Earth-like reversing dynamos with Ro� ∼ 0.1 have a stronger
dipole during stable polarity periods and a weak dipole during the rare reversals. The main
challenge is therefore to understand why in the more Earth-like dynamos the dipole weak-
ens, and why do these events occur so rarely and irregularly.

3.4 Reversal Frequency and Duration

So far we discussed the conditions to obtain a reversing dynamo and the level of dipolarity of
those models. Another important observational constraint is the time scales involved in the
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reversal process. Paleomagnetic records suggest that reversals last several kyrs, while chrons
are typically much longer, on the order of several 100 kyrs. Also, the reversal frequency
is time-dependent, providing another, even longer, time scale (Merrill et al. 1998). To be
considered Earth-like, numerical dynamo models should capture these time scale disparities.

Long stable polarity chrons interrupted by rare reversals can be found at the transition
from the dipolar to the multipolar regime for Ro� = 0.1 (Kutzner and Christensen 2002;
Christensen and Aubert 2006). Christensen and Aubert (2006) predicted Ro� ∼ 0.09 for
Earth’s core which nicely agrees with the regime where rare reversals are found. This value
is based on a scaling law derived from a suit of dynamo simulations that ties Ro� to the heat
flux through the outer boundary, which can reasonably well be estimated for Earth. Note,
however, that Earth’s estimated local Rossby number Ro� ∼ 0.09 is much smaller than es-
timates of the conventional Rossby number (e.g. Olsen and Mandea 2008), requiring either
core flow much stronger than that inferred from the geomagnetic secular variation, or very
small length scales corresponding to � ∼ 100. It is difficult to conceive that flows on such
a small scale can significantly influence the dynamo process, let alone its reversal behavior
(Wicht and Tilgner 2010). Moreover, the reason for the remarkable coincidence between the
estimated Ro� for Earth’s core and the critical value for the transition in numerical dynamos
is not clear. Finally, some dynamo models violate the critical Ro� ∼ 0.09 reversal thresh-
old, e.g. case C, the model of Wicht (2005), and dynamo models at large Prandtl numbers
(U. Christensen, personal communication).

It is still under debate whether the variability in Earth’s reversal frequency is simply
due to the stochastic nature of the dynamo process (Jonkers 2003; Ryan and Sarson 2007)
or also due to changes in dynamo conditions over time. The time scale associated with
the reversal frequency rate of change, for example the length of the Cretaceous Normal
Super Chron, is comparable to the time scale of mantle convection overturn, about ten
Myrs, suggestive that changes in reversal frequency may be related to changes in CMB
heat flux (Glatzmaier et al. 1999; Kutzner and Christensen 2004). Lower mantle anom-
alies in seismic shear wave velocity (e.g. Masters et al. 2000) have been used to impose
heterogeneous heat flux pattern across the CMB (Glatzmaier et al. 1999; Coe et al. 2000;
Olson and Christensen 2002; Christensen and Olson 2003; Kutzner and Christensen 2004;
Gubbins et al. 2007; Willis et al. 2007; Aubert et al. 2008a; Olson et al. 2010). Glatzmaier
et al. (1999) examined the impact of various imposed outer boundary heat flux patterns on
the reversal frequency of their dynamo models. They found that the reversal frequency may
vary substantially, including some boundary condition patterns that completely suppress re-
versals (Fig. 9). They argued that an imposed heat flux pattern that is compatible with the
underlying convection promotes dynamo stability. They also found that increased polar heat
flux that yields stronger convective plumes inside the TC produces stronger toroidal fields,
leading to a larger dipole field which is less prone to reversals (Glatzmaier and Roberts
1997). In contrast, other studies argued that a positive heat flux anomaly at the equatorial re-
gion promotes stronger columnar convection outside the TC, probably leading to larger Ro�

values which in turn may increase the reversal likelihood (Kutzner and Christensen 2004;
Olson et al. 2010). However, simple parameterized models (Ryan and Sarson 2007) and dy-
namo simulations (Wicht et al. 2009) seem capable of showing rather Earth-like variations in
reversal frequency without evoking any changes in the CMB heat flux. Figure 10 illustrates
an example of such variability in the dynamo model T4 of Wicht et al. (2009).

When trying to compare absolute time scales in the numerical simulations and the geody-
namo, the dimensionless numerical results have to be rescaled. Typically, an Earth-like mag-
netic diffusion time τλ = D2/λ is assumed. However, in several reversing dynamo models
the magnetic Reynolds number is sometimes lower than the geomagnetic value of Rm ∼ 500.
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Fig. 9 Dependence of reversal frequency on imposed outer boundary heat flux pattern (Glatzmaier et al.
1999)

Since Rm represents the ratio of magnetic diffusion time to advection time, the convective
flow would be somewhat slow for these cases, which may also affect the reversal dynamics
(Wicht 2005).

Most studies of reversing dynamos display quite Earth-like dipole tilt timeseries of long
chrons interrupted by short reversals with irregular frequency (Glatzmaier et al. 1999;
Kutzner and Christensen 2002, 2004; Wicht 2005; Olson 2007; Aubert et al. 2008b;
Olson et al. 2009; Wicht et al. 2009), for example see Fig. 10. The existence of well-defined
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Fig. 10 Reversal sequence for the dynamo model T4 of Wicht et al. (2009)

long periods of normal and inverse stable modes separated by rapid reversals was illustrated
in histograms of the axial dipole that are characterized by a bimodal distribution (Aubert et
al. 2008b; Olson et al. 2009). Given the uncertainties in re-scaling the simulations to real
time, the durations of chrons and reversals also seem reasonably Earth-like (Wicht 2005;
Olson et al. 2009). Reversal frequencies in the order of one to two per Myr and reversal
duration in the order of 10 kyrs have been reported, in agreement with paleomagnetic data
(Merrill et al. 1998). For example, Olson et al. (2009) obtained an average of 1 Myr for the
chrons duration, about twice the average chron duration for the sea floor record, and 10 kyrs
for the reversals duration.

The durations of geomagnetic and simulated reversals also show very similar latitudinal
dependences (Clement 2004; Wicht 2005; Wicht et al. 2009) with shorter durations at the
equator and a gradual increase towards the poles. Figure 11 demonstrates latitudinal site
dependence in dynamo model T4 (see Table 1). Generally it is unclear whether excursions
that happen right after or before a reversal are expressions of the same internal process. To
clearly separate the internal processes, Wicht et al. (2009) demand that a reversal should
by bracketed by a stable period of duration Ts without excursions. Figure 11 shows results
for Ts = 10 kyr and Ts = 30 kyr. Reversals consistently last longer at higher latitudes, but
also around the equator, which can be attributed to the reversed CMB flux patches typically
appearing at low-latitudes (Wicht 2005; Wicht et al. 2009). Naturally, the inferred reversal
duration also depends on the longitude of the site (Clement and Kent 1991; Wicht 2005;
Wicht et al. 2009), although paleomagnetic records typically lack the resolution to observe
this dependence (Clement and Kent 1991).

3.5 Field Evolution During a Reversal

In the previous sections we described the main observational constraints for modeling Earth-
like reversals. We now proceed to review the time-evolution of the magnetic field during
reversals obtained in numerical dynamos. Several extreme scenarios may be considered for
the field evolution during a reversal. For the dipole field, one extreme scenario may involve
dipole collapse until a certain minimum followed by a built up of the positive dipole axis in
the other hemisphere. In another extreme scenario the dipole rotates from one hemisphere
to the other without any change in the total dipole energy, just transfer of energy from the
axial dipole to its equatorial part and back to the axial. The non-dipole field may decrease
and recover in phase with the dipole collapse, or actually grow throughout the reversal, or
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Fig. 11 Latitudinal site
dependence of inferred reversal
duration for model T4 of Wicht
et al. (2009) with different
definitions of the critical length
of bounding chrons. The solid
and dotted curves show the
duration estimate for a reversal
assuming Ts = 10 kyrs and
Ts = 30 kyrs, respectively. The
dashed curve is an average over
15 reversals for Ts = 30 kyrs

remain unchanged. Non-dipole increase during dipole collapse may be due to energy transfer
from the dipole to the higher harmonics, or a dynamo configuration that favors generation
of non-dipole field. We will try to identify characteristics of these scenarios in the transition
fields of numerical dynamo reversals.

Reversals in most dynamo models are associated with a prolonged period of dipole col-
lapse followed by a shorter directional instability. Olson et al. (2009) (case C in Table 1)
found that dipole collapse begins about when the amplitude of flow fluctuations increases
(t ∼ 115.4 in Fig. 12), while the rms field decreases shortly after (t ∼ 115.7). The dipole
never vanishes during the reversal, indicating a significant equatorial dipole—at the height
of the reversal the equatorial dipole reaches about 25% of the axial dipole prior to the re-
versal. The time-evolution of the dipole tilt is not monotonic, with short episodes of tilt
decrease at the early stages of the reversal, as well as several equator crossings at its height
when the dipole is weak and the tilt is strongly time-dependent. The recovery phase is char-
acterized by low amplitude flow fluctuations (Fig. 12a). The outer surface radial field Br is
dominated by the axial dipole with high-latitude flux patches at the edge of the TC (Fig. 13)
maintained by surface downwelling associated with deep axial cyclones. At the beginning
of the reversal (t = 115.5) the axial magnetic field Bz in the equatorial plane shows two
prominent opposite-sign flux patches, with the more intense dictating the overall polarity.
These two flux patches compete for control, and when they reach equal strength, the rever-
sal takes place. In contrast, after the reversal (t = 119) two same-sign Bz patches appear.
During the dipole collapse a forward magnetic energy cascade is seen in the form of energy
peaks traveling progressively from the dipole to l = 3, then to l = 4 and finally to l = 6
(for a more quantitative interpretation see Amit and Olson 2010), as opposed to no apparent
cascade during the recovery (Fig. 14).

The reversal displayed in Figs. 12–14 contains some elements of the extreme scenarios
mentioned above. Both the total field and the dipole decrease, but not in phase, and the
dipole never vanishes. The equatorial dipole increases as the axial dipole decreases, but the
total dipole clearly weakens, in contrast to pure dipole rotation. Dipole collapse appears
before the field decrease, and forward energy cascade from the dipole to higher harmonics
is observed. During the reversal the field is dominated by higher harmonics, especially l = 4.
In the recovery phase the l = 4 energy fades, and the dipole as well as l = 3 gradually grow
(Olson et al. 2009).

Wicht et al. (2009) analyzed a typical reversal in their numerical dynamo model (case
T4 in Table 1). The decrease and subsequent recovery of the axial dipole contribution con-
stitutes the main magnetic energy variations at the CMB (Fig. 15). The variation in the
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Fig. 12 Time-series of the rms
flow (a), rms field (b), dipole
field (c) and dipole tilt (d) during
a reversal in a numerical dynamo
(Olson et al. 2009). Dashed lines
are time-averages, dotted denote
standard deviations

other magnetic field components is very similar to the typical variation during stable polar-
ity epochs. They do not find an increased non-dipolar contribution at the beginning of the
reversal. During the dipole low, the larger time dependence of the higher harmonics makes
for a very variable CMB field. The dynamo seems to have lost its capability to produce a
large scale coherent field, the north/south symmetry is largely lost and non-axisymmetric
contributions prevail. At times, the CMB field is dominated by single strong field patch for
a few thousand years (for example t2 in Fig. 16). This results in VGP clusters similar to
those observed in paleomagnetic records for those sites that are located close to a prominent
patch.

The behavior of the non-dipole field during a reversal varies among the dynamo models.
During the reversal of Olson et al. (2009) shown in Fig. 12 the non-dipole energy increases
(which they interpret as magnetic energy cascade), whereas in the model of Wicht et al.
(2009) shown in Fig. 15 the non-dipole energy is rather unchanged. The reason for this
difference is not clear. The models differ in their convection styles (chemical or thermal) and
control parameters, resulting in different induction strength, dipole dominance and inertial
impact (see Table 1). It is possible that significant non-dipole increase can be facilitated
only when the dipole prior to the reversal is large enough. Alternatively, the subtle distance
in parameter space of the models from the transition from stable to reversing dynamos may
affect the non-dipole strength during a reversal. Naturally, it is also possible that even for the
same dynamo model different reversals show different behaviors. Additional research with
a more statistical approach is clearly necessary to better understand this issue.
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Fig. 13 Radial magnetic field on
the outer boundary (left) and
axial magnetic field on the
equatorial plane (right) before
(top, t = 115.5) and after
(bottom, t = 119) the reversal
shown in Fig. 12

Fig. 14 Magnetic field power spectra for a reversal (top) and for a dipole collapse event that did not result
in a reversal (bottom) (Olson et al. 2009). Rms internal field (white, right scale) and dipole tilt (yellow) are
superimposed
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Fig. 15 Time series of the dipole
tilt (top), surface magnetic
energy of the first four degrees
(middle), and surface magnetic
energy of the first four orders
(bottom) (Wicht et al. 2009).
Lines � = 1 and m = 0 are solid,
� = 2 and m = 1 are dotted, � = 3
and m = 2 are dashed, � = 4 and
m = 3 are dash-dotted

Fig. 16 Four snapshots of the surface radial magnetic field corresponding to the times marked in Fig. 15

3.6 Mechanisms for Reversals and Dipole Decrease

The scenarios presented in the previous section are related to specific dynamo mechanisms.
To a certain degree, the simple dipole rotation scenario is suggested since the equator-
ial dipole never vanishes and may even strengthen during reversals (Olson et al. 2009;
Wicht et al. 2009). Magnetic energy cascade corresponds to advective (rather than diffusive)
dominance in the temporal evolution of the magnetic spectrum, and is viewed as progressive
traveling peaks from the dipole to higher harmonics in the magnetic field spectrum (Amit
and Olson 2010). If radial diffusion is dominant, as is the case at the moment when flux is
expelled from the interior of the core to the CMB (Bloxham 1986), then the dipole decrease
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is expected to coincide with or followed by an abrupt increase in some high wavenumber
spectral mode. The forward magnetic energy cascade is therefore a more complex advective
phenomenon involving various spatial scales (Olson et al. 2009).

Several authors have observed that numerical reversals coincide with an increased equa-
torially symmetric magnetic field contribution (Li et al. 2002; Takahashi et al. 2005, 2007;
Nishikawa and Kusano 2008; Olson et al. 2009). This is typically accompanied by an in-
crease of the equatorially asymmetric flow which is required to convert equatorially asym-
metric magnetic field into its symmetric counterpart. However, significant violations of ei-
ther symmetry can already be observed for dynamos that never seem to reverse (Wicht et
al. 2009). The breaking of equatorial and azimuthal symmetries is thus a necessary but not
sufficient condition for reversals to occur.

To efficiently annihilate the existing dipole field on the CMB and thereby initiate a
reversal, reversed radial magnetic field must be generated, expelled to the outer surface,
and reach high-latitudes to replace the prevailing polarity flux. Observed emergence and
growth of reversed flux on the CMB (Bloxham and Gubbins 1986; Chulliat and Olsen
2010) has been interpreted as a major cause for the decrease in the historical geomag-
netic dipole moment (Cox 1975; Gubbins 1987; Olson and Amit 2006). Reversed flux
patches also appear in the early stage of the paleomagnetic model for the Matuyama-
Brunhes reversal (Leonhardt and Fabian 2007). Common to most reversal simulations is
the importance of reversed flux patches at low- to mid-latitudes in the beginning phase
of the reversal (Wicht and Olson 2004; Aubert et al. 2008b; Driscoll and Olson 2009;
Olson et al. 2009). Sarson and Jones (1999) argued that fluctuations in the meridional cir-
culation in the form of abrupt fluid upwellings originating from the inner core boundary
trigger reversals. Aubert et al. (2008b) have identified distinct magnetic features tied to flow
upwellings (which they termed ‘magnetic upwellings’) that advect, amplify and stretch mag-
netic field lines, while the bent field lines impinge the CMB to produce reversed flux patches
(Wicht and Olson 2004). Equatorial upwelling plumes rising from the inner-core boundary
outside the TC were also found to be pronounced reversal triggers by Rotvig (2009). Mag-
netic upwellings fall into two distinct categories: those that rise inside the TC and those
that appear at low- to mid-latitudes. The geomagnetic field at the CMB shows reversed flux
patches in both these regions (Jackson et al. 2000).

Inside the TC, magnetic upwellings are connected to convective plumes (Aurnou et al.
2003; Aubert et al. 2008b). Sreenivasan and Jones (2006) showed that fewer but thicker
plumes appear in the presence of stronger background magnetic field. The plumes inside
the TC can significantly reduce the background dipole field, but can tilt it only to a limited
extent. More significant for reversals, however, are the low- to mid-latitude magnetic up-
wellings. Equatorial upwelling flows produce a large amount of reversed flux even in very
simple dynamo models that never reverse. Reversed field of both polarities is produced at
either side of the equatorial plane so that the effects largely cancel. In magnetic upwellings,
however, the north/south coherence is obviously violated and reversed field is produced
predominantly on one side of the equator (Wicht and Olson 2004; Aubert et al. 2008b;
Wicht et al. 2009). This corresponds to the loss of equatorial anti-symmetry in the mag-
netic field and of equatorial symmetry in the flow (Li et al. 2002; Coe and Glatzmaier 2006;
Takahashi et al. 2007; Nishikawa and Kusano 2008). Figure 17 shows two reversed flux
patches produced by magnetic upwelling at low-latitudes in case T (see Table 1).

Aubert et al. (2008b) illustrated the line of events that lead to a reversal (Fig. 18). They
identified two magnetic upwellings bringing a significant amount of reversed flux from the
equatorial inner boundary toward the outer surface, where magnetic anti-cyclones stretch
and amplify the field lines. Reversed flux patches appear on the outer boundary when the
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Fig. 17 Magnetic field lines during a reversal visualized with the DMFI tool (Aubert et al. 2008b). The
thickness of the field lines has been scaled with the local magnetic energy. North-polar and side view are
shown at left and right, respectively. The inner core is represented by the central sphere. Color coded radial
magnetic field is shown on the inner core, the outer boundary (only dominant field patches), and at a level
representing Earth’s surface in the upper right corner of both panels. The snapshot depicts two magnetic
upwellings in the northern hemisphere that have already created enough reversed field to significantly tilt the
dipole. A magnetic anticyclone can be seen in the left hemisphere

stretched field lines impinge the surface. This reversed field is subsequently advected pole-
ward and cancels the normal polarity field to complete the reversal process.

Takahashi et al. (2005) identified similar reversal dynamics in dynamo models with much
lower E values. They argued that the poleward motion of low-latitudes reversed flux patches
pushes the high-latitudes normal polarity patches to the polar regions where these structures
are dispersed. When the reversed flux reaches high-latitudes, strong flux patches of the new
normal polarity are formed, and the reversal is terminated.

The typical time scale of the magnetic upwellings is about one kyr, but their duration,
amplitude, and frequency may vary stochastically (Wicht et al. 2009). Weak magnetic field
excursions can be caused by one magnetic upwelling of average amplitude. Full polarity
reversals require a fierce and long lasting upwelling to sufficiently cancel the normal polarity
field. Alternatively, several upwellings can team up to perform the job. Both scenarios are
unlikely which explains the rareness of these events. Once the magnetic upwellings have
ceased, a subsequent restart of the ‘normal’ dynamo mechanism may produce field of either
polarity, rendering the event a reversal or an excursion (Kutzner and Christensen 2002).

Busse and Simitev (2008) describe a completely different reversal scenario based on a
Parker dynamo wave: reversed flux patches emerge on either side of the equatorial plane and
propagate poleward (Parker 1955; Simitev and Busse 2005). A Parker wave is a purely kine-
matic, linear oscillatory process that does not rely on any flow changes. Busse and Simitev
(2008) find quasi oscillatory reversals in the toroidal magnetic field while the poloidal field
varies much less. Only occasionally are the oscillations strong enough to cause a reversal.
This explains their rareness in comparison to the proposed Parker wave period of 40 kyrs
for Earth. The dynamo models of Busse and Simitev (2008) rely on differential rotation to
generate the toroidal field in an �-effect which is promoted by stress-free boundaries that
lead to strong zonal flows. In contrast, most other reversing numerical dynamo models use
rigid boundary conditions and the toroidal field is predominantly generated by an α-effect
(e.g. Kutzner and Christensen 2004; Wicht 2005; Aubert et al. 2008b; Olson et al. 2009;
Wicht et al. 2009). Any oscillatory behavior is typically lost when the Rayleigh number is
increased and the dynamics becomes more complex, as expected for Earth’s core. It is there-
fore questionable whether the Parker-wave mechanism is meaningful for the geodynamo.
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Fig. 18 3D field lines
visualization of a reversal process
(Aubert et al. 2008b)

The kinematic mechanisms responsible for dipole moment changes can be formulated
based on the integral definition of the dipole moment vector and Ohm’s law (Moffatt 1978;
Davidson 2001). The axial component of this equation in non-dimensional form is (Olson
and Amit 2006; Amit and Olson 2008)

ṁz = −3

2

∫ (
uθ sin θBr + λ

R

∂(rBθ)

∂r
sin θ − λ

R

∂Br

∂θ
sin θ

)
dS (17)

where mz is the axial dipole, uθ meridional flow component, r and θ radial and co-latitude
spherical coordinates, Br and Bθ radial and meridional field components, R the outer
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Fig. 19 Axial Dipole Moment (ADM) change mechanisms during dipole collapse (t/td = 115.5 in Fig. 12)
(Olson et al. 2009). Radial field with streamfunction superimposed (a), radial flow (b), ADM change by
meridional advection (c), and ADM change by radial diffusion (d). In (a) black/grey contours denote anti-
clockwise/clockwise flow. The radial diffusion term in (d) is enhanced by a factor three with respect to the
meridional advection term in (c). All images are at the top of the free stream

sphere’s radius and dS a spherical surface increment. The terms on the right hand side
of (17) represent axial dipole moment (ADM) change by meridional advection, radial diffu-
sion, and meridional diffusion, respectively.

Olson et al. (2009) applied this theory for two snapshots of a reversal. At the early stages
of the reversal (Fig. 19) the field is still dominated by an axial dipole prescribed by three
high-latitude intense prevailing polarity flux patches, the tilt is small, but the rate of dipole
collapse is fast. The convection is organized in typical columnar structures with descend-
ing/ascending radial flows correlated with cyclones/anti-cyclones (Olson et al. 1999). In-
tense northward flow interacts with reversed flux at 50°W to yield the strongest advective
ADM sink. Note that azimuthal flow produces no advective contributions to ADM change.
Other advective sources and sinks due to poleward/equatorward motions of normal flux tend
to cancel each other. In Fig. 20 the polarity has already reversed and the new dipole field is
intensifying. No reversed flux is observed. The two new prevailing flux patches are advected
poleward, producing two ADM advective sources. No advective sinks are observed. Both in
the collapse and in the recovery diffusive contributions are secondary.
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Fig. 20 As in Fig. 19 for the recovery phase of the same reversal (t/td = 118.8 in Fig. 12). All corresponding
fields have the same contour intervals as in Fig. 19

4 Comparing Observations and Dynamo Models

4.1 Virtual Geomagnetic Poles

Most paleomagnetic analyzes of reversals and excursions rely on samples from a single
site and interpretation of the directions in terms of Virtual Geomagnetic Poles (VGPs). For
comparison with paleomagnetic data, several dynamo modelers have also interpreted their
results in terms of VGPs. Paleomagnetic data as well as dynamo simulations suggest that the
non-dipolar field contributions remain strong during reversals and excursions (Dormy et al.
2000). The VGP should therefore depend strongly on the measurement site (Glatzmaier and
Roberts 1995b; Wicht 2005; Wicht et al. 2009). Figure 21 compares tilt and moment of the
true dipole contribution with VGP tilt and moment from two different sites to illustrate the
large site dependence. This affects estimates of excursion and reversal duration as well as
the number of excursions found at a given site. Wicht et al. (2009) distinguish between local
and global excursions. During global excursions the dipole decreases significantly enough
that most VGPs show transitional positions during the dipole low. During local excursions
the dipole decrease is milder so that the only VGPs that show transitional positions are
those affected by a particularly strong flux patch on the CMB. There are also periods when
the dipole becomes low without tilting significantly. Since the VGPs are influenced by the
relatively strong non-dipolar field components, they are more likely to show excursional
positions than the dipole itself.
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Fig. 21 True dipole (a) and
VGP distributions from two sites
(b and c) for a numerical dynamo
model (Wicht et al. 2009)

Dynamo simulations show VGPs clustering during reversals, in agreement with several
paleomagnetic models. Depending on site location, the VGP may linger for an extensive
period in a limited longitude/latitude region. Paleomagnetic reconstructions of the global
field (Leonhardt and Fabian 2007; Ingham and Turner 2008) indicate that the occurrence of
VGP clustering or continuous paths depends on site location. In particular the position of the
site relative to prominent quasi-stationary flux patches is important (Leonhardt and Fabian
2007). Based on dynamo simulations, Wicht et al. (2009) reached the same conclusion and
suggested that such strong CMB flux patches can remain roughly stationary during about
1 kyr.

Some paleomagnetic studies suggest that transitional VGPs during several reversals pref-
erentially fall into two longitude bands about 180° apart that roughly coincide with the ar-
eas of increased CMB heat flux in the tomographic models (Laj et al. 1991; Love 1998;
Merrill and McFadden 1999). Coe et al. (2000) and Kutzner and Christensen (2004) demon-
strated that the two preferred bands can be recovered in dynamo simulations when lower
mantle tomographic models are used to impose a CMB heat flux pattern (see Fig. 22).
Another tomographic reversal analyzed by Coe et al. (2000) does not show two longi-
tudinal confinements but only a single band across the Pacific. The observational model
IMMAB4 also suggests a Pacific preference. A possible mechanism for longitudinal pref-
erence is the increased heat flux underneath the Pacific rim that drives somewhat stronger
downwellings in these regions which in turn promote the appearance of more intense mag-
netic flux patches of both polarities. These patches may dominate the magnetic field dur-
ing reversals, thus attracting the VGPs to nearby paleomagnetic sites (Coe et al. 2000;
Kutzner and Christensen 2004; Wicht et al. 2009). Equatorial dipole contributions tied to
particularly strong local patches at one of the bands can be strong at times. The true dipole
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Fig. 22 VGP distribution for a numerical dynamo with tomographic heat flux outer boundary conditions
(Kutzner and Christensen 2004). (a) Probability to fall within a 10° bin of the strong (solid) and weaker
(dashed) boundary heterogeneity, (b) VGP density map, and (c) True geomagnetic pole (TGP) probability

can thus prefer the same band as the VGPs on time average (Kutzner and Christensen 2000;
Wicht et al. 2009). Remaining differences between VGP predictions of tomographic dynamo
models to those of some paleomagnetic observations may be attributed to the parameter-
dependence of the shift between CMB heat flux structures and thermal anomalies at the
top of the core (Olson and Christensen 2002; Aubert et al. 2007; Amit et al. 2008). In
addition it is worth noting that some paleomagnetic studies argue that the VGP longitudi-
nal preferences are an artifact of data selection and weighting (Prévot and Camps 1993;
Valet and Herrero-Bervera 2003).

4.2 Field Evolution During a Polarity Transition

Several significant similarities appear between the field evolution during a reversal inferred
from the observations and the numerical dynamo models. Perhaps most pronouncedly, the
time-evolution of the dipole is out of phase with the non-dipole field. In the observational
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model, the non-dipole energy increases prior to the reversal, exceeds the dipole energy, and
only later both dipole and non-dipole energies decrease simultaneously during the reversal.
In the recovery phase the dipole energy increases while the non-dipole part remains weak.
In many recent numerical dynamo models, the dipole collapse precedes the decrease in the
total rms field. The dipole commences its recovery prior to the increase in the total field, so
the dipole and non-dipole field components are once again off-phase. It is important to note
that in the observational model the dipole and non-dipole energies are estimated at Earth’s
surface rather than on the CMB.

Both observational and numerical models find formation of low-latitude flux patches and
their poleward motion during the reversal. Numerical dynamo models show that reversed
flux patches are the surface expression of strong reversed field generated by plume-like flow
upwellings in the depth of the outer core (Wicht and Olson 2004; Aubert et al. 2008b). The
poleward motion is caused by meridional advection of the reversed flux at the top of the
shell.

Observational models find significant differences in the time-evolution of the dipole and
non-dipole energies when comparing the last reversal and excursion, with the non-dipole
contributions being more significant in the reversal than in the excursion (Leonhardt and
Fabian 2007; Leonhardt et al. 2009). Gubbins (1999) argued that a reversal will occur only
if the new stable polarity will persist longer than the diffusive time scale in the inner core
(about 3 kyr), whereas an excursion may take place if the field reverses in the outer core
over an advective time scale (about 60 yr) but not in the inner core. However, numerical
dynamo models show that the inner core plays a little role in the dynamics (Wicht 2002;
Simitev and Busse 2005), so it is hard to conceive that the inner core diffusive time scale
should matter. Wicht et al. (2009) argued that magnetic upwellings are often too weak or too
short living to cancel the prevailing polarity. Several magnetic upwellings may team up to
do the job, but this is rare, explaining why excursions are more numerous than reversals in
paleomagnetic records. Once, however, the dipole is sufficiently decreased, it is a matter of
chance whether it will end as a reversal or excursion (Kutzner and Christensen 2002). The
numerical dynamo models of Takahashi et al. (2007) also detect different behavior between
a reversal and an excursion. In both cases deep core anti-cyclones produce reversed flux that
reaches the CMB at the beginning of the polarity transition. However, in the excursion the
reversed flux is not generated successively and the original polarity is retrieved, whereas in
the reversal the reversed flux is persistently generated at the deep core. These differences
between reversals and excursions inferred from both the observational and the numerical
models suggest a somewhat distinctive nature to excursions and reversals.

Some differences between the observational and numerical models are also evident. The
numerical dynamo model of Olson et al. (2009) shows increase of the non-dipole field during
the reversal accompanied with loss of equatorial symmetry in the flow and loss of equatorial
antisymmetry in the magnetic field, while the dynamo model of Wicht et al. (2009) shows
that the non-dipolar components remain unchanged. In contrast, the observational models
exhibit a decrease in the non-dipole field during the reversal. Observational models predict
that a reversal starts by local field reversal inside one hemisphere TC. Some reversals in
numerical dynamo models also show reversed flux inside the TC (Wicht and Olson 2004;
Rotvig 2009). However, in most numerical dynamo models the field inside the TC seems of
minor significance for the reversal process, and the appearance of reversed flux at low- and
mid-latitudes outside the TC in both hemispheres seems much more decisive.

Different behavior between dipole collapse and recovery phases is found in the saw
tooth pattern of dipole strength (e.g. Valet et al. 2005) and in the dipole and non-dipole
energy curves from the observational model (Leonhardt and Fabian 2007). The numerical
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dynamo model of Olson et al. (2009) also shows several remarkable differences between
these two phases. During the collapse, the flow exhibits high frequency fluctuations, the
magnetic field has both normal and reversed flux at the CMB, the dipole change is gov-
erned by mixed advective sources and (more) sinks, and magnetic energy cascade from the
dipole to higher harmonics is observed. In contrast, during the recovery the flow fluctua-
tions are weak, no reversed flux appears on the CMB, the dipole change is governed by
advective sources only, and no energy cascade is seen. However, dipole collapse and recov-
ery are rather similar in many other dynamo simulations (Kutzner and Christensen 2004;
Wicht 2005; Wicht et al. 2009), and the non-dipole remains unchanged in the model of
Wicht et al. (2009). We speculate that these differences among the dynamo models are re-
lated to their level of dipolarity or to the role of inertia, though further investigation is clearly
required to shed light on the origin of these discrepancies.

4.3 Possible Precursors?

Analysis of reversals in numerical dynamos has enabled the mechanisms responsible for
these stochastic events to be dissected. However, there still remains the considerable chal-
lenge of finding whether reversals can be predicted. The geomagnetic dipole intensity in the
historical era has been rapidly decreasing (Gubbins 1987; Gubbins et al. 2006), much faster
than the rate of free decay in the core (Olson and Amit 2006). Moreover, the dipole axis in
the past 50 years is rapidly drifting poleward after a century of maintaining a nearly steady
latitude (Amit and Olson 2008). These changes could in principle signal the early stages of
a reversal, although statistically most dipole collapse events in the paleomagnetic record did
not end in a reversal (Valet et al. 2005). Could numerical dynamos guide us towards possible
observable precursors for reversals?

Olson et al. (2009) proposed two types of reversal precursors. The first, based on scatter
diagrams of dipole intensity mz vs. its time-derivative ṁz separated to stable and reversing
periods, clearly shows that the dipole reaches lower minima and maxima during reversing
periods, with the lower minima being crucial as it drops below a critical level that allows
reversals. The second is based on latitude-time (butterfly) plots of the axial dipole moment
density ρz = Br cos θ zonally-averaged and separated to positive and negative contributions.
Comparing such plots between a dipole collapse that led to a reversal to another that pro-
duced only a minor tilt change (Fig. 23), Olson et al. (2009) found that the ratio of posi-
tive/negative zonal ρz at a time when the dipole axis is very close to the geographical pole
is significantly larger in the reversing case. An intermediate value of this ratio can therefore
serve as a reversal precursor, at least for this dynamo model. We note that a more meaningful
statistics is required in order to confirm the existence of such a reversal precursor.

Could these precursors be applied to the Earth? The butterfly plot for the present geo-
magnetic field shows that the ratio of positive to negative zonal ρz is below the ratio for the
non-reversing dipole collapse (Olson et al. 2009), suggesting that the current geomagnetic
dipole decrease does not indicate an upcoming reversal at the moment. The same conclusion
has been drawn from paleomagnetic reconstructions. When comparing the trends and ratios
of the dipolar and non-dipolar contributions to modern data, a clear tendency towards an
imminent excursion or reversal is not apparent (Leonhardt et al. 2009).

Hulot et al. (2010) studied growth rates of perturbations in numerical dynamos over a
broad range of parameters. They claimed that the magnetic Reynolds number Rm determines
the dynamo memory time. Extrapolating to the Earth, they concluded that predictions are
not possible for more than one century. They specifically argued that the dynamo model of
Olson et al. (2009) was capable of detecting reversal precursors only due to its relatively
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Fig. 23 Butterfly plots of zonal axial dipole moment density separated to positive and negative contribu-
tions for the reversing (left) and non-reversing (right) dipole collapse cases (Olson et al. 2009). Note scale
differences

small Rm. Nevertheless, reversed flux proliferation and the inclination of the butterfly wings
indicating poleward migration of reversed flux in the present geomagnetic field on the CMB
is qualitatively in agreement with early stages of dipole collapse in the numerical dynamo
model of Olson et al. (2009).

5 Outlook

In this paper, we reviewed recent results concerning geomagnetic field polarity changes.
One type of studies stems from paleomagnetic observations, the other from numerical dy-
namo simulations. In the observational studies, reversal duration estimates range 1–10 kyr
(depending on site location). The transitional fields during the last reversal and excursion
contain low-latitude reversed flux that migrate poleward. In the reversal the non-dipole field
energy exceeds significantly the dipole field energy for a period of 2 kyr, whereas in the
excursion the non-dipole remains at most of the period lower than the dipole. In the numeri-
cal dynamos studies, stronger convection, slower rotation, and lower electrical conductivity
provide more favorable conditions for reversals to occur. Stable polarity periods typically
last 1 Myr, whereas reversals last about 10 kyr. Reversals often involve prolonged dipole
collapse followed by shorter directional instability. Magnetic upwellings from the equato-
rial inner-core boundary that produce reversed flux patches at low-latitudes of the CMB
are significant in triggering reversals. Poleward advection of reversed flux and equatorward
advection of normal flux dominate the field variation on the CMB during a reversal.
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The time-evolution of the non-dipole field during a reversal is under debate. In the obser-
vational model of the Matuyama/Brunhes reversal the non-dipole energy decreases in phase
with the dipole energy. In some numerical dynamo models the non-dipole energy remains
unchanged during the dipole collapse, while in other models the non-dipole energy actually
increases during the reversal and energy cascades from the dipole to higher harmonics. The
possible difference between dipole collapse and recovery phases is also under debate. Ob-
servational models find asymmetry between the dipole and non-dipole energy curves in the
two phases. During the collapse phase, some numerical dynamo models find both intense
normal and reversed flux at the CMB, and mixed advective sources and (more) sinks of axial
dipole. During the recovery phase these models exhibit very little reversed flux, and prac-
tically only advective sources. In contrast, other dynamo models do not observe significant
differences between the collapse and recovery phases.

An important open question concerns the transition from stable dipolar to reversing mul-
tipolar dynamos. First, the absence of an overlap regime is problematic because the geody-
namo both possesses a dipolar field during chrons and reverses occasionally. Second, while
the local Rossby number seems in most cases to determine well whether a dynamo model
will reverse or not, some deviations from this rule appear, e.g. in gravitational dynamos
(case C) or at large Prandtl numbers (U. Christensen, personal communication). Third, it is
somewhat puzzling that the geodynamo is located so close to the transition. Finally, the lo-
cal Rossby number for Earth’s core suggests much stronger inertial effects than commonly
estimated. It therefore seems that the determination of the transition from stable to reversing
dynamos should be refined. A possible step forward could be to calculate a new local Rossby
number based on two length scales, one representing inertia and another (axial) measuring
the Coriolis force.

Better global coverage and higher quality data are necessary in order to improve ob-
servational models of the last reversal and excursion or to apply the suggested techniques
to other geomagnetic events. Especially, data is needed from the southern hemisphere and
from the polar regions where currently only few records exist. Improved paleomagnetic de-
termination and chronology techniques would provide higher confidence in the data. On the
dynamo modeling side, efforts to understand the discrepancies in the interpretations of vari-
ous numerical dynamo models may shed light on the robustness of some conflicting features.
Systematic parametric studies with different convection styles and boundary conditions are
needed to confirm the current results. For example, the more realistic prescribed heat flux
boundary condition on the CMB is less studied than fixed temperatures. As computational
power increases, dynamo models with smaller Ekman numbers that require higher resolu-
tion simulations may become available for studies of reversals in more Earth-like conditions.
Finally, interactions between the observational, experimental and modeling communities,
which do not occur often enough, may lead to unraveling the nature of geomagnetic field
reversals. We hope that this paper will encourage such collaborations in the future.
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