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The theme in context

‘Whatever exists at all exists in some amount, to

know it thoroughly involves knowing its quantity as

well as its quality’ Thorndike 1904

Definition of the theme

A modern approach to defining performance assessment

in medical education requires recognition of the dynamic

nature of the perspectives and definitions. These changes

result from the variations in which clinical practice

and education are delivered and a lack of clarity in

defining competence and performance (Murphy et al.

2009).

Competence describes what an individual is able to do in

clinical practice, while performance should describe what an

individual actually does in clinical practice. Clinical compe-

tence is the term being used most frequently by many of the

professional regulatory bodies and in the educational

literature (Miller 1990; Rethans et al. 2002; General Medical

Council 2009). There are several dimensions of medical

competence including the scientific knowledge base and

other professional practice elements; such as history taking,

clinical examination skills, skills in practical procedures,

doctor–patient communication, problem-solving ability, man-

agement skills, relationships with colleagues and ethical

behaviour (Epstein & Hundert 2002; General Medical

Council 2003; Accreditation Council for Graduate Medical

Education 2009). In the last 50 years, a wide range of

assessment frameworks have been developed examining

these different dimensions. Ensuring these are reliable and

valid is, however, challenging (Schuwirth & Van der Vleuten

2006).

Summary of group
recommendations

Section A: Competency assessments (OSCEs)

Consensus

(1) Competency assessments are needed to assess at the

‘shows how’ level of Miller’s pyramid.

(2) Competency assessments should be designed and

developed within a theoretical framework of clinical

expertise.

(3) Competency assessments can generate scores with

sufficient reliability and validity, which can be conflict-

ing for high stakes decision making and feedback.

(4) Competency assessments can provide documented

evidence of learning progress and readiness for

practice.

(5) Competency assessments should be designed using a

wide range of methodologies.

Recommendations for individuals (including individual

committees)

(1) Articulate clearly the purpose of the competency

assessment. Ensure that the purpose and the blue-

printing criteria are congruent and that they reflect

curriculum objectives.

(2) Develop assessments that measure more than basic

clinical skills; for example, assessment of clinical

competence in the context of complex patient pre-

sentations, inter-professional and team skills, ethical

reasoning and professionalism.

(3) Use scoring formats appropriate to the content and

training level being assessed; no single scoring format is

best for all.
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(4) Employ criterion referenced methods for setting stan-

dards for decision making; methods like contrasting

groups, borderline group or borderline regression.

(5) Identify how competency assessment can be best

linked to a remediation framework.

Recommendations for institutions

(1) Implement competency assessments, especially when

summative, as a component of an overall assessment

plan for the curriculum.

(2) Engage in collaborations within and across institutions

where common approaches can enhance standards of

practice.

(3) Provide appropriate levels of support to the faculty

members who create and administer competency

assessments. These assessments require support staff,

equipment, space and funds. Creating content, design-

ing scoring instruments, setting standards, recruiting

and training simulated or standardised patients (SPs)

and examiners, plus organising the assessment itself, all

require time and team work to a degree that is

frequently underestimated and underappreciated.

(4) Formalise the recognition of scholarly input to compe-

tency assessment.

(5) Engage faculty who participate in competence assess-

ments as content developers and examiners, with

faculty development. Recognise their participation.

Outstanding Issues

(1) Establishing a common language and criteria regarding

scoring instruments to clarify what is meant by global

rating (versus, for example, generic rating), checklists

and grids.

(2) Ensuring all aspects of competence are assessed,

including ‘softer’ competences of leadership, profes-

sionalism etc.

(3) Ensuring assessment of competence but promotion of

excellence.

(4) Creating a wide range of scoring tools for scoring

assessments based on complex content and tasks.

Moving beyond a dichotomous discussion of checklists

versus global rating scales to development of scoring

formats keyed to the content and educational level of a

specific assessment.

(5) Ensuring consensus around use and abuse of

terminology.

(6) Promoting better understanding and use of existing

standard setting methods.

(7) Developing feasible as well as psychometrically sound

standard setting methods for small cohorts.

(8) Articulating guidelines and rationales regarding who

should score assessments, including SPs, non physician

and physician raters; as well as further establishing

training requirements and methods for each.

(9) Exploring integration of simulation and SP-based

methodologies for assessment.

(10) Gathering further information about the predictive

validity of use of simulation in high-stakes assessments.

(11) Developing and promoting more feasible equating

methods for assessments.

(12) Establishing the role of the Objective Structured Clinical

Examination (OSCE) as a ‘gatekeeper’ for progression.

(13) Engaging stakeholders in identifying key areas from

assessment e.g., patient groups.

(14) Ensuring constituency of assessors by training and

observation.

Section B: Performance assessments (WPBA)

Consensus

(1) Workplace-based assessments (WPBAs) assess the two

behavioural levels at the top of Miller’s model of clinical

competence, shows how and does, because the work-

place provides a naturalistic setting for assessing

performance over time.

(2) WPBAs can cover not only clinical skills but also

aspects of skills such as professionalism, decision

making and timekeeping.

(3) WPBAs, specifically the mini-Clinical Evaluation

eXercise (mini-CEX) and multisource feedback, can

generate sufficiently reliable and valid results for

formative purposes.

(4) WPBAs occur over multiple occasions and lead to

documented evidence of developing clinical

competence.

(5) WPBAs should provide the timely feedback that is

essential to learning and enhancing its acceptability

among users.

Recommendations for individuals (including committees)

(1) Ensure assessments go hand-in-hand with learning and

are not isolated exercises.

(2) Encourage assessees to engage in assessments regularly

and throughout the year rather than clustering them just

as their final assessment is due.

(3) Articulate and disseminate the purpose of the assess-

ment clearly. Ensure that each assessment is appro-

priately driven by learning objectives, practice

standards and assessment criteria.

(4) Create WPBAs within the framework of a programme

of assessment that incorporates the use of multiple

methodologies, occasions and assessors. This can

reside within a portfolio.

Recommendations for institutions

(1) Ensure time and costs for training and assessments are

included in workplace planning; for example, included

in job plans, clinic schedules and budgets.

(2) Select methodologies which are appropriate for the

intended purpose (summative or formative).

(3) Use results in accordance with the intended purpose to

protect assessment processes. For example, using

formative outcomes for summative decision-making

pushes assessees to delay assessment occasions till the

end of the assessment period, thereby undermining the

documentation of their development over time.
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(4) Educate assessors and assesses about the assessment

method and the use of the rating tools to enhance the

quality of feedback, reduce stress of both groups and to

preserve the naturalistic setting.

(5) Promote strong reliability by minimising inter-rater

variance (e.g. increasing number of assessors), provid-

ing clear assessment criteria and training to all assessors

and minimising case effect (e.g. drive wider sampling,

take into account assessee level of expertise and set

case selection criteria).

(6) Enrich validity by incorporating use of external

assessors to offset the effect of assessees choosing

their own assessors.

(7) Combine WPBA with other forms of performance

assessment to provide more comprehensive evalua-

tions of competence, as occurs with a portfolio.

(8) Individualise assessments based on assessee perfor-

mance; for instance, individuals in difficulty may need

more frequent assessments and feedback than those

who are performing well.

(9) Identify individuals in difficulty as early as possible with

robust systems of assessment.

Outstanding issues

(1) Establishing the reliability and validity of outcomes

from Direct Observation of Procedural Skills (DOPS)

and Case-based Discussions (CbD)/Chart Stimulated

Recall (CSR) in workplace (naturalistic) settings.

(2) Estimating the total number of DOPS/CbD/CSR

required to achieve sufficient reliability and validity

for decision making (guiding remediation) within

specified contexts (e.g., specialty-based).

(3) Exploring how various workplace assessment tools,

when combined, facilitate learning and meet the overall

objectives of training or practice.

(4) Exploring the role of WPBAs in summative assessment,

including approaches to reporting outcomes (e.g.

scores, profiles).

(5) Researching further the concept of transfer between

simulation and workplace-based performance.

(6) Developing more feasible approaches to WPBAs and

how these relate to portfolio assessment processes.

(7) Conducting predictive validity studies on the impact of

WPBAs on long-term performance.

(8) Developing WPBAs for team working and

professionalism.

Theoretical background

Miller’s pyramid has been used over the last 20 years as a

framework for assessing clinical competence.

Miller’s model of clinical competence

Miller GE. The assessment of clinical skills/competence/performance. 
Academic Medicine (Supplement) 1990; 65: S63-S67.
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We will examine the assessment tools designed to test the

top two levels of Miller’s pyramid; the ‘shows how’ and ‘does’

aspects.

Challenges for assessing the individual performance of

health-care professionals recognise that health care is increas-

ingly being delivered in teams, so even if patients have the

same medical condition the complexity of their care makes it

difficult to compare performance.

Assessment tools for clinical competence include the OSCE,

the Objective Structured Long Case Examination Record

(OSLER) and the Objective Structured Assessment of

Technical Skills (OSATS). These are undertaken outside the

‘real’ clinical environment but have many aspects of realism of

the workplace incorporated into them and are assessed at the

‘shows how’ level of Miller’s pyramid.

WPBA include the mini-CEX, DOPS and CbDs. WPBA tools

assess at the ‘does’ level of Miller’s pyramid.

Historical perspective

The assessment of clinical performance has historically

involved the direct observation of assessees by professional

colleagues. This stems from the traditional apprenticeship

model which existed for hundreds, if not thousands, of years.

Knowledge and skills in medicine were passed down from one

person to another. The apprentice learnt from the master by

observing and helping him treat patients (King 1991). The first

medical schools in Greece and Southern Italy were formed by

leading medical practitioners and their followers (Pikoulis et al.

2008). Hippocrates, widely regarded as the father of medicine,

was born in 460 BC on the island of Cos, Greece (Smith 2010)

and is credited with suggesting changes in the way physicians

practised medicine. They were encouraged to offer reasonable

and logical explanations concerning the cause of a disease

rather than explanations based on superstitious beliefs

(Pikoulis et al. 2008). The medical school in Alexandria

established in 300 BC was considered a centre of medical

excellence. Its best two teachers were Herophilus, an

anatomist, and Erasistratus, who is considered by some to

have founded physiology. Medical education in this school

was based on the teaching of theory followed by

practical apprenticeship under one of the physicians

(Pikoulis et al. 2008).

In the United Kingdom medieval records identify that guilds

maintained control of entry to the medical profession. Prior to

the Medical Act of 1858, which established the medical

professional regulatory body the General Medical Council

(GMC), doctors in the UK were virtually autonomous

practitioners and assessment was not the norm (Loudon

1995). Aspiring doctors could pursue their studies at one of the

three universities (David et al. 1980) which offered under-

graduate medical courses in the UK and would receive a

university degree in medicine. Alternatively they could follow

an apprenticeship with a senior practitioner and eventually

join one of the licensing corporations; the Royal Colleges of

Physicians and of Surgeons, which were established by royal

charters in the mid-16th century, or the Society of

Apothecaries, which was established in the early seventeenth

century (Power 1997). There were no formal examinations for

entry to the medical profession; apprentices were deemed

satisfactory by their master and could then practice indepen-

dently, or were awarded medical degrees within the

universities.

The current situation in relation to performance assessment

and national regulatory standards are that Canada, China and

Japan have established national licensing examinations and

the USA has national assessment for entry into postgraduate

training. Several other countries are exploring the use of

national licensing examinations e.g. Korea, Indonesia and

Switzerland. There is currently no national licensing examina-

tion in the UK.

The importance of the theme

The current medical education world is dominated by

discourse around accountability (Power 1997; Shore &

Selwyn 1998). Along with the perceived loss of trust between

society and professionals, including doctors (O’Neil 2002), no

one can be assumed to be competent. Clinical performance

has to be proven by testing, measurement and recording. It

also needs to be psychometrically acceptable and defensible.

One of the major challenges is to ensure that performance

assessment is aligned to clinical teaching in the workplace and

that it is feasible to deliver. A three stage model for assessing

clinical performance has been suggested (Rethans et al. 2002).

This includes a screening test to identify doctors at risk who

then undergo a more detailed assessment. Those who pass the

screening test pursue a quality improvement pathway to

enhance their performance, which may require different

degrees of psychometric rigour. Hays et al. suggested three

domains of performance assessment which take account of

experience and context; the doctor as manager of patient care,

the doctor as a manager of their environment and the doctor as

manager of themselves (Hays et al. 2002).

There is increasing acknowledgement of the need to

explore the role of knowledge in competence and perfor-

mance assessment. There is also a concern that competence

and performance are not seen as two opposing entities but

rather part of a spectrum along a continuous scale. In order to

achieve this there needs to be recognition of the complexities

between performance and competence (Ram et al. 1999).

The increasing use of simulation is another area that

requires debate and the development of supporting evidence.

The level of simulation used in competency and performance

assessment varies from the use of part task trainers and SPs in

OSCEs to the use of covert simulated patients as ‘mystery

shoppers’ in primary care in the Netherlands (Rethans et al.

1991). The international movement in quality improvement

and patient safety has seen increasing use of simulation for

performance assessment, led by anaesthesiology (Weller et al.

2003), but increasingly being used in other health care

contexts. This has been led by the experience of simulation

in other high reliability organisations, such as the aviation

industry and the nuclear and oil industry (Maran & Glavin

2003). Governments and regulatory authorities have devel-

oped national strategies in skills and simulation, recognising

that consistent standards of practice enhance patient

outcomes and experience of the health care services.
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Developing performance assessments using simulation may be

the most defensible method of ensuring reliability and validity

for individual practitioners’ health care teams and organisa-

tions. The role of virtual reality and the use of technology will

also need to be considered in performance assessment.

There is a need to develop internationally agreed standards

of professional practice, and by developing standards in

performance assessment we can begin to ensure consistency

across national borders.

The remainder of this document provides an overview and

background of some of the commonly used tools for the

assessment of competence and performance.

Section A: Competence
assessment

Competence describes what an individual is able to do in

clinical practice. The Association for the Study of Medical

Education (ASME) booklet OSCEs and other Structured

Assessments of Clinical Competence (Boursicot et al. 2007)

was one of the background papers for this theme group, as it

summarises the competence assessment tools which are being

used. The following is based on this booklet. The tools

described include the OSLER, the OSCE and the OSATS.

Objective structured long case examination record

In the traditional long case examination assessees spend 1 h

with a patient, during which they are expected to take a full

formal history and do a complete examination. The assessee is

not observed. On completion of this task, the assessee is

questioned for 20–30 min on the case, usually by a pair of

examiners, and is occasionally taken back to the patient to

demonstrate clinical signs. Holistic appraisal of the assessee’s

ability to interact, assess and manage a real patient is a

laudable goal of the long case. However, in recent years, there

has been much criticism of this approach related to issues of

reliability, caused by examiner bias, variation in examiner

stringency and unstructured questioning and global marking

without anchor statements (Norcini 2001). Measurement

consistency in the long case encounter will also be diminished

by variability in degree and detail of information disclosure by

the patient, as well as variability in a patient’s demeanour,

comfort and health. Furthermore, some patients’ illnesses may

be straightforward whereas others may be extremely complex.

Assessees’ clinical skills also vary significantly across tasks

(Swanson et al. 1995), so that assessing on one patient may not

provide generalisable estimates of an assessee’s overall ability

(Norcini 2001, 2002).

While validity of the inferences from a long case examina-

tion is one of the strengths of the genre, inferring assessees’

true clinical skills from 1 h long case encounter is also

debatable. Additionally, given the evidence of the importance

of history taking in achieving a diagnosis (Hampton et al.

1975), and the need for students to demonstrate good patient

communication skills, the omission of direct observation of this

process is a deficiency.

To address the shortcomings of the long case, while still

attempting to retain the concept of seeing a ‘new’ patient in a

holistic way, the OSLER was developed (Gleeson 1997).

The OSLER has ten key features:

. It is a 10-item structured record.

. It has a structured approach – there is a prior agreement on

what is to be examined.

. All assessees are assessed on identical items.

. Construct validity is recognised and assessed.

. History process and product are assessed.

. Communication skill assessment is emphasised.

. Case difficulty is identified by the examiner.

. Can be used for both criterion and norm referenced

assessments.

. A descriptive mark profile is available where marks are

used.

. It is a practical assessment with no need for extra time over

the ordinary long case.

The OSLER consists of ten items, including four on history,

three on physical examination and three on management and

clinical acumen. For any individual item examiners decide on

their overall grade and mark for the assessee and then discuss

this with their coexaminer, agreeing on a joint grade. This is

done for each item and also for the overall grade and final

mark. It is recommended that 30 min is allotted for this

examination (Gleeson 1994).

There is evidence that the OSLER is more reliable than the

standard long case (Van Thiel et al. 1991). However, to

achieve a predicted Cronbach’s alpha of 0.84 required 10

separate cases and 20 examiners, and thus raises issues of

practicality (Wass et al. 2001).

Objective structured clinical examination

In addition to the long case, assessees classically undertook

between three and six short cases. In these cases, they were

taken to a number of patients with widely differing conditions,

asked to examine individual systems or areas and give

differential diagnoses of their findings, demonstrate abnormal

clinical signs or produce spot diagnoses. However, students

rarely saw the same set of patients, cases often differed greatly

in their complexity and the same two assessors were present at

each case. The cases were not meant to assess communication

skills but instead concentrated on clinical examination skills.

The assessment was not structured and the assessors were free

to ask any questions they chose. Like the long case, there was

no attempt to standardise the expected level of performance.

The lack of consistency and fairness led to the development

and adoption of the OSCE.

In an OSCE the assessee rotates sequentially around a

series of structured cases. At each OSCE station-specific tasks

have to be performed, usually involving clinical skills such as

history taking or examination of a patient, or practical skills,

and stations can include simulation. The marking scheme for

each station is structured and determined in advance. There is

a time limit for each station, after which the assessee has to

move onto the next task.
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The basic structure of an OSCE may be varied in the timing

for each station, use of checklists or rating scales for scoring

and the use of clinician or SP as assessor. Assessees often

encounter different fidelities of simulation, for example,

simulated patients, part task trainers, charts and results,

resuscitation manikins or computer-based simulations, where

they can be tested on a range of psychomotor and commu-

nication skills. High levels of reliability and validity can be

achieved in these assessments (Newble 2004). The funda-

mental principle is that every assessee has to complete the

same task in the same amount of time and is marked according

to a structured marking schedule.

Terminology associated with the OSCE format can vary; in

the undergraduate area they are more consistently referred to

as OSCEs but in the postgraduate setting a variety of

terminology exists. For example, in the UK the Royal College

of Physicians’ membership clinical examination is called the

Practical Assessment of Clinical Examination Skills (PACES)

while the Royal College of General Practitioners’ membership

examination is called the Clinical Skills Assessment (CSA).

The use of OSCEs in summative assessment has become

widespread in the field of undergraduate and postgraduate

medical education (Cohen et al. 1990; Reznick et al. 1993;

Sloan et al. 1995; Davis & Harden 2003; Newbie 2004) since

they were originally described (Harden & Gleeson 1979),

mainly due to the improved reliability of this assessment

format. This has resulted in a fairer test of assessees’ clinical

abilities since the score is less dependent on who is examining

and which patient is selected.

The criteria used to evaluate any assessment method are

well described and summarised in the UME booklet: How to

design a useful test: the principles of assessment (Van der

Vleuten 1996). These include reliability, validity, educational

impact, cost efficiency and acceptability.

Reliability. OSCEs are more reliable than unstructured

observations in four main ways:

. Structured marking schedules allow for more consistent

scoring by assessors, according to predetermined criteria.

. Wider sampling across different cases and skills results in a

more reliable picture of overall competence. The more

stations or cases each assessee has to complete, the more

generalisable the test.

. Increasing number and homogeneity of stations or cases

increases the reliability of the overall test score.

. Multiple independent observations are collated by different

assessors at different stations. Individual assessor bias is

thus attenuated.

The most important contribution to reliability is sampling

across different cases; the more stations in an OSCE, the more

reliable it will be. However, increasing the number of OSCE

stations has to be balanced with practicality. In practical terms,

to enhance reliability it is better to have more stations with one

assessor per station than fewer stations with two assessors per

station (Swanson 1987; Van der Vleuten & Swanson 1990).

Validity. Validity asks ‘what is the degree to which evidence

supports the inference(s) made from the test results?’

Each separate inference or conclusion from a test may require

different supporting evidence. Note that it is the inferences that

are validated, not the test itself (Messick 1994; Downing &

Haladyna 2004).

Inferences about ability to apply clinical knowledge to

bedside data gathering and reasoning, and to effectively use

interpersonal skills, are most relevant to the OSCE model.

Inferences about knowledge are less well supported by this

method than inferences about the clinically relevant applica-

tion of knowledge, clinical and practical skills (Downing

2003).

Types of validity evidence include content validity and

construct validity. Content validity (sometimes referred to as

direct validity) of an OSCE is determined by how well the

sampling of skills matches the learning objectives of the course

for which that OSCE is designed (Biggs 1999; Downing 2003).

The sampling should be representative of the whole testable

domain, and the best way to ensure an adequate spread of

sampling is to use a blueprint.

Construct validity (sometimes referred to as indirect

validity) of an OSCE is the implication that those who

performed better at this test had better clinical skills than

those who did not perform as well. We can only make

inferences about an assessee’s clinical skills in actual practice,

as the OSCE is an artificial situation.

To enhance the validity of inferences from an OSCE, the

length of any station should be fitted to the task to achieve the

best authenticity possible. For example, a station in which

blood pressure is measured could authentically be achieved in

5 min whereas taking a history of chest pain or examining the

neurological status of a patient’s legs would be more

authentically achievable in 10 min (Petrusa 2002).

Educational impact. The impact on learning resulting from a

testing process is sometimes referred to as consequential

validity. The design of an assessment system can reinforce or

augment learning, or undermine learning (Newble & Jaeger

1983; Kaufman 2003). It is well-recognised that learners focus

on assessments rather than the learning objectives of the

course. By aligning explicit, clear, learning objectives with

assessment content and format, learners are encouraged to

learn the desired clinical competences. By contrast, an

assessment system that measures learners’ ability to answer

multiple choice questions about clinical skills will encourage

them to focus on knowledge acquisition. Neither approach is

wrong – they simply demonstrate that assessment drives

education and that assessment methods need to be thought-

fully applied. There is a danger in the use of detailed checklists

as this may encourage assessees to memorise the steps in a

checklist rather than learn and practice the application of the

skill in different contexts. Rating scale marking schedules

encourage assessees to learn and practice skills more

holistically. Hodges and McIlroy identified the positive

psychometric properties of using global rating scales in

OSCEs, such as a higher internal consistency and construct

validity than using checklists, but suggest the need to be

explicit about the global ratings used as some are sensitive to

the level of training of those being assessed (Hodges & Herold

Mcllroy 2003).
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OSCEs may be used for formative or summative assess-

ment. When teaching and improvement is a major goal of an

OSCE, time should be built into the schedule to allow the

assessor to give feedback to the assessee on his/her

performance, providing a very powerful opportunity for

learning. For summative certification examinations, expected

competences should be clearly communicated to the assessees

beforehand, so that they have the opportunity to learn the

skills prior to taking such assessments.

Cost efficiency. OSCEs can be very complex to organise.

They require meticulous and detailed forward planning,

engagement of considerable numbers of assessors, real

patients, simulated patients and administrative and technical

staff to prepare and manage the examination. It is, therefore,

most cost effective to use OSCEs to test clinical competence

and not knowledge, which could more efficiently be tested in

a different format. Effective implementation of OSCEs requires

thoughtful deployment of resources and logistics, with

attention to production of assessment material, timing of

sittings, suitability of facilities, catering and collating and

processing of results. Other critical logistics include assessor

and SP recruitment and training. This is possible even in

resource limited environments (Vargas et al. 2007).

Acceptability. The increased reliability of the OSCE over

other formats, and its perceived fairness by assessees, has

helped to engender the widespread acceptability of OSCEs

among test takers and testing bodies.

Since Harden’s original description (Harden & Gleeson

1979), OSCEs have also been used to replace traditional

interviews in selection processes in both undergraduate and

postgraduate settings (Lane & Gottlieb 2000; Eva et al. 2004);

for example, for recruitment to general practice training

schemes in the UK.

Objective structured assessment of technical skills

Another variation on this assessment tool is the OSATS. This

was developed as a class room test for surgical skills by the

Surgical Education Group at the University of Toronto (Dath &

Reznick 1999). The OSATS assessment is designed to test a

specific procedural skill, for example, caesarean section,

diagnostic hysteroscopy, cataract surgery. There are two

parts to this: the first part assesses specificities of the procedure

itself and the second part is a generic technical skill

assessment, which includes judging competences such as

knowledge and handling of instruments and documentation.

OSATS are gaining popularity among surgical specialties in

other countries.

Reliability. The data regarding the reliability of OSATS is

limited. Many studies have been carried out in laboratory

settings rather than in clinical settings. There is a high reported

inter-observer reliability for the checklist part of OSATS in

gynaecological procedures and surgical procedures (Goff et al.

2005; Fialkow et al. 2007).

Validity. OSATS have a high-face validity and strong

construct validity, with significant correlation between surgical

performance scores and level of experience (Collins & Gamble

1996; Bodle et al. 2008).

Acceptability. Most of the studies looking at OSATs have

been done in simulated settings; therefore the evidence for

acceptability is low. The majority of assessees and assessors

report that the OSATS is a valuable tool which would improve

a trainees’ surgical skill and it should be part of the annual

assessment for trainees (Bodle et al. 2008).

Issues on competency assessment that merit
discussion

There are several issues that merit further discussion or

research in relation to competency assessment:

. the use of different systems of scoring;

. who should be doing the scoring;

. the use of different standard setting methods;

. the development of national assessments of competence;

. the use of simulation;

. how to enhance training of assessors.

The use of different systems of scoring

There is continued debate in the literature about the merits of

checklist or global scoring for OSCEs. The consensus is that

checklists are more suitable for early, novice-level stages while

global scoring more appropriately captures increased clinical

expertise.

Who should be doing the scoring

While in the US, SPs score the assessees, in most other parts of

the world, clinician assessors are prevalent. The fundamental

debate is whether the clinical competence of a professional

should be judged by other professionals or whether it can be

scored by a non-professional, however highly trained.

The use of different standard setting methods

There are a variety of standard setting methods described in

the OSCE literature, but most of these were designed for

multiple choice questions rather than OSCEs. The ‘gold

standard’ method is the Borderline Group/Borderline regres-

sion method, which was developed specifically for OSCEs by

the Medical Council of Canada (MCC).

Developing national assessments of competence

In 1992, the MCC added an SP component to its national

licensing examination because of the perception that impor-

tant competences expected of licensed physicians were not

being assessed (Reznick et al. 1996). Since inception,

approximately 2500 assessees per year have been tested at

multiple sites throughout the country at fixed periods of time

during the year.
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In 1998, the United States Educational Commission for

Foreign Medical Graduates (ECFMG) instituted an assessment

of clinical and communication skills expected of foreign

medical graduates seeking to enter residency training pro-

grammes. From 1998 to 2004, when it was incorporated into

the United States Medical Licensing Examination (USMLE),

there were 43,642 administrations making it the largest high

stakes clinical skills examination in the world (Whelan et al.

2005). The assessment consisted of a standardised format of

eleven scored encounters with a trained simulated patient.

Competence was evaluated by averaging scores across all

encounters and determining the mean for the integrated

clinical encounter and communication. Generalisability coeffi-

cients for the two conjunctively scored components were

approximately 0.70 to 0.90 (Boulet et al. 1998). In 2004, the

USMLE adopted the ECFMG CSA model and began testing all

United States medical graduates.

The use of high fidelity simulation

Simulation has been integral to competency assessment

enabling individual competences of history taking examination

and professional skills to be measured reliably in OSCE format

(Newble 2004). One of the concerns in using high fidelity

simulation is that it may engender abnormal risk taking

behaviours in a risk and harm free environment. Some

assessees may form a comfort zone within the simulated

environment and use this as their normal standard in the face

of a challenging clinical workplace – ‘simulation seeking

behaviour’.

A systematic review of assessment tools for high

fidelity patient simulation in anaesthesiology identified a

growing number of studies published since 2000. While

there is good evidence for face validity of high fidelity

simulation there is less evidence for its reliability and

predictive validity, which is important in high-stakes assess-

ments (Edler et al. 2009).

Potential benefits of high fidelity simulation in assessment

include the ability to assess both technical and non-technical

skills and the ability to assess teams.

The use of simulation is expensive but can be cost effective

but may help reduce adverse events, thus providing long-term

cost effectiveness.

Assessor training

Despite extensive research into assessment formats, little

research has been carried out to determine the qualities of a

‘good’ assessor. Trainers and assessors are usually the same

people, although extensive understanding of a training

programme may not equate to the ability to use assessment

tools fairly, objectively and in the manner intended. Inter-rater

reliability is known to be a major determinant of the

reliability of assessments. However, while several approaches

to assessor training have been suggested, there is little

evidence of the impact of these on performance (Boursicot

et al. 2007).

Section B: Assessment of clinical
performance

Performance describes what an individual actually does in

clinical practice. The ASME UME booklet, Workplace based

assessment in clinical training (Norcini & Burch 2007) was

another key background paper.

WPBA is a form of authentic assessment testing of

performance in the real environment facing doctors in their

everyday clinical practice. It is structured and continuous,

unlike the opportunistic observations previously used to form

judgement on competence. By using repeated assessments, an

assessor has the opportunity to collect documentary evidence

of the progression of individual assessees. This evidence may

then be used to identify ‘gaps’ in practice which will allow the

assessor and assessee to mutually plan individual development

needs. Using a wide range of WPBA tools helps identify

strengths and weaknesses in different areas of practice, such as

technical skills, professional behaviour and teamworking.

There are various types of WPBA tools currently in use.

A summary is given below, including format, reliability,

validity, acceptability and educational impact.

Mini clinical evaluation exercise

The mini-CEX is a method of CSA developed by the American

Board of Internal Medicine (ABIM) to assess resident’s clinical

skills (Norcini 2003a). It was particularly designed to assess

those skills that doctors most often use in real clinical

encounters. It is now being increasingly used in undergraduate

assessment as well (Kogan et al. 2003). The mini-CEX involves

direct observation by the assessor of an assesse’s performance

in ‘real’ clinical encounters in the work place. The assessee is

judged in one or more of six clinical domains (history taking,

clinical examination, communication, clinical judgement,

professionalism, organisation/efficiency) and overall clinical

care, using a 7-point rating scale. The assessor then gives

feedback. The mini-CEX is performed on multiple occasions

with different patients and different assessors (Norcini &

Burch 2007).

The average mini-CEX encounter takes around 15–25 min

(Accreditation Council for Graduate Medical Education 2010).

There is opportunity for immediate feedback (Holmboe &

Hawkins 1998), which not only helps identify strengths and

weaknesses but also helps improve skills (Office of post-

graduate medical education 2008). The time reported in the

literature for feedback can vary from 5 (Norcini 2003a) to

17(de Lima et al. 2007) min.

Reliability. Although there is good evidence of the reliability

of the mini-CEX in the literature, a large proportion of this data

comes from studies that employ the mini-CEX in experimental

settings rather than in naturalistic settings. Experimental

settings make it possible for a performance to be assessed

by multiple assessors, a situation that is not practicable in real

clinical settings. The reported inter-rater reliability of the mini-

CEX is variable even among same assessor groups (Boulet

et al. 2002). In addition, there is variation in scoring across

different levels of assessors, with studies showing that

Consensus statement and recommendations from the Ottawa conference

377



residents tend to score mini-CEX encounters more leniently as

compared to consultants (Kogan et al. 2003). Inter-rater

variations in marking can be reduced with more assessors

rating fewer encounters, rather than few assessors rating

multiple encounters. Between 10 and 14 encounters are

needed to show good reliability, if assessed by different

raters and on multiple patients (Accreditation Council for

Graduate Medical Education 2010).

In practical terms the number of mini-CEX encounters

possible in real clinical practice settings needs to be balanced

against the need for reliability. One possible method of

reducing assessor variation in scoring is through formal

assessor training in using these tools. The evidence for

reducing this variation through assessor training is, however,

variable, with some studies showing that training makes little

difference to scoring consistency (Cook et al. 2009), whereas

others report more stringent marking and greater confidence

while marking following assessor training (Holmboe

et al. 2004).

Validity. Strong concurrent validity has been reported

between mini-CEX and CSA in the USMLE (Boulet et al.

2002). Any assessment tool that measures clinical performance

over a wide range of clinical complexity and level of training

must be able to discriminate between junior and senior

doctors. In addition, senior doctors should be performing more

complex procedures and performing more procedures inde-

pendently. The mini-CEX is able to discriminate, with the

senior doctors attaining higher clinical and global competence

scores (Norcini et al. 1995). The domains of history taking,

physical examination and clinical judgment within the mini-

CEX correlate highly with similar domains of the ABIM

evaluation form (Durning et al. 2002).

Acceptability. One measure of acceptability is to record the

uptake of forms by both assessors and assessees, with the

assumption that higher uptakes will reflect greater accept-

ability for the assessment method. Some studies report a high

uptake of mini-CEX (Kogan et al. 2003), whereas other studies

report a lower uptake (de Lima et al. 2007). A reduced uptake

of forms may be related to time constraints and lack of

motivation to complete these forms in busy clinical settings.

Assessees may find completing WPBAs time consuming,

difficult to schedule or even stressful and unrealistic (Cohen

et al. 2009). However, both assessors and assessees have

reported high-satisfaction rates with regard to the ability of the

forms to provide opportunities for structured training and

feedback (Margolis et al. 2002).

Educational impact. The perceived educational impact of

the mini-CEX is related to the formative use of the assessment

to monitor progress and identify educational needs.

Appropriate and timely feedback allows assessees to correct

their weaknesses and to mature professionally (Salerno et al.

2003). Assessees find the mini-CEX beneficial as it reassures

them of satisfactory performance and increases their interac-

tion with senior doctors (Cohen et al. 2009). However, it is

important to train assessors to give both good quality

observation and feedback.

Direct observation of procedural skills

DOPS is a method of assessment developed by the Royal

College of Physicians in the UK specifically for assessing

practical skills (Wilkinson et al. 1998), though mainly used for

postgraduate doctors, at present, many medical schools are

planning to use it as part of their undergraduate assessments. It

requires the assessor to:

. directly observe the assessee undertaking the procedure;

. make judgements about specific components of the

procedure;

. grade the assessee’s performance.

Reliability. As with the mini-CEX, DOPS needs to be

repeated on several occasions for it to be a reliable measure.

Subjective assessment of competences done at the end of a

rotation has poor reliability and unknown validity. There is a

wide variety of skills that can be assessed with DOPS, from

simple procedures such as venepuncture to more complex

procedures such as endoscopic retrograde cholangiopancrea-

tography. The DOPS specifically focuses on procedural skills

and pre/post procedure counselling carried out on actual

patients (de Lima 2007).

Validity. The majority of assessees feel that DOPS is a fair

method of assessing procedural skills (Wilkinson et al. 1998). It

has also been established that DOPS scores increase between

the first and second half of the year, indicating validity (Davies

et al. 2009).

Acceptability. The majority of assessees feel that the DOPS is

practical (Wilkinson et al. 1998). The mean observation time

for DOPS varies according to the procedure assessed; on

average feedback time took an additional 20–30% of the

procedure observation time. Davies et al. have demonstrated

that a mean of 6.2 DOPS were undertaken by first year

foundation trainees in the UK. The median times for

observation and feedback where 10 and 5 min, respectively

(Davies et al. 2009).

Educational impact. There is little current research on the

educational impact of DOPS, although the opportunity for

timely feedback gives it the potential for high educational

value.

Case-based discussion/chart stimulated recall

These are essentially case reviews, in which the assessee

discusses particular aspects of a case in which they have been

involved to explore underlying reasoning, ethical issues and

decision making. Repeated encounters are required to obtain a

valid picture of an assessee’s level of development.

The CSR (Maatsch et al. 1983) was developed for use by the

American Board of Emergency Medicine. The CbD tool is a UK

variation. These tools can be used in a variety of clinical

settings, for example clinics, wards and assessment units.

Different clinical problems can be discussed, including critical

incidents. The CbD assesses seven clinical domains; medical

record keeping, clinical assessment, investigations and
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referrals, treatment, follow-up and future planning, profes-

sionalism and overall clinical judgement (Office of postgrad-

uate medical education 2008). The assessee discusses with an

assessor cases that they have recently seen or treated. It is

expected that they will select cases of varying complexity. A

CbD should take 15–20 min and 5–10 min for feedback (Davies

et al. 2009). The number of cases suggested during the first 2

years of training is a minimum of six per year (Office of

postgraduate medical education 2008).

Reliabilty. There is data available for the CSR which shows

good reliability.

Validity. A study using different assessment methods has

shown that assessment carried out using CSR is able to

differentiate between doctors in good standing and those

identified as poorly performing and correlates with other forms

of assessment.

Acceptability. This has not been extensively reported in the

literature. As with all WBPAs, the evidence regarding the true

costs of these assessments is scarce. Costs include training of

all assessors as assessor bias reduces the validity of WPBA.

There are also costs associated with assessor and assessee time

in theatres, clinics and wards. It has been calculated that the

median time taken to do an assessment and provide feedback

is about 1 h per month for one trainee (Davies et al. 2009).

Educational impact. Again, there is little published research

on the educational impact of these methods. However, as with

DOPS, the opportunity for feedback on clinical reasoning and

decision making is thought to be valuable in helping learners

progress.

Mini peer assessment tool

The mini-PAT is a modified version of the Sheffield Peer

Review Assessment Tool (SPRAT), which is a validated

assessment with known reliability and feasibility (Archer

et al. 2005). The mini-PAT is used by the Foundation

Assessment Programme and various Royal Colleges in the UK.

There are a number of methods to collate the judgements of

peers, the most important aspect of which is systematic and

broad sampling across different individuals who are in a

legitimate position to make judgements. The mini-Pat is one

example of the objective, systematic collection and feedback

of performance data and is useful for assessing behaviours and

attitudes such as communication, leadership, team working,

punctuality and reliability. It asks people that the assessee has

worked with to complete a structured questionnaire consisting

of 15 questions on the individual doctor’s performance (Archer

et al. 2008). This information is collated, so that all the ‘raters’

remain anonymous, and fed back to the trainee. A minimum of

eight (Intercollegiate Surgical Curriculum Programme 2010)

and up to 12 assessors (Intercollegiate Surgical Curriculum

Programme 2010) can be nominated. The time taken to

complete a mini-PAT assessment is between 1 and 50 min with

a mean of 7 min (Davies et al. 2009).

Reliability. Good inter-item correlation in the mini-PAT has

been reported but correlation between assessments is lower.

Inter-rater variance has been reported, with consultants

tending to give a lower score. However, the longer the

consultants have known the assessee, the more likely they are

to score them higher.

Validity. The 15 questions within the mini-PAT assessment

were modified and mapped against the UK Foundation

Assessment Programme curriculum and the GMC guidelines

for Good Medical Practice, to ensure content validity. Strong

concurrent validity has been reported between the mini-PAT,

mini-CEX and CbD. There is evidence of construct validity,

with senior doctors achieving a small but statistically sig-

nificantly higher overall mean score at mini-PAT compared to

more junior doctors (Archer et al. 2008; Davies et al. 2009).

Acceptability. As discussed earlier, acceptability may be

inferred from the number of completed assessment forms. A

high response rate of 67% was achieved in one study (Archer

et al. 2008). One of the main advantages of such assessments is

that they can be kept anonymous, encouraging assessors to be

more honest about their views. The main criticisms are that

feedback is often delayed and that it is difficult to attribute

unsatisfactory performance to specific clinical placements due

to anonymous feedback (Patel et al. 2009).

Educational impact. The mini-PAT has been used primarily

as a formative form of assessment rather than summative (Patel

et al. 2009). This allows the assessee to reflect on the feedback

they receive in order to improve their clinical performance.

This method of assessment has been used in industry for

approximately 50 years and in medicine within the last 10

years (Berk 2009). The aim is to provide an honest and

balanced view of the person being assessed from various

people they have worked with. This can include colleagues,

nurses, residents, administrative staff but also medical students

and patients (Office of postgraduate medical education 2008).

However, this method has some disadvantages, which include

risk of victimisation and potentially damaging harsh feedback

(Cohen et al. 2009).

Issues that merit discussion on performance
assessment

There are several issues that merit further discussion or

research in relation to performance assessment:

. reliability of WPBA tools and their alignment to learning

outcomes;

. the feasibility of tools in contemporary clinical workplaces;

. the use of simulation in transferring performance to the

workplace;

. the use of feedback in performance assessment;

. the development of tools to assess teamwork.

Reliability, feasibility and predictive validity

As discussed, there is good evidence for individual WPBA

tools but less evidence regarding how these fit together into a
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coherent programme of ongoing assessment. A major concern

of clinicians is the impact the administration of these

assessments will have on clinical workload for both assessors

and assesses. In addition, little is understood about how the

results of these assessments predict the future clinical

performance of individuals.

Simulation and transfer

There is initial evidence that using simulation to train novices

in surgical skills, such as laparoscopy, results in improved

psychomotor skills during real clinical performance. However,

the complexity of real clinical performance is often overlooked

and a simulation programme needs to be part of a

comprehensive learning package (Gallagher et al. 2005) in

order that high stakes decisions can be made (Edler et al.

2009).

Feedback in performance assessment

There has been a tendency to move towards multi-source

feedback, as evidence of performance in the workplace

(Archer et al. 2005). Peer group feedback can give learners a

realistic perspective about standards of performance (Norcini

2003b). In addition feedback can be given by simulators by

collecting data of events and interactions and from attached

monitors. Tutors and facilitators can provide feedback where

the main focus is on striving for better professional

performance.

Assessing teamwork

While teamwork and professionalism are emphasised in many

curricula documents (General Medical Council 2003), the

assessment of these ‘soft’ skills is problematic. Formative

assessments, such as multisource feedback, often incorporate

these elements. However, there is a lack of validated

summative assessment tools.

Draft consensus statements and
recommendations

Widespread use of competency assessments such as the OSCE,

and of performance assessments such as the mini-CEX, grew

out of assumptions and principles that are incorporated into

the consensus statements and recommendations that follow.

Section A: Competency assessments (OSCEs)

Consensus

(1) Competency assessments are needed to assess at the

‘shows how’ level of Miller’s pyramid.

(2) Competency assessments should be designed and

developed within a theoretical framework of clinical

expertise.

(3) Competency assessments can generate scores with

sufficient reliability and validity, which can be conflict-

ing for high stakes decision making and feedback.

(4) Competency assessments can provide documented

evidence of learning progress and readiness for

practice.

(5) Competency assessments should be designed using a

wide range of methodologies

Recommendations for individuals (including individual

committees)

(1) Articulate clearly the purpose of the competency

assessment. Ensure that the purpose and the blue-

printing criteria are congruent and that they reflect

curriculum objectives.

(2) Develop assessments that measure more than basic

clinical skills; for example, assessment of clinical

competence in the context of complex patient pre-

sentations, inter-professional and team skills, ethical

reasoning and professionalism.

(3) Use scoring formats appropriate to the content and

training level being assessed; no single scoring format is

best for all.

(4) Employ criterion referenced methods for setting stan-

dards for decision making; methods like contrasting

groups, borderline group or borderline regression.

(5) Identify how competency assessment can be best

linked to a remediation framework.

Recommendations for institutions

(1) Implement competency assessments, especially when

summative, as a component of an overall assessment

plan for the curriculum.

(2) Engage in collaborations within and across institutions

where common approaches can enhance standards of

practice.

(3) Provide appropriate levels of support to the faculty

members who create and administer competency

assessments. These assessments require support staff,

equipment, space and funds. Creating content, design-

ing scoring instruments, setting standards, recruiting

and training simulated or SPs and examiners, plus

organising the assessment itself, all require time and

team work to a degree that is frequently under-

estimated and underappreciated.

(4) Formalise the recognition of scholarly input to compe-

tency assessment.

(5) Engage faculty who participate in competence assess-

ments as content developers and examiners, with

faculty development. Recognise their participation.

Outstanding issues

(1) Establishing a common language and criteria regarding

scoring instruments to clarify what is meant by global

rating (versus, for example, generic rating), checklists

and grids.

(2) Ensuring all aspects of competence are assessed,

including ‘softer’ competences of leadership, profes-

sionalism etc.

(3) Ensuring assessment of competence but promotion of

excellence.
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(4) Creating a wide range of scoring tools for scoring

assessments based on complex content and tasks.

Moving beyond a dichotomous discussion of checklists

versus global rating scales to development of scoring

formats keyed to the content and educational level of a

specific assessment.

(5) Ensuring consensus around use and abuse of

terminology.

(6) Promoting better understanding and use of existing

standard setting methods.

(7) Developing feasible as well as psychometrically sound

standard setting methods for small cohorts.

(8) Articulating guidelines and rationales regarding who

should score assessments, including SPs, non-physician

and physician raters; as well as further establishing

training requirements and methods for each.

(9) Exploring integration of simulation and SP-based

methodologies for assessment.

(10) Gathering further information about the predictive

validity of use of simulation in high-stakes assessments.

(11) Developing and promoting more feasible equating

methods for assessments.

(12) Establishing the role of the OSCE as a ‘gatekeeper’ for

progression.

(13) Engaging stakeholders in identifying key areas from

assessment e.g., patient groups.

(14) Ensuring constituency of assessors by training and

observation.

Section B: Performance assessments (WPBA)

Consensus

(1) WPBAs assess the two behavioural levels at the top of

Miller’s model of clinical competence, shows how and

does, because the workplace provides a naturalistic

setting for assessing performance over time.

(2) WPBAs can cover not only clinical skills but also

aspects of skills such as professionalism, decision

making and timekeeping.

(3) WPBAs, specifically the mini-CEX and multi-source

feedback, can generate sufficiently reliable and valid

results for formative purposes.

(4) WPBAs occur over multiple occasions and lead to

documented evidence of developing clinical

competence.

(5) WPBAs should provide the timely feedback that is

essential to learning and enhancing its acceptability

amongst users.

Recommendations for individuals (including committees)

(1) Ensure assessments go hand-in-hand with learning and

are not isolated exercises.

(2) Encourage assessees to engage in assessments regularly

and throughout the year rather than clustering them just

as their final assessment is due.

(3) Articulate and disseminate the purpose of the assess-

ment clearly. Ensure that each assessment is

appropriately driven by learning objectives, practice

standards and assessment criteria.

(4) Create WPBAs within the framework of a programme

of assessment that incorporates the use of multiple

methodologies, occasions and assessors. This can

reside within a portfolio.

Recommendations for institutions

(1) Ensure time and costs for training and assessments are

included in workplace planning; for example, included

in job plans, clinic schedules and budgets.

(2) Select methodologies which are appropriate for the

intended purpose (summative or formative).

(3) Use results in accordance with the intended purpose to

protect assessment processes. For example, using

formative outcomes for summative decision-making

pushes assessees to delay assessment occasions till the

end of the assessment period, thereby undermining the

documentation of their development over time.

(4) Educate assessors and assesses about the assessment

method and the use of the rating tools to enhance the

quality of feedback, reduce stress of both groups, and

to preserve the naturalistic setting.

(5) Promote strong reliability by minimising inter-rater

variance (e.g., increasing number of assessors), provid-

ing clear assessment criteria and training to all assessors

and minimising case effect (e.g., drive wider sampling,

take into account assessee level of expertise, and set

case selection criteria).

(6) Enrich validity by incorporating use of external

assessors to offset the effect of assessees choosing

their own assessors.

(7) Combine WPBA with other forms of performance

assessment to provide more comprehensive evalua-

tions of competence, as occurs with a portfolio.

(8) Individualise assessments based on assessee perfor-

mance; for instance, individuals in difficulty may need

more frequent assessments and feedback than those

who are performing well.

(9) Identify individuals in difficulty as early as possible with

robust systems of assessment.

Outstanding issues

(1) Establishing the reliability and validity of outcomes

from DOPS and CbD/CSR in workplace (naturalistic)

settings.

(2) Estimating the total number of DOPS/CbD/CSR

required to achieve sufficient reliability and validity

for decision making (guiding remediation) within

specified contexts (e.g., specialty-based).

(3) Exploring how various workplace assessment tools,

when combined, facilitate learning and meet the overall

objectives of training or practice.

(4) Exploring the role of WPBAs in summative assessment,

including approaches to reporting outcomes (e.g.

scores, profiles).

(5) Researching further the concept of transfer between

simulation and WPBA.
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(6) Developing more feasible approaches to WPBAs and

how these relate to portfolio assessment processes.

(7) Conducting predictive validity studies on the impact of

WPBAs on long-term performance.

(8) Developing WPBAs for team working and

professionalism.
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