4

-~

Joemail of Pyyehophax (19R9) 19) 194

4 1989 Paychophysinlogy Soclety

Synop@:is of repeated measurement analysis

Chr. Jennen-Steinmetz

Zentralinstitut fur Seelische Gesundheit, Postfach 5970, 6800 Mannheim

In psychophysiology a usual design is the re-
pcated measures design. It arises if a variable is
repeatedly observed for the same subjects (or
experimental units). For example, repeated ob-
servations can correspond to different experi-
mental conditions or different times. Often these
repeated measures arise naturally, e.g. in EEG
data scveral observations for each subject arise
through the use of multiple electrodes. Further,
such designs are frequently preferred to factorial
designs with independent groups since sample
size may be reduced and since the effect of
interindividual variation is decreased. Factors
referring to repeated observations are called
within-subject factors. Experimental factors
dividing the subjects into independent groups
are called between-subject factors. The statist-
ical analysis of repeated mecasures data by
analyses of variance procedures requires pre-
cautions as is well known. In the psychological
literature many papers have appeared which
study the methodological issues of repeated
measurement analysis of variance. A good expo-
sition of many aspects is given by Rogan, Kesel-
man and Mendoza (1979). There also, further
references can be found. Here the main issues
will be reviewed briefly. A more elaborate dis-
cussion of the problems attached to repeated
measures analysis of variance is given by Vasey
and Thayer (1987) and the comments on that
paper.

Since repeated observations on the same sub-
ject are not statistically indcpendent, these
designs may not be analysed by the usual ana-
lysis of variance for factorial designs. Appropri-
ate  statistical procedures arc  multivariate
analysis of variance (MANOVA) or univariate
mixed model (split-plot) analysis of variance.
Both methods assume that the observations
across subjects are statistically independent of
cach other, and that they arc multivariate norm-
ally distributed with the same covariance matrix
in cach group.

Multivariate analysis of variance. If the co-

variance matrix for the repeated observations is
the same for all groups and if the number of sub-
jects is large enough (number of subjects —
number of groups > number of repeated
measurements), the MANOVA method may be

applied.

Univariate analysis of variance. Traditionally,
univariate analysis of variance has been applied
to analyse repeated measures data. This pro-
cedure is based on a mixed-model (split-plot)
approach. The traditional univariate F-tests for
effects related to between-subject factors (main
effects or interactions) are only valid if the
sphericity condition (sometimes also called cir-
cularity) is satisfied. This is-a rather technical
condition on the covariance matrix of the obser-
vations (see Rouanet and Lépine (1970), Huynh
and Mandeville (1979) or Rogan, Keselman and
Mendoza (1979)). If this assumption is violated,
the F-tests are liberal, i.e. they exceed the stated
alpha levels. To keep the nominal level of signi-
ficance, scveral adjustments have been proposed
typically leading to a reduction of the degrees of
freedom of the F-tests. The best known pro-
cedures are the g-corrections due to Greenhouse
and Geisser (1959) or Huynh and Feldt (1976).
These adjusted tests kecp approximately the cor-
rect level of significance. It should be noted that
for designs with more than one within-subject
factors, therc arc scveral sphericity conditions
and scveral adjustment indices & (Mendoza,
Toothaker and Crain (1976).

Various tests on sphericity have been pro-
poscd. This may suggest to first test on spher-
icity, and dependent on the results to apply an
adjusted or unadjusted F-test. But this pro-
cedure cannot be recommended. The tests on
sphericity may have poor power (Rouanct and
Lepine (1979)), and as a consequence the overall
error rate of the procedure can get out of con-
trol. Furthermore, in case of sphericity the cor-
rection factor « is gencrally close to onc such
that there is actually no big difference between
adjusted and unadjusted tests.
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Tests on group effects. Therc is no trouble with
tests on cffects of between-subject factors, since
no assumptions on the structure of the co-
variance matrix are rcquired. Furthermore, the
univariate and multivariate tests coincide. The
latter applies as well to tests on main effects of
within-subject factors, having only two levels.

Strategies for data analysis. For a given repeated
measures data set one has to decide whether to
apply adjusted or unadjusted univariate tests or
multivariate tests. Since all procedures are now
provided by several statistical packages, there is
no reason to stick to the traditional univariate
F-tests. As the validity of these unadjusted F-
tests rests on sphericity, they are only appropri-
ate if there are strong arguments that this
assumption holds. For most data with more
than two levels of the within-subject factors this
condition is violated. Furthermore, since in case
of sphericity adjusted and unadjusted tests do
not differ much, the recommendation is against
the use of unadjusted univariate tests.

It remains to choose between the multivariate
procedure and adjusted univariate tests. Various
studies have compared the power of the two
procedures (Huynh (1978), Rogan, Keselman
and Mendoza (1979)), but they do not allow a
general recommendation in favour of one
method. One might be led to apply one method,
and if it does not rcach significance to try the
other one. It should be stressed that such a pro-
cedure leads to an inflated type I error. The pro-
cedure is only correct if a Bonferroni correction
(z-adjustment) is applied, i.c. the significance
levels for the individual tests are halved.
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Here, the emphasis was on the sphericity
assumption. But it should be remembered that
all procedures above assume multivariate nor-
mality with homogencous covariance matrices
across groups. The tests are fairly robust against
violations of multivariate normality, but hetero-
geneous covariance matrices can affect the valid-
ity of the tests, if sample size differs much
between groups.
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