
Data mining 
How to extract informations from data?



The knowledge discovery in databases (KDD) process is commonly defined with the stages: 
(1) Selection 
(2) Pre-processing 
(3) Transformation 
(4) Data mining 
(5) Interpretation/evaluation.[5]

- Lesson Data Mining



- Current hardware and database technology allow efficient and 
inexpensive reliable data storage and access  

- Databases are increasing in size in two ways: the number N of records, or 
objects, in the data- base, and the number d of fields, or attributes, per object. 
Databases containing on the order of N = 109 objects are increasingly 
common in, for example, the astronomical sciences. The number d of fields can 
easily be on the order of 102 or even 103 in medical diagnostic applications.  

- However, whether the context is business, medicine, science, or 
government, the datasets themselves (in raw form) are of little 
direct value. What is of value is the knowledge that can be 
inferred from the data and put to use. 
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- The amount of data stored within informatic systems is growing 
exponentially 

 

- Traditional techniques of data analysis could become 
ineffective 

- DATA MINING could help researchers at classifying and 
clustering data as well as making hypothesis  

Background

Problem

Solution?



Background 

The manual extraction of patterns from data has occurred for centuries. Early methods of identifying 
patterns in data include Bayes' theorem (1700s) and regression analysis (1800s). The proliferation, ubiquity 
and increasing power of computer technology has dramatically increased data collection, storage, and 
manipulation ability. As data sets have grown in size and complexity, direct "hands-on" data analysis has 
increasingly been augmented with indirect, automated data processing, aided by other discoveries in 
computer science, such as neural networks, cluster analysis, genetic algorithms (1950s), decision trees and 
decision rules (1960s), and support vector machines (1990s). Data mining is the process of applying these 
methods with the intention of uncovering hidden patterns in large data sets. It bridges the gap from 
applied statistics and artificial intelligence (which usually provide the mathematical background) to 
database management by exploiting the way data is stored and indexed in databases to execute the actual 
learning and discovery algorithms more efficiently, allowing such methods to be applied to ever larger data 
sets.

https://en.wikipedia.org/wiki/Data
https://en.wikipedia.org/wiki/Bayes%27_theorem
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Data_set
https://en.wikipedia.org/wiki/Neural_networks
https://en.wikipedia.org/wiki/Cluster_analysis
https://en.wikipedia.org/wiki/Genetic_algorithms
https://en.wikipedia.org/wiki/Decision_tree_learning
https://en.wikipedia.org/wiki/Decision_rules
https://en.wikipedia.org/wiki/Support_vector_machines
https://en.wikipedia.org/wiki/Applied_statistics
https://en.wikipedia.org/wiki/Database_management


THE DATA GAP 

• ESTS Registry 
• Growth not exponential 
• In ten years 40 times larger 

amount of data 
• Same analytic procedures

1. Many informations contained within 
a registry are not clearly evident 

2. The analytic process for extracting 
knowledge could require a long time 

to be carried out 

3. A large amount of data could 
remain not explored nor analyzed



NOTHING IN COMPARISON WITH BIG DATA 
THAT ARE CHARACTERIZED BY 

• NUMBER 
• VELOCITY 
• VARIETY



DATA MINING
1. EXTRACTING IMPLICIT UNKNOWN INFORMATIONS 
WITH POTENTIAL USEFULNESS (CLINICAL RELAPS) 

FROM DATA 

2. DATA EXPLORATION AND ANALYSIS ARE 
PERFORMED BY AUTOMATIC OR SEMI-AUTOMATIC 

SYSTEMS ON LARGE AMOUNT OF DATA IN ORDER TO 
DISCOVER SIGNIFICATIVE PATTERNS



Data mining involves six common classes of tasks:[5]

• Anomaly detection (outlier/change/deviation detection) – The identification of 
unusual data records, that might be interesting or data errors that require further 
investigation.

• Association rule learning (dependency modelling) – Searches for relationships 
between variables. For example, a supermarket might gather data on customer 
purchasing habits. Using association rule learning, the supermarket can 
determine which products are frequently bought together and use this 
information for marketing purposes. This is sometimes referred to as market 
basket analysis.

• Clustering – is the task of discovering groups and structures in the data that are 
in some way or another "similar", without using known structures in the data.

• Classification – is the task of generalizing known structure to apply to new data. 
For example, an e-mail program might attempt to classify an e-mail as 
"legitimate" or as "spam".

• Regression – attempts to find a function which models the data with the least 
error that is, for estimating the relationships among data or datasets.

• Summarization – providing a more compact representation of the data set, 
including visualization and report generation.

https://en.wikipedia.org/wiki/Anomaly_detection
https://en.wikipedia.org/wiki/Association_rule_learning
https://en.wikipedia.org/wiki/Cluster_analysis
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Automatic_summarization


CLASSIFICATION AND REGRESSION TREE: an example




