
- Lesson 1: Why collecting data? (the process of KDD)

In order to understand the importance of creating a base of data, we 
should proceed at different levels, identifying:  

 . (I)  The meaning, role and finality of data in the decision making 
process (general-philosophical level);  

 . (II)  The benefits of a big mono-specialistic clinical database 
(specific-practical level).  

Moving across these two different planes, this lesson is aimed at clarifying the 
science behind the data collection and the following knowledge extraction 
process.  

These activities represent the fundament of any decision-making strategy, which is 
the real ultimate goal and reason to justify a data collection effort  



- Lesson 1: Why collecting data? (the process of KDD)

Our ability to analyze and understand massive datasets lags 
far behind our ability to gather and store the data 

However, whether the context is business, medicine, science, 
or government, the datasets themselves (in raw form) are of 
little direct value. What is of value is the knowledge that can 
be inferred from the data and put to use.  

 



“A WIDER VIEW ON DATA”

EVERY ACTION IS BASED ON INFORMATIONS

▸ SENSORY 

▸ COGNITIVE 

▸ EMOTIONAL



“A WIDER VIEW ON DATA”

THE “QUANTUM” OF EACH KIND OF INFORMATION IS A “DATUM”



“A WIDER VIEW ON DATA”

TO PROCEED IN OUR LIVES 
INDIVIDUALLY OR AS A COMMUNITY

▸ WE SMELL, TOUCH, EAR, FEEL, 
ANALYZE,  INTERPRET

DATA



IN GOD WE TRUST. 
ALL OTHERS 
MUST BRING DATA

W. Edwards Deming



THE PROCESS OF KNOWLEDGE

FROM DATA TO ACTION: THE PROCESS OF DECISION-MAKING  

Pazzani MJ. Knowledge Discovery from Data? IEEE Intelligent Systems 2000;15:10-12.  

ASSOCIATION INTERPRETATION



THE PROCESS OF KNOWLEDGE

EVERY ACTION IS BASED ON INFORMATIONS

▸ DATUM 

▸ INFORMATION 

▸ KNOWLEDGE

▸ HR, BP, smocking history 

▸ Physical status 

▸ Need to reduce the risk of 
an heart attack

CONSEQUENT ACTION 
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(rightly criticized as data dredging in the statistical liter-
ature) can be a dangerous activity leading to discovery
of meaningless patterns.

KDD has evolved, and continues to evolve, from the
intersection of research in such fields as databases,
machine learning, pattern recognition, statistics, artifi-
cial intelligence and reasoning with uncertainty, knowl-
edge acquisition for expert systems, data visualization,
machine discovery [7], scientific discovery, information
retrieval, and high-performance computing. KDD soft-
ware systems incorporate theories, algorithms, and
methods from all of these fields.

Database theories and tools provide the necessary
infrastructure to store, access, and manipulate data.
Data warehousing, a recently popularized term, refers
to the current business trend of collecting and cleaning
transactional data to make them available for online
analysis and decision support. A popular approach for
analysis of data warehouses is called online analytical
processing (OLAP).1 OLAP tools focus on providing

multidimensional data analysis, which is superior to
SQL (a standard data manipulation language) in com-
puting summaries and breakdowns along many dimen-
sions. While current OLAP tools target interactive data
analysis, we expect they will also include more auto-
mated discovery components in the near future.

Fields concerned with inferring models from data—
including statistical pattern recognition, applied statis-
tics, machine learning, and neural networks—were the
impetus for much early KDD work. KDD largely relies
on methods from these fields to find patterns from data
in the data mining step of the KDD process. A natural
question is: How is KDD different from these other
fields? KDD focuses on the overall process of knowl-
edge discovery from data, including how the data is
stored and accessed, how algorithms can be scaled to
massive datasets and still run efficiently, how results can
be interpreted and visualized, and how the overall
human-machine interaction can be modeled and sup-

ported. KDD places a special empha-
sis on finding understandable pat-
terns that can be interpreted as
useful or interesting knowledge.
Scaling and robustness properties of
modeling algorithms for large noisy
datasets are also of fundamental interest.

Statistics has much in common with KDD.
Inference of knowledge from data has a fundamental
statistical component (see [2] and the article by Gly-
mour on statistical inference in this special section for
more detailed discussions of the relationship between
KDD and statistics). Statistics provides a language and
framework for quantifying the uncertainty resulting
when one tries to infer general patterns from a partic-
ular sample of an overall population. As mentioned
earlier, the term data mining has had negative conno-
tations in statistics since the 1960s, when computer-
based data analysis techniques were first introduced.
The concern arose over the fact that if one searches

long enough in any dataset (even randomly generated
data), one can find patterns that appear to be statisti-
cally significant but in fact are not. This issue is of fun-
damental importance to KDD. There has been
substantial progress in understanding such issues in sta-
tistics in recent years, much directly relevant to KDD.
Thus, data mining is a legitimate activity as long as one
understands how to do it correctly. KDD can also be
viewed as encompassing a broader view of modeling
than statistics, aiming to provide tools to automate (to
the degree possible) the entire process of data analysis,
including the statistician’s art of hypothesis selection. 

The KDD Process 

Here we present our (necessarily subjective) perspec-
tive of a unifying process-centric framework for KDD.
The goal is to provide an overview of the variety of activ-
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Figure 1. Overview of the steps constituting the KDD process

1See Providing OLAP to User Analysts: An IT Mandate by E.F. Codd and 
Associates (1993).

Interestingness, is usually taken as an overall measure of pattern value, combining:  

• validity,  

• novelty,  

• usefulness,  

• simplicity. 
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The KDD process is interactive and iterative (with many decisions made by the user), involving numerous steps, summarized as:  

1. Learning the application domain: includes relevant prior knowledge and the goals of the application   

2. Creating a target dataset: includes selecting a dataset or focusing on a subset of variables or data samples on which discovery is to be 
performed  

3. Data cleaning and preprocessing: includes basic operations, such as removing noise or outliers if appropriate, collecting the necessary 
information to model or account for noise (deciding on strategies for handling missing data fields, and accounting for time sequence information and known changes, as well as 
deciding DBMS issues, such as data types, schema, and mapping of missing and unknown values) 

4. Data reduction and projection: includes finding useful features to represent the data, depending on the goal of the task (and using dimensionality 
reduction or transformation methods to reduce the effective number of variables under consideration or to find invariant representations for the data) 

5. Choosing the function of data mining: includes deciding the purpose of the model derived by the data mining algorithm (e.g., summarization, 
classification, regression, and clustering) 

6. Choosing the data mining algorithm(s): includes selecting method(s) to be used for searching for patterns in the data, such as deciding which models 
and parameters may be appropriate (e.g., models for categorical data are different from models on vectors over reals) and matching a particular data mining method with the overall criteria of the 
KDD process (e.g., the user may be more interested in understanding the model than in its predictive capabilities)  

7. Data mining: includes searching for patterns of interest in a particular representational form or a set of such representations, including 
classification rules or trees, regression, clustering, sequence modeling, dependency, and line analysis  

8. Interpretation: includes interpreting the discovered patterns and possibly returning to any of the previous steps, as well as possible 
visualization of the extracted patterns, removing redundant or irrelevant patterns, and translating the useful ones into terms understandable by 
users  

9. Using discovered knowledge: includes incorporating this knowledge into the performance system, taking actions based on the knowledge, or 
simply documenting it and reporting it to interested parties, as well as checking for and resolving potential conflicts with previously believed 
(or extracted) knowledge. 

The KDD process is 

interactive and iterative 

(with many decisions 

made by the user)  



THE PROCESS OF KNOWLEDGE

THE KNOWLEDGE DISCOVERY USING BASE OF DATA 

Fayyad U, Piatetsky-Shapiro G, Smyth P. The KDD process for extracting useful knowledge from volumes of data. Communications of the ACM 1996;39:27-34. 



Fayyad U, Piatetsky-Shapiro G, Smyth P. The KDD process for extracting useful knowledge from volumes of data. Communications of the ACM 1996;39:27-34. 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the critical phases to understand future roots of action and 
to measure improvements. This is extensively reported 
into the Deming Cycle model (2), a quality improvement 
strategy consisting of a logical sequence of four repetitive 
steps for continuous improvement and learning, which 
influenced mostly of the quality management strategies 
developed during the last 30 years (Figure 2).

These concepts should be constantly taken into account 
in our clinical practice. Being focused on the continuous 
improvement of our results at any level, we are supposed to 
apply strategies inspired to the Deming Cycle. Therefore, 
the data collection should take the upmost consideration, 
as it is the principal process able to influence the further 
decision making phase. 

Knowledge discovery in medical databases

Applying the previously exposed concepts about data and 
knowledge to the medical field, we may say that capturing 
data inherent to our patients is necessary to build the basic 
evidence and theories to manage our profession.

This is true for mono-institutional databases as well 
as for large multi-institutional international databases. 
Obviously, to handle large datasets implies the use of 
more sophisticated strategies and methods for an efficient 
extraction of knowledge. For instance the ESTS database 
has a high data growth rate, due to a constant increase year 
by year in two ways: (I) number of records collected (vertical 
size-high increase yearly); (II) number of attributes for each 
record (horizontal size-low increase yearly). Consequently, 
specific processes for gathering and handle massive data are 
needed, as well as methods for assuring the quality of data 
collected. 

Thus different data collection strategies have been 
developed for the ESTS database, which allowed to import 
data from multiple sources: (I) direct upload from an ad hoc 
website (https://ests.dendrite.it/csp/ests/intellect/login.csp); 
(II) off line upload from single institutional dataset; and (III) 
off line upload from multi-institutional national datasets 
(COLLECTION PHASE).

All these preprocessed data have been transformed in 
an electronic standardized format and cleaned. Moreover 
activities of quality control have been planned for an ad hoc 

Figure 1 From data to action: the process of decision-making.
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Figure 2 Deming Cycle.


