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Using Grammars for Pattern Recognition in Images:
A Systematic Review
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Grammars are widely used to describe string languages such as programming and natural languages and,
more recently, biosequences. Moreover, since the 1980s grammars have been used in computer vision and
related areas. Some factors accountable for this increasing use regard its relatively simple understanding
and its ability to represent some semantic pattern models found in images, both spatially and temporally. The
objective of this article is to present an overview regarding the use of syntactic pattern recognition methods
in image representations in several applications. To achieve this purpose, we used a systematic review
process to investigate the main digital libraries in the area and to document the phases of the study in order
to allow the auditing and further investigation. The results indicated that in some of the studies retrieved,
manually created grammars were used to comply with a particular purpose. Other studies performed a
learning process of the grammatical rules. In addition, this article also points out still unexplored research
opportunities in the literature.
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1. INTRODUCTION

The theory of formal languages was developed in the mid-1950s and aimed at develop-
ing theories related to natural languages. However, it did not take long to realize that
this theory was also important for studies on artificial languages, especially for lan-
guages derived from computing and information technology [Sipser 2006]. Since then,
the study of formal languages has been widely used in the parsing of programming
languages, modeling of logic circuits, and biological systems, among others.
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An image is a representation of a physical object that can be stored, manipulated,
and interpreted in accordance with users’ needs. The image processing operations are
generally divided into three levels, each one with specific functions: (i) low-level process-
ing, responsible for removing undesirable data and highlighting the important ones;
(ii) midlevel processing, responsible for identifying significant forms to this process
(this process is also called segmentation); and (iii) high-level processing, responsible for
linking the image with some database knowledge.

Understanding the image content has always been a central problem in the area of
computer vision and pattern recognition [Zhu and Mumford 2006], and a possible ap-
proach to solve this problem is the use of syntactic methods. Notably, several published
works have made use of grammars in the last decade and, consequently, the theory of
formal languages to deal with problems of computer vision and pattern recognition. In
particular, these studies have focused on the recognition of specific objects in images,
texture recognition, object construction, and image segmentation.

Systematic reviews have used a series of designed and well-defined steps according
to a previously established and documented protocol. And as they can be audited, more
reliable results are produced, hence rendering them independent of the reviewers who
initially evaluated them. This article aims to present and discuss the results of a
systematic review to identify the state of the art in the area of computer vision and
pattern recognition using grammars. In this context, we surveyed papers that focus
on learning or extracting the structure of the grammars from images, as well as those
that use grammar-based approaches to perform image recognition.

Chanda and Dellaert [2004] presented a review on the use of grammars in computer
vision and pattern recognition. In addition to presenting the main methods used in
the literature for modeling and pattern recognition, the authors cite some areas that
may benefit from the use of grammars combined with computer vision. This work
differentiates the use of a systematic process to conduct the review presented and
the work period considered, which extends to 2010. Additionally, we indicate some
challenges extracted from the works included in the review, which could be future
research opportunities.

In addition to this introduction, this article is divided into the following sections:
Section 2 describes the methodology used in this systematic review, Section 3 contains
a description of the studies reviewed as well as their comprehensive analysis, Section 4
discusses the results, and lastly, Section 5 contrives the final conclusions of this work.

2. METHODOLOGY

The systematic review was conducted in three phases: (i) planning, in which the re-
search guidelines were based on a protocol; (ii) conduction, which consisted of executing
the search and selection of works of interest according to the inclusion and exclusion of
criteria defined in the protocol; and finally, (iii) the data extraction step, which enabled
us to scrutinize the selected studies in order to understand the state of the art in the
area under investigation.

In the protocol set for the planning stage, the following research questions were spec-
ified: “What methods are used to infer grammars from images?” and “What techniques
are used for image recognition for a given grammar?”

To answer the specified questions, we used the selected keywords image, gram-
mar, grammatical, syntactic, linguistic, inference, and estimation, and the following
databases: IEEE Xplore, ACM Digital Library, and Periódicos Capes.1 All studies found

1This is a virtual library that brings and provides to public institutions of research in Brazil the best of
international scientific production: http://www.periodicos.capes.gov.br.
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concerning the research area in question were considered, regardless of the year of
publication.

The systematic review was carried out from May 2011 to August 2012. The search
for materials that addressed pattern recognition in images using grammars returned
242 articles, of which 58 were in the IEEE Xplore database, 107 in the ACM Digital
Library, and 77 from the Periódicos Capes. From the total articles collected, after im-
plementing the inclusion and exclusion criteria, 31 articles were selected and analyzed
in full, 20 from the IEEE Xplore database, two from the ACM Digital Library, and nine
from Periódicos Capes. The criteria used to include a paper in this review were (a) pa-
pers that submitted methods to infer grammars from images, (b) papers that explained
pattern recognition techniques in images for a given grammar, and (c) papers that
used pattern recognition techniques in images such as AND-OR graphs or attributed
grammars. Papers addressing video or event detection were excluded, since the main
focus of this review was on static images.

In order to enrich the results, new research was performed in July 2012 in the IEEE
Xplore database with the following keywords: image, vision, grammar, grammatical,
syntactic, linguistic, hierarchical model, compositional model, reconfigurable model,
shock grammar, NOT(video). This new search recovered 28 papers, five of which had
previously been analyzed. From the 23 remaining papers, 19 were added to this system-
atic review after applying the inclusion and exclusion criteria. Moreover, two papers
that had not been found in the initial exploratory analysis were added. Considering
the keywords and the sources defined in our protocol, they had not been retrieved dur-
ing the systematic review, but due to their importance they were included. The first
one is Chen et al. [2006], the first paper that explored the usage of AND-OR graphs
in computer vision. The second one is Si and Zhu [2011], in which the authors not
only used AND-OR graphs and grammars but also used unsupervised learning in their
structure.

The techniques used were extracted from each study, the primitives used, the results
obtained in the image recognition using grammars, and techniques employed for learn-
ing the grammatical rules. An analysis of the advantages and disadvantages of each
method was performed at the end of the literature review. Also, the potential gaps in
the state of the art that can be explored were also broached.

3. RESULTS

Table I shows a synthesis of the 52 articles analyzed, including the techniques and
methods employed in each one. Subsequently, a global analysis of the works is ex-
pounded (Section 3.1), taking into account relevant topics to identify the state of the
art. Each of the papers was individually analyzed and divided into categories that are
analyzed in Sections 3.2 to 3.8. The division into categories considered both the type
of grammar used and the purpose for which it was used in the computer vision area.
Table I shows the summary of the papers classified according to the sequence in which
they appear in Sections 3.2 to 3.8.

3.1. Global Analysis

This article shows that in recent years, especially in the last decade, there has been
much research on the use of syntactic methods for pattern recognition in images. Most
of the papers submitted used a grammar, manually created, and capable of recognizing
a particular class of images.

Figure 1 shows the evolution of this research area regarding the quantity of published
articles. According to the study by Zhu et al. [2009], several aspects contribute to
the recent developments in this research area, which were not consolidated in the
1970s, for example: (i) a consistent mathematical and statistical framework to integrate
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Fig. 1. Number of papers published every year.

many different images, (ii) more realistic interface models to map primitives to the
pixels in the image, (iii) more powerful algorithms for discriminative classification and
generative methods, and (iv) large volumes of digital images for training and testing.

Figure 1 shows that there were publication peaks in 2005, 2007, 2009, and 2011. In
2005, the main techniques used in the four articles were AND-OR graphs, adjacency
grammars, and 2D tabled matrix grammar. In 2007, the techniques used were spatial
random tree grammars, fuzzy grammars for texture recognition, EDT graphs, and the
L-system. The year 2009 had the highest number of published articles (10 papers).
AND-OR graphs appeared in five papers. The others showed context-free grammars
for pattern recognition in medical imaging, fuzzy grammars for pattern recognition
in texture patterns, and L-system grammars for object construction. In 2011, the
main techniques used were AND-OR graphs and grammar, context-sensitive stochastic
grammar, models of uncertainty ETPL(k) grammatical graphs, and shock graphs and
grammar.

Table I shows that several types of grammars were used and that they are usually
combined with various other techniques for pattern recognition. Although all the ar-
ticles analyzed used grammars, we found different purposes for their use: some used
them to recognize objects [Han and Zhu 2005]; others focused on the recognition of
patterns into textures (e.g., Ferreira et al. [2009]); some used syntactic methods for
creating new objects, usually trees and flowers [Schlecht et al. 2007]; in Wu and Bian
[2009], grammars were used in the task of image segmentation, and Wang et al. [2005a]
presented a method for working on image scaling; some papers deal with the problem
of document layout recognition [Kanungo and Mao 2003]; and some papers addressed
the problem of image storage [Peng et al. 2008] and how to convert an image into a
set of terminal symbols [Glomb 2007]. Figure 2 displays a graph that illustrates that
syntactic methods were the most used for object recognition (63%) in comparison to
texture pattern recognition (6%), creation of new objects (13%), image segmentation
(4%), scaling (2%), layout recognition (8%), and others (4%).

Figure 3 shows the main techniques found in the articles reviewed. We observed
that 35% of the articles used some kind of stochastic grammars. AND-OR graphs
were found in 16% of the studies. Fuzzy grammars and fuzzy logic appeared related
to texture pattern recognition (6%). Articles showing L-system grammars working
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Fig. 2. Usage trends of syntactical methods.

Fig. 3. Most used syntactic techniques.

on objects construction, especially modeling of trees, flowers, and fungi, represented
10%. Another technique found was the spatial random tree, which used the center
surround algorithm for classifying objects (10%). Shock graphs and shock grammars
were used for object recognition in 7% of the papers analyzed. Articles with none of
the aforementioned techniques represented 42% of the studies analyzed during this
systematic review.

Table I shows the strong presence of statistical methods used in the task of pat-
tern recognition. The most common statistical methods were the hidden tree models,
mixture of hidden Markov models, and Markov chain Monte Carlo.

Both qualitative and quantitative assessments were commonly found in the papers
analyzed. For the qualitative analyses, the images obtained by applying the technique
or model are always displayed, while for the quantitative analyses, true classification
and misclassification rates are usually displayed, as well as ROC curves.
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Fig. 4. Number of publications for each country.

Figure 4 illustrates that the United States was the country with the highest number
of publications (28), followed by China (eight), Poland (five), and Spain and Portugal
(four).

3.2. Object Recognition

3.2.1. Stochastic Grammars. The article by Stuckelberg and Doermann [1999] presented
a probabilistic approach to image decoding. The approach seeks to maximize the pos-
teriori of an objective function that represents the document and uses a task-oriented
model to decode the document. Object recognition and structured image interpretation
are performed by a single engine, allowing the integration of a noise model within
the optimization process. The model used extends a stochastic context-free attribute
grammar by introducing priors on the distributions of attribute values and measures
and models for all symbols of the grammar (terminal and nonterminal symbols). In
this model, a scanned page is equivalent to the initial symbol of the grammar. Next,
some refinements are performed (horizontal and vertical cuts) in order to locate the
score page, the staff systems, the staves, the symbol groups, and so forth. Each object
is associated with a set of measurements that can be performed on the image and a
set of models (such as hidden Markov models) that predict the outcome of these mea-
sures as a function of the object parameters. The approach is segmentation-free and
separates the document model from the recognition algorithms. The article does not
present results and conclusions with regard to the approach used.

Spatial Random Tree Grammars
Spatial Random Trees (SRT) were first proposed in Wang et al. [2005b, 2006]. SRTs

are stochastic hidden tree models where leaf nodes represent parts of an image. In
this model, the states at the tree nodes are random variables, with its whole structure
randomly generated by a probabilistic grammar.

Multitree dictionaries are used for the SRT model development and defined using the
formalism of grammars. The symbols of this grammar can represent different regions
of an image. The production rules can divide these regions into smaller regions by
recursive applications.

The SRT construction requires an image representing a domain Q and a grammar G
that describes the hierarchical segmentation of the domain Q. The initial symbol of G
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is the tree root, the nonterminal symbols will be the internal nodes, while the terminal
symbols appear only in the leaves. In addition:

—the initial symbol is given by a = (0, Q);
—the nonterminal symbols have the form a = ( j, R), where R is a subset region of Q

(obtained by subdividing Q) such that |R| > 1 and j is an integer from a fixed set
{1, . . . , J}, which may represent, for example, the classification of the image pixels
belonging to R in one of the J classes;

—the terminal symbols have the form a = {j, {n}}, where {n} is a 1 × 1 rectangle, a pixel
(n ∈ Q), and j is defined as above.

—the root production is (0, Q) → {(j, Q)} for j = 1, . . . , J;
—the other rules have the form a → α, where a = ( j, R) is a nonterminal and α =

( j1, R1), . . . ( j|α|, R|α|) such that:
—( jk, Rk) is a terminal or nonterminal symbol;
—R1, . . . , R|α| are disjoint regions that partition R.
Finally, a probability distribution is defined for each nonterminal present in the tree.

The authors also proposed an exact inference algorithm of polynomial complexity for
parameter estimation, as well as algorithms for other inference problems involving
SRTs. Another important contribution is the development of algorithms that can be
used in the tasks of segmentation and classification. The true classification rate of the
proposed model was of approximately 97% when images of houses, buildings, and shop
fronts were analyzed.

This framework evolved into a more flexible version, described in Siskind et al.
[2007], which can be applied not only to images but also to any other multidimensional
data. In the new formulation, a terminal symbol is a feature vector that, in the case of
images, is extracted from an image region obtained through a segmentation algorithm.

AND-OR Graphs
An AND-OR graph is a six-tuple that represents an image grammar G = <S, VN, VT ,

R,
∑

, P>, where S is the initial symbol representing the scene or the category of an
object, VN is the set of nonterminal nodes, VT is the set of terminal nodes (primitives,
parts, and objects), R is the set of relationships between nodes,

∑
is the set of all valid

configurations that can be derived from G, and P represents the probability model
defined in the AND-OR graph. To represent context information, the AND-OR tree
is transformed into an AND-OR graph by adding horizontal edges connecting nodes
that have some type of relationship (OR nodes that are children of an AND node).
The addition of these edges produces an AND-OR graph representing a grammar of
the image. A syntactic graph is a parse tree of this grammar with the increment of the
relationships between nodes. The stochastic model of an AND-OR graph must define
probabilities in the syntactic graphs [Zhu and Mumford 2006].

A top-down/bottom-up algorithm is used to transverse scroll through the AND-OR
graphs. It is a greedy algorithm to maximize the posteriori Bayesian probability that is
processed in three phases. The first phase is the bottom-up detection, in which hypothe-
ses are created with a certain weight. In the second phase, the algorithm chooses the
hypothesis with the greatest weight among all candidates, and if accepted it increases
the Bayesian probability. In the third phase there is the top-down/bottom-up integra-
tion. Each hypothesis in the current syntactic graph matches a production rule with
attributes passed to the nonterminal node. These nonterminal nodes also match other
production rules, which then generate top-down proposals for prediction. The top/down
proposal weights are calculated based on the posterior probabilities. Thus, whenever a
new node is added to the syntactic graph, a new subconfiguration is created, enabling
the following actions: creation of potential new top-down proposals, inserting them on
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the list; redefinition of weights of some candidate proposals; and transmission of at-
tributes between nodes and their parents by means of restriction equations associated
with the production rule. At the end of the algorithm a configuration that represents
an image is obtained.

The usage of AND-OR graphs in computer vision was first introduced in Chen
et al. [2006]. In this paper, these graphs were used to deal with a large variety of cloth
configurations, for example, T-shirts, jackets, and so on. First, an artist was asked to
draw sketches of dressed people. Next, these sketches were decomposed into clothing
categories, such as collars, sleeves, cuffs, pants, and so forth. Each one of these cate-
gories was represented by a subgraph that was used as leaf nodes of a large AND-OR
graph. In the AND-OR graph an AND node is used to represent a decomposition of the
graph considering its subconfigurations, while an OR node is used as a switch that al-
lows one to choose one of the AND node alternatives. The structure proposed integrates
the stochastic context-free grammar to represent structural variability using Markov
models for context. The results of the use of AND-OR graphs for clothing configurations
can be seen in images in Chen et al. [2006].

In the paper by Zhu et al. [2009], AND-OR graphs were used for object recognition
in combination with oriented triplet primitives. These oriented triplets are formed
by three points of interest, each point represented by its location, orientation, and
appearance vector. These triplets have geometric properties that make them scale-
rotation invariant [Zhu et al. 2009]. To create a theoretical framework for unsupervised
learning of probabilistic models for the generation and interpretation of natural images,
this paper presents the use of a model called Probabilistic Grammar Markov Model.
This model combined Markov random fields and probabilistic context-free grammars.
The task of model learning can be divided into two parts: learning the model structure
and learning the model parameters. For the first task, an AND-OR graph is constructed
iteratively as more triplets are added to the graph. For the second task, clustering
techniques were used to propose adding new triangles to the graph and to validate or
reject these proposals. The method presented is not dependent on position and scale
object orientation. The tests were performed with images obtained from Caltech13 (13
categories of objects) and the model presented 90% of true positives and 10% of false
positives. These results are for ratings of images containing a searched object and
images that only have the background.

In order to locate human faces in images, Reddy et al. [2009] proposed a method
with a two-layer architecture. At the first layer, facial components are detected using a
certainty factor-based geometrical model, while the second layer uses top-down/bottom-
up algorithms to transverse an AND-OR graph to localize the face. The AND-OR
graph combines a stochastic context-free grammar to represent object configuration
variability and Markov random fields to represent the spatial relationship between the
face components. The tests were performed with 3022 images, and the face detection
rate obtained with the method was 93.2%, outperforming other methods based on
neural and statistical approaches.

The papers by Han and Zhu [2005, 2009] showed an attribute context-sensitive
grammar capable of representing an image. Moreover, these studies showed the ef-
fect of a top-down/bottom-up algorithm used for parsing in the process to maximize
the posteriori probability. The terminal nodes of the grammar created are planar rect-
angles projected on the images. All nonterminal and terminal nodes are described by
attributes that represent their geometric properties and appearance. The grammar
submitted has six production rules. A rule expands the root node (scene) in m in-
dependent objects. Another rule instantiates a nonterminal node in a primitive. The

13http://www.vision.caltech.edu/html-files/archive.html.
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remaining four rules arrange objects or surfaces recursively into four possibilities: (i)
align m objects in one line, (ii) nest an object inside another, (iii) align three rectangles
to form a cube, and (iv) arrange objects in the format mxn in a mesh. Given an input im-
age, the goal is to compute the parse tree in which each nonterminal node corresponds
to a production rule.

Rothrock and Zhu [2011] presented an AND-OR graph grammar to represent a body
as a set of articulated compositions and reconfigurable parts. The fact that the model
is reconfigurable allows replacing compatible parts with different attributes such as
clothing appearance. Each production rule defines an appearance model for the root
part, a set of child parts, and a set of constraints over the geometries and attributes
of the child parts. A probabilistic model is defined for the parses and exact inference
is computed for certain restrictions of these constraints. The results were competitive
with the state-of-the-art data: 88.4% (method presented) against 86.9% (state-of-the-
art) of correctly estimated parts on average.

In Parag et al. [2012], a meta-grammar used to write rules for object detection and
recognition was submitted. The object description rules are oriented toward an AND-
OR structure. In the proposed grammar, the set of terminal symbols are formed by
low-level image features. The object representation is constrained to be hierarchically
expressed, which allows accommodating the construction diversity. To substantiate
the proposed grammar for a specific application case, a compiler used to parse and
translate an object grammar into an implementation in PROLOG of a BLR14 logic
program was implemented. The technique was used to detect graphical user interface
(GUI) components for component detection and automated software testing processes.
A set of six images was tested, with a total of 20 to 40 objects per category. The detection
rate was 90% for push button, 100% for menu list, 90% for radio button, and 67% for
checkbox, and the number of false alarms were 0.17, 0, 0.33, and 2.67, respectively.

In Si and Zhu [2011], a framework that uses a model called AND-OR Template (AOT)
was presented. In this model, an AND node represents hierarchical composition, and an
OR node represents deformations of parts. This paper shows that not only the structure
but also the parameters of the AOT can be learned from images in an unsupervised
way. The learning process is composed by a block-pursuit procedure used to learn the
dictionary of primitives that form the leaf nodes, AND nodes, and structural OR nodes.
Furthermore, a graph-compression operation is used to improve generalization; this
process generates new OR nodes in the compositional hierarchy. Two different tests
were promoted in order to test the proposed framework. The first one used 1D examples
(words), and the idea is to study the factors responsible for model identifiability (n:
training sample size; s: used to control the average length of random letters added
between two words; α : a parameter used to control the compression of the graphs). For
n = 100, the framework presented sensibility = 1 when s = 0 and the false-positive
rate is about 0.068; for n = 100, the framework presented a sensibility = 1 when s =
1 and the false-positive rate is about 0.064; and for n = 100, the framework presented
a sensibility = 1 when s = 2 and the false-positive rate is about 0.055. These results
were obtained comparing the real dictionary of words with the learned one. The other
test was for object recognition (egret, deer, and bikes), which used close to 20 images
for training and a large number of images for testing. The results of this test were
compared with Latent Support Vector Machine (LSVM), based on the recognition of
objects, parts, and key points. The OAT framework demonstrated a better performance
when compared with LSVM.

14BLR stands for bilattice-based logical reasoning.
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Stochastic Context-Sensitive Grammars
Jin and Geman [2006] proposed a mathematical framework to construct a probabilis-

tic hierarchical image model that can use arbitrary contextual relationships. Different
from a traditional formal grammar, the proposed architecture allows the sharing of
subparts among many entities. In addition, it does not limit interpretations to single
trees (i.e, zero or more instances of the modeled pattern that can be detected). The
proposed method was tested in a set of 385 images containing license plates, and the
detection rate of plates was above 98%.

Tylecek and Sara [2011] use stochastic context-sensitive grammars to recognize
regular structures exhibiting symmetries. It uses the concept of scopes, where a config-
uration of objects is placed inside a “container” that is made up of images (a rectangle,
for example). Scopes can represent, for instance, arrays of windows. In addition, spatial
and structural exceptions were introduced (presence of holes) into otherwise regular
arrays of elements. The idea is to depict a semiregular array of elements. A lattice is the
spatial layout of the terminal elements with possible individual spatial deviations of lo-
cations. Tylecek and Sara [2011] represented this structure using an attributed context-
sensitive stochastic grammar. The grammar describes how an image contains scopes.

Wang and Jiang [2009] presented a framework that uses a context-sensitive graph
grammar to extract roofs of buildings displayed in aerial images. The proposed gram-
mar is composed of five production rules and three types of shared quadrilateral prim-
itives. Each production rule contains equations to constrain the attributes of a parent
node and those of its children. Furthermore, links between nodes at the same level were
created to represent their spatial and appearance relationships. To extract the roof, a
bottom-up algorithm is used, which generates hypotheses (quadrilateral) by grouping
structures viewed in the image, such as straight lines, parallel lines, and so on. The
authors did not present experimental quantitative results.

3.2.2. Markov Models and Fuzzy Logic. Soltanpour and Ebrahimnezhad [2010] used a
structural context descriptor for extracting objects in images by recognizing parts of
objects with similar structures. Blocks from oriented triangles are used to generate
a grammar from the parts of objects, where each block is constructed from the
central parts of such objects. This structure increase is based on the number of parts
detected by adding new triangles. The model is trained using Mixture Hidden Markov
Model (MHMM) and an Adaptive Neuro-Fuzzy Inference System (ANFIS) for object
categorization. To test the approach, the proposed model was used in four image
classes: motorbikes, faces, planes, and cars. Using ANFIS, recognition rates were of
75.3%, 88%, 85%, and 70.2% for parts of each of the classes, respectively. Using the
MHMM, the recognition rates were of 96.2%, 98.3%, 95.2%, and 82.7%, respectively.

3.2.3. Augmented Regular Expressions. Augmented Regular Expressions (AREs) are reg-
ular expressions with the addition of a set of constraints that involve the number of
instances of the operands of the star operations15 in each language string. Such con-
straints increase the descriptive power of regular expressions, enabling the description,
recognition, and learning of a nontrivial class of context-sensitive languages [Sainz and
Sanfeliu 1996]. Sainz and Sanfeliu [1996] described a method to learn the grammar
model from a set of positive and negative samples. Each model is represented by a
pseudo-dimensional ARE, where each line is represented by an ARE and all columns
together are represented by another ARE. The paper describes the learning process
and the results of applying this method to learn traffic signs. During this learning

15In regular expression, if V is a language, then V-star can be described as a set of all elements that can be
formed by concatenating of zero or more V elements.
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process, image model lines are represented by a finite state automaton (FSA). The
method used for FSA learning is called active grammatical inference. The process is
conceived as a sequence of learning cycles, and each cycle includes a combination of
symbolic and neural techniques, where the control of the next neural training is dy-
namically modified by the information acquisition or by the imposition of external
information.

3.2.4. Predicate Logic. Shet et al. [2009] presented an approach based on predicate logic
to recognize and detect patterns of objects in images in which two classes of objects are
explored: pedestrians, watched by security cameras, and complex man-created struc-
tures that can be seen in satellite images (surface-to-air missile, SAM). This method
analyzes a pattern of objects through modeling and specification of grammars. These
grammars are encoded as first-order rules and the object analysis corresponds to the
search through the space feature for the best solution, satisfying the logical constraints.
For the problem of human body parts detection, a cascade of Support Vector Machine
(SVM) classifiers was trained on histograms of gradient orientations, and a sigmoid
function was applied to the output of each SVM. The rules to validate or reject human
hypotheses are based on geometric information entered a priori in the system, such as
the expected height of people and the expected base location of regions.

3.2.5. Adjacency Grammars. An adjacency grammar is a five-tuple G = (VT , VN, S, P, C)
where VT is the set of terminal symbols, VN denotes the nonterminal symbols, S ∈ VN
is the start symbol, C is the set of constraints applied to the grammar elements, and,
finally, P represents the set of productions defined as α → β1, . . . , βn if se � (β1, . . . ,
βn) where α ∈ VN and all β j ∈ VT ∪ VN and � is an adjacency constraint defined in the
attributes of β j .

The symbols β j can appear in any order. For example, for the production rule α →
μ, ν, σ ∈ P should be considered all the six possible symbol permutations of μ, ν, and
σ as an equally valid replacement for the symbol α.

Studies on graphic design recognition, mainly focusing on the recognition of hand-
drawings and gestures, are presented in Mas et al. [2005, 2008]. The recognition process
shown consists of three main phases. The first phase, primitive extractions, consists
of approximating drawn traces by primitives (arcs and line segments). The second
stage is a syntactic stage for the recognition of compound objects where symbols of a
given class are recognized by an adjacency grammar. The last phase is responsible for
applying semantic rules to the instances of recognized symbols in the drawing. The
created approach was tested in more than 700 symbols and obtained a recognition rate
above 87.7% [Mas et al. 2005].

3.2.6. ETPL(k) Grammar Graphs. The articles by Trzupek et al. [2009, 2011] presented
an approach for the interpretation of medical images. In particular, the articles focused
on the recognition of a heart disease (stenosis) that can be detected from the 3D images
of coronary arteries. After selecting the image to be analyzed, the system executes a
skeletonization process that represents its morphological structure. The skeletonized
image is used to form a graph where each vertex represents a branch point of the main
artery, and this graph represents the spatial relationships between arteries. This spa-
tial representation can be formalized by using graph grammars called Embedding
Transformation-preserved Production-ordered K-left nodes unambiguous (ETPL(k)).
According to the authors, the system is able to recognize locations, amounts, and types
(concentric and eccentric) of stenosis with an accuracy classification rate of 85%.

3.2.7. Context-Free Grammars. The approach presented in Ogiela et al. [2008] was estab-
lished for pattern recognition in human bone radiographs, specifically bone fractures
and fissures of arms and legs. The created context-free grammar can recognize the
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following types of fractures: fissures, spiral, longitudinal, displaced fracture, delayed,
transversal bond, and adhesion. In this grammar, the terminal nodes (a, b, c, d, e, f, g,
h) represent angle intervals. For example, the terminal node a represents the interval
between –10 and 10 degrees. The proposed grammar was able to recognize the angle
between the parts constituting the human bones in order to identify the fractures. The
created system achieved more than 90% performance accuracy in the interpretation of
bone fractures of human legs.

A method for indexing and recovering images was presented in Ogiela et al. [2009].
The presented context-free grammars are able to recognize the topology of organs and
body parts (arteries, bones, and pancreas), enabling one to identify visible injuries and
diseases in these organs and structures. One of the used techniques creates a grammar
based on the syntactical graphs of the segmented images (obtained by X-rays) of human
bones. In this technique, terminal symbols are represented by the gravity centers of
each hand bone. Another technique uses a grammar based on the arterial topology and
pancreas structure, where it is possible to model arterial stenosis and assist in cancer
diagnosis. The application of the proposed techniques attained a recognition rate of
about 93% when used to analyze and interpret lesions.

Gidas and Zelic [1997] developed an object recognition method that uses the advan-
tage of bottom-up and top-down methodologies. The approach explores conceptual as-
pects from context-free grammars, nonparametric statistics, and polygonal fields. The
approach is formed not only for a Hierarchical Syntactic Models (HSM) used for contex-
tual constraints, such as decomposition of objects into parts and subparts, but also for
data models used to depict likelihood functions of the observed data considering each
instance of the object representation. The data models, described by non-parametric
statistics, are invariant under imaging conditions (e.g., contrast). In an HSM, types of
objects are viewed as junctions of articulated joints and parts; for example, a car has
doors with windows, but also it has lights, license plates, and so on. Generally an object
is a concatenation of primitives. The tests were performed in a database of simulated
tools, like hammers, shovels, scissors, and so forth.

Toshev et al. [2010] presented a framework to build the symbolic representation of
detection and parsing. In this framework, an unorganized point cloud is used as input
as result and a parse tree is obtained whose nodes are surfaces and volumetric parts.
The volumetric parts were considered to increase robustness against occlusion, which
can be inferred from subsets of their bounding surfaces. The idea is to see a building as a
tree, whose nodes represent volumetric parts that are next to each other and covered by
roofs (planar patches), which are considered children of the volumes. To do this, a simple
grammar was introduced to capture geometric properties between volumes and planar
patches. The proposed grammar has two supernodes, “building,” used as ascendants of
all other nonroot nodes. This feature allows performing detection while parsing, where
all parse trees rooted in the “building” node are considered building representations.
Dependency parsing, known as an efficient parsing technique, is used to infer the parse
trees of buildings. Furthermore, labeled data can be used to estimate grammar param-
eters using structured learning. Tests were performed using The Wright State 100
dataset, containing approximately 1 billion points collected by airborne and terrestrial
range scanners. The points were divided into 350 blocks. The accuracy achieved was of
89.3%, against 87.9% achieved by a support vector machine method.

3.2.8. Regular Grammars. A method to interpret and describe how the trajectory of an
object can be modeled using qualitative features was presented in Christensen et al.
[1996]. The authors stated that the object evolution in a scene can be described by
regular grammar rules that must be based on observable characteristics. Moreover,
it must describe individual objects and their relationships, as well as include action
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compositions. Examples of characteristics include recognition of objects (cup, saucer),
geometric relationships (aligned, parallel), temporal discontinuities (entering a view
field, static), and so forth. When one of these characteristics is found in a particular
state, a particular production rule is activated representing a transition state. In
addition, each transition is associated with a specific action (handling, initialization,
termination, etc).

The system was tested with a sequence of images depicting a breakfast table.
The scene description was performed by a generic parser with 42 production rules.
The analysis result is the following textual scene description: a saucer was placed
on the table; a cup was placed on the table; a cup with a saucer was placed on the table;
a spoon was placed on the table; the teapot is now on the table; the milk jug is on the
table; the table is set, ‘Tea is now served!’.

3.2.9. Three-Dimensional Plex Grammar. Conventional string grammars consider that
each symbol, terminal or nonterminal, has two attaching points: on the left and on the
right. Plex grammars generalize it, considering that symbols may have n attaching
points [Lin and Fu 1986]. These are special cases of attribute grammars, where the
connections between symbols are the attributes of each production.

The paper by Lin and Fu [1986] created an extension of plex grammars for the
recognition of three-dimensional objects, called three-dimensional plex grammars. In
these grammars, the symbols are primitives or composite surfaces having n attaching
curves to join into other surfaces, which are called n attaching-curve entities (NACEs).
One component of this grammar is a set of identifiers that describe the NACEs
attaching curves.

A plex three-dimensional context-free grammar has productions in the form A�A →
χ�χ�χ , where A is a single NACE, �A is the list of curves on the left side (left-side
tie-curve list), χ is the list of NACEs on the right side, �χ is the list of interconnections
on the right, and �χ is the list of curves on the right side (right-side tie-curve list). The
list of NACEs on the right side is a string in the form χ = a1a2. . .a j . . .an, where ai is a
single NACE. �χ specifies how and which NACEs are interconnected.

A system that uses these grammars comprises two main steps: analysis and recog-
nition. The analysis consists of the selection of primitives (surface fragments) from a
3D model object and creating a three-dimensional plex grammar to represent it. The
recognition step uses this grammar to recognize any projection from the 3D model in
input 2D images.

3.2.10. Structural-Syntactic Approach. The study by Gao et al. [2000] presented a proposal
based on a combination of statistical and structural methods for recognizing Chinese
characters. In the structural approach used, a Chinese character is represented by a
hierarchical structure where the primitives are formed by the features used in the
drawings. The statistical part of the proposed framework is responsible for comparing
the image features being analyzed with the information obtained from the training
examples. The prototype built was trained with 7920 samples of handwritten Chinese
characters and returns a score in the range [0, 1] as response of the image analyzed
against all the examples from the database.

3.2.11. Shock Grammar. A 2D representation of an object that preserves the silhouette
of an object is called a skeleton. These skeletons can be converted into a shock graph,
which is a shape abstraction used to group skeleton points according to the variation of
a radius function. These groups are called “shock groups” and they are labeled from 1
to 4. Such a grouping decomposes a skeleton into parts, and the interrelation confirms
a well-defined grammar. A shock graph is obtained from the shock groups and is a
directed acyclic graph [Hingway and Bhurchandi 2011].
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Zaboli and Rahmati [2007] used shock graphs, a skeleton-based method, for object
recognition. The method uses branch points (which have three or more neighbor points
in their eight-neighbor pixels) in shock graphs and shock grammars in order to include
these features to improve the recognition rate and efficiency in object recognition.
The medial axis was used to retrieve the skeleton from an image. The medial axis
of a shape is considered the central point of the largest circles contained within the
curve, touching the boundary of the shape. The branch points are considered the basic
points of the skeleton of a shape. Generally, these points are the internal parts of the
skeleton and are robust under deformations. Furthermore, these points are, generally,
invariant in the presence of missing parts and occlusion. The matching trees used
in Zaboli and Rahmati [2007] were not based only on their topologies, but they also
considered geometric information for each vertex and its corresponding points in the
skeleton. The tests were performed in order to determine the similarity between two
given shapes. The similarity is normalized with values between [0, 1], considering that
the highest similarity produces values closer to 0.

In the method proposed by Hingway and Bhurchandi [2011], every object in the
database is converted into a binary image, hence obtaining its skeletons. These skele-
tons are converted into shock graphs. The shock graph of a query image is compared to
the shock graphs of the database images. The algorithm to compare the shock graphs
of two images is as follows: (i) split the graph for any object and the graph for the
query image into subgraphs; (ii) compare the subgraphs of the object to that of the
query image; and (iii) when comparing the subtrees, compare the type of shock and,
if the type does not match, consider it a mismatch. The sum of all matching scores is
achieved by the total matching score.

Siddiqi and Kimia [1996] developed a theory for the generic representation of two-
dimensional shapes, where structural descriptions are derived from the shocks (singu-
larities) of a curve evolution process, acting on bounding contours. The approach used
to classify a shock is based on differential properties of an embedding surface. This
idea was for developing an implementation to achieve accurate geometric estimates in
the neighborhood of discontinuities in order to localize shocks. The constraints used
to prune unfeasible shock configurations are defined by a shock grammar. As the de-
fined grammar does not describe topological and geometric constraints, the grammar
is embedded in a graph.

In Siddiqi et al. [1998], the researchers applied the theory to the problem of shape
matching. The shocks were organized in a directed, acyclic shock graph. The spacing of
the graphs is characterized by the rules of a shock graph grammar, which allows reduc-
ing a shock graph to a unique rooted shock tree. Thus, the authors used a tree matching
algorithm, which finds the best set of corresponding nodes between two shock trees in
polynomial time. They demonstrate the system’s performance by using a large database
of varied shapes that take into account articulation, occlusion, and viewpoint changes.

3.3. Texture Recognition

The studies that have focused on the pattern and texture recognition analyzed in this
review used fuzzy grammars and belong to the same group of researchers.

The papers by Ferreira et al. [2007a, 2007b, 2009] presented a system for monitor-
ing cork pieces, which used a texture segmentation approach based on the wavelet
transform and a fuzzy grammar as classifier. The features extracted from the images
were processed with the wavelet transform, with this technique applied to each color
component in order to perform a color-based texture analysis. The developed approach
is formed by the learning and monitoring phases. In the learning phase, the monitoring
texture is manually selected by specifying a region of interest in the image. A feature
vector is extracted and a fuzzy rule to characterize the texture is used to generate
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the fuzzy grammar. In the monitoring phase, a feature vector is extracted from the
image under analysis. The fuzzy grammar generated in the learning stage is then used
to evaluate this new feature vector and perform the classification. According to the
authors, an advantage of this approach is that the system can be trained with only
one texture sample. Furthermore, the system can be used in environments with many
types of textures, even if the lighting conditions are unstable. The feasibility and ef-
ficiency of the approach have been proven in experiments with more than 30 types of
textures extracted from images with 640 × 480 pixels. The system responded with a
value higher than 0.85 for the rule describing the texture used as input, and a value
lower than 0.3 for rules corresponding to the other textures. A higher value indicates
a greater possibility of the texture being described by the rule used.

3.4. Object Construction

3.4.1. Attribute Grammar. The paper by Luo et al. [2009] presented a study on the percep-
tion of three-dimensional objects from two-dimensional sketches manually annotated
from an image. The attribute grammar used is defined as a quadruple G = (VN, VT , PR,
R). VN and VT are the sets of nonterminal (2D aspects/3D parts) and terminal nodes
(2D elements), respectively. PR is the set of production rules used to build pyramids,
cubes, prisms, and so forth. R is the set of relationships between each pair of nontermi-
nal nodes. The main idea of this project was to recognize objects from a 2D image and
create a new version of these recognized objects in 3D. The approach used is composed
of two layers, one 2D and the other 3D, which together compose a hierarchical gram-
mar model for representing man-created objects. In the 2D layer, given an input image
(2D sketch manually annotated), the model groups the geometric elements (triangles,
rectangles, etc.), forming various 2D aspects through a top-down/bottom-up algorithm.
Each one of these aspects is used to make inferences about hidden structures of the
3D part. These two layers are calculated recursively in a Bayesian framework using
data-driven Markov chain Monte Carlo. The tests were carried out with eight different
types of objects using 20 images for each category. The time for each analysis was
approximately 60 seconds. For each object category modeled by the system, another
object was created in 3D using computer-aided design (CAD). All objects were mixed,
and then individuals were asked to point out which object had been created by the
proposed method and which had been created using CAD. An accuracy classification
rate equal to 50% was expected, since the idea is that the individuals would be unable
to differentiate an object created using the aforementioned technique from an object
created using a CAD, and the observed rate was 52.85%.

3.4.2. Matrix Grammars. The paper by Subramanian et al. [2005] provided a system for
generating rectangular figures using a system called splicing array grammar systems
(SAGS). This paper reports one the formal specifications of a 2D tabled matrix gram-
mar, the operations that can be performed with these arrays (operations on the rows
and columns), and the system SAGS itself. The images formed by the proposed method
consist of letters in a matrix representation.

3.4.3. L-System. Given a parallel grammar G‖ = (VN, TN, R, S), this grammar accepts
the string x, if there is a sequence of parallel derivation S ⇒ w0 ⇒ w1 ⇒ · · · ⇒ wk =
x, where each derivation step (⇒) denotes the application of all possible rules for an
intermediate string. The languages accepted by the grammar G‖ and the corresponding
nonparallel G is not the same, except for simple cases [Chanda and Dellaert 2004].

Parallel grammars have been used in applications of computer graphics in the form
of L-system [Chanda and Dellaert 2004]. This type of system originated from a mathe-
matical theory that explained the growth and development of multicellular organisms
and had great impact on modeling and simulation areas (apud [Chanda and Dellaert
2004]). It is currently used in various computer graphics applications.
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L-systems are parallel formal grammars, generally context sensitive. The production
rules and symbols have their own semantic and visual interpretations based on the
problems being modeled.

A stochastic version of L-systems was used in Schlecht et al. [2007] to represent
fungal biological growth. The researchers presented a method for making inferences
on the biological structure obtained from microscopy images. Considering that such in-
ferences from a model are difficult due to the amount and independence of parameters,
a sampling based on Markov chain Monte Carlo was created to explore the parameter
space to search the parameters that probably generated the data. To test the proposed
method, 184 images of the fungus Alternaria from two datasets were used. The sam-
pling was performed using 10 random initial states in two sets, each one with 20,000
iterations.

L-system grammar types were also used in Prusinkiewicz et al. [1988]. This paper
presented a modeling method to simulate the development and growth of plants. The
approach has two main features. The first one is the ability to emphasize the time-space
relationship between the constituent parts of a plant. For example, in various species
some development stages can occur simultaneously. The second feature is the ability
to simulate the plant growth, once the proposed approach is capable of representing
a plant of different ages. To reproduce these two features, the proposed method used
L-system grammars, as they have recursive production rules capable of simulating the
development of plants.

In the paper by Sun et al. [2009], a method that combines rule-based techniques
and images to create light 3D models of trees is presented. The proposed model can be
divided into four steps: (i) restoration of a tree trunk structure from a 2D image, (ii) 3D
reconstruction of the trunk skeleton using the binocular vision method, (iii) extraction
of the axioms and production rules from the skeleton using 3D L-system grammars,
and (iv) use of an interpretation algorithm of L-systems to create models that can be
sent via the web to be rendered on the client machine.

The paper by Hemberg and OReilly [2004] presented an extension of the grammar
used in the Genr8 system, which is used by architects to develop surface designs. A
surface on Genr8 begins with a closed polygon and grows by means of simultaneous
applications of the production rules. During the growth process, the surface is influ-
enced by “external” factors, such as repellents, attractors, and borders. The Genr8 uses
a grammar called Hemberg extended map L-system, which is a more complex L-system
grammar. The developed system was used in the undergraduate course on Design
Emergent Design Technologies of the Architectural Design Association - AA in London
in 2004.

Qu et al. [2008] presented a rule-based grammar learning method to create an
L-system grammar to model plant development. The initial step used image processing
and pattern recognition techniques to retrieve the geometric and morphologic struc-
tures of the plant. Then, the data obtained in the first step were analyzed by hidden
Markov tree and semi-Markov chain in order to compose bidimensional hierarchical
automaton (BHA) parameters, which describe the plant ramification structure. The last
step is to create an L-system grammar from the transformation of the BHA. To test the
proposed method, two experiments were conducted using 35 images from leafless trees
with 360◦ coverage around the plant. One of the limitations of the technique is the high
cost to capture the tree structure from several images. Moreover, the structure from
trees with leaves cannot be captured due to the branches’ occlusion.

3.5. Image Segmentation

The paper by Wu and Bian [2009] presented a stochastic method for image segmenta-
tion. The approach used decomposes an image into its visual components and returns
as output a hierarchical representation in the form of an AND-OR graph. The problem
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of Bayesian inference is first formulated, and then the solution space is decomposed
into a union of various subspaces of varying dimensions. The goal is to optimize a
posteriori probability. Subsequently, a top-down approach is used to describe how
objects and region models (texture, shading, etc.) generate the image intensity. Finally,
to perform the parameter estimates, bottom-up proposals are conducted to guide the
search through the parameter space.

In Hamdi et al. [2012], a method to segment a given image and to estimate the
area using regular grammars is presented. An image is defined as a set of words
based on an alphabet, and an object, similar to a word, is recognized by an automa-
ton. The image is divided into small blocks, each one having a predefined structure
that represents the terminal node of a grammar. After, each block is associated to a
number that performs the mapping of the represented structure in such a way as to
create a numeric matrix, which represents the image. The next step creates a regular
expression representing a closed contour. The automaton equivalent to this regular
expression is used to analyze the matrix in order to search submatrices with these
contours, performing the image segmentation. The researchers conducted tests with
cardiac images and they indicate an accuracy of 93.22% to estimate the segmented
areas.

3.6. Change of Scales

A study on perceived scale of space by increasing the scale from a traditional image
is reported in Wang et al. [2005a]. The approach uses representation of primitive
sketches that divide the image into structural parts (sketchable) to delimit the object’s
boundary and the texture parts (nonsketch). The approach also uses a type of graph
grammar called sketch pyramid to represent topological changes. To construct these
graphs, the proposed method uses a Bayesian framework and Markov chain Monte
Carlo reversible jumps. The technique used was created with two different proposals.
The first one, multiscale object tracking, is used to perform the monitoring of objects in a
scene. The second proposal is called adaptive image display and addresses the problem
of displaying high-resolution images on low-resolution displays (phones, PDAs etc.)
and makes use of quadtrees.

3.7. Layout Recognition

3.7.1. Regular Grammars. Kanungo and Mao [2003] use stochastic regular grammars
to represent document layouts as a hierarchical structure; each node of this hierar-
chy describes a document region. The hierarchy and the language are defined by the
user, whereas the probabilistic parameters are estimated from training samples. The
physical layout structure of a document is recognized through a parsing-based seg-
mentation algorithm. More robust results, considering noise document, were obtained
using a model with a set of estimated state duration distributions to incorporate the
information on the physical style layout parameters.

3.7.2. Context-Free Grammars. An approach to hierarchical segmentation and layout
structure recognition of the documents by using stochastic context-free grammars is
presented in Shilman et al. [2005]. Machine learning is used to select the characteristics
and all parameters used in the syntactical analysis process. Dynamic programming was
also used to find the best derivation tree for a page. Two case studies were used to test
the approach. In the first one, a generated framework uses a grammar created manually
to analyze the document layout, obtaining an F-measure16 of 85%. In the second case,

16F-measure is the harmonic mean of precision and recall.
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the framework used an inferred grammar in order to support math equations found in
the document, attaining an F-measure of 94%.

3.7.3. Context-Sensitive Grammars. Kong et al. [2012] use spatial context-sensitive graph
grammars to recover the semantic structure in a web interface. The grammar performs
the semantic grouping and interpretation of segmented objects from a screenshot im-
age. A spatial graph is built where each node represents a recognized object and the
edges represent spatial relations between the objects (text, buttons, etc.). Next, a pars-
ing is performed to discover the hierarchical structure involving these objects. The
approach was tested in many web pages and the object recognition occurred in a sat-
isfactory manner in less than 25 milliseconds. The approach is less complex, consid-
ering the amount of generated nodes, than an analysis based on the HTML source
code.

Mao et al. [2003] presented a technique aimed at particularly detecting technical
paper title pages. To do this, hidden semi-Markov models and a stochastic attributed
K-d tree grammar were used. The authors regard document analysis as a syntactic
analysis problem, since the order of the components in a document page and their
relations can be modeled as a grammar, which depicts the page at the component
levels in terms of blocks and regions. The proposed model was divided into two parts:
(i) a hidden semi-Markov model was used to describe the grouping of page regions
into rectangular blocks; (ii) a K-d tree grammar was used to depict the hierarchical
decomposition of the page. Initially, the document image is divided into parallel strips
and then the number of black pixels in each strip is counted. Next, the sequence
of pixels counted is used at a hidden semi-Markov model. The boundaries between
different groups of strips are indicated by the state changes of the model, which labels
the groups of strips. The vocabulary of grammar symbols proposed is formed by these
labels, which is used to find physical layouts of the page.

3.8. Others

3.8.1. Image Storage, Indexing, and Retrieval. Peng et al. [2008] used AND-OR graphs
to guide the image annotation in order to create an image database. The images are
analyzed and their descriptions are transformed into AND-OR graphs. According to
the authors, this type of graph allows precise data extraction. The database presented
has two tiers: the first one manages the relationships of the visual concept model with
AND-OR graphs, and the second one is used for parsing data based on physical objects
in the database. The object category is used to index the AND-OR graph in tier 1. The
data exported from the database can be in the form of raw images, object boundaries,
interesting part patches, and so on.

3.8.2. EDT Graphs. A proposal consisting of deriving terminal symbols for some un-
known class of objects to represent an image as a sequence of these symbols was
presented in Glomb [2007]. To accomplish this task, the sparse kernel feature analysis
technique is applied to a set of random fragment images in a training set, generating
a sequence of sparse components representing the image characteristics. For each one
of the analyzed images, the extracted features are used to derive the terminal symbol
locations. Subsequently, an algorithm is applied to encode the terminal symbol posi-
tions to form a graph called Extended Dominator Tree (EDT), taking into account the
symbol frequency and its configurations in the set of training images. The algorithm
generates a sequence of symbols in the form of a graph that can be used for grammar
rules learning methods. A potential limitation of this technique is that it may not be
able to process complex objects, in which the spatial relationships cannot be adequately
described. The tests were conducted using images of cars, and for each one of the 200
first images of the training set five fragments of 20 × 20 pixels were used.
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4. DISCUSSION

Figure 3 shows the most frequently used methods/techniques in this research area:
the stochastic grammars, AND-OR graphs, fuzzy logic and grammars, spatial random
tree, shock grammar, and L-systems.

Stochastic grammars have been widely used, either traditional context-free or new
formulations such as spatial random tree grammar, L-systems, or based on AND-OR
graphs. Spatial random tree grammars were used for pattern recognition in images.
The technique was used by only one research group, which proposed the model with an
image recognition accuracy rate of approximately 97% [Siskind et al. 2007]. L-system
grammars were the main approach used to construct objects, especially objects that
can be constructed by means of recursive rules. AND-OR graphs were used by several
research groups and were applied both in object recognition and in image segmentation
tasks. For the latter problem, however, only a single article used this structure [Wu
and Bian 2009]. Shock graphs and grammars appeared in four works. These techniques
were used to recognize object shapes in binary images, as, for instance, in Siddiqi et al.
[1998].

Grammar and fuzzy logic appeared in four studies. One of these studies [Soltanpour
and Ebrahimnezhad 2010] addressed the problem of object recognition in images. The
others are all from the same research group and addressed problems of texture recog-
nition. It should be noted that all papers on texture recognition used grammars and
fuzzy logic.

It was observed that there appears to be an unequal distribution in the papers con-
cerning the application in computer vision problems. The vast majority of applications
concentrated on problems of object recognition (33 articles out of 50), object construc-
tion (seven articles), layout recognition (four articles), and image segmentation (two
articles). For each one of the other applications evaluated in this review (texture recog-
nition and scale change), only one study was developed.17

We noted that most of the papers do not learn or extract the grammar structure from
data, but rather estimate the probability distributions attributed to the production
rules when the grammar is stochastic. Only the following studies perform grammatical
learning rules: Zhu et al. [2009], which showed the construction of AND-OR graphs;
Sainz and Sanfeliu [1996], which created augmented regular expressions with techni-
cal assistance from active grammatical inference; Ferreira et al. [2007a, 2007b, 2009],
which built a fuzzy grammar for pattern recognition in textures; Sun et al. [2009]
and Qu et al. [2008], which conducted learning of L-system grammars for tree con-
structions; Shilman et al. [2005], to recognize document layout; and Soltanpour and
Ebrahimnezhad [2010], which used MHMM and ANFIS to learn a grammar.

Table II summarizes the main studies reviewed in this article. Although several
studies use similar methods, they were selected for their innovative nature and because
they presented further details on the techniques used. Moreover, all these papers
presented either quantitative or qualitative results of the technique developed.

From the analysis conducted we observed the advantages and disadvantages of using
grammars in computer vision. Furthermore, some gaps were perceived in the literature
analyzed, which can direct toward additional opportunities of new research lines.

4.1. Advantages and Applications of Grammars in Computer Vision

The first advantage regards the more concise representation that grammars in general
can provide, in comparison to the representation by an inherent set of pixels in the
images. The syntactic approach can efficiently represent the pattern structures and

17The three articles dealing with the recognition of textures are about the same approach developed by the
same research group.
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Table II. Synthesis of the Main Papers Presented in This Systematic Review

Articles
Stochastic
grammars

AND-
OR

graphs

Spatial
random

tree
grammar L-system

Fuzzy
logic

Context-
free

grammars
Shock

grammars
[Siskind et al.
2007]

X X

[Zhu et al.
2009]

X X

[Ogiela et al.
2009]

X

[Prusinkiewicz
et al. 1988]

X

[Ferreira et al.
2009]

X

[Han and Zhu
2009]

X X

[Siddiqi et al.
1998]

X

consequently facilitate the retrieval of images by means of their structures. Lin and
Fu [1986] observed that the syntactic approach for pattern classification and scene
analysis called for the researchers’ attention, due to its abilities in handling pattern
structures and their relationships. The syntactic approach is able to describe a large
set of complex patterns using small sets of simple primitives and grammatical rules.

When images are perceived as structured scenes with a hierarchical order among
the objects, their representation by grammars is still more intuitive. This is due to
the fact that grammars can naturally describe hierarchical structures through their
nonterminal and terminal symbols. This natural representation was emphasized by
Christensen et al. [1996], who stated that the use of a grammatical approach in image
context object recognition includes effortless recovering from errors.

Apart from other pattern recognition methods, a researcher interested in using a
grammatical approach has many model options to choose, each one with a different
representation power but also with a different complexity. Grammars of the most
appropriate level in the Chomsky hierarchy can be chosen in order to achieve the
expected results in the most efficient manner.

Most of the computer vision applications require grammars that are at least context-
free. However, depending on the application goal, the highly efficient regular grammars
can be used (linear time parsing). For instance, Kanungo and Mao [2003] used stochas-
tic regular grammars to describe the layout structure of documents, and Hamdi et al.
[2012] used regular grammars for image segmentation. Another advantage of using
this type of grammars is the availability of efficient algorithms for grammar rules,
allowing supervised learning of the used models, as performed in Kanungo and Mao
[2003].

Context-free grammars demand polynomial time parsing algorithms, but they are
able to characterize dependences between components at arbitrary distances in nested
or branching structures. Such feature allows this type of grammar to represent richer
structural patterns and to consequently be used in a broader variety of computer vision
applications. For instance, context-free grammars can represent different lesions in
medical images through rules of angle intervals between bones, vessels, and so forth
[Ogiela et al. 2008, 2009]. Some learning algorithms of context-free rules are known
[Takada 1988; Mäkinen 1992; Sakakibara 1992], for allowing to create the models from
training samples.
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Although regular and context-free grammars can be used, additional representa-
tion power may be necessary in order to better characterize complex visual patterns.
Particularly, some forms of context information are important to represent the spa-
tial relationship between image parts. In fact, most of the papers reporting success
in complex object recognition have addressed this issue. Spatial random tree gram-
mars augment stochastic context-free grammars by explicitly incorporating spatial
information as part of the grammar [Wang et al. 2005b, 2006; Siskind et al. 2007].
Alternatively, stochastic context-free grammars can be combined with Markov random
field, the former representing variability of the object configuration and the latter rep-
resenting the spatial relationship between parts [Reddy et al. 2009; Zhu et al. 2009].
Spatial relationship can also be represented using attributed graph grammars [Han
and Zhu 2005, 2009; Kong et al. 2012; Trzupek et al. 2009, 2011; Ogiela et al. 2009] or
stochastic context-sensitive grammars [Yao et al. 2009; Tylecek and Sara 2011]. How-
ever, grammatical learning rules and parsing are problematic issues to be considered in
the context-sensitive field. Fortunately, the constructions proposed in these papers are
able to recognize a proper subset of context-sensitive languages keeping a polynomial
time parsing. Parser generators for these grammar models could be very useful for new
papers using these strategies. Grammatical learning rules for these proposed models,
however, are addressed only in Zhu et al. [2009], where the grammar combined with
Markov random field is context-free.

Alternative grammar formulations can also be explored. Fuzzy grammars were
used in texture recognition and parallel grammars (L-systems) in object construction.
L-system grammars can easily represent fractal patterns. Therefore, this model has
been widely used to construct images such as plants, trees, and so forth, favoring
the definition of models consistent with those used in developmental morphology and
physiology [Prusinkiewicz et al. 1988].

4.2. Disadvantages of Using Grammars in Computer Vision

In spite of the concise representation provided by the syntactic representation, it is
important to highlight some limitations of using grammars in the image context. Al-
though there is a space economy in the representation, the processing computational
cost can be high. As observed in this article, there are several methods, a dozen of
objectives, and many types of possible representations. More complex patterns often
require grammars with greater representation power and therefore with higher time
complexity recognition. When the method requires a training phase, the processing can
demand additional high computational time cost, depending on the size of the image
sets and the type of grammar, among other factors.

A second limitation observed in most of the grammars used is the difficulty to process
complex images. Here we consider as complex images those with high resolution and/or
a high level of detail, and possibly including occlusions. Many of the studies presented
in this article point out this limitation. For instance, when an algorithm is used to
generate terminal symbols to represent images for EDT graphs, Glomb [2007] cited that
his system may be unable to process complex objects. This author considers complex
objects those in which the spatial component distribution is not sufficiently descriptive
and/or there is a large number of visually similar parts.

Finally, other important imitations to be observed regard the high dependence of
image preprocessing techniques that the grammars can present. Some of the papers
mentioned in this review used techniques to execute operations to enhance structures,
to smooth noises, and to segment structures. These techniques are well known in the
literature of computer vision area as highly dependent on the image type and the pro-
cessing objectives. Only a few authors discuss this issue, but failures in this previous
process can lead to failure in the use of grammars, particularly when the goal is to estab-
lish procedures to store and retrieve features in order to classify images into categories.
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4.3. Brief Comparison to Nongrammatical Techniques

Once the advantages and disadvantages of the general use of grammars are presented,
it is important to delineate a comparison with other nongrammatical methods. In
general, the use of grammars allows a more flexible way to represent images, mainly
when the images have a well-established hierarchical pattern, as mentioned before.
This occurs because it is possible to carry out a direct mapping between the image
structure and the syntactic rules. Regarding this subject, Gao et al. [2000] stated that
the use of structural features of syntactically represented images, when compared
with statistical methods, provides more flexibility in some real applications, such as
the extraction of deformable image patterns from complex backgrounds. In the three-
dimensional object recognition context, Lin and Fu [1986] stated that it is easier to
identify the visible primitive surface patches in a syntactic representation than to
recognize the object directly.

In addition to that, stochastic grammars provide a probability of a given object in
each class to be considered, different from other discriminant-based methods, such
as decision trees, neural networks, support vector machines, or even determinist
grammars, which provide only the classification outcome [Stuckelberg and Doermann
1999].

4.4. Challenges and Possible Future Directions

From the above considerations, we can outline some directions that are still open in
the literature investigated.

First of all, the study of complex images remains a challenge to be overcome. Mod-
eling, representing, segmenting, and recognizing complex objects constitute research
lines that can be further explored. One of the main categories of these objects regard
medical images. In the last years several computer-aided diagnosis systems have been
proposed in the literature, using medical images as the main input data. Some exam-
ples are Nunes et al. [2007] and Doi [2007]. Although some of these systems are already
used in certain clinical routines, the use of grammars in this context is underexplored.
We believe that grammars could provide a flexible way to assist in the identification
and classification of diseases, as well as to help differentiate normal and abnormal
cases. Some initiatives were included in this review [Ogiela et al. 2008; Hamdi et al.
2012], but there are still many questions to be overcome. The complex nature of medical
images requires in-depth comprehension of the principles of medical image modality,
the disease target, and the processing goals, and on account of this, they constitute a
rich research field.

Another subject to be investigated regards the development of fast retrieval of the
syntactic structures. In the content-based image retrieval area, fast indexation and
retrieval methods are investigated in order to decrease the time spent for searching
images [Böhm et al. 2001; Petrakis et al. 2002]. Similarly, more efficient structures for
indexing and storing syntactic representations can be investigated, thus contributing
to the effective use of grammars for image storing and retrieval.

The combination of grammatical methods with other approaches was productive in
some reported papers. As cited before, stochastic context-free grammars combined with
Markov random fields result in flexible spatial characterization [Reddy et al. 2009; Zhu
et al. 2009]. Fuzzy grammars and wavelet transforms were used in texture recognition,
where the grammar terminal symbols are feature vectors extracted from the images
after the application of wavelet transforms [Ferreira et al. 2007a, 2007b, 2009]. Similar
strategies could be experimented using spatial random trees, since the framework
admits feature vectors as terminals [Siskind et al. 2007]. Other combinations using
different methods could be explored in order to offset their weak points.
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Learning grammar rules could be further explored to automatically create the com-
plete image models from training samples. Grammatical learning is an active research
area, since there are still several open problems and computationally complex issues
[Sakakibara 2005]. Learning the grammars in the higher levels of the Chomsky hi-
erarchy presents more challenges than the grammars in lower levels. For instance,
while there are known algorithms for learning finite automata from only positive or
from positive and negative samples [Angluin 1992; Ron et al. 1995], the whole class
of context-free grammars are not identifiable using only positive samples [Sakakibara
1995]. Some approaches for learning this class of grammars include learning context-
free subclasses [Mäkinen 1992], learning from structured samples [Sakakibara 1992],
and the use of heuristics [Sakakibara and Muramatsu 2000]. These and similar strate-
gies could be proposed and applied for computer vision applications. Sainz and Sanfeliu
[1996], for instance, proposed a method for learning augmented regular expressions
that are able to recognize a proper subset of context-sensitive languages.

As mentioned before, all applications of L-systems surveyed here address the object
construction problem. Since L-systems are parallel grammars, parsing is an issue to
be addressed [Fernau 2003]. Therefore, advances in L-system parsing are needed to
apply this model to object recognition problems.

Finally, there is the matter of the small number of studies in the three-dimensional
domain. In fact, working in this context includes some additional difficulties, such
as occlusion problems and the need to understand the perspectives of the objects,
among others. However, technology advances in the last years have intensified an
increase of three-dimensional interactive systems using computer graphics and
virtual reality technologies in many application fields. Thus, this is a topic that
deserves to be explored much more. Prusinkiewicz et al. [1988] indicated a dozen
directions related to L-systems using modeling graphic objects, such as the addi-
tion of textures, the modeling of complex surfaces, and the analysis of simulation
complexity. We think that in addition to these topics, interaction and its influence
on the representation scenario can represent a research line that deserves further
investigation.

5. CONCLUSIONS

The studies reviewed here allowed a comprehensive overview regarding the use of
syntactic methods in computer vision. As can be seen, this is a very current research
area, since most of the studies found were published in the last decade, especially in
the last 5 years. Moreover, it can be noted that it is a very promising research line,
since many of the articles studied showed a recognition rate higher than 90%.

Most of the studies conducted were in the area of recognition and creation of objects.
Few studies have addressed the problem of texture recognition, changing scale, and
segmentation, indicating that such problems are potential research targets. It was also
noted that very few papers (19%) reported on how to learn or extract the structure
of the grammar from data, which can be considered as a gap in this research area.
Learning or extracting the grammar structure from data can be very useful when
there is not sufficient knowledge on a certain class of images to allow one to manually
design a grammar. Instead, a training image sample is used in the learning process of
grammatical rules in order to recognize the patterns common to these images, which
can allow characterizing them as a class.
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