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Preface to the Third Edition

In this third edition of Fundamental Neuroscience,
we have tried to improve on the second edition with
a volume that effectively introduces students to the
full range of contemporary neuroscience. Neuro-
science is a large field founded on the premise that all
of behavior and all of mental life have their origin in
the structure and function of the nervous system.
Today, the need for a single-volume introduction to
neuroscience is greater than ever. Towards the end of
the 20™ century, the study of the brain moved from a
peripheral position within both the biological and
psychological sciences to become an interdisciplinary
field that is now central within each discipline. The
maturation of neuroscience has meant that individu-
als from diverse backgrounds—including molecular
biologists, computer scientists, and psychologists—are
interested in learning about the structure and func-
tion of the brain and about how the brain works. In
addition, new techniques and tools have become
available to study the brain in increasing detail. In the
last 15 years new genetic methods have been intro-
duced to delete or over-express single genes with
spatial and temporal specificity. Neuroimaging
techniques such as functional magnetic resonance
imaging (fMRI) have been developed that allow study
of the living human brain while it is engaged in
cognition.

This third edition attempts to capture the promise
and excitement of this fast-moving discipline. All the
chapters have been rewritten to make them more
concise. As a result the new edition is about 30%
shorter than previous editions but still covers the same
comprehensive range of topics. The volume begins
with an opening chapter that provides an overview of
the discipline. A second chapter presents fundamental
information about the architecture and anatomy of

XV

nervous systems. The remainder of the volume (Sec-
tions II-VII) presents the major topics of neuroscience.
The second section (Cellular and Molecular Neurosci-
ence) considers the cellular and subcellular organiza-
tion of neurons, the physiology of nerve cells, and how
signaling occurs between neurons. The third section
(Nervous System Development) includes discussion of
neural induction, cell fate, migration, process out-
growth, development of dendrites, synapse formation,
programmed cell death, synapse elimination, and early
experience including critical periods. The fourth and
fifth sections (Sensory Systems and Motor Systems)
describe the neural organization of each sensory
modality and the organization of the brain pathways
and systems important for locomotion, voluntary
action, and eye movements. The sixth section (Regula-
tory Systems) describes the variety of hypothalamic
and extra-hypothalamic systems that support motiva-
tion, reward, and internal regulation, including cardio-
vascular function, respiration, food and water intake,
neuroendocrine function, circadian rhythms, and sleep
and dreaming. The final section (Behavioral and Cog-
nitive Neuroscience) describes the neural foundations
of the so-called higher mental functions including per-
ception, attention, memory, language, spatial cogni-
tion, and executive function. Additional chapters cover
human brain evolution, cognitive development and
aging, and consciousness. The volume will be accom-
panied by an easily accessible companion website,
which will present all the figures and increase the flex-
ibility with which the material can be used.

The authors listed at the ends of the chapters
and boxes are working scientists, experts in the
topics they cover. The Editors edited the chapters to
achieve consistency of style and content. At Academic
Press/Elsevier Science, the project was coordinated
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by Hilary Rowe and Nikki Levy (Publishing Editors),
and we are grateful to them for their leadership and
advice throughout the project. In addition, Meg Day
(Developmental Editor) very capably coordinated the
production of the book with the help of Sarah Hajduk
(Publishing Services Manager) and Christie Jozwiak
(Project Manager).

The Editors of Fundamental Neuroscience hope that
users of this book, and especially the students who will
become the next generation of neuroscientists, find the
subject matter of neuroscience as interesting and excit-
ing as we do.
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CHAPTER

1

Fundamentals of Neuroscience

A BRIEF HISTORY OF NEUROSCIENCE

The field of knowledge described in this book is
neuroscience, the multidisciplinary sciences that analyze
the nervous system to understand the biological basis
for behavior. Modern studies of the nervous system
have been ongoing since the middle of the nineteenth
century. Neuroanatomists studied the brain’s shape,
its cellular structure, and its circuitry; neurochemists
studied the brain’s chemical composition, its lipids
and proteins; neurophysiologists studied the brain’s
bioelectric properties; and psychologists and neu-
ropsychologists investigated the organization and
neural substrates of behavior and cognition.

The term neuroscience was introduced in the mid-
1960s, to signal the beginning of an era in which each
of these disciplines would work together coopera-
tively, sharing a common language, common concepts,
and a common goal—to understand the structure and
function of the normal and abnormal brain. Neuro-
science today spans a wide range of research endeav-
ors from the molecular biology of nerve cells (i.e., the
genes encoding the proteins needed for nervous system
function) to the biological basis of normal and disor-
dered behavior, emotion, and cognition (i.e., the mental
properties by which individuals interact with each
other and with their environments). For a more com-
plete, but concise, history of the neurosciences see
Kandel and Squire (2000).

Neuroscience is currently one of the most rapidly
growing areas of science. Indeed, the brain is some-
times referred to as the last frontier of biology. In 1971,
1100 scientists convened at the first annual meeting of
the Society for Neuroscience. In 2006, 25,785 scientists

Fundamental Neuroscience, Third Edition

participated at the society’s 36th annual meeting at
which 14,268 research presentations were made.

THE TERMINOLOGY OF NERVOUS
SYSTEMS IS HIERARCHICAL,
DISTRIBUTED, DESCRIPTIVE, AND
HISTORICALLY BASED

Beginning students of neuroscience justifiably could
find themselves confused. Nervous systems of many
organisms have their cell assemblies and macroscopi-
cally visible components named by multiple overlap-
ping and often synonymous terms. With a necessarily
gracious view to the past, this confusing terminology
could be viewed as the intellectual cost of focused
discourse with predecessors in the enterprise. The
nervous systems of invertebrate organisms often are
designated for their spatially directed collections of
neurons responsible for local control of operations,
such as the thoracic or abdominal ganglia, which
receive sensations and direct motoric responses for
specific body segments, all under the general control
of a cephalic ganglion whose role includes sensing the
external environment.

In vertebrates, the components of the nervous
system were named for both their appearance and
their location. As noted by Swanson, and expanded
upon in Chapter 2 of this volume, the names of the
major parts of the brain were based on creative inter-
pretations of early dissectors of the brain, attributing
names to brain segments based on their appearance in
the freshly dissected state: hippocampus (shaped like

© 2008, 2003, 1999 Elsevier Inc.
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the sea horse) or amygdala (shaped like the almond),
cerebrum (the main brain), and cerebellum (a small
brain).

NEURONS AND GLIA ARE
CELLULAR BUILDING BLOCKS
OF THE NERVOUS SYSTEM

This book lays out our current understanding in
each of the important domains that together define the
full scope of modern neuroscience. The structure and
function of the brain and spinal cord are most appro-
priately understood from the perspective of their
highly specialized cells: the neurons, the intercon-
nected, highly differentiated, bioelectrically driven,
cellular units of the nervous system; and their more
numerous support cells, the glia. Given the importance
of these cellular building blocks in all that follows, a
brief overview of their properties may be helpful.

Neurons Are Heterogeneously Shaped, Highly
Active Secretory Cells

Neurons are classified in many different ways,
according to function (sensory, motor, or interneuron),
location (cortical, spinal, etc.), the identity of the trans-
mitter they synthesize and release (glutamatergic,
cholinergic, etc.), and their shape (pyramidal, granule,
mitral, etc.). Microscopic analysis focuses on their
general shape and, in particular, the number of exten-
sions from the cell body. Most neurons have one axon,
often branched, to transmit signals to interconnected
target neurons. Other processes, termed dendrites,
extend from the nerve cell body (also termed the peri-
karyon—the cytoplasm surrounding the nucleus of
the neuron) to receive synaptic contacts from other
neurons; dendrites may branch in extremely complex
patterns, and may possess multiple short protrusions
called dendritic spines. Neurons exhibit the cytological
characteristics of highly active secretory cells with
large nuclei; large amounts of smooth and rough endo-
plasmic reticulum; and frequent clusters of specialized
smooth endoplasmic reticulum (Golgi apparatus), in
which secretory products of the cell are packaged into
membrane-bound organelles for transport out of the
cell body proper to the axon or dendrites. Neurons and
their cellular extensions are rich in microtubules—
elongated tubules approximately 24nm in diameter.
Microtubules support the elongated axons and den-
drites and assist in the reciprocal transport of essential
macromolecules and organelles between the cell body
and the distant axon or dendrites.

Neurons Communicate Chemically through
Specialized Contact Zones

The sites of interneuronal communication in the
central nervous system (CNS) are termed synapses in
the CNS and junctions in somatic, motor, and auto-
nomic nervous systems. Paramembranous deposits of
specific proteins essential for transmitter release,
response, and catabolism characterize synapses and
junctions morphologically. These specialized sites are
presumed to be the active zone for transmitter release
and response. Paramembranous proteins constitute a
specialized junctional adherence zone, termed the syn-
aptolemma. Like peripheral junctions, central synapses
also are denoted by accumulations of tiny (500 to
1500 A) organelles, termed synaptic vesicles. The pro-
teins of these vesicles have been shown to have specific
roles in transmitter storage; vesicle docking onto pre-
synaptic membranes, voltage- and Ca*-dependent
secretion, and the recycling and restorage of previ-
ously released transmitter molecules.

Synaptic Relationships Fall into Several
Structural Categories

Synaptic arrangements in the CNS fall into a wide
variety of morphological and functional forms that are
specific for the neurons involved. The most common
arrangement, typical of hierarchical pathways, is either
the axodendritic or the axosomatic synapse, in which
the axons of the cell of origin make their functional
contact with the dendrites or cell body of the target
neuron, respectively. A second category of synaptic
arrangement is more rare—forms of functional contact
between adjacent cell bodies (somasomatic) and over-
lapping dendrites (dendrodendritic). Within the spinal
cord and some other fields of neuropil (relatively acel-
lular areas of synaptic connections), serial axoaxonic
synapses are relatively frequent. Here, the axon of an
interneuron ends on the terminal of a long-distance
neuron as that terminal contacts a dendrite, or on the
segment of the axon that is immediately distal to the
soma, termed the initial segment, where action poten-
tials arise. Many presynaptic axons contain local col-
lections of typical synaptic vesicles with no opposed
specialized synaptolemma. These are termed boutons
en passant. The release of a transmitter may not always
occur at such sites.

Synaptic Relationships Also Belong to Diverse
Functional Categories

As with their structural representations, the quali-
ties of synaptic transmission can also be functionally

I. NEUROSCIENCE
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categorized in terms of the nature of the neurotransmit-
ter that provides the signaling; the nature of the recep-
tor molecule on the postsynaptic neuron, gland, or
muscle; and the mechanisms by which the postsynap-
tic cell transduces the neurotransmitter signal into
transmembrane changes. So-called “fast” or “classical”
neurotransmission is the functional variety seen at the
vast majority of synaptic and junctional sites, with a
rapid onset and a rapid ending, generally employing
excitatory amino acids (glutamate or aspartate) or
inhibitory amino acids (y-aminobutyrate, GABA, or
glycine) as the transmitter. The effects of those signals
are largely attributable to changes in postsynaptic
membrane permeability to specific cations or anions
and the resulting depolarization or hyperpolarization,
respectively. Other neurotransmitters, such as the
monoamines (dopamine, norepinephrine, serotonin)
and many neuropeptides, produce changes in excita-
bility that are much more enduring. Here the receptors
activate metabolic processes within the postsynaptic
cells—frequently to add or remove phosphate groups
from key intracellular proteins; multiple complex forms
of enduring postsynaptic metabolic actions are under
investigation. The brain’s richness of signaling possi-
bilities comes from the interplay on common postsyn-
aptic neurons of these multiple chemical signals.

THE OPERATIVE PROCESSES
OF NERVOUS SYSTEMS ARE
ALSO HIERARCHICAL

As research progressed, it became clear that neuro-
nal functions could best be fitted into nervous system
function by considering their operations at four funda-
mental hierarchical levels: molecular, cellular, systems,
and behavioral. These levels rest on the fundamental
principle that neurons communicate chemically, by
the activity-dependent secretion of neurotransmitters,
at specialized points of contact named synapses.

At the molecular level of operations, the emphasis is
on the interaction of molecules—typically proteins
that regulate transcription of genes, their translation
into proteins, and their posttranslational processing.
Proteins that mediate the intracellular processes of
transmitter synthesis, storage, and release, or the intra-
cellular consequences of intercellular synaptic signal-
ing are essential neuronal molecular functions. Such
transductive molecular mechanisms include the neu-
rotransmitters’ receptors, as well as the auxiliary mol-
ecules that allow these receptors to influence the
short-term biology of responsive neurons (through
regulation of ion channels) and their longer-term regu-

lation (through alterations in gene expression). Com-
pletion of the human, chimpanzee, rat, and mouse
genomes can be viewed as an extensive inventory of
these molecular elements, more than half of which are
thought to be either highly enriched in the brain or
even exclusively expressed there.

At the cellular level of neuroscience, the emphasis is
on interactions between neurons through their synap-
tic transactions and between neurons and glia. Much
current cellular level research focuses on the biochemi-
cal systems within specific cells that mediate such phe-
nomena as pacemakers for the generation of circadian
rhythms or that can account for activity-dependent
adaptation. Research at the cellular level strives to
determine which specific neurons and which of their
most proximate synaptic connections may mediate a
behavior or the behavioral effects of a given experi-
mental perturbation.

At the systems level, emphasis is on the spatially
distributed sensors and effectors that integrate the
body’s response to environmental challenges. There
are sensory systems, which include specialized senses
for hearing, seeing, feeling, tasting, and balancing the
body. Similarly, there are motor systems for trunk,
limb, and fine finger motions and internal regulatory
systems for visceral regulation (e.g., control of body
temperature, cardiovascular function, appetite, salt
and water balance). These systems operate through
relatively sequential linkages, and interruption of any
link can destroy the function of the system.

Systems level research also includes research into
cellular systems that innervate the widely distributed
neuronal elements of the sensory, motor, or visceral
systems, such as the pontine neurons with highly
branched axons that innervate diencephalic, cortical,
and spinal neurons. Among the best studied of these
divergent systems are the monoaminergic neurons,
which have been linked to the regulation of many
behavioral outputs of the brain, ranging from feeding,
drinking, thermoregulation, and sexual behavior.
Monoaminergic neurons also have been linked to such
higher functions as pleasure, reinforcement, attention,
motivation, memory, and learning. Dysfunctions of
these systems have been hypothesized as the basis for
some psychiatric and neurological diseases, supported
by evidence that medications aimed at presumed
monoamine regulation provide useful therapy.

At the behavioral level of neuroscience research,
emphasis is on the interactions between individuals
and their collective environment. Research at the
behavioral level centers on the integrative phenomena
that link populations of neurons (often operationally
or empirically defined) into extended specialized
circuits, ensembles, or more pervasively distributed
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“systems” that integrate the physiological expression
of a learned, reflexive, or spontaneously generated
behavioral response. Behavioral research also includes
the operations of higher mental activity, such as
memory, learning, speech, abstract reasoning, and
consciousness. Conceptually, “animal models” of
human psychiatric diseases are based on the assump-
tion that scientists can appropriately infer from obser-
vations of behavior and physiology (heart rate,
respiration, locomotion, etc.) that the states experi-
enced by animals are equivalent to the emotional states
experienced by humans expressing these same sorts of
physiological changes.

As the neuroscientific bases for some elemental
behaviors have become better understood, new aspects
of neuroscience applied to problems of daily life have
begun to emerge. Methods for the noninvasive detec-
tion of activity in certain small brain regions have
improved such that it is now possible to link these
changes in activity with discrete forms of mental activ-
ity. These advances have given rise to the concept that
it is possible to understand where in the brain the deci-
sion-making process occurs, or to identify the kinds of
information necessary to decide whether to act or not.
The detailed quantitative data that now exist on the
details of neuronal structure, function, and behavior
have driven the development of computational neuro-
sciences. This new branch of neuroscience research
seeks to predict the performance of neurons, neuronal
properties, and neural networks based on their dis-
cernible quantitative properties.

Some Principles of Brain Organization
and Function

The central nervous system is most commonly
divided into major structural units, consisting of the
major physical subdivisions of the brain. Thus, mam-
malian neuroscientists divide the central nervous
system into the brain and spinal cord and further
divide the brain into regions readily seen by the
simplest of dissections. Based on research that has
demonstrated that these large spatial elements derive
from independent structures in the developing brain,
these subdivisions are well accepted. Mammalian
brain thusly is divided into hindbrain, midbrain, and
forebrain, each of which has multiple highly special-
ized regions within it. In deference to the major
differences in body structure, invertebrate nervous
systems most often are organized by body segment
(cephalic, thoracic, abdominal) and by anterior-
posterior placement.

Neurons within the vertebrate CNS operate either
within layered structures (such as the olfactory bulb,

cerebral cortex, hippocampal formation, and cerebel-
lum) or in clustered groupings (the defined collections
of central neurons, which aggregate into “nuclei” in the
central nervous system and into “ganglia” in the peri-
pheral nervous system, and in invertebrate nervous
systems). The specific connections between neurons
within or across the macro-divisions of the brain are
essential to the brain’s functions. It is through their
patterns of neuronal circuitry that individual neurons
form functional ensembles to regulate the flow of infor-
mation within and between the regions of the brain.

CELLULAR ORGANIZATION
OF THE BRAIN

Present understanding of the cellular organization
of the CNS can be viewed simplistically according to
three main patterns of neuronal connectivity.

Three Basic Patterns of Neuronal
Circuitry Exist

Long hierarchical neuronal connections typically are
found in the primary sensory and motor pathways.
Here the transmission of information is highly sequen-
tial, and interconnected neurons are related to each
other in a hierarchical fashion. Primary receptors (in the
retina, inner ear, olfactory epithelium, tongue, or skin)
transmit first to primary relay cells, then to secondary
relay cells, and finally to the primary sensory fields of
the cerebral cortex. For motor output systems, the
reverse sequence exists with impulses descending hier-
archically from the motor cortex to the spinal motoneu-
ron. It is at the level of the motor and sensory systems
that beginning scholars of the nervous system will
begin to appreciate the complexities of neuronal cir-
cuitry by which widely separated neurons communi-
cateselectively. Thishierarchical schemeoforganization
provides for a precise flow of information, but such
organization suffers the disadvantage that destruction
of any link incapacitates the entire system.

Local circuit neurons establish their connections
mainly within their immediate vicinity. Such local
circuit neurons frequently are small and may have
relatively few processes. Interneurons expand or con-
strain the flow of information within their small spatial
domain and may do so without generating action
potentials, given their short axons.

Single-source divergent circuitry is utilized by certain
neurons of the hypothalamus, pons, and medulla.
From their clustered anatomical location, these neurons
extend multiple branched and divergent connections
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to many target cells, almost all of which lie outside the
brain region in which the neurons of origin are located.
Neurons with divergent circuitry could be considered
more as interregional interneurons rather than as
sequential elements within any known hierarchical
system. For example, different neurons of the noradren-
ergic nucleus, the locus coeruleus (named for its blue
pigmented color in primate brains) project from the
pons to either the cerebellum, spinal cord, hypothala-
mus, or several cortical zones to modulate synaptic
operations within those regions.

Glia Are Supportive Cells to Neurons

Neurons are not the only cells in the CNS. Accord-
ing to most estimates, neurons are outnumbered,
perhaps by an order of magnitude, by the various non-
neuronal supportive cellular elements. Nonneuronal
cells include macroglia, microglia, and cells of the
brain’s blood vessels, cells of the choroid plexus that
secrete the cerebrospinal fluid, and meninges, sheets of
connective tissue that cover the surface of the brain
and comprise the cerebrospinal fluid-containing enve-
lope that protects the brain within the skull.

Macroglia are the most abundant supportive cells;
some are categorized as astrocytes (nonneuronal cells
interposed between the vasculature and the neurons,
often surrounding individual compartments of synap-
tic complexes). Astrocytes play a variety of metabolic
support roles, including furnishing energy intermedi-
ates and providing for the supplementary removal
of excessive extracellular neurotransmitter secretions
(see Chapter 13). A second prominent category of mac-
roglia is the myelin-producing cells, the oligodendro-
glia. Myelin, made up of multiple layers of their
compacted membranes, insulates segments of long
axons bioelectrically and accelerates action potential
conduction velocity. Microglia are relatively uncharac-
terized supportive cells believed to be of mesodermal
origin and related to the macrophage/monocyte
lineage. Some microglia reside quiescently within the
brain. During periods of intracerebral inflammation
(e.g., infection, certain degenerative diseases, or trau-
matic injury), circulating macrophages and other white
blood cells are recruited into the brain by endothelial
signals to remove necrotic tissue or to defend against
the microbial infection.

The Blood—Brain Barrier Protects Against
Inappropriate Signals

The blood-brain barrier is an important permeabil-
ity barrier to selected molecules between the blood-
stream and the CNS. Evidence of a barrier is provided

by the greatly diminished rate of access of most lipo-
phobic chemicals between plasma and brain; specific
energy-dependent transporter systems permit selected
access. Diffusional barriers retard the movement of
substances from brain to blood as well as from blood
to brain. The brain clears metabolites of transmitters
into the cerebrospinal fluid by excretion through
the acid transport system of the choroid plexus. The
blood-brain barrier is much less prominent in the
hypothalamus and in several small, specialized organs
(termed circumventricular organs; see Chapters 34 and
39) lining the third and fourth ventricles of the brain:
the median eminence, area postrema, pineal gland,
subfornical organ, and subcommissural organ. The
peripheral nervous system (e.g., sensory and auto-
nomic nerves and ganglia) has no such diffusional
barrier.

The Central Nervous System Can Initiate
Limited Responses to Damage

Because neurons of the CNS are terminally differ-
entiated cells, they cannot undergo proliferative
responses to damage, as can cells of skin, muscle, bone,
and blood vessels. Nevertheless, previously unrecog-
nized neural stem cells can undergo regulated prolif-
eration and provide a natural means for selected
neuronal replacement in some regions of the nervous
system. As a result, neurons have evolved other adap-
tive mechanisms to provide for the maintenance of
function following injury. These adaptive mechanisms
range from activity dependent regulation of gene
expression, to modification of synaptic structure, func-
tion, and can include actual localized axonal sprouting
and new synapse creation. These adaptive mechanisms
endow the brain with considerable capacity for struc-
tural and functional modification well into adulthood.
This plasticity is not only considered to be activity
dependent, but also to be reversible with disuse. Plas-
ticity is pronounced within the sensory systems (see
Chapter 23), and is quite prominent in the motor
systems as well. The molecular mechanisms employed
in memory and learning may rely upon very similar
processes as those involved in structural and func-
tional plasticity.

ORGANIZATION OF THIS TEXT

With these overview principles in place, which are
detailed more extensively in Section II, we can resume
our preview of this book. Another major domain of
our field is nervous system development (Section III).

I. NEUROSCIENCE
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How does a simple epithelium differentiate into spe-
cialized collections of cells and ultimately into distinct
brain structures? How do neurons grow processes that
find appropriate targets some distance away? How do
nascent neuronal activity and embryonic experience
shape activity?

Sensory systems and motor systems (Sections IV
and V) encompass how the nervous system receives
information from the external world and how move-
ments and actions are produced (e.g., eye movements
and limb movements). These questions range from the
molecular level (how are odorants, photons, and
sounds transduced into informative patterns of neural
activity?) to the systems and behavioral level (which
brain structures control eye movements and what are
the computations required by each structure?).

An evolutionarily old function of the nervous
system is to regulate respiration, heart rate, sleep and
waking cycles, food and water intake, and hormones
to maintain internal homeostasis and to permit daily
and longer reproductive cycles. In this area of regula-
tory systems (Section VI), we explore how organisms
remain in balance with their environment, ensuring
that they obtain the energy resources needed to survive
and reproduce. At the level of cells and molecules, the
study of regulatory systems concerns the receptors
and signaling pathways by which particular hormones
or neurotransmitters prepare the organism to sleep, to
cope with acute stress, or to seek food or reproduce.
At the level of brain systems, we ask such questions
as what occurs in brain circuitry to produce thirst or
to create a self-destructive problem such as drug
abuse?

In recent years, the disciplines of psychology and
biology have increasingly found common ground, and
this convergence of psychology and biology defines
the modern topics of behavioral and cognitive neuro-
science (Section VII). These topics concern the so-called
higher mental functions: perception, attention, lan-
guage, memory, thinking, and the ability to navigate
in space. Work on these problems traditionally
has drawn on the techniques of neuroanatomy,
neurophysiology, neuropharmacology, and behav-
ioral analysis. More recently, behavioral and cogni-
tive neuroscience has benefited from several new
approaches: the use of computers to perform detailed
formal analyses of how brain systems operate and how
cognition is organized; noninvasive neuroimaging
techniques, such as positron emission tomography
and functional magnetic resonance imaging, to obtain
pictures of the living human brain in action; and
molecular biological methods, such as single gene
knockouts in mice, which can relate genes to brain
systems and to behavior.

THIS BOOK IS INTENDED FOR A
BROAD RANGE OF SCHOLARS OF
THE NEUROSCIENCES

This textbook is for anyone interested in neuro-
science. In preparing it we have focused primarily
on graduate students just entering the field, under-
standing that some of you will have majored in
biology, some in psychology, some in mathematics
or engineering, and even some like me, in German
literature. It is hoped that through the text, the explan-
atory boxes, and, in some cases, the supplementary
readings, you will find the book to be both under-
standable and enlightening. In many cases, advanced
undergraduate students will find this book useful
as well.

Medical students may find that they need addi-
tional clinical correlations that are not provided here.
However, it is hoped that most medical scholars at
least will be able to use our textbook in conjunction
with more clinically oriented material. Finally, to
those who have completed their formal education,
it is hoped that this text can provide you with
some useful information and challenging perspec-
tives, whether you are active neuroscientists wishing
to learn about areas of the field other than your
own or individuals who wish to enter neuroscience
from a different area of inquiry. We invite all of you
to join us in the adventure of studying the nervous
system.

CLINICAL ISSUES IN
THE NEUROSCIENCES

Many fields of clinical medicine are directly con-
cerned with the brain. The branches of medicine
tied most closely to neuroscience are neurology
(the study of the diseases of the brain), neurosurgery
(the study of the surgical treatment of neurological
disease), and psychiatry (the study of behavioral,
emotional, and mental diseases). Other fields of
medicine also make important contributions, in-
cluding radiology (the use of radiation for such
purposes as imaging the brain—initially with X rays
and, more recently, with positron emitters and mag-
netic waves) and pathology (the study of pathological
tissue). To make connections to the many facets of
medicine that are relevant to neuroscience, this book
includes discussion of a limited number of clinical
conditions in the context of basic knowledge in
neuroscience.

I. NEUROSCIENCE
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THE SPIRIT OF EXPLORATION
CONTINUES

Less than a decade into the twenty-first century, the
Hubble space telescope continues to transmit informa-
tion about the uncharted regions of the universe and
clues to the origin of the cosmos. This same spirit of
adventure also is being directed to the most complex
structure that exists in the universe—the human brain.
The complexity of the human brain is enormous,
describable only in astronomical terms. For example,
the number of neurons in the human brain (about 10"
or 1000 billion) is approximately equal to the number
of stars in our Milky Way galaxy. Whereas the possi-
bility of understanding such a complex device is cer-
tainly daunting, it is nevertheless true that an enormous
amount has already been learned. The promise and
excitement of research on the nervous system have
captured the attention of thousands of students and
working scientists. What is at stake is not only the pos-
sibility of discovering how the brain works. It is esti-
mated that diseases of the brain, including both
neurological and psychiatric illnesses, affect as many
as 50 million individuals annually in the United States
alone, at an estimated societal cost of hundreds of bil-
lions of dollars in clinical care and lost productivity.
The prevention, treatment, and cure of these diseases
will ultimately be found through neuroscienceresearch.
Moreover, many of the issues currently challenging
societies globally—instability within the family, illit-
eracy, poverty, and violence, as well as improved
individualized programs of education—could be illu-
minated by a better understanding of the brain.

THE GENOMIC INVENTORY IS A
GIANT STEP FORWARD

Possibly the single largest event in the history of
biomedical research was publicly proclaimed in June
2000 and was presented in published form in February
2001: the initial inventory of the human genome. By
using advanced versions of the powerful methods of
molecular biology, several large scientific teams have
been able to take apart all of an individual’s human
DNA in very refined ways, amplify the amounts of the
pieces, determine the order of the nucleic acid bases in
each of the fragments, and then put those fragments
back together again across the 23 pairs of human
chromosomes.

Having determined the sequences of the nucleic
acids, it was possible to train computers to read the

sequence information and spot the specific signals that
identify the beginning and ending of sequences likely
to encode proteins. Furthermore, the computer systems
could then sort those proteins by similarity of sequences
(motifs) within their amino acid building blocks. After
sorting, the computers could next assign the genes and
gene products to families of similar proteins whose
functions had already been established. In this way,
scientists were rapidly able to predict approximately
how many proteins could be encoded by the genome
(all of the genes an individual has). Whole genome
data are now available for humans, for some non-
human primates, for rats, and for mice.

Scientifically, this state of information has been
termed a “draft” because it is based on a very dense,
but not quite complete, sample of the whole genome.
What has been determined still contains a very large
number of interruptions and gaps. Some of the smaller
genes, whose beginning and ending are most certain,
could be thought of as parts in a reassembled Greek
urn, held in place by bits of blank clay until further
excavation is done. However, having even this draft
has provided some important realities.

Similar routines allowed these genomic scholars to
determine how many of those mammalian genes were
like genes we have already recognized in the smaller
genomes of other organisms mapped out previously
(yeast, worm (Caenorhabditis elegans), and fruitfly (Dro-
sophila melanogaster)) and how many other gene forms
may not have been encountered previously. Based on
current estimates, it would appear that despite the
very large number of nucleotides in the human and
other mammalian genomes, about 30 times the length
of the worms and more like 15 times the fruitfly,
mammals may have only twice as many genes—
perhaps some 30,000 to 40,000 altogether. Compared
to other completed genomes, the human genome has
greatly increased its representation of genes related to
nervous system function, tissue-specific developmen-
tal mechanisms, and immune function and blood coag-
ulation. Importantly for diseases of the nervous system
that are characterized by the premature death of
neurons, there appears to have been a major expansion
in the numbers of genes related to initiating the process
of intentional cell death, or apoptosis. Although still
controversial, genes regulating primate brain size have
been reported, but links to intellectual capacity remain
unproven.

Two major future vistas can be imagined. To create
organisms as complex as humans from relatively so
few genes probably means that the richness of the
required proteins is based on their modifications,
either during transcription of the gene or after transla-
tion of the intermediate messenger RNA into the
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protein. These essential aspects of certain proteins
account for a small number of brain diseases that can
be linked to mutations in a single gene, such as Hunt-
ington’s Disease (see Chapter 31). Second, though
compiling this draft inventory represents a stunning
technical achievement, there remains the enormously
daunting task of determining, for example, where in
the brain’s circuits specific genes normally are
expressed, and how that expression pattern may be
altered by the demands of illness or an unfriendly
environment. That task, at present, is one for which
there are as yet no tools equivalently as powerful as
those used to acquire the flood of sequence data with
which we are now faced. This stage has been referred
to as the end of “naive reductionism.”

In the fall of 2005, a six-nation consortium of molec-
ular biologists announced the next phase of genomic
research. The new focus will be toward refining the
initial inventories to compare whole genomes of
healthy and affected individuals for a variety of
complex genetic illnesses (the HapMap project).
Complex genetic diseases, such as diabetes mellitus,
hypertension, asthma, depression, schizophrenia, and
alcoholism, arise through the interactions of multiple
short gene mutations that can increase or decrease
one’s vulnerability to a specific disease depending on
individual life experiences. Ultimately, as the speeds
of genome sequencing improve still further and the
cost is reduced, it may be possible to predict what
diseases will be more likely to affect a given person,
and predict the lifestyle changes that person could
undertake to improve his or her opportunities to
remain healthy.

In order to benefit from the enormously rich poten-
tial mother lode of genetic information, next we must
determine where these genes are expressed, what
functions they can control, and what sorts of controls
other gene products can exert over them. In the nervous
system, where cell—cell interaction is the main operat-
ing system in relating molecular events to functional
behavioral events, discovering the still-murky proper-
ties of activity-dependent gene expression will require
enormous investment.

NEUROSCIENCE TODAY:
A COMMUNAL ENDEAVOR

As scientists, we draw from the work of those who
came before us, using other scientists’ work as a foun-
dation for our own. We build on and extend previous
observations and, it is hoped, contribute something to
those who will come after us. The information pre-

sented in this book is the culmination of hundreds of
years of research. To help acquaint you with some of
this work, we have described many of the key experi-
ments of neuroscience throughout the book. We also
have listed some of the classic papers of neuroscience
and related fields at the end of each chapter, and invite
you to read some of them for yourselves.

The pursuit of science has not always been a com-
munal endeavor. Initially, research was conducted in
relative isolation. The scientific “community” that
existed at the time consisted of intellectuals who shared
the same general interests, terminology, and para-
digms. For the most part, scientists were reluctant to
collaborate or share their ideas broadly, because an
adequate system for establishing priority for discover-
ies did not exist. However, with the emergence of sci-
entific journals in 1665, scientists began disseminating
their results and ideas more broadly because the pub-
lication record could be used as proof of priority.
Science then began to progress much more rapidly, as
each layer of new information provided a higher foun-
dation on which new studies could be built.

Gradually, an interactive community of scientists
evolved, providing many of the benefits that contem-
porary scientists enjoy: Working as part of a commu-
nity allows for greater specialization and efficiency of
effort. This not only allows scientists to study a topic
in greater depth but also enables teams of researchers
to attack problems from multidisciplinary perspec-
tives. The rapid feedback and support provided by
the community help scientists refine their ideas and
maintain their motivation. It is this interdependence
across space and time that gives science much of its
power.

With interdependence, however, comes vulnerabil-
ity. In science, as in most communities, codes of accept-
able conduct have evolved in an attempt to protect the
rights of individuals while maximizing the benefits
they receive. Some of these guidelines are concerned
with the manner in which research is conducted, and
other guidelines refer to the conduct of scientists
and their interactions within the scientific community.
Let us begin by examining how new knowledge is
created.

THE CREATION OF KNOWLEDGE

Over the years, a generally accepted procedure for
conducting research has evolved. This process involves
examining the existing literature, identifying an impor-
tant question, and formulating a research plan. Often,
new experimental pathways are launched when one
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scientist reads with skepticism the observations and
interpretations of another and decides to test their
validity. Sometimes, especially at the beginning of a
new series of experiments, the research plan is purely
“descriptive,” for example, determining the structure
of a protein or the distribution of a neurotransmitter
in brain. Descriptive initial research is essential to the
subsequent inductive phase of experimentation, the
movement from observations to theory, seasoned with
wisdom and curiosity. Descriptive experiments are
valuable both because of the questions that they
attempt to answer and because of the questions that
their results allow us to ask. Information obtained
from descriptive experiments provides a base of
knowledge on which a scientist may draw to develop
hypotheses about cause and effect in the phenomenon
under investigation. For example, once we identify the
distribution of a particular transmitter within the brain
or the course of a pathway of connections through
descriptive work, we may then be able to develop
a theory about what function that transmitter or
pathway serves.

Once a hypothesis has been developed, the
researcher then has the task of designing and perform-
ing experiments that are likely to disprove that hypoth-
esis if it is incorrect. This is referred to as the deductive
phase of experimentation, the movement from theory
to observation. Through this paradigm the neuroscien-
tist seeks to narrow down the vast range of alternative
explanations for a given phenomenon. Only after
attempting to disprove the hypothesis as thoroughly
as possible may scientists be adequately assured that
their hypothesis is a plausible explanation for the phe-
nomenon under investigation.

A key point in this argument is that data may only
lend support to a hypothesis rather than provide abso-
lute proof of its validity. In part, this is because the
constraints of time, money, and technology allow a
scientist to test a particular hypothesis only under a
limited set of conditions. Variability and random
chance may also contribute to the experimental results.
Consequently, at the end of an experiment, scientists
generally report only that there is a statistical probabil-
ity that the effect measured was due to intervention
rather than to chance or variability.

Given that one can never prove a hypothesis, how
do “facts” arise? At the conclusion of their experi-
ments, the researchers’ first task is to report their find-
ings to the scientific community. The dissemination of
research findings often begins with an informal pres-
entation at a laboratory or departmental meeting,
eventually followed by presentation at a scientific
meeting that permits the rapid exchange of informa-
tion more broadly. One or more research articles pub-

lished in peer-reviewed journals ultimately follow the
verbal communications. Such publications are not
simply a means to allow the authors to advance as
professionals (although they are important in that
respect as well). Publication is an essential component
of the advancement of science. As we have already
stated, science depends on sharing information,
replicating and thereby validating experiments, and
then moving forward to solve the next problem.
Indeed, a scientific experiment, no matter how spec-
tacular the results, is not completed until the results
are published. More likely, publication of “spectacu-
lar” results will provoke a skeptical scientist into
doing an even more telling experiment, and knowl-
edge will evolve.

RESPONSIBLE CONDUCT

Although individuals or small groups may perform
experiments, new knowledge is ultimately the product
of the larger community. Inherent in such a system is
the need to be able to trust the work of other scien-
tists—to trust their integrity in conducting and report-
ing research. Thus, it is not surprising that much
emphasis is placed on the responsible conduct of
research.

Research ethics encompasses a broad spectrum of
behaviors. Where one draws the line between sloppy
science and unethical conduct is a source of much
debate within the scientific community. Some acts
are considered to be so egregious that despite per-
sonal differences in defining what constitutes ethical
behavior, the community generally recognizes certain
research practices as behaviors that are unethical.
These unambiguously improper activities consist of
fabrication, falsification, and plagiarism: Fabrication
refers to making up data, falsification is defined as
altering data, and plagiarism consists of using another
person’s ideas, words, or data without attribution.
Each of these acts significantly harms the scientific
community.

Fabrication and falsification in a research paper
taint the published literature by undermining its
integrity. Not only is the information contained in
such papers misleading in itself, but other scientists
may unwittingly use that information as the founda-
tion for new research. If, when reported, these subse-
quent studies cite the previous, fraudulent publication,
the literature is further corrupted. Thus, through a
domino-like effect one paper may have a broad nega-
tive impact on the scientific literature. Moreover,
when fraud is discovered, a retraction of the paper
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provides only a limited solution, as there is no guar-
antee that individuals who read the original article
will see the retraction. Given the impact that just one
fraudulent paper may have, it is not surprising that
the integrity of published literature is a primary
ethical concern for scientists.

Plagiarism is also a major ethical infraction. Scien-
tific publications provide a mechanism for establishing
priority for a discovery. As such, they form the cur-
rency by which scientists earn academic positions,
gain research grants to support their research, attract
students, and receive promotions. Plagiarism denies
the original author of credit for his or her work. This
hurts everyone: The creative scientist is robbed of
credit, the scientific community is hurt by the disincen-
tive to share ideas and research results, and the indi-
vidual who has plagiarized—like the person who has
fabricated or falsified data—may well find his or her
career ruined.

In addition to the serious improprieties just
described, which are in fact extremely rare, a variety
of much more frequently committed “misdemeanors”
in the conduct of research can also affect the scientific
community. Like fabrication, falsification, and plagia-
rism, some of these actions are considered to be
unethical because they violate a fundamental value,
such as honesty. For example, most active scientists
believe that honorary authorship—listing as an author
someone who did not make an intellectual contribu-
tion to the work—is unethical because it misrepre-
sents the origin of the research. In contrast, other
unethical behaviors violate standards that the scien-
tific community has adopted. For example, although
it is generally understood that material submitted to
a peer-reviewed journal as part of a research manu-
script has never been published previously and is not
under consideration by another journal, instances of
retraction for dual publications can be found on
occasion.

Scientific Misconduct Has Been Formally
Defined by U.S. Governmental Agencies

The serious misdeeds of fabrication, falsification,
and plagiarism generally are recognized throughout
the scientific community. These were broadly recog-
nized by federal regulations in 1999 as a uniform
standard of scientific misconduct by all agencies
funding research. What constitutes a misdemeanor is
less clear, however, because variations in the defini-
tions of accepted practices are common. There are
several sources of this variation. Because responsible
conduct is based in part on conventions adopted by a
field, it follows that there are differences among disci-

plines with regard to what is considered to be appro-
priate behavior. For example, students in neuroscience
usually coauthor papers with their advisor, who typi-
cally works closely with them on their research. In
contrast, students in the humanities often publish
papers on their own even if their advisor has made
a substantial intellectual contribution to the work
reported. Within a discipline, the definition of accept-
able practices may also vary from country to country.
Because of animal use regulations, neuroscientists in
the United Kingdom do relatively little experimental
work with animals on the important topic of stress,
whereas in the United States this topic is seen as an
appropriate area of study so long as guidelines are
followed to ensure that discomfort to the animals is
minimized.

The definition of responsible conduct may change
over time. For example, some protocols that were once
performed on human and animal subjects may no
longer be considered ethical. Indeed, ethics evolve
alongside knowledge. We may not currently be able to
know all of the risks involved in a procedure, but as
new risks are identified (or previously identified risks
refuted), we must be willing to reconsider the facts and
adjust our policies as necessary. In sum, what is con-
sidered to be ethical behavior may not always be
obvious, and therefore we must actively examine what
is expected of us as scientists.

Having determined what is acceptable practice, we
then must be vigilant. Each day neuroscientists are
faced with a number of decisions having ethical impli-
cations, most of them at the level of misdemeanors:
Should a data point be excluded because the apparatus
might have malfunctioned? Have all the appropriate
references been cited and are all the authors appropri-
ate? Might the graphic representation of data mislead
the viewer? Are research funds being used efficiently?
Although individually these decisions may not signifi-
cantly affect the practice of science, cumulatively they
can exert a great effect.

In addition to being concerned about the integrity
of the published literature, we must be concerned with
our public image. Despite concerns over the level of
federal funding for research, neuroscientists are among
the privileged few who have much of their work
funded by taxpayer dollars. Highly publicized scan-
dals damage the public image of our profession and
hurt all of us who are dependent on continued public
support for our work. They also reduce the public
credibility of science and thereby lessen the impact
that we can expect our findings to have. Thus, for our
own good and that of our colleagues, the scientific
community, and the public at large, we must strive to
act with integrity.
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SUMMARY

You are about to embark on a tour of fundamental
neuroscience. Enjoy the descriptions of the current
state of knowledge, read the summaries of some of the
classic experiments on which that information is based,
and consult the references that the authors have drawn
on to prepare their chapters. Think also about the
ethical dimensions of the science you are studying—
your success as a professional and the future of our
field depend on it.
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CHAPTER

2

Basic Plan of the Nervous System

INTRODUCTION

The brain often is compared with a computer these
days. True, the brain is a computer, but it is a very
special kind of computer—a biological computer that
has evolved by natural selection over hundreds of mil-
lions of years and countless generations. Furthermore,
it has no obvious design features in common with
human-engineered computers. Instead, the brain is a
unique organ that thinks and feels, generates behav-
ioral interactions with the environment, keeps bodily
physiology relatively stable, and enables reproduction
of the species—its most important role from evolu-
tion’s grand perspective. And for strictly personal
reasons the brain is the most precious thing we have
simply because it is the organ of consciousness, as
reflected in René Descartes’s famous seventeenth
century aphorism, “I think therefore I am.”

Aristotle first emphasized that structure and func-
tion are inextricably intertwined, two sides of the same
coin, with structure providing obvious physical con-
straints on function. Just think about the difference
between a hammer and a saw. Unfortunately, as
knowledge becomes more and more specialized, there
is a tendency to analyze the structure, function, and
chemistry of the nervous system from different, some-
times even isolated, perspectives. The main theme of
this chapter is the basic structure-function organiza-
tion of the nervous system: what are the parts and how
are they interconnected into functional systems? In
other words, what are the organizing principles—the
basic design features—of its circuitry?

Evolution and development are two approaches
often used to understand biological complexity—
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because they start with the simplest condition—and
the human brain is far and away the most complex
object we know of, with its roughly 100 billion neurons
and 100 trillion axonal connections between them. One
remarkable conclusion emerging from these two per-
spectives is that nerve cells in all animals—from jelly-
fish to humans—are basically the same in terms of cell
biology; what changes most during ontogeny and phy-
logeny is the arrangement of nerve cells into functional
circuits: the architecture of the nervous system. The
“bricks” or “legos” are similar, but the “buildings”
constructed with them can vary tremendously in size
and functionality. An ultimate goal of neuroscience
may be to understand the human brain, but remark-
able progress can nevertheless be made through ana-
lyzing “lower” animals and early embryos. The other
equally remarkable conclusion is that all vertebrates,
from fish to humans, share a common basic plan of the
nervous system, with the same major parts and func-
tional systems.

EVOLUTION HIGHLIGHTS: GENERAL
ORGANIZING PRINCIPLES

Protists and the simplest multicellular animals
(sponges) display ingestive, defensive, reproductive,
and other behaviors without any nervous system
whatsoever, raising the question: what is the adaptive
value of adding a nervous system to an organism? We
will now examine key structure-function correlates of
nervous system organization in animals with relatively
simple body plans and behaviors.

© 2008, 2003, 1999 Elsevier Inc.
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The Nerve Net Is the Simplest Type of

Nervous System

In his provocative 1919 book, The Elementary Nervous
System, George Parker outlined a reasonable scenario
for how nervous systems evolved. An updated version
begins with the first multicellular animals—similar to
modern-day sponges—that emerged over half a billion
years ago. They are seemingly amorphous animals
that spend their adult lives immobile, submerged in
water. Their relatively simple behavior is mediated
largely by a set of primitive smooth muscle cell
(myocyte) sphincters allowing water flow through

body wall pores. These specialized cells are called
independent effectors because their contraction is evoked
by stimuli like stretch or environmental chemicals
acting directly on the plasma membrane of individual
cells.

The first animal phylum with a nervous system was
the Cnidaria, which includes jellyfish, corals, ane-
mones, and the elegantly simple hydra. In contrast
to sponges, hydra locomote and show active feeding
behavior (Fig. 2.1). These behaviors are coordinated
and mediated by a nervous system, a network of spe-
cialized units or cells called nerve cells or neurons (Box
2.1).

FIGURE 2.1 Locomotor behavior in hydra resembles a series of somersaults, as shown in the sequence beginning on the left. The tiny black
dot in the region between the tentacles in the figure at the far right is the animal’s mouth. Ingestive (feeding) behavior involves guiding food

particles into the mouth with coordinated tentacle movements.

BOX 2.1

The cell theory, which states that all organisms are
composed of individual cells, was developed around the
middle of the nineteenth century by Mattias Schleiden
and Theodor Schwann. However, this unitary vision of
the cellular nature of life was not immediately applied to
the nervous system, as most biologists at the time believed
in the cytoplasmic continuity of nervous system cells.
Later in the century the most prominent advocate of this
reticularist view was Camillo Golgi, who proposed that
axons entering the spinal cord actually fuse with other
axons (Fig. 2.2A). The reticularist view was challenged
most thoroughly by Santiago Ramén y Cajal, a founder
of contemporary neuroscience and without doubt the
greatest observer of neuronal architecture. In beautifully
written and carefully reasoned deductive arguments,
Cajal presented us with what is now known as the neuron
doctrine. This great concept in essence states that the cell
theory applies to the nervous system: each neuron is an
individual entity, the basic unit of neural circuitry (Fig.
2.2B). The acrimonious debate between reticularists and

THE NEURON DOCTRINE

proponents of the neuron doctrine raged for decades.
Over the years, the validity of the neuron doctrine has
been supported by a wealth of accumulated data. Never-
theless, the reticularist view is not entirely incorrect,
because some neurons do act syncytially via specialized
intercellular gap junctions, a feature that is more promi-
nent during embryogenesis.

In 1897, Charles Sherrington postulated that neurons
establish functional contact with each other and with
other cell types via a theoretical structure he called the
synapse (Greek synaptein, to fasten together). It was not
until 50 years later that the structural existence of syn-
apses was demonstrated by electron microscopy (see Fig.
3.3). The synaptic complex is built around an adhesive
junction, and in this and other respects the complex is
quite similar to the desmosome and the adherens junc-
tions of epithelia. In fact, similarities in ultrastructure
between the adherens junction and the synaptic complex
of central nervous tissue were noted even in early electron
microscopic studies (see Peters et al., 1991).
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Sensory Neurons

Hydra’s body wall is simple, with an outer ectoderm
layer contacting the external environment, an inner
endoderm layer facing the body cavity’s internal envi-
ronment and promoting digestion and waste elimina-
tion, and a vague middle or meso layer in between.
Neurons probably differentiated initially from the

FIGURE 2.2 Two competing views: The nervous system as a
reticulum or the neuron doctrine. (A) Proponents of the reticular
theory believed that neurons are physically continuous with one
another, forming an uninterrupted network. (B) In contrast, the
neuron doctrine regards each neuron an individual entity commu-
nicating with target cells by way of contiguity rather than continuity,
across an appropriate intercellular gap. Adapted from Cajal
(1909-1911).

A B

ectoderm, and perhaps the first to evolve were sensory
neurons. One cytoplasmic extension of these bipolar
cells facing the external environment became special-
ized to detect stimuli much weaker than those activat-
ing independent effectors, whereas the other pole
became specialized to transmit information about
these stimuli to a group of independent effectors (Fig.
2.3). Experimental evidence indicates that sensory
neurons provide four major selective advantages in
evolution:

¢ Increased stimulus sensitivity

e Faster effector cell responses

¢ Stronger behavioral responses because multiple
effector cells are influenced

* Sensory neurons responding to different stimulus
modalities can be distributed strategically in
different body regions

The bipolar shape of sensory neurons is fundamen-
tally important. The prototypical theory about neural
circuit organization was presented by Santiago Ramén
y Cajal in his classic “bible” of structural neuroscience,
The Histology of the Nervous System in Man and Verte-
brates (1909-1911). According to the cornerstone furnc-
tional polarity theory, information normally flows in one
direction through most neurons, and thus through
most neural circuits—from dendrites and cell body, the
input or receptive parts of the neuron, to a single
axon, the output or effector part. In other words, most
neurons have two classes of processes: one or more
dendrites detecting inputs, and a single axon conduct-
ing an output that can influence multiple cells through
branching or collateralization. At least in early develop-
mental stages, all sensory neurons have this funda-
mental bipolar shape, and over the course of evolution
they have become specialized to detect a remarkable

C
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FIGURE 2.3 Activation of effector cells (e) in simple animals. (A) Sponges lack a nervous system; stimuli act directly on effector cells, which
are thus called independent effectors. (B) In cniderians, bipolar sensory neurons (s) differentiate in the ectoderm. The sensory neuron outer
process detects stimuli and is thus a dendrite. The inner process of some sensory neurons transmits information directly to effector cells and
is thus an axon. Because this type of sensory neuron innervates effector cells directly, it is actually a sensorimotor neuron. (C) Most cniderian
sensory neurons send their axon to motoneurons (m), which in turn send an axon to effector cells. Cniderian motoneurons may also have

lateral processes with other motoneurons, and these processes typically conduct information in either direction (and are thus amacrine pro-
cesses). Arrows show the direction of information flow.
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variety of stimuli from light, temperature, and a wide
range of chemicals and ions, to vibration and other
mechanical deformations.

Motor Neurons

A second stage of differentiation or complexity in
hydra’s nervous system was the addition of neurons
between sensory and effector. They are defined as
motor neurons (motoneurons) because they directly
innervate effector cells (usually muscle or gland cells),
whichin turn receive their inputs from sensory neurons
(Figs. 2.2B, 2.3C). Conceptually, this provides a two-
layered nervous system: the first or top layer having
sensory neurons and the second or bottom layer having
motor neurons. In this prototypical network sensory
neurons project (send axon collaterals) to multiple
motoneurons, and then each motoneuron innervates a
set of effector cells (with a motoneuron and its effector
cell set defined as a motor unit). During an animal’s
normal behavior, information flow is unidirectional
or polarized from one cell type, sensory neuron, to
another cell type, motoneuron, to a third cell type,
effector. This is the basic definition of a simple reflex,
as defined by Charles Sherrington in his cornerstone
of systems neuroscience, The Integrative Action of the
Nervous System (1906).

In this hypothetical scenario (Fig. 2.3) an environ-
mental stimulus detected by a sensory neuron’s den-
drite is transmitted by its axon to the dendrites of a
motoneuron population. Then the axon of each moto-
neuron innervates an effector cell population. This
is the functional polarity rule applied to a simple
two-layer, sensory-motor network mediating reflex
behavior.

Another general feature of the hydra two-layered
nervous system has been observed: sensory neurons
do not innervate each other, whereas motoneurons do
interact directly. Here, motoneurons have two projec-
tion classes: one to effector cells and another to other
motoneurons. Structurally and functionally, many of
these hydra motoneurons also have two types of
output processes. One is a typical axon innervating an
effector cell population. However, the other is a process
that contacts homologous processes from other moto-
neurons. Interestingly, many of these “horizontal”
processes between motoneurons transmit information
in either direction—either motoneuron can transmit
information to the other via these processes. This is an
exception to the functional polarity rule and is medi-
ated by reciprocal rather than the more common uni-
directional synapses. Cajal (1909-1911) described
several examples of neurons that lack a clear axon (in
retina, olfactory bulb, and intestine) and called them
amacrine cells. As an extension of this it is useful to

divide neuronal processes into three types: dendritic
(input), axonal (output), or amacrine (bidirectional).

Adding a second layer to the nervous system has
obvious adaptive advantages related to increased
capacity for response complexity and integration. Con-
sider a stimulus to one specific part of the animal or
even one sensory neuron. Its influence may radiate to
distant parts of the animal because one sensory neuron
innervates multiple motoneurons, those motoneurons
innervate additional motoneurons, and each motoneu-
ron innervates multiple effector cells—an example of
what Cajal called avalanche conduction. There may be
great divergence between stimulus and effector cells
producing a response, with the actual divergence
pattern shaped by the structure-function architecture
of the nervous system: how the neurons and their
interconnections are arranged in the body. It is easy to
imagine how this arrangement in hydra might coordi-
nate the tentacles to bring a food morsel detected by
just one of them to the mouth, or how it might coordi-
nate locomotion (Fig. 2.1).

A second basic consequence of this structural
arrangement is information convergence in the nervous
system. Just consider a particular motoneuron: it can
receive inputs from more than one sensory neuron and
from other motoneurons as well.

Nerve Nets

At first glance hydra’s nervous system is distributed
fairly uniformly around the radially symmetrical body
wall and tentacles (Fig. 2.4). Its essentially double-
layered arrangement of distributed sensory and motor
neurons is called a nerve net. However, in certain
regions of the body with specialized function, like
around the mouth and base of the tentacles, neurons
tend to aggregate—a tendency toward centralization
that will now be examined more carefully.

Bilateral Symmetry, Centralization, and
Cephalization Emerge in Flatworms

In contrast to cnidarians, flatworms are bilaterally
symmetrical predators with rostral (head) and caudal
(tail) ends, and dorsal and ventral surfaces. These
changes in body plan and behavior are accompanied
by equally important changes in nervous system orga-
nization. Many flatworm neurons are clustered into
distinct ganglia interconnected by longitudinal and
transverse axon bundles called nerve cords (Fig. 2.5).
This condensation of neural elements, or centraliza-
tion, allows faster and thus more efficient communica-
tion between neurons because cellular material is
conserved and conduction times are reduced. The
largest, most complex ganglia (cephalic ganglia) are
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Tentacles

Base

FIGURE 2.4 Thenerve net of hydra, a simple cnidarian, is spread
diffusely throughout the body wall of the animal. This drawing
shows maturation of the nerve net in a hydra bud, starting near the
base and finishing near the tentacles. Refer to McConnell (1932) and
Koizumi (2002).

Cephalic
ganglia

Longitudinal
nerve cord

Transverse
nerve cord

FIGURE 2.5 The nervous system of the planarian, a flatworm,
includes longitudinal and transverse nerve cords associated with
centralization, and two fused cephalic ganglia in the rostral end
associated with cephalization. Centralization and cephalization
probably are related to the flatworm'’s bilateral symmetry and ability
to swim forward rapidly. Refer to Lentz (1968). Reproduced with
permission from Yale University Press.

localized rostrally where they receive information
from specialized sensory receptors in the front of the
animal as it swims. Bilateral symmetry, centralization,
and cephalization are three cardinal organizational
trends in nervous system evolution.

Interneurons

Flatworms are the simplest animals with an abun-
dant, clearly distinct third neuron division, interneu-
rons, which are interpolated between sensory and
motor neurons (Fig. 2.6). As already noted, Cajal rec-
ognized some atypical interneurons that apparently
lack distinguishable dendrites and axon (amacrine
neurons, or more precisely, amacrine interneurons).
However, most interneurons have recognizable den-
drites and axon and so presumably transmit informa-
tion down the axon in only one direction, toward its
terminals. They are typical neurons conforming to the
functional polarity rule.

One consequence of adding a third “layer” of
neurons to the nervous system is simply to increase
convergence and divergence of information process-
ing, and thus the capacity for response complexity.
There are, however, three other critical functions
interneurons subserve. They can act as excitatory or
inhibitory “switches” in neuronal networks, assemblies
of them can act as pattern detectors and generators
between sensory and motor neurons, and they can be
pacemakers if they generate intrinsic rhythmical activity
patterns.

Invertebrate ventral CNS

lstimulus

FIGURE 2.6 Invertebrate ganglia (G) usually display two neuron
classes: motor neurons (m) and interneurons (i), both typically uni-
polar, with dendrites arising from a single axon. Here neuronal cell
bodies are arranged peripherally and synapses occur in a central
region called the neuropil. Sensory neurons (s) usually innervate
motoneurons and interneurons but not effectors (e). Arrows show
the usual direction of information flow.
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BOX 2.2

Santiago Ramon y Cajal (1852-1934) is considered by
many people to be the founder of modern neurosci-
ence—a peer of Darwin and Pasteur in nineteenth-
century biology. He was born in the tiny Spanish village
of Petilla de Aragon on May 1, 1852, and as related in
his delightful autobiography, he was somewhat mischie-
vous as a child and determined to become an artist,
much to the consternation of his father, a respected local
physician. However, he eventually entered the Univer-
sity of Zaragoza and received a medical degree in 1873.
As a professor of anatomy at Zaragoza his interests were
mostly in bacteriology (the nineteenth-century equiva-
lent of molecular biology today in terms of an exciting
biological frontier) until 1887, when he visited Madrid at
age 35 and first saw through the microscope histological
sections of brain tissue treated with the Golgi method,
which had been introduced in 1873. Although very few
workers had used this technique, Cajal saw immediately
that it offered great hope in solving the most vexing
problem of nineteenth-century neuroscience: how do
nerve cell interact with each other? This realization gal-
vanized and directed the rest of his scientific life, which
was extremely productive in terms of originality, scope,
and accuracy.

Shortly after Jacob Schleiden, Theodor Schwann, and
Rudolf Virchow proposed the cell theory in the late 1830s,
Joseph von Gerlach, Sr. and Otto Deiters suggested that
nerve tissue was special in the sense that nerve cells are
not independent units but instead form a continuous syn-
cytium or reticular net (Fig. 2.2A). This concept was later
refined by Camillo Golgi who, based on the use of his
silver chromate method, concluded that axons of nerve
cells form a continuous reticular net, whereas in contrast
dendrites do not anastomose but instead serve a nutritive
role, much like the roots of a tree. Using the same tech-
nique, Cajal almost immediately arrived at the opposite
conclusion, based first on his examination of the cerebel-
lum, and later of virtually all other parts of the nervous
system. In short, he proposed that neurons interact by
way of contact or contiguity rather than by continuity,

CAJAL: ICONOCLAST TO ICON

and are thus structurally independent units, which was
finally proven when the electron microscope was used in
the 1950s. This concept became known as the neuron
doctrine.

Cajal’s second major conceptual achievement was the
theory of functional polarity, which stated that the den-
drites and cell bodies of neurons receive information,
whereas the single axon with its collaterals transmits
information to the other cells. This rule allows prediction
of information flow direction through neural circuits
based on the morphology or shape of individual neurons
forming them, and it was the cornerstone of Charles
Sherrington’s (1906) revolutionary physiological analysis
of mammalian reflex organization. Recent evidence that
many dendrites transmit an action potential or graded
potential in the retrograde direction would not violate the
tenants of the functional polarity theory unless the poten-
tial led to altered membrane potentials in the associated
presynaptic axon—and if this were the case the “den-
drite” would be classed instead as an amacrine process
(see text).

Around the close of the nineteenth century, Cajal made
a remarkable series of discoveries at the cellular level. In
addition to the two concepts outlined earlier, they include
(1) the mode of axon termination in the adult CNS (1888),
(2) the dendritic spine (1888), (3) the first diagrams of
reflex pathways based on the neuron doctrine and func-
tional polarity (1890), (4) the axonal growth cone (1890),
(5) the chemotactic theory of synapse specificity (1892),
and (6) the hypothesis that learning could be based on the
selective strengthening of synapses (1895).

In one of the great ironies in the history of neurosci-
ence, Cajal and Golgi shared the Nobel Prize for Medicine
in 1906 though they had used the same technique to elab-
orate fundamentally different views on nervous system
organization! The meeting in Stockholm may not have
diminished the great personal friction between them. In
1931 Cajal wrote: “What a cruel irony of fate to pair like
Siamese twins united by the shoulders, scientific adver-
saries of such contrasting characters.”

By this definition the vast majority of vertebrate
brain neurons are interneurons. So it is useful at the
outset to recognize two broad interneuron categories:
local and projection. Local interneurons, or local circuit
neurons, have an axon that remains confined to a dis-
tinguishable gray matter region or ganglion, whereas

projection interneurons send a longer axon to a different
gray matter region or ganglion, although it may also
generate local axon collaterals.

The omnidirectional information flow typical of cni-
darian nerve nets is unusual in the rest of the animal
kingdom, where most neurons are functionally polar-
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ized with information flowing through neural circuits
sequentially from dendrites and cell body to axon and
axon terminals. However, most invertebrate motoneu-
rons and interneurons are unipolar: a single process,
the axon, extends from the cell body. Dendrites branch
from the axons in the center of a ganglion—entering
the neuropil—where most synapses are formed (Fig.
2.6). In vertebrates most neurons are multipolar, with
several dendrites, plus an axon extending from the cell
body or a dendrite.

Features of simple nervous systems are preserved
throughout evolution. For example, the part of nervous
system in the wall of the human gastrointestinal tract
(the enteric nervous system) has many features of a
highly refined nerve net, and a “layer” of amacrine
interneurons is found in the human retina and olfac-
tory bulb.

A Segmented Ventral Nerve Cord Typifies
Annelids and Arthropods

Annelid worms and arthropods have even more
complex body plans and behaviors than flatworms,
partly because of segmentation. Body segments
(metameres) are repeated serially along the body’s
rostrocaudal axis, and presumably share a common
underlying genetic developmental program, although
terminal differentiation (adult structure) may vary.
This strategy allows for more complex body plans
(including the nervous system) to evolve without a
linear or exponential increase in genetic material.
Annelids and all the more complex invertebrates
share another characteristic feature, a wventral nerve
cord with a pair of ganglia (or a single fused ganglion)
in each segment, and longitudinal axon bundles
between ganglia in adjacent segments (Fig. 2.7).
Transverse nerves also extend from each ganglion
to sensory structures and muscles in the same
segment.

The Basic Plan of the Vertebrate Nervous
System Is Found in Lancelets

Vertebrates are a subphylum of the Chordates and
are the most complex of all animals in terms of struc-
ture and behavior. They share a basic body plan where
common organ systems are arranged in a relatively
strict anatomical relationship with one another (Box
2.3 and Figs. 2.8, 2.9). Like other chordates, vertebrates
display two key features during some part of their life:
a cartilaginous rod, the notochord, extending dorsally
along the body, and above it a hollow dorsal nerve cord.
In most vertebrates the notochord’s body stiffening
and protective functions are supplanted by the verte-

Segmental nerves

Cerebral ganglia

Ventral nerve cord

FIGURE 2.7 Nervous system organization in the rostral end of
an annelid worm. A ventral nerve cord with more or less distinct
ganglia connects with a fused pair of cerebral ganglia (brain) dorsal
to the pharynx (part of the digestive tract). Note nerves extending
from ventral nerve cord and cerebral ganglia. Refer to Brusca and
Brusca (1990).

bral column and bony skull, with the notochord
reduced to a series of cartilaginous cushions (discs)
between or within the vertebrae. The vertebrate nerve
cord is tremendously expanded, thickened, and folded
to form the brain and spinal cord (the central nervous
system, CNS).

The vertebrate nervous system’s basic parts are
revealed in the lancelet (amphioxus), a simple, nonver-
tebrate chordate (subphylum Cephalochordata). The
lancelet is a slender, fish-like filter-feeder living half
buried in the sand of shallow, tropical marine waters
(Fig. 2.9). The body is stiffened by a notochord, and a
dorsal nerve cord runs the length of the body, generat-
ing segmental nerves innervating muscles and organs.
Locomotor behavior (swimming) is produced by alter-
nately contracting right and left segmental muscles
(myotomes). Without a notochord these contractions
would shorten the animal rather than generate forward
propulsive force.

Although typical vertebrate brain regions are not
obvious rostrally in the lancelet nerve cord, genes
specifying early vertebrate head embryogenesis also
are expressed rostrally in the lancelet body. Thus,
some components of the molecular program specify-
ing modern vertebrate head development apparently
were present early in chordate evolution (Holland and
Takahashi, 2005).

Summary

The cniderian nerve net displays most of the basic
cellular features of nervous system organization,
including convergence and divergence of sensory and
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BOX 2.3

ANATOMICAL RELATIONSHIPS IN THE VERTEBRATE BODY

To describe the physical relationships between struc-
tures in the nervous system and the rest of the vertebrate
body it is best to use terms that accurately and unambigu-
ously describe the position of a given structure in three
dimensions. The major axis of the body is the rostrocaudal
axis, which extends along the length of the animal from
the rostrum (beak) to the cauda (tail) (Fig. 2.8) as well as the
length of the embryonic neural plate and neural tube (see
Figs. 2.10 and 2.12). A second axis, the orthogonal dorso-
ventral axis, is vertical and runs from the dorsum (back) to
the ventrum (belly). Finally, the third perpendicular axis,
the mediolateral axis, is horizontal and runs from the
midline (medial) to the lateral margin of the animal
(lateral). Unfortunately, the rostrocaudal axis undergoes
complex bending during embryogenesis, and the bending
pattern is unique to each species. It would be ideal if the
three cardinal axes were used in a topologically accurate
way, say with reference to the body as it might appear
with a “straightened out” rostrocaudal axis. In practice,

however, this is rarely the case, which leads to a certain
degree of ambiguity, as is obvious when looking at the
fish, frog, cat, and human bodies shown in Fig. 2.8.

The problem is especially difficult in human anatomy
where use of an idiosyncratic terminology has a long,
ingrained tradition. The basic principles are much easier
to illustrate than to describe in writing (see Fig. 2.8), but
one major source of confusion in the human brain is
related to the fact that the rostrocaudal axis makes a 90
degree bend in the midbrain region (unlike in rodents and
carnivores, for example, where the axis is relatively
straight). The other source of confusion is simply the dif-
ferent names that are used. For example, in human
anatomy the spinal cord has anterior and posterior horns,
and posterior root ganglia, whereas in other mammals
they usually are referred to as ventral and dorsal horns,
and dorsal root ganglia. The merits of a uniformly applied
nomenclature based on comparative structural principles
seem obvious.

motor information. In more complex bilaterally sym-
metrical invertebrates, neurons and axons tend to
aggregate in ganglia, nerve cords, and nerves (central-
ization), and there is a greater concentration of neurons
and sensory organs in the body’s rostral end (cephali-
zation). Segmented invertebrates have a ventral nerve
cord that includes a bilateral pair of ganglia (or single
fused ganglion) in each segment. The primitive chor-
date, lancelet, displays the basic nervous system
organization characteristic of vertebrates, including
mammals and humans.

DEVELOPMENT REVEALS BASIC
VERTEBRATE PARTS

One nineteenth century biology triumph was the
demonstration that early stages of embryogenesis
are fundamentally the same in all vertebrates. The
CNS and heart are the first organs to differentiate
in the embryo, and the basic CNS divisions differen-
tiating early in development are also common to
all vertebrates. The names and arrangement of these
divisions are the starting point for regional or topo-

graphic neuroanatomical nomenclature (Swanson,
2000a).

Nervous System Regionalization Begins in the

Neural Plate

During embryogenesis the CNS develops as a
hollow cylinder (neural tube) from a topologically flat
sheet of cells (neural plate), by a process of neurulation
(Chapter 14). Here we simply consider macroscopic
structural changes during the transformation.

The neural plate is a spoon-shaped differentiation
of the trilaminar embryonic disc’s one-cell-thick ecto-
dermal layer (Fig. 2.10). Its wide end lies rostrally and
becomes the brain, whereas the narrow end lies cau-
dally and becomes the spinal cord—the two major
CNS divisions. A midline neural groove divides the
neural plate into right and left halves, so the plate dis-
plays three cardinal morphogenetic features: polarity,
bilateral symmetry, and regionalization. Furthermore, the
neural plate differentiates from rostral to caudal, so the
brain plate regionalizes first. Signs of this include
appearance of the optic vesicles, evaginating near the
rostral end of the neural plate (in the presumptive
hypothalamus); a midline infundibulum evaginating
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FIGURE 2.8 Orientation of the vertebrate body. Orientation planes for fish, quadrupeds, and bipeds are depicted. Associated with the three
cardinal planes (rostrocaudal, dorsoventral, and mediolateral) are three orthogonal planes: horizontal, sagittal, and transverse (or frontal),
which are the same in all early vertebrate embryos. For more explanation, see Williams (1995).
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FIGURE 2.9 The lancelet (amphioxus) is a forerunner of the
vertebrates. (A) Lateral view of the animal in its native habitat under
the ocean floor, with its mouth protruding above the sand. (B) A
cross-section of the lancelet body showing relationships between
gut, aorta, notochord, and dorsal nerve cord. Adapted from Cartmill
et al. (1987).

between optic vesicles and rostral end of the noto-
chord, and indicating the presumptive pituitary stalk
(again in presumptive hypothalamus); and the otic
rhombomere (presumptive rhombomere 4), a swelling
near the center of what will become the hindbrain (Fig.
2.11, left).

At the junction between neural plate and remaining
ectoderm (later forming the skin’s epidermal layer) lies
anarrow strip of transitional ectoderm, the neural crest,
a distinctive vertebrate feature (Fig. 2.10). It generates
a variety of adult structures, including most neurons
of the peripheral nervous system (PNS).

In summary, the CNS and PNS divisions are repre-
sented by the neural plate and neural crest, respec-
tively, during the neural plate stage of vertebrate
development. The two major CNS divisions, brain and
spinal cord, are also indicated in the neural plate,
which at this developmental stage is topologically
simple: a bilaterally symmetrical, flat sheet that is one
cell thick.
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placodes
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FIGURE 2.10 The neural plate is a spoon-shaped region of ecto-
derm (neural ectoderm) forming the CNS; surrounding it is somatic
ectoderm. The neural plate is polarized (wider rostrally than cau-
dally), bilaterally symmetrical (divided by the midline neural
groove), and regionalized (brain plate rostrally, spinal plate cau-
dally). The neural crest is a zone between neural and somatic ecto-
derm, and a series of placodes develops as “islands” within the
somatic ectoderm. The neural crest and placodes generate PNS
neurons. The approximate location of future CNS divisions in the
neural plate is shown in color on the left. The same color scheme is
used in Figs. 2.11, 2.12, and 2.14. Refer to Swanson (1992).

Further Regionalization Occurs in the

Neural Tube

Asneurulation progresses, the neural plate becomes
U-shaped as the two halves (neural folds) become verti-
cally oriented (Fig. 2.11, right). Then the dorsal tips of
the folds fuse, forming an open tube—and finally the
tube’s ends (neuropores) also fuse, producing a com-
pletely closed neural tube with a one-cell-thick wall
(neuroepithelium).
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FIGURE 2.11 Optic pits, infundibulum, and otic rhombomere
(dorsal view on left) are the earliest clear structural differentiations
of the neural plate, other than the neural groove. The neural tube
forms by neuroectoderm invagination (transverse sections A and B),
followed by fusion of the lateral edges of the neural plate (roughly
in the neck region of humans), and proceeds both rostrally and
caudally (double arrows in roof plate). Note how the neural crest
(NCR) pinches off in the process. Also observe notochord (nch) posi-
tion ventral to neural groove. Refer to Swanson (1992).

Marcello Malpighi, the great seventeenth century
founder of histology who also discovered the capillary
network between arteries and veins postulated by
William Harvey in 1628, recognized that the early
chick neural tube displays three rostrocaudally
arranged swellings now called primary brain vesicles.
They include the forebrain (prosencephalic) vesicle,
with the optic stalks and infundibulum; the midbrain
(mesencephalic) vesicle; and the hindbrain (rhomben-
cephalic) vesicle, with the otic rhombomere (Fig.
2.12A).

These vesicles are the fundamental structural or
regional brain divisions. Transitory rhombomeres are
the most characteristic hindbrain vesicle feature at this
stage, and they develop in association with the pha-
ryngeal pouches (Chapter 14). As embryogenesis con-
tinues, the forebrain vesicle divides into endbrain
(telencephalic) and interbrain (diencephalic) vesicles,
whereas the hindbrain vesicle differentiates vaguely
into rostral pontine (metencephalic) and caudal medul-
lary (myencephalic) regions (Fig. 2.12B). These divi-

sions transform the “three primary vesicle stage” into
the “five secondary vesicle stage.”

The neural tube lumen becomes the adult CNS ven-
tricular system (Fig. 2.12B, left), and its adult shape
conforms to extensive differential regionalization of
the neural tube wall. Each endbrain vesicle contains a
lateral ventricle, which communicates through an inter-
ventricular foramen with the third ventricle in the inter-
brain vesicle’s center. The third ventricle continues
into the midbrain’s cerebral aqueduct, which becomes
the hindbrain’s fourth ventricle and then the spinal
cord’s central canal. In older embryos and adults, the
ventricular system contains cerebrospinal fluid (CSF),
much of which is elaborated by specialized, highly
vascular regions of choroid plexus in the roof of the
lateral, third, and fourth ventricles.

Migrating Neurons Form the Mantle Layer’s
Gray Matter

In the early five secondary vesicle neural tube, cells
divide repeatedly although the neural tube remains
one cell thick, a pseudostratified epithelium of stem cells
for neurons and glia. Shortly thereafter many of these
cells begin a terminal differentiation into young
neurons migrating from the luminal proliferation zone
to form a new, more superficial mantle layer (Chapter
16). In some CNS regions mantle layer neurons segre-
gate into layers parallel to the surface, whereas in
others neurons cluster in nuclei, relatively uniform
neuron populations (usually multiple types) that are
structurally distinct from surrounding nuclear or
layered regions.

Mantle layer formation leads to further CNS region-
alization (Fig. 2.12B). In hindbrain and spinal cord, it
emerges because motoneurons are generated earliest
and ventrally (corresponding to medial neural plate
regions). This correlates with observations that gross,
relatively uncoordinated embryonic motor behavior
starts before reflex pathways become functional—and
implying that such behavior is generated endoge-
nously in the CNS itself (Hamburger, 1975).

Ventral mantle layer formation accompanies the
transient appearance of a longitudinal groove (limiting
sulcus) on the neural tube’s inner surface. The leading
nineteenth century Swiss embryologist Wilhelm His
noted that the limiting sulcus divides much of the
neural tube into dorsal or alar plate and ventral or basal
plate, with predominantly sensory and motor func-
tions, respectively (Fig. 2.13). This observation comple-
mented the earlier fundamental discovery of Frangois
Magendie that spinal sensory and motor fibers are
completely segregated in spinal roots: sensory axons
enter through dorsal roots whereas motor axons leave
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through ventral roots. It is now clear that alar and
basal plates are not purely sensory or motor because
each contains projection interneurons. Nevertheless, it
is helpful to view the hindbrain and spinal cord as
having three longitudinal zones: sensory, integrative
(reticular formation), and motor. Regionalization of
midbrain and forebrain does not fit this scheme neatly
and is relatively poorly understood conceptually.

Dorsal regions of the hindbrain’s alar plate form a
unique structure, the rhombic lip. In the pons it gener-
ates cerebellar granule cells, whereas more caudally it
produces neuron populations like the precerebellar
and vestibulocochlear nuclei. Many rhombic lip neuron
populations are interesting because they migrate par-
allel to the neural tube’s surface to reach their final
destinations, instead of radially like most CNS neurons
(Chapter 16).

This differentiation continues until the adult CNS
configuration is achieved (Figs. 2.14 and 2.15). The
most obvious late-developing structures are the cere-
bral cortex and cerebellar cortex.

Summary

The vertebrate CNS develops from a sheet of cells
called the neural plate that invaginates to form the
neural tube. The tube’s rostral end differentiates a
series of vesicles that constitute the major brain regions,
and the caudal end forms the simpler spinal cord.
Most PNS neurons differentiate from the neural crest,
with the rest arising from nearby somatic ectodermal
placodes.

FIGURE 2.12 Formation and regionalization of the neural tube.
(A) The early neural tube brain region develops three swellings:
forebrain, midbrain, and hindbrain vesicles. The hindbrain vesicle
then differentiates a series of transverse swellings called rhombo-
meres. (B) As differentiation continues, the forebrain vesicle dis-
plays right and left endbrain (cerebral hemisphere) vesicles and a
medial interbrain vesicle, and the hindbrain vesicle shows vague
pontine and medullary regions. This is the five-vesicle stage of
neural tube transverse regionalization. Then longitudinal, dorsoven-
tral, regionalization begins. The endbrain vesicle divides into cere-
bral cortex (including olfactory bulb) and cerebral nuclei (basal
ganglia), the interbrain vesicle divides into thalamus and hypothala-
mus, the midbrain vesicle divides into tectum and tegmentum, the
hindbrain vesicle divides into rhombic lip, alar plate, and basal
plate, and the spinal cord divides into alar and basal plates. Whether
the pretectal region (sometimes called synencephalon) is part of
interbrain or midbrain is controversial. At this developmental stage
major components of the adult ventricular system are seen in the
neural tube lumen. Refer to Swanson (1992) and Alvarez-Bolado and
Swanson (1996).

1. NEUROSCIENCE



THE BASIC PLAN OF NERVOUS SYSTEM CONNECTIVITY 27

Roof plate

Central canal

Dorsal root

Dorsal root
ganglion

Ventral root

Mixed spinal
nerve

Alar plate

Limiting
sulcus

Basal plate

Floor plate

Notochord

FIGURE 2.13 The early spinal cord and hindbrain are divided into dorsal (alar) and ventral (basal) plates by the limiting sulcus. This mor-
phology reflects earlier ventral differentiation of the mantle layer (2), accompanied by earlier ventral thinning of the neuroepithelial or ven-
tricular layer (1) of the neural tube, which remains as the adult ependymal lining of the ventricular system. The mantle layer develops into
adult gray matter. This schematic drawing of a transverse spinal cord histological section also shows dorsal (sensory) and ventral (motor)
spinal cord roots, dorsal root ganglia containing sensory neurons derived from the neural crest, and mixed (sensory and motor) spinal nerves
distal to the ganglia. The peripheral area (3) is called the marginal zone and develops into the spinal cord white matter or funiculi containing

ascending and descending axonal fiber tracts.
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FIGURE 2.14 Major divisions of the adult mammalian CNS are
derived from neural plate and neural tube regionalization illustrated
in Figs. 2.10-2.12. Modified from Swanson (1992).

THE BASIC PLAN OF NERVOUS
SYSTEM CONNECTIVITY

Functional Systems Consist of Interconnected
Gray Matter Regions

The nervous system’s wiring diagram can be
described in terms of the neuronal cell types in each of
its distinct gray matter regions and their stereotyped
pattern of axonal projections to cell types both locally
(within the region) and in other gray matter regions or
other tissues (like muscle or gland). A long-term goal
of systems neuroscience is to provide a global wiring
diagram for the nervous system that systematically
accounts for its various functional subsystems—analo-
gous to the circulatory system model provided by
Harvey. Little work has been done on this synthetic
problem, although interest is accelerating with the
development of online neuroinformatics workbenches
for connectional information (Bota and Swanson,
2007).

The high-level model of nervous system informa-
tion processing shown in Figure 2.16 synthesizes basic
neurobiological concepts pioneered by Cajal and Sher-
rington with basic cybernetic principles pioneered by
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4 FIGURE 2.15 Mini atlases to compare major adult brain regions

in humans and mice. The brains are cut approximately transversely
to the CNS longitudinal axis and illustrate five major levels, arranged
from rostral to caudal: a, endbrain; b, interbrain; ¢, midbrain; d,
pons; and e, medulla. The color scheme follows that in Figs. 2.10—
2.12 and 2.14, with the choroid plexus of the lateral, third, and fourth
ventricles shown in red. Adapted from Nieuwenhuys et al. (1988)
and Sidman et al. (1971).

Norbert Wiener (1948) and John von Neumann (1958).
In essence, the model postulates that behavior is deter-
mined by CNS motor system output, and that this
output is a function of three inputs: sensory system
(reflexive), cognitive system (voluntary), and intrinsic
behavioral state system. The relative importance of
each input in controlling motor output (behavior)
varies qualitatively in different species and quantita-
tively in different individuals. Note that behavior
elicits sensory feedback from the external and internal
environments that helps determine future motor activ-
ity and thus behavior. Each component is now consid-
ered further without trying to place all nervous system
parts within the global model.

Motor Systems Are Organized Hierarchically

There are three different motor systems: skeletal,
autonomic, and neuroendocrine. The first controls stri-
ated muscles responsible for voluntary behavior; the

v 1

FIGURE 2.16 A model of the nervous system’s basic wiring
diagram. The model of information flow through the nervous system
(yellow box) postulates that behavior (B) is determined by the motor
system (M), which is influenced by three classes of neural input:
sensory (S), intrinsic behavioral state (I), and cognitive (C). Sensory
inputs lead directly to reflex responses (r), cognitive inputs mediate
voluntary responses (v), and intrinsic inputs act as control signals
(c) to regulate behavioral state. Motor system inputs (1) produce
behaviors whose consequences are monitored by sensory feedback
(2). Sensory feedback may be used by the cognitive system for per-
ception and by the intrinsic system to generate affect (e.g., positive
and negative reinforcement/pleasure and pain). The cognitive,
sensory, and intrinsic systems are all interconnected, hence the
arrowheads at the ends of each dashed line within the nervous
system box. Refer to Swanson (2003).

second controls smooth and cardiac muscle, and many
glands; and the third controls pituitary gland hormone
secretion. The skeletal motor system is understood
best and thus serves as a prototype for examining basic
organizing principles presumably similar for all
three.

The skeletal motor system is arranged hierarchically
(Fig. 2.17), the lowest level consisting of brainstem-
spinal cord o-motoneurons whose axons synapse
directly on striated muscle fibers. The next higher level
consists of motor pattern generators (MPGs), and the
highest level has motor pattern initiators (MPIs) that
“recognize” or alter their output in response to specific
input patterns, and project to unique sets of MPGs.
Ethologists refer to MPIs as “innate releasing mecha-
nisms.” One reason central neural circuitry is so
complex is that each of the three input types (sensory,
intrinsic, cognitive) may go directly to each general
level of the motor system hierarchy.

The MPGs and MPIs themselves are hierarchically
arranged. This organization is particularly easy to see
conceptually for the MPGs subserving locomotor
behavior. In the spinal cord, simple MPGs coordinate

Intrinsic control Sensory

\

Cognitive
Behavior

Motor system

FIGURE 2.17 Hierarchical organization of the skeletal motor
system. At the simplest level (1), motoneuron pools (MN) innervate
individual muscles generating individual components of behavior.
At the next higher level (2), additional interconnected interneuron
pools, called motor pattern generators (MPG), innervate specific
motoneuron pool sets. At the highest level (3), additional intercon-
nected interneuron pools, called motor pattern initiators (MPI),
innervate specific MPG sets. MPIs can activate compleXx, stereotyped
behaviors when activated (or inhibited) by specific patterns of
sensory, intrinsic, and/or cognitive inputs. Note that MPGs and
MPIs themselves may be organized hierarchically (dashed lines) and
that sensory, intrinsic, and cognitive inputs may go directly to any
level of the motor system hierarchy. Refer to Swanson (2003).
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the reciprocal innervation of muscle pair antagonists
across individual joints, more complex MPGs coordi-
nate activity in the set of simpler MPGs for all the
joints in a limb, and still more complex MPGs coordi-
nate activity in MPGs for all four limbs. At the next
higher level there is a brain hierarchy of MPIs for loco-
motion that is activated by specific input patterns and
projects to the spinal locomotor pattern generator
network.

Multiple Sensory Systems Function in Parallel

A set of sensory systems provides information to
the CNS from various receptor types, and all the
systems can function simultaneously. Cajal noted that
unimodal sensory pathways generally branch with
some information going directly to the motor system
and some going to the cerebral cortex for sensation and
perception. The former typically evokes reflex behav-
ior and the latter potentially reaches consciousness
and plays an important role in cognition.

Several general features characterize the sensory
system (Section IV covers subsystems in detail). First,
the CNS receives a wide range of information about
the external environment and about the body’s inter-
nal state. Thus, sensory receptors lie near the body’s
surface (e.g., touch and olfactory receptors), deep
within the body (e.g., aortic stretch receptors), and
even within the brain itself (e.g., hypothalamic insulin
receptors). Second, each of the three motor systems
receives a broad range of sensory inputs. Third, the
range of sensory modalities is remarkably similar
(though not identical) across vertebrate classes, and
information about specific modalities enters the CNS
through homologous cranial and spinal nerves in
all vertebrates. And fourth, the number of synapses
between sensory receptor and cerebral cortex varies in
different systems. There is one synapse in the olfactory
system, and at least four in the visual system.

The Cognitive System Generates
Anticipatory Behavior

It is very likely that the cerebral cortex—along with
its cerebral nuclei (basal ganglia)—is the most impor-
tant, if not sole, part of the cognitive system and that
the cerebral cortex is responsible for planning, priori-
tizing, initiating, and evaluating the consequences of
voluntary behavior (Section VII). The fundamental
nature of voluntary behavior is obviously a difficult
problem to address, but one useful approach is simply
to compare it with reflexive behavior. Interestingly,
most if not all behaviors mediated by skeletal muscle
can be initiated either reflexively or voluntarily, as
Descartes pointed out long ago. What seems to distin-
guish reflexive and voluntary behaviors most clearly

is that the former involves a stereotyped response to a
defined stimulus, whereas the latter is anticipatory,
with a duration and content impossible to predict with
anywhere near the same degree of certainty.

Intrinsic Systems Control Behavioral State

The CNS generates considerable endogenous activ-
ity (action potential patterns)—it is definitely not just
a passive system waiting to respond to sensory input,
as the behaviorist approach a century ago assumed.
All CNS parts apparently have a basal activity level
that can be either increased or decreased. In many
cases, it is still not established whether particular neu-
ronal cell types generate intrinsic activity patterns. It
is clear, however, that motoneurons and related MPGs
do generate intrinsic activity; as already noted, the
embryonic spinal cord produces motor output before
sensory circuits develop. Thus, in addition to the three
extrinsic input types to the motor system illustrated in
Figure 2.16, intrinsic activity within the motor system
itself can produce behavior that is neither reflexive nor
voluntary.

Certain CNS regions generate intrinsic rhythmic
activity patterns. The most important rhythmic behav-
ioral pattern is the sleep—wake cycle that is entrained
to the day-night cycle by an endogenous circadian
clock, the hypothalamic suprachiasmatic nucleus
(Chapters 41 and 42). The sleep-wake cycle is pro-
foundly important because during sleep the body is
maintained entirely by ongoing intrinsic and reflexive
systems controlling behaviors like respiration and sus-
tained sphincter contractions. In contrast, voluntary
mechanisms dominate in wakefulness though reflex-
ive and intrinsic mechanisms are also vitally important
then.

Behavioral state control is thus a fundamental
intrinsic brain activity. Another aspect of behavioral
state—arousal—is especially important during wake-
fulness. Arousal level generally is correlated with an
animal’s motivational state or drive level (Chapter 43).
The neural system mediating drive is not fully eluci-
dated but is critically dependent on the hypothalamus,
and attainment of specific goal objects (foraging behav-
ior) depends on the cognitive system. Arousal and
drive may be controlled by subcortical systems but
behavior’s actual direction and prioritization mainly is
determined cortically.

The full identity of neural systems elaborating plea-
sure and pain is one of neuroscience’s deep mysteries.
Many regard pleasure and pain as conscious expres-
sions of positive and negative reinforcement, influenc-
ing how likely a particular voluntary behavior will be
repeated or avoided in the future. Here, reinforcement
depends on sensory feedback about a particular behav-
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ior’s consequences (Fig. 2.16), and one suggestion is
that pleasurable and painful sensations, like those
associated with drive, are elaborated subcortically
within intrinsic control systems. According to this
view, thinking or cognition arises in cerebral cortex
whereas feeling or affect arises subcortically. It is also
possible that all aspects of consciousness (thinking
and feeling) arise only from cortical neural activity
(Chapter 53).

How Pharmacological and Genetic Networks
Relate to Functional Systems

Specific neurotransmitter systems have been incor-
porated into models of CNS function since the 1950s.
Two examples are cholinergic and noradrenergic
systems, defined as the total sets of CNS neurons
releasing acetylcholine or noradrenalin, respectively,
as a neurotransmitter (Chapter 7). In general, these
systems are not obviously correlated with traditional
CNS functional systems or major topographic parts—
typically they are not restricted to one functional
system or one major CNS division, though some ex-
ceptions may exist. Thus, neurotransmitter systems
are not functional systems in the traditional sense.
However, they are conceptually or operationally
important in helping define circuits or functional
systems influenced by particular drug actions. For
example, administering centrally acting acetylcholine
receptor agonists influences synapses in a variety of
traditional functional systems, and the set of these func-
tional systems could be defined as a pharmacological
system with a specific set of behavioral and other
responses. If a drug targeted for therapeutic reasons to
a specific neural system (e.g., a cholinergic agonist tar-
geted to the cerebral cholinergic system in Alzheimer’s
disease; Chapter 45), it will also act on other functional
systems with appropriate cholinergic receptors (e.g., in
the thalamus and lower brainstem). Responses in these
other systems produce “side effects” that may be good
or bad.

Likewise, any gene product’s distribution pattern
can also be used to define a chemical, molecular, or
neural gene expression system. For example, a system
could be defined in terms of all neurons expressing
the calbindin or u-opioid receptor gene, and expres-
sion of the corresponding gene might be prevented or
altered in experimental knockout mice or natural
mutations in genetic diseases. These alterations may
produce an obvious and stereotyped phenotype or
syndrome, but in most instances the gene normally is
expressed in multiple functional systems and has
complex (even if subtle) physiological and behavioral
effects.

Finally, it is important to remember that a
genetic program constructs the nervous system’s
basic macrocircuitry during embryogenesis. Determin-
ing the correspondence between gene expression
networks and neural networks may be the ultimate
achievement of systems neuroscience. The nervous
system’s microcircuitry—quantitative aspects of syn-
apse number and strength associated with individual
neurons—may be sculpted by experience throughout
life.

Summary

There is no simple relationship between the CNS’s
topographic or regional differentiation and its func-
tional organization. So it is mistaken to assume a priori
that CNS information simply is processed hierarchi-
cally with the spinal cord at the lowest level and the
cerebral cortex at the top. An alternative view is that
the CNS displays a network rather than hierarchical
organization scheme—a circuit where the motor
system is driven by sensory, cognitive, and intrinsic
behavioral state inputs, and future motor activity is
determined partly by sensory feedback about the initial
behavior’s consequences.

Two major features complicate this simple network
model. First, the motor system itself is organized
hierarchically, whereas the sensory system transmits
multiple modalities in parallel, and this sensory
information can reach directly each level of the
motor system hierarchy. And second, sensory infor-
mation also reaches the intrinsic and cognitive
systems. In fact, all three input systems are inter-
connected bidirectionally. The basic plan of neural
circuit architecture must be understood on its own
terms, not through simple preconceived ideas or
superficial analogies with computers, the Internet,
irrigation systems, or complicated robots. How tradi-
tional CNS functional systems relate to pharmacologi-
cal systems and genetic networks remains to be
determined.

OVERVIEW OF THE ADULT
MAMMALIAN NERVOUS SYSTEM

This section reviews structural neuroscience
methods used to achieve our current—still very incom-
plete—understanding of nervous system architectural
principles, and introduces the major nervous system
components. Long experience teaches that nothing
approaches actual dissection for gaining an apprecia-
tion of overall brain structure.
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A Brief History of Structural
Neuroscience Methods

The human brain’s macroscopic structure was
observed by early Greek physician-philosophers and
thoroughly understood by the early 1800s. However,
its circuitry’s astounding complexity was not appreci-
ated until microscopy effectively identified individual
pathways (axon bundles) and neuronal regions (dis-
tinguishable neuronal cell body aggregates) toward
the end of the 1800s—applying to thin CNS tissue
sections neurohistological reagents and reactions
developed by the textile and photographic industries
(Swanson, 2000b).

Perhaps the single most enduring contribution of
nineteenth century neurohistology was Camillo
Golgi’s 1873 silver impregnation method. The full
morphology of individual neurons was visible for the
first time (Fig. 2.18; Boxes 2.1 and 2.2)—their dendritic
tree, cell body shape, axon and all its collaterals, and
points of presumed functional contact with other
cells, which Sherrington named synapses in 1897. The
Golgi method involves impregnating brain tissue

alternately in potassium dichromate and silver nitrate
solutions over periods of weeks to years, and mysteri-
ously (the reaction’s chemistry remains elusive) about
1% of the neurons are filled (apparently randomly)
with a dense precipitate. The Golgi stain thus reveals
more by staining less. Today, selective labeling of
individual neurons also is achieved by injecting
markers directly into living neurons with micro-
pipettes, allowing simultaneous electrophysiological
and cytoplasm analysis.

Unfortunately, Golgi’s method provided little
information about longer CNS connections: axonal
projections between nonadjacent regions. This was
approached with methods selectively staining fibers
degenerating from pathological or experimental
lesions. Augustus Waller showed (1850) that nerve
transection causes the nerve’s distal segment to degen-
erate (Wallerian, anterograde degeneration), inspiring
his proposal that the cell body is the nerve cell’s
“trophic center,” which the axon depends on for sur-
vival. Thirty years later Bernard von Gudden showed
that Wallerian degeneration may be accompanied by
pathological changes in the cell body when its axon is

FIGURE 2.18 Cajal’s (1909-1911) neural architecture drawing based on the Golgi method. It shows the organization of four major retinal
neuron types (right) and projections from retina to optic tectum (superior colliculus; left). Applying the neuron doctrine and functional polarity
rule (Boxes 2.1 and 2.2) to the entire vertebrate nervous system by Cajal and many other researchers a century ago led to the “classical” way
neuronal cell types have been described structurally ever since, a view beautifully illustrated here. Three major neuron types tend to populate
specific retinal layers: photoreceptors (subtypes a, b, A, B), bipolar cells (subtypes c, d), and ganglion cells (subtypes e, D, E). A specific neuron
type’s cardinal feature is its axon’s distribution—the neuron’s function in terms of output. Photoreceptors detect light and their axon innervates
bipolar cells. The latter in turn innervate ganglion cells whose axon projects through the optic nerve to the tectum. Photoreceptors are classical
sensory neurons (Fig. 2.3), bipolar cells are local interneurons, and ganglion cells are projection interneurons. Also note a second retinal local
interneuron class, amacrine cells (f). Cajal pointed out that retinal neuronal cell bodies aggregate in three layers with synaptic neuropil zones
in between, and illustrated a clear structural gradient—reflecting a foveal region (F) with greater visual acuity because of multiple structural
features, some of which are obvious in the drawing. The power of Cajal’s functional polarity theory is evident: he drew arrows to indicate the
presumed normal direction of information flow through the circuit, based on the sequential arrangement of dendrites and axons associated
with each neuronal type.
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cut, suggesting retrograde transport of “trophic
factors” from axon to cell body.

Marchi and Algeri developed the first method to
stain selectively central pathways (1885), revealing
degenerating myelin sheaths of severed axons as black
particles on a light background—effectively isolating
degenerating from healthy sheaths in tissue sections.
Anatomists could produce discrete CNS lesions in
experimental animals and after several weeks trace
the course of neural pathways arising in the lesioned
region. The method was severely limited, however,
because unmyelinated or thinly myelinated axons, and
terminal fields, were unlabeled, and there were many
“false-positive” results from transecting fibers simply
passing through the lesion (the “fiber-of-passage”
problem common to many experimental methods).

By the 1950s selective silver impregnation and
degeneration methods were combined by Walle J.H.
Nauta and colleagues to stain unmyelinated axons and
their terminal fields. The CNS was remapped at finer
resolution with these methods, which still suffered
from the fiber-of-passage problem (false-positive
results) and were not nearly as sensitive (false-nega-
tive results) as the next generation of methods devel-
oped around 1970. Instead of relying on lesion-induced
pathology the latter (current) are based on a combina-
tion of (1) physiological mechanisms (anterograde and
retrograde intraaxonal marker transport) in healthy
neurons and (2) histochemical detection of antibodies
and complementary nucleic acid strands.

Also in the 1950s, the electron microscope opened a
whole world of ultrastructure previously only guessed
at. It provided the first glimpses of synapse structure
(with a typical cleft only about 20nm wide, far below
the 1 um resolution of light microscopes, and presyn-
aptic vesicles), myelin sheath organization, and many
cellular organelles. It also allowed biologists to examine
in detail the biosynthetic apparatus residing within
each cell.

These methods provide far more detail about CNS
connectivity patterns or circuit organization than ever
before in many species. As a result, comparative neu-
roanatomy has flourished and forms a solid structural
foundation on which contemporary physiological and
behavioral studies are based.

The PNS Has Sensorimotor, Autonomic, and
Enteric Divisions

Overall, the nervous system is divided into CNS
(brain and spinal cord) and PNS (nerves, ganglia, and
enteric nervous system). However, this CNS-PNS dis-
tinction is just a gross anatomical convenience that
ignores circuit organization because nerves contain

axons from neuronal cell bodies in both CNS and
peripheral ganglia.

Functionally, the PNS has (1) a sensory ganglion
component with accompanying dorsal and ventral
roots and functionally mixed nerves, (2) the autonomic
nervous system’s (ANS) motor ganglia and communi-
cating roots, and (3) the enteric nervous system
(Furness, 2006). The sensory part has dorsal root
ganglia sensory neurons with one process (embryo-
logically and phylogenetically an axon) entering the
CNS through dorsal roots and the other process
(embryologically and phylogenetically a dendrite) tra-
versing peripheral nerves to sites throughout the body.
However, peripheral nerves also contain axons of skel-
etal motoneurons with cell bodies in spinal cord and
brainstem; for spinal nerves the axon’s initial part tra-
verses a ventral root. Thus, most peripheral nerves
carry afferent (“sensory”) information toward the CNS
and efferent (motor) information toward the body (Fig.
2.13). Sensory neurons carry afferent information from
receptors in skin, skeletal muscles, tendons, joints,
blood vessels, and deep viscera. The autonomic and
enteric nervous systems have a network of efferent
pathways, ganglia, and nerve nets controlling gut peri-
stalsis, glandular secretions, blood vessel diameter,
and other visceral functions—and their output is mod-
ulated by both somatic and visceral afferents. Thus, a
typical peripheral nerve carries a mixture of affer-
ents and efferents innervating body wall and deep
organs.

Somatic afferents distribute near the body surface
in a pattern reflecting the body wall’s segmental
origins: each spinal nerve innervates a narrow medio-
lateral band of skin called a dermatome (Fig. 25.9),
although adjacent nerves innervate overlapping terri-
tories (otherwise single nerve interruption would
produce complete sensation loss in a band of skin,
which is not the case). The segmental dermatome
pattern is obvious in the torso where very little differ-
ential body wall growth occurs, whereas limb derma-
tomes are distorted because they form before the limbs
grow out fully in the embryo.

Peripheral nerves often ramify and join with nerves
from other segments to form plexi (singular: plexus;
literally a “braid”) that serve as crossroads and distri-
bution centers for peripheral nerves, allowing axons to
reorganize into complex nerve bundles innervating
body structures. Brachial and lumbosacral plexi at the
base of the upper and lower limbs, respectively, are
the largest examples of these perplexing structures
that also provide great mechanical strength to nerves
passing through the shoulders and hips, which may
undergo extreme rotation. The ANS also has a bewil-
dering variety of plexi in the abdomen and pelvis,
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where nerves converge and redistribute axons to their
target organs.

The ANS has anatomically and functionally sympa-
thetic and parasympathetic divisions (Chapter 35). The
two divisions function in a kind of push-pull relation-
ship with each other. One or the other is never com-
pletely on or off. Instead, there are degrees of
sympathetic and parasympathetic tone. During sleep,
certain involuntary functions like digestion are accel-
erated. Glands participating in digestion are activated
parasympathetically and sympathetic tone is corre-
spondingly decreased. In contrast, Walter B. Cannon
noted almost a century ago that during the “fight or
flight” reaction characterizing defensive behavior,
sympathetic tone is markedly enhanced and parasym-
pathetic tone is reduced sharply. Sympathetic outflow
is vastly amplified and coordinated through a set of
ganglia and the adrenal medulla, so that sympathetic
function occurs relatively synchronously throughout
the body. In contrast, parasympathetic system is rela-
tively finely tuned.

The Cerebrospinal Trunk Generates Cranial
and Spinal Nerves

From a more systematic perspective on nervous
system organization, the spinal cord and brainstem
(together the cerebrospinal trunk) generate a continu-
ous series of spinal and cranial nerves, respectively.
The human spinal cord, roughly as thick as an adult’s
little finger, is ultimately surrounded and protected by
the vertebral column, whereas the skull protects the
brain. In cross-section, the spinal cord’s two basic
types of nervous tissue are obvious: gray matter and
white matter. Gray matter forms an H-shaped region
surrounding the central canal (the ventricular system’s
spinal segment) and consists mainly of neuronal cell
bodies and neuropil. White matter surrounds gray
matter in the spinal cord and consists mostly of axons
collected into overlapping fiber bundles. Many axons
have a myelin sheath, a uniquely vertebrate feature
allowing rapid nerve impulse conduction (Chapter 6)
and giving white matter its pale appearance.

The spinal cord looks segmented because bilateral
pairs of dorsal and ventral roots emerge regularly
along its length. These pairs form five sets: cervical (in
the neck above the rib cage), thoracic (associated with
the rib cage), lumbar (near the abdomen), sacral (near
the pelvis), and coccygeal (associated with tail verte-
brae). In humans there are typically 31 spinal nerve
pairs (8 cervical, 12 thoracic, 5 lumbar, 5 sacral, and 1
coccygeal) that are named according to the interverte-
bral foramen they pass through. This enumeration
varies between species.

Based on human brain macroscopic dissection,
Samuel Thomas von Sémmerring in 1778 recognized
a sequence of 12 cranial nerve pairs, and this classifica-
tion scheme remains traditional for vertebrates in
general, although it is problematic in terms of com-
pleteness (e.g., not including the nasal cavity’s termi-
nal nerve) and nonconformance with contemporary
fate maps of cranial nerve nucleus development (e.g.,
motoneurons for nerve VII are generated rostral to
those for nerve VI). In any event, cranial nerves are
more heterogeneous functionally than spinal nerves,
and indeed most cranial nerve pairs have distinct com-
positions in terms of fiber types.

In humans, seven cranial nerves transmit informa-
tion about the so-called special senses associated with
the head: olfaction (I, olfactory nerve—purely sensory,
arising in nasal olfactory epithelium), vision (II, optic
nerve from retina), hearing and balance (VIII, vestibu-
loacoustic nerve from inner ear), and taste (V, VII, IX,
and X; parts of the trigeminal, facial, glossopharyn-
geal, and vagus nerves, respectively). Nerves III (ocu-
lomotor), IV (trochlear), and VI (abducens) primarily
control conjugate eye movements, although the third
nerve also mediates autonomic control of the pupillary
light reflex and lens accommodation. Major parts of
the trigeminal (V) nerve carry sensory axons from the
face (a rostral extension of the spinal somatosensory
system) and motor axons innervating the muscles of
mastication (chewing). The facial (VII) nerve controls
the muscles of facial expression and also innervates the
salivary and lacrimal glands—its role in emotional
expression is obvious. The glossopharyngeal (IX) nerve
innervates the pharynx and mediates the swallowing
reflex. The vagus (“wandering,” X) nerve has an excep-
tionally complex and widespread innervation pattern,
including laryngeal muscles producing speech, and
the parasympathetic innervation of most thoracic and
abdominal viscera. The spinal accessory (XI) nerve
innervates several muscles that stabilize the head and
neck and the hypoglossal (XII) nerve innervates the
tongue musculature.

Cerebral Hemispheres and Cerebellum Are
Divided into Cortex and Nuclei

Macroscopically the mammalian cerebrospinal
trunk has two great expansions—the cerebral hemi-
spheres and cerebellum—and both have an outer lami-
nated cortex surrounding deep nonlaminated nuclei.
The most extraordinary growth of the mammalian
brain occurs in the endbrain or cerebral hemispheres
(Fig. 2.19), which develop more or less as mirror images
of one another and are separated in the dorsal midline
by a deep interhemispheric (longitudinal) fissure. In
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FIGURE 2.19 Surface features of the human cerebral cortex, which is thrown into gyri separated by sulci. In the drawing on the right, the
right and left hemispheres have been pulled apart at the interhemispheric or longitudinal fissure to reveal the corpus callosum (L) intercon-
necting the two hemispheres. The drawings are from perhaps the most important book in the history of medicine by Andreas Vesalius, Fabric
of the Human Body, published in 1543. The drawings were probably executed by an artist from Titian’s studio.

humans, the sulcal pattern is, however, asymmetric
and unique in each person, and there are functional
asymmetries as well; for example, the speech centers
typically are lateralized (Chapter 51). Hemisphere
volume is restricted by skull capacity, so as the hemi-
spheres grow during embryogenesis they develop
folds (gyri) separated by invaginations (sulci, and when
deeper, fissures). This corrugation allows cerebral (and
cerebellar) cortex to have a larger surface area. The
extent and pattern of folding vary stereotypically with
species, although like any trait there are quantitative
differences between individuals of a particular species.
Two major grooves, the central sulcus and lateral
(Sylvian) fissure, are used as anatomical landmarks in
the human cerebrum. The central sulcus extends more
or less vertically along the hemisphere’s lateral surface
where it approaches the horizontally oriented lateral
tissure. Together they divide arbitrarily the outer cere-
bral cortical surface into four lobes (frontal, parietal,
occipital, and temporal), named for the overlying cranial
bones. In addition, the insular lobe is folded completely
inside the hemisphere, deep to the lateral fissure (actu-
ally about two-thirds of the folded cortical surface lies
buried and unexposed to the outer hemisphere surface),
and the limbic lobe forms the hemisphere’s medial
border along the interhemispheric fissure.

These lobes are only crude guides to the cerebrum’s
functional organization. Over the last 150 years pro-

gressively better analysis has parceled the cortical
mantle into a mosaic of roughly 50 to 100 areas with
more or less distinct structural and functional charac-
teristics. The most famous and enduring cortical region-
alization maps were generated by Korbinian Brodmann
a century ago (Fig. 2.20), although refinements and
alternative interpretations abound. Nevertheless, cor-
tical regionalization maps are fundamentally impor-
tant guides for understanding CNS architecture. Just
as one example, virtually the entire thalamus projects
topographically on the cortical mantle, which in turn
projects topographically on the entire cerebral nuclei
(basal ganglia). Information from every sensory modal-
ity reaches the cerebral cortex and it in turn sends
inputs to virtually the entire motor system.

Most cerebral cortical areas directly modulate activ-
ity on the opposite (contralateral) side of the body
through descending pathways that cross the midline
to reach motor system parts in the contralateral CNS.
Furthermore, axon bundles called commissures connect
cerebral cortical areas of one hemisphere with the
same or related areas of the opposite hemisphere—
and different areas in the same hemisphere are inter-
connected through complex association pathways. Thus,
commissural and association pathways allow com-
parison and integration of information between
cortical areas within and between the cerebral
hemispheres.
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Hedgehog

Marmoset Lemur

Rabbit Kinkajou

Human

FIGURE 2.20 A similar cerebral cortical regionalization plan for mammals was proposed by Korbinian Brodmann in 1909. His cortical
parceling was based on regional differences in how neuronal cell bodies tend to distribute in layers, an approach referred to as cytoarchitecton-
ics. This figure illustrates his findings in six species, with different regions, or “areas” as he called them, indicated with different symbols and
numbers. He distinguished 47 areas in the human cerebral cortex and showed that generally similar patterns applied to all nine species he

analyzed.

Communication between hemispheres is elimi-
nated by commissurotomy, the surgical division of all
cerebral commissures (including the hippocampal
and anterior commissures). This procedure sometimes
is used to treat otherwise intractable epilepsy
cases, preventing spread of severe epileptic activity
from one hemisphere to the other. Incredibly, com-
missurotomy patients function very well most of
the time, and behavioral studies on such “split
brain” patients have yielded remarkable information
about cerebral cortical organization (Gazzaniga, 2005).
Axon bundles (tracts or pathways) connecting very
different structures on the two sides of the CNS
usually are called decussations to distinguish them
from commissures.

The Nervous System Is Protected by
Membranous Coverings

The CNSis completely surrounded by three concen-
tric connective tissue membranes: pia, arachnoid, and
dura. The pia (“faithful”) is a very thin, vascular mem-
brane. As the name suggests, it adheres closely to the

CNS'’s surface, even where there are deep invagina-
tions, as in the cerebral and cerebellar cortex. Then
comes the arachnoid (“spidery”), which has a tenuous,
web-like structure but is histologically similar to pia.
Finally, the dura (“tough”) is a thick, inelastic covering
apposed to the skull and vertebral canal’s inner surface.
Membranes covering the CNS are continuous with
similar coverings of the PNS, where the terminology
differs.

In certain CNS regions neural tissue is absent but
meninges persist. Here, ependymal cells lining the
ventricular system (the monolayer vestige of the
embryonic neuroepithelial layer that ends up lining
the adult ventricular system) fuse with the pia and
arachnoid layers to form structures known as
choroid plexus, which contains abundant blood
vessels and serves as a component of the blood—brain
barrier (the blood—CSF barrier; see Chapter 3). The
choroid plexus produces CSF in the roof of the lateral,
third, and fourth ventricles, and this fluid fills the
brain ventricles, and perhaps at least part of the
spinal central canal. Under positive hydrostatic pres-
sure, CSF passes out of the brain’s interior through
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three foramina (holes) in the fourth ventricle’s roof,
to fill the subarachnoid space between pia and
arachnoid.

The Brain Is Highly Vascular

The human brain consumes about 20% of the body’s
oxygen supply at rest, even though it usually weighs
only about a kilogram. Thus, the brain must continu-
ously receive a voluminous blood supply, on the order
of a liter per minute. Blood reaches the brain through
two arterial roots—uvertebral and internal carotid arter-
ies—that anastomose in the circle of Willis, which
essentially surrounds the base of the hypothalamus
and pituitary gland’s stalk. The functional importance
of this arterial circle cannot be overemphasized be-
cause afterward there is a drastic reduction in anasto-
moses between brain arteries and arterioles within
brain tissue itself. As a result, blockage or rupture of
even a small artery or arteriole rapidly deprives the
supplied brain region of oxygen, causing a stroke or
brain attack.

After entering the skull through the foramen
magnum with the spinal cord, the paired vertebral
arteries fuse into a single basilar artery, generating the
cerebellar arteries and the posterior cerebral arteries,
which supply occipital cerebral regions. The internal
carotid arteries divide to form the anterior and middle
cerebral arteries; the former supplies each hemi-
sphere’s medial surface (especially the limbic lobe),
and the latter supplies the rest of the hemisphere
(including the speech and somatic sensorimotor
areas). By and large, the major arteries course along
the cerebral surface and branches dive abruptly into
the brain and proliferate into arterioles and
capillaries.

A system of large venous sinuses collect blood from
brain capillaries and return it to the heart, mostly via
the paired internal jugular veins. The major venous
sinuses lie within the dura, whose inelasticity essen-
tially holds the sinuses open. Blood flow through
sinuses is slow and under low hydrostatic pressure.
Thin-walled venous sinuses surrounded by the tough
and immovable dura sets the stage for serious injury
when the head is subjected to physical trauma. A well-
known example is traumatic injury to the great cere-
bral vein (of Galen) in the midline that can occur when
a boxer is struck in the head. The blow’s impact causes
the brain to recoil in its CSF cushion, exerting a shear-
ing force against the dura, which remains attached to
the skull. This force effectively ruptures the great cere-
bral vein, leading to serious hemorrhage of venous
blood into the subdural space between dura and
arachnoid.

Summary

This chapter reviews common approaches to the
problem of understanding the nervous system’s fun-
damental structure and wiring diagram—the basic
plan or architecture. One approach examines a series
of increasingly complex animals from an evolutionary
perspective to gain insight into basic organizing prin-
ciples. It reveals trends toward centralization, cephali-
zation, bilateral symmetry, and regionalization of the
nervous system. It also suggests that basic molecular
and cellular mechanisms of neuronal function, includ-
ing electrical signal propagation and neurotransmitter
release, have changed little since the appearance of the
simplest nervous systems in hydra, jellyfish, and other
cnidarians.

Another approach follows the vertebrate nervous
system’s development from embryo to adult. At early
developmental stages the CNS of all vertebrates has
the same basic structure. A polarized, bilaterally sym-
metrical, regionalized neural plate of ectodermal origin
invaginates to form a neural tube whose rostral half
presents three swellings (forebrain, midbrain, and then
hindbrain), followed by a caudal presumptive spinal
cord. These four basic CNS divisions, arranged from
rostral to caudal, go on to subdivide repeatedly until
all laminated and nuclear neuron groups of the adult
CNS are formed. A topographic, “geographic,” or
regional account of the CNS emerges from this devel-
opmental approach.

How the CNS’s functional systems or circuitry are
arranged into a unified whole is a tantalizing, deep,
unsolved problem. The model discussed here equates
behavior with motor output, which is driven by a com-
bination of sensory, intrinsic behavioral state, and cog-
nitive inputs—as well as by endogenous neuronal
activity within each system. Future behavior is deter-
mined partly by sensory feedback related to the origi-
nal behavior’s consequences. As this is written, the
relationship between CNS macroregionalization (Figs.
2.14 and 2.15) and functional systems (Fig. 2.16) is not
obvious. The correspondence between functional
neural systems and gene expression networks is even
more obscure, although promising results are begin-
ning to emerge in the embryonic spinal cord and brain-
stem cranial nerve nuclei.
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3

Cellular Components of Nervous Tissue

Several types of cellular elements are integrated to
constitute normally functioning brain tissue. The
neuron is the communicating cell, and many neuronal
subtypes are connected to one another via complex
circuitries, usually involving multiple synaptic con-
nections. Neuronal physiology is supported and main-
tained by neuroglial cells, which have highly diverse
and incompletely understood functions. These include
myelination, secretion of trophic factors, maintenance
of the extracellular milieu, and scavenging of molecu-
lar and cellular debris from it. Neuroglial cells also
participate in the formation and maintenance of the
blood-brain barrier, a multicomponent structure that
is interposed between the circulatory system and the
brain substance and that serves as the molecular
gateway to brain tissue.

NEURONS

The neuron is a highly specialized cell type and is
the essential cellular element in the CNS. All neuro-
logical processes are dependent on complex cell—cell
interactions among single neurons as well as groups
of related neurons. Neurons can be categorized accord-
ing to their size, shape, neurochemical characteristics,
location, and connectivity, which are important deter-
minants of that particular functional role of the neuron
in the brain. More importantly, neurons form circuits,
and these circuits constitute the structural basis for
brain function. Macrocircuits involve a population of
neurons projecting from one brain region to another
region, and microcircuits reflect the local cell—cell inter-
actions within a brain region. The detailed analysis of
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these macro- and microcircuits is an essential step in
understanding the neuronal basis of a given cortical
function in the healthy and the diseased brain. Thus,
these cellular characteristics allow us to appreciate the
special structural and biochemical qualities of a neuron
in relation to its neighbors and to place it in the context
of a specific neuronal subset, circuit, or function.
Broadly speaking, therefore, there are five general
categories of neurons: inhibitory neurons that make
local contacts (e.g.,, GABAergic interneurons in the
cerebral and cerebellar cortex), inhibitory neurons that
make distant contacts (e.g., medium spiny neurons of
the basal ganglia or Purkinje cells of the cerebellar
cortex), excitatory neurons that make local contacts
(e.g., spiny stellate cells of the cerebral cortex),
excitatory neurons that make distant contacts (e.g.,
pyramidal neurons in the cerebral cortex), and neuro-
modulatory neurons that influence neurotransmission,
often at large distances. Within these general classes,
the structural variation of neurons is systematic, and
careful analyses of the anatomic features of neurons
have led to various categorizations and to the develop-
ment of the concept of cell type. The grouping of
neurons into descriptive cell types (such as chandelier,
double bouquet, or bipolar cells) allows the analysis of
populations of neurons and the linking of specified
cellular characteristics with certain functional roles.

General Features of Neuronal Morphology

Neurons are highly polarized cells, meaning that
they develop distinct subcellular domains that sub-
serve different functions. Morphologically, in a typical
neuron, three major regions can be defined: (1) the cell
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body (soma or perikaryon), which contains the nucleus
and the major cytoplasmic organelles; (2) a variable
number of dendrites, which emanate from the peri-
karyon and ramify over a certain volume of gray
matter and which differ in size and shape, depending
on the neuronal type; and (3) a single axon, which
extends, in most cases, much farther from the cell body
than the dendritic arbor (Fig. 3.1). Dendrites may be
spiny (as in pyramidal cells) or nonspiny (as in most
interneurons), whereas the axon is generally smooth
and emits a variable number of branches (collaterals).
In vertebrates, many axons are surrounded by an insu-
lating myelin sheath, which facilitates rapid impulse
conduction. The axon terminal region, where contacts
with other cells are made, displays a wide range of
morphological specializations, depending on its target
area in the central or peripheral nervous system.

The cell body and dendrites are the two major
domains of the cell that receive inputs, and dendrites
play a critically important role in providing a massive
receptive area on the neuronal surface. In addition,
there is a characteristic shape for each dendritic arbor,
which can be used to classify neurons into morpho-
logical types. Both the structure of the dendritic arbor
and the distribution of axonal terminal ramifications
confer a high level of subcellular specificity in the
localization of particular synaptic contacts on a given
neuron. The three-dimensional distribution of den-
dritic arborization is also important with respect to the
type of information transferred to the neuron. A neuron

Dendritic branches
with spines

Axon

Purkinje cell of cerebellar cortex

Pyramidal cell of cerebral cortex

FIGURE 3.1 Typical morphology of projection neurons. (Left) A
Purkinje cell of the cerebellar cortex and (right) a pyramidal neuron
of the neocortex. These neurons are highly polarized. Each has an
extensively branched, spiny apical dendrite, shorter basal dendrites,
and a single axon emerging from the basal pole of the cell.

with a dendritic tree restricted to a particular cortical
layer may receive a very limited pool of afferents,
whereas the widely expanded dendritic arborizations
of a large pyramidal neuron will receive highly diver-
sified inputs within the different cortical layers in
which segments of the dendritic tree are present (Fig.
3.2) (Mountcastle, 1978). The structure of the dendritic
tree is maintained by surface interactions between
adhesion molecules and, intracellularly, by an array of
cytoskeletal components (microtubules, neurofila-
ments, and associated proteins), which also take part
in the movement of organelles within the dendritic
cytoplasm.

An important specialization of the dendritic arbor
of certain neurons is the presence of large numbers of
dendritic spines, which are membranous protrusions.
They are abundant in large pyramidal neurons and are
much sparser on the dendrites of interneurons (see
later).

The perikaryon contains the nucleus and a variety
of cytoplasmic organelles. Stacks of rough endoplas-
mic reticulum are conspicuous in large neurons and,
when interposed with arrays of free polyribosomes,
are referred to as Niss! substance. Another feature of the
perikaryal cytoplasm is the presence of a rich cyto-
skeleton composed primarily of neurofilaments and

° /
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Corticocortical
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v o, Axon

Spiny stellate cell
from layer IV

Thalamocortical
afferents

Recurrent collateral
from pyramidal cell
in layer V

FIGURE 3.2 Schematic representation of four major excitatory
inputs to pyramidal neurons. A pyramidal neuron in layer III is
shown as an example. Note the preferential distribution of synaptic
contacts on spines. Spines are labeled in red. Arrow shows a contact
directly on the dendritic shaft.
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microtubules, discussed in detail in Chapter 4. These
cytoskeletal elements are dispersed in bundles that
extend from the soma into the axon and dendrites.
Whereas dendrites and the cell body can be charac-
terized as domains of the neuron that receive afferents,
the axon, at the other pole of the neuron, is responsible
for transmitting neural information. This information
may be primary, in the case of a sensory receptor, or
processed information that has already been modified
through a series of integrative steps. The morphology
of the axon and its course through the nervous system
are correlated with the type of information processed
by the particular neuron and by its connectivity pat-
terns with other neurons. The axon leaves the cell body
from a small swelling called the axon hillock. This struc-
ture is particularly apparent in large pyramidal
neurons; in other cell types, the axon sometimes
emerges from one of the main dendrites. At the axon
hillock, microtubules are packed into bundles that
enter the axon as parallel fascicles. The axon hillock is
the part of the neuron where the action potential is
generated. The axon is generally unmyelinated in local
circuit neurons (such as inhibitory interneurons), but
it is myelinated in neurons that furnish connections
between different parts of the nervous system. Axons
usually have higher numbers of neurofilaments than
dendrites, although this distinction can be difficult to
make in small elements that contain fewer neurofila-
ments. In addition, the axon may show extensive, spa-
tially constrained ramified, as in certain local circuit
neurons; it may give out a large number of recurrent
collaterals, as in neurons connecting different cortical
regions; or it may be relatively straight in the case of
projections to subcortical centers, as in cortical motor
neurons that send their very long axons to the ventral
horn of the spinal cord. At the interface of axon termi-
nals with target cells are the synapses, which represent
specialized zones of contact consisting of a presynaptic
(axonal) element, a narrow synaptic cleft, and a post-
synaptic element on a dendrite or perikaryon.

Synapses and Spines
Synapses

Each synapse is a complex of several components:
(1) a presynaptic element, (2) a cleft, and (3) a postsynaptic
element. The presynaptic element is a specialized part
of the presynaptic neuron’s axon, the postsynaptic
element is a specialized part of the postsynaptic
somatodendritic membrane, and the space between
these two closely apposed elements is the cleft. The
portion of the axon that participates in the axon is the
bouton, and it is identified by the presence of synaptic
vesicles and a presynaptic thickening at the active

zone (Fig. 3.3). The postsynaptic element is marked by
a postsynaptic thickening opposite the presynaptic
thickening. When both sides are equally thick, the
synapse is referred to as symmetric. When the postsyn-
aptic thickening is greater, the synapse is asymmetric.
Edward George Gray noticed this difference, and
divided synapses into two types: Gray’s type 1 syn-
apses are symmetric, and have variably shaped, or
pleomorphic, vesicles; Gray’s type 2 synapses are asym-
metric, and have clear, round vesicles. The significance
of this distinction is that research has shown that in
general, Gray’s type 1 synapses tend to be inhibitory,
whereas Gray’s type 2 synapses tend to be excitatory.
This correlation greatly enhanced the usefulness of
electron microscopy in neuroscience.

In cross-section on electron micrographs, a synapse
looks like two parallel lines separated by a very narrow
space (Fig. 3.3). Viewed from the inside of the axon or
dendrite, it looks like a patch of variable shape. Some
synapses are a simple patch, or macule. Macular syn-
apses can grow fairly large, reaching diameters over
1um. The largest synapses have discontinuities or
holes within the macule, and are called perforated syn-
apses (Fig. 3.3). In cross-section, a perforated synapse
may resemble a simple macular synapse, or several
closely spaced smaller macules.

The portion of the presynaptic element that is
apposed to the postsynaptic element is the active zone.
This is the region where the synaptic vesicles are con-
centrated, and where at any time, a small number of
vesicles are docked, and presumably ready for fusion.
The active zone is also enriched with voltage gated
calcium channels, which are necessary to permit activ-
ity-dependent fusion and neurotrans-mitter release.

The synaptic cleft is truly a space, but its properties
are essential. The width of the cleft (~20 um) is critical
because it defines the volume in which each vesicle
releases its contents, and therefore, the peak concentra-
tion of neurotransmitter upon release. On the flanks of
the synapse, the cleft is spanned by adhesion mole-
cules, which are believed to stabilize the cleft.

The postsynaptic element may be a portion of a
soma or a dendrite, or rarely, part of an axon. In the
cerebral cortex, most Gray’s type 1 synapses are located
on somata or dendritic shafts, and most Gray’s type 2
synapses are located on dendritic spines, which are
specialized protrusions of the dendrite. A similar
segregation is seen in cerebellar cortex. In nonspiny
neurons, symmetric and asymmetric synapses are
often less well separated. Irrespective of location,
a postsynaptic thickening marks the postsynaptic
element. In Gray’s type 2 synapses, the postsynaptic
thickening (or postsynaptic density, PSD) is greatly
enhanced. Among the molecules that are associated
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with the PSD are neurotransmitter receptors (e.g.,
NMDA receptors) and molecules with less obvious
function, such as PSD-95.

Spines

Spines are protrusions on the dendritic shafts of
some types of neurons and are the sites of synaptic
contacts, usually excitatory. Use of the silver impreg-
nation techniques of Golgi or of the methylene blue
used by Ehrlich in the late nineteenth century led to
the discovery of spiny appendages on dendrites of a
variety of neurons. The best known are those on pyra-
midal neurons and Purkinje cells, although spines
occur on neuron types at all levels of the central
nervous system. In 1896, Berkley observed that termi-
nal axonal boutons were closely apposed to spines and
suggested that spines may be involved in conducting
impulses from neuron to neuron. In 1904, Santiago

FIGURE 3.3 Ultrastructure of dendritic spines and synapses in the
human brain. A and B: Narrow spine necks (asterisks) emanate from
the main dendritic shaft (D). The spine heads (S) contain filamentous
material (A, B). Some large spines contain cisterns of a spine apparatus
(sa, B). Asymmetric excitatory synapses are characterized by thickened
postsynaptic densities (arrows A, B). A perforated synapse has an elec-
tron-lucent region amidst the postsynaptic density (small arrow, B). The
presynaptic axonal boutons (B) of excitatory synapses usually contain
round synaptic vesicles. Symmetric inhibitory synapses (arrow, C) typi-
cally occur on the dendritic shaft (D) and their presynaptic boutons
contain smaller round or ovoid vesicles. Dendrites and axons contain
numerous mitochondria (m). Scale bar = 1um (A, B) and 0.6um (C).
Electron micrographs courtesy of Drs S.A. Kirov and M. Witcher
(Medical College of Georgia), and K.M. Harris (University of Texas —
Austin).

Ramoén y Cajal suggested that spines could collect the
electrical charge resulting from neuronal activity. He
also noted that spines substantially increase the recep-
tive surface of the dendritic arbor, which may repre-
sent an important factor in receiving the contacts made
by the axonal terminals of other neurons. It has been
calculated that the approximately 20,000 spines of a
pyramidal neuron account for more than 40% of its
total surface area (Peters et al., 1991).

More recent analyses of spine electrical properties
have demonstrated that spines are dynamic structures
that can regulate many neurochemical events related
to synaptic transmission and modulate synaptic effi-
cacy. Spines are also known to undergo pathologic
alterations and have a reduced density in a number of
experimental manipulations (such as deprivation of a
sensory input) and in many developmental, neuro-
logic, and psychiatric conditions (such as dementing
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illnesses, chronic alcoholism, schizophrenia, trisomy
21). Morphologically, spines are characterized by a
narrower portion emanating from the dendritic shaft,
the neck, and an ovoid bulb or head, although spine
morphology may vary from large mushroom-shaped
bulbs to small bulges barely discernable on the surface
of the dendrite. Spines have an average length of ~2 um,
but there is considerable variability in their dimen-
sions. At the ultrastructural level (Fig. 3.3), spines are
characterized by the presence of asymmetric synapses
and contain fine and quite indistinct filaments. These
filaments most likely consist of actin and - and -
tubulins. Microtubules and neurofilaments present in
dendritic shafts do not enter spines. Mitochondria and
free ribosomes are infrequent, although many spines
contain polyribosomes in their neck. Interestingly,
most polyribosomes in dendrites are located at the
bases of spines, where they are associated with endo-
plasmic reticulum, indicating that spines possess the
machinery necessary for the local synthesis of proteins.
Another feature of the spine is the presence of conflu-
ent tubular cisterns in the spine head that represent an
extension of the dendritic smooth endoplasmic reticu-
lum. Those cisterns are referred to as the spine appara-
tus. The function of the spine apparatus is not fully
understood but may be related to the storage of calcium
ions during synaptic transmission.

SPECIFIC EXAMPLES OF DIFFERENT
NEURONAL TYPES

Inhibitory Local Circuit Neurons

Inhibitory Interneurons of the Cerebral Cortex

A large variety of inhibitory interneuron types is
present in the cerebral cortex and in subcortical struc-
tures. These neurons contain the inhibitory neurotrans-
mitter yaminobutyric acid (GABA) and exert strong
local inhibitory effects. Their dendritic and axonal arbo-
rizations offer important clues as to their role in the
regulation of pyramidal cell function. In addition, for
several GABAergic interneurons, a subtype of a given
morphologic class can be defined further by a particular
set of neurochemical characteristics. Interneurons have
been extensively characterized in the neocortex and
hippocampus of rodents and primates, but they are
present throughout the cerebral gray matter and exhibit
arich variety of morphologies, depending on the brain
region, as well as on the species studied.

In the neocortex and hippocampus, the targets
and morphologies of interneuron axons is most useful
to classify them into morphological and functional

groups. For example, basket cells have axonal endings
surrounding pyramidal cell somata (Somogyi et al.,
1983) and provide most of the inhibitory GABAergic
synapses to the somas and proximal dendrites of pyra-
midal cells. These cells are also characterized by cer-
tain biochemical features in that the majority of them
contain the calcium-binding protein parvalbumin, and
cholecystokinin appears to be the most likely neuro-
peptide in large basket cells.

Chandelier cells have spatially restricted axon ter-
minals that look like vertically oriented “cartridges,”
each consisting of a series of axonal boutons, or swell-
ings, linked together by thin connecting pieces. These
neurons synapse exclusively on the axoninitial segment
of pyramidal cells (this cell is also known as axoaxonic
cell), and because the strength of the synaptic input is
correlated directly with its proximity to the axon initial
segment, there can be no more powerful inhibitory
input to a pyramidal cell than that of the chandelier
cell (Freund et al., 1983; DeFelipe et al., 1989).

The double bouquet cells are characterized by a
vertical bitufted dendritic tree and a tight bundle of
vertically oriented varicose axon collaterals (Somogyi
and Cowey, 1981). There are several subclasses of
double bouquet cells based on the complement of
calcium-binding protein and neuropeptide they
contain. Their axons contact spines and dendritic
shafts of pyramidal cells, as well as dendrites from
nonpyramidal neurons.

Inhibitory Projection Neurons

Medium-sized Spiny Cells

These neurons are unique to the striatum, a part of
the basal ganglia that comprises the caudate nucleus
and putamen (see Chapter 31). Medium-sized spiny
cells are scattered throughout the caudate nucleus and
putamen and are recognized by their relatively large
size, compared with other cellular elements of the basal
ganglia, and by the fact that they are generally isolated
neurons. They differ from all others in the striatum in
that they have a highly ramified dendritic arborization
radiating in all directions and densely covered with
spines. They furnish a major output from the caudate
nucleus and putamen and receive a highly diverse
input from, among other sources, the cerebral cortex,
thalamus, and certain dopaminergic neurons of the
substantia nigra. These neurons are neurochemically
quite heterogeneous, contain GABA, and may contain
several neuropeptides and the calcium-binding protein
calbindin. In Huntington disease, a neurodegenerative
disorder of the striatum characterized by involuntary
movements and progressive dementia, an early and
dramatic loss of medium-sized spiny cells occurs.
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Purkinje Cells

Purkinje cells are the most salient cellular elements
of the cerebellar cortex. They are arranged in a single
row throughout the entire cerebellar cortex between
the molecular (outer) layer and the granular (inner)
layer. They are among the largest neurons and have a
round perikaryon, classically described as shaped “like
a chianti bottle,” with a highly branched dendritic tree
shaped like a candelabrum and extending into the
molecular layer where they are contacted by incoming
systems of afferent fibers from granule neurons and
the brainstem (see Chapter 32). The apical dendrites of
Purkinje cells have an enormous number of spines
(more than 80,000 per cell). A particular feature of the
dendritic tree of the Purkinje cell is that it is distributed
in one plane, perpendicular to the longitudinal axes of
the cerebellar folds, and each dendritic arbor deter-
mines a separate domain of cerebellar cortex (Fig. 3.1).
The axons of Purkinje neurons course through the cer-
ebellar white matter and contact deep cerebellar nuclei
or vestibular nuclei. These neurons contain the inhibi-
tory neurotransmitter GABA and the calcium-binding
protein calbindin. Spinocerebellar ataxia, a severe
disorder combining ataxic gait and impairment of
fine hand movements, accompanied by dysarthria and
tremor, has been documented in some families and is
related directly to Purkinje cell degeneration.

Excitatory Local Circuit Neurons

Spiny Stellate Cells

Spiny stellate cells are small multipolar neurons
with local dendritic and axonal arborizations. These
neurons resemble pyramidal cells in that they are the
only other cortical neurons with large numbers of den-
dritic spines, but they differ from pyramidal neurons
in that they lack an elaborate apical dendrite. The rela-
tively restricted dendritic arbor of these neurons is
presumably a manifestation of the fact that they are
high-resolution neurons that gather afferents to a very
restricted region of the cortex. Dendrites rarely leave
the layer in which the cell body resides. The spiny stel-
late cell also resembles the pyramidal cell in that it
provides asymmetric synapses that are presumed to
be excitatory, and is thought to use glutamate as its
neurotransmitter (Peters and Jones, 1984).

The axons of spiny stellate neurons have primarily
intracortical targets and a radial orientation, and
appear to play an important role in forming links
among layer IV, the major thalamorecipient layer, and
layers III, V, and VI, the major projection layers. The
spiny stellate neuron appears to function as a high-
fidelity relay of thalamic inputs, maintaining strict
topographic organization and setting up initial vertical

links of information transfer within a given cortical
area (Peters and Jones, 1984).

Excitatory Projection Neurons

Pyramidal Cells

All cortical output is carried by pyramidal neurons,
and the intrinsic activity of the neocortex can be viewed
simply as a means of finely tuning their output. A
pyramidal cell is a highly polarized neuron, with a
major orientation axis perpendicular (or orthogonal) to
the pial surface of the cerebral cortex. In cross-section,
the cell body is roughly triangular (Fig. 3.1), although
a large variety of morphologic types exist with elon-
gate, horizontal, or vertical fusiform, or inverted peri-
karyal shapes. Pyramidal cells are the major excitatory
type of neurons and use glutamate as their neurotrans-
mitter. A pyramidal neuron typically has a large
number of dendrites that emanate from the apex and
form the base of the cell body. The span of the den-
dritic tree depends on the laminar localization of the
cell body, but it may, as in giant pyramidal neurons,
spread over several millimeters. The cell body and
dendritic arborization may be restricted to a few layers
or, in some cases, may span the entire cortical thick-
ness (Jones, 1984).

In most cases, the axon of a large pyramidal cell
extends from the base of the perikaryon and courses
toward the subcortical white matter, giving off several
collateral branches that are directed to cortical domains
generally located within the vicinity of the cell of origin
(as explained later). Typically, a pyramidal cell has a
large nucleus, and a cytoplasmic rim that contains,
particularly in large pyramidal cells, a collection
of granular material chiefly composed of lipofuscin.
Although all pyramidal cells possess these general fea-
tures, they can also be subdivided into numerous
classes based on their morphology, laminar location,
and connectivity with cortical and subcortical regions
(Fig. 3.4) (Jones, 1975).

Spinal Motor Neurons

Motor cells of the ventral horns of the spinal cord,
also called o motoneurons, have their cell bodies
within the spinal cord and send their axons outside the
central nervous system to innervate the muscles. Dif-
ferent types of motor neurons are distinguished by
their targets. The o motoneurons innervate skeletal
muscles, but smaller motor neurons (the y motoneu-
rons, forming about 30% of the motor neurons) inner-
vate the spindle organs of the muscles (see Chapter
28). The o motor neurons are some of the largest
neurons in the entire central nervous system and are
characterized by a multipolar perikaryon and a very
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FIGURE 3.4 Morphology and distribution of neocortical pyra-
midal neurons. Note the variability in cell size and dendritic arbori-
zation, as well as the presence of axon collaterals, depending on the
laminar localization (I-VI) of the neuron. Also, different types of
pyramidal neurons with a precise laminar distribution project to
different regions of the brain. Adapted from Jones (1984).

rich cytoplasm that renders them very conspicuous on
histological preparations. They have a large number of
spiny dendrites that arborize locally within the ventral
horn. The o motoneuron axon leaves the central
nervous system through the ventral root of the periph-
eral nerves. Their distribution in the ventral horn is not
random and corresponds to a somatotopic representa-
tion of the muscle groups of the limbs and axial mus-
culature (Brodal, 1981). Spinal motor neurons use
acetylcholine as their neurotransmitter. Large motor
neurons are severely affected in lower motor neuron
disease, a neurodegenerative disorder characterized
by progressive muscular weakness that affects, at first,
one or two limbs but involves more and more of the
body musculature, which shows signs of wasting as a
result of denervation.

Neuromodulatory Neurons

Dopaminergic Neurons of the Substantia Nigra

Dopaminergic neurons are large neurons that reside
mostly within the pars compacta of the substantia

nigra and in the ventral tegmental area (van Domburg
and ten Donkelaar, 1991). A distinctive feature of these
cells is the presence of a pigment, neuromelanin, in
compact granules in the cytoplasm. These neurons are
medium-sized to large, fusiform, and frequently elon-
gated. They have several large radiating dendrites.
The axon emerges from the cell body or from one of
the dendrites and projects to large expanses of cerebral
cortex and to the basal ganglia. These neurons contain
the catecholamine-synthesizing enzyme tyrosine hydro-
xylase, as well as the monoamine dopamine as their
neurotransmitter. Some of them contain both calbindin
and calretinin. These neurons are affected severely and
selectively in Parkinson disease—a movement disor-
der different from Huntington disease and character-
ized by resting tremor and rigidity—and their specific
loss is the neuropathologic hallmark of this disorder.

NEUROGLIA

The term neuroglia, or “nerve glue,” was coined in
1859 by Rudolph Virchow, who conceived of the
neuroglia as an inactive “connective tissue” holding
neurons together in the central nervous system. The
metallic staining techniques developed by Ramén y
Cajal and del Rio-Hortega allowed these two great
pioneers to distinguish, in addition to the ependyma
lining the ventricles and central canal, three types of
supporting cells in the CNS: oligodendrocytes, astro-
cytes, and microglia. In the peripheral nervous system
(PNS), the Schwann cell is the major neuroglial
component.

Oligodendrocytes and Schwann Cells
Synthesize Myelin

Most brain functions depend on rapid communica-
tion between circuits of neurons. As shown in depth
later, there is a practical limit to how fast an individual
bare axon can conduct an action potential. Organisms
developed two solutions for enhancing rapid commu-
nication between neurons and their effector organs. In
invertebrates, the diameters of axons are enlarged. In
vertebrates, the myelin sheath (Fig. 3.5) evolved to
permit rapid nerve conduction.

Axon enlargement accelerates action potential
propagation in proportion to the square root of axonal
diameter. Thus larger axons conduct faster than small
ones, but substantial increases in conduction velocity
require huge axons. The largest axon in the inverte-
brate kingdom is the squid giant axon, which is about
the thickness of a mechanical pencil lead. This axon
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FIGURE 3.5 An electron micrograph of a transverse section
through part of a myelinated axon from the sciatic nerve of a rat.
The tightly compacted multilayer myelin sheath (My) surrounds
and insulates the axon (Ax). Mit, mitochondria. Scale bar: 75nm.

conducts the action potential at speeds of 10 to 20m/s.
As the axon mediates an escape reflex, firing must be
rapid if the animal is to survive. Bare axons and con-
tinuous conduction obviously provide sufficient rates
of signal propagation for even very large invertebrates,
and many human axons also remain bare. However,
in the human brain with 10 billion neurons, axons
cannot be as thick as pencil lead, otherwise heads
would weigh one hundred pounds or more.

Thus, along the invertebrate evolutionary line, the
use of bare axons imposes a natural, insurmountable
limit—a constraint of axonal size—to increasing the
processing capacity of the nervous system. Vertebrates,
however, get around this problem through evolution
of the myelin sheath, which allows 10- to 100-fold
increases in conduction of the nerve impulse along
axons with fairly minute diameters.

In the central nervous system, myelin sheaths (Fig.
3.6) are elaborated by oligodendrocytes. During brain
development, these glial cells send out a few cytoplas-
mic processes that engage adjacent axons and form

myelin around them (Bunge, 1968). Myelin consists of
a long sheet of oligodendrocyte plasma membrane,
which is spirally wrapped around an axonal segment.
At the end of each myelin segment, there is a bare
portion of the axon, the node of Ranvier. Myelin seg-
ments are thus called internodes. Physiologically,
myelin has insulating properties such that the action
potential can “leap” from node to node and therefore
does not have to be regenerated continually along the
axonal segment that is covered by the myelin mem-
brane sheath. This leaping of the action potential from
node to node allows axons with fairly small diameters
to conduct extremely rapidly (Ritchie, 1984), and is
called saltatory conduction.

Because the brain and spinal cord are encased in the
bony skull and vertebrae, CNS evolution has promoted
compactness among the supporting cells of the CNS.
Each oligodendrocyte cell body is responsible for the
construction and maintenance of several myelin
sheaths (Fig. 3.6), thus reducing the number of glial cells
required. In both PNS and CNS myelin, cytoplasm is
removed between each turn of the myelin, leaving only
the thinnest layer of plasma membrane. Due to protein
composition differences, CNS lamellae are approxi-
mately 30% thinner than in PNS myelin. In addition,
there is little or no extracellular space or extracellular
matrix between the myelinated axons passing through
CNS white matter. Brain volume is thus reserved for
further expansion of neuronal populations.

Peripheral nerves pass between moving muscles
and around major joints, and are routinely exposed to
physical trauma. A hard tackle, slipping on an icy side-
walk, or even just occupying the same uncomfortable
seating posture for too long, can painfully compress
peripheral nerves and potentially damage them. Thus,
evolutionary pressures shaping the PNS favor robust-
ness and regeneration rather than conservation of
space. Myelin in the PNS is generated by Schwann
cells (Fig. 3.7), which are different to oligodendrocytes
in several ways. Individual myelinating Schwann cells
form a single internode. The biochemical composition
of PNS and CNS myelin differs, as discussed later.
Unlike oligodendrocytes, Schwann cells secrete copious
extracellular matrix components and produce a basal
lamina “sleeve” that runs the entire length of myelin-
ated axons. Schwann cell and fibroblast-derived colla-
gens prevent normal wear-and-tear compression
damage. Schwann cells also respond vigorously to
injury, in common with astrocytes but unlike oligo-
dendrocytes. Schwann cell growth factor secretion,
debris removal by Schwann cells after injury, and the
axonal guidance function of the basal lamina are
responsible for the exceptional regenerative capacity
of the PNS compared with the CNS.
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FIGURE 3.6 An oligodendrocyte (OL) in the central nervous system is depicted myelinating several axon segments. A cutaway view of
the myelin sheath is shown (M). Note that the internode of myelin terminates in paranodal loops that flank the node of Ranvier (N). (Inset)
An enlargement of compact myelin with alternating dark and light electron-dense lines that represent intracellular (major dense lines) and
extracellular (intraperiod line) plasma membrane appositions, respectively.

FIGURE 3.7 An “unrolled” Schwann cell in the PNS is illustrated
in relation to the single axon segment that it myelinates. The broad
stippled region is compact myelin surrounded by cytoplasmic chan-
nels that remain open even after compact myelin has formed, allow-
ing an exchange of materials among the myelin sheath, the Schwann
cell cytoplasm, and perhaps the axon as well.

The major integral membrane protein of peripheral
nerve myelin is protein zero (P0), a member of a very
large family of proteins termed the immunoglobulin
gene superfamily. This protein makes up about 80% of
the protein complement of PNS myelin. Interactions
between the extracellular domains of PO molecules
expressed on one layer of the myelin sheath with those
of the apposing layer yield a characteristic regular
periodicity that can be seen by thin section electron
microscopy (Fig. 3.5). This zone, called the intraperiod
line, represents the extracellular apposition of the
myelin bilayer as it wraps around itself. On the other
side of the bilayer, the cytoplasmic side, the highly
charged PO cytoplasmic domain probably functions
to neutralize the negative charges on the polar head
groups of the phospholipids that make up the plasma
membrane itself, allowing the membranes of the
myelin sheath to come into close apposition with one
another. In electron microscopy, this cytoplasmic
apposition appears darker than the intraperiod line
and is termed the major dense line. In peripheral
nerves, although other molecules are present in small
quantities in compact myelin and may have important
functions, compaction (i.e., the close apposition of

II. CELLULAR AND MOLECULAR NEUROSCIENCE



50 3. CELLULAR COMPONENTS OF NERVOUS TISSUE

membrane surfaces without intervening cytoplasm) is
accomplished solely by P0-P0O interactions at both
extracellular and intracellular (cytoplasmic) surfaces.

Curiously, PO is present in the CNS of lower verte-
brates such as sharks and bony fish, but in terrestrial
vertebrates (reptiles, birds, and mammals), PO is limited
to the PNS. CNS myelin compaction in these higher
organisms is subserved by proteolipid protein (PLP)
and its alternate splice form, DM-20. These two pro-
teins are generated from the same gene, both span the
plasma membrane four times, and differ only in that
PLP has a small, positively charged segment exposed
on the cytoplasmic surface. Why did PLP/DM-20
replace PO in CNS myelin? Manipulation of PLP and
PO in CNS myelin established an axonotrophic func-
tion for PLP in CNS myelin. Removal of PLP from
rodent CNS myelin altered the periodicity of compact
myelin and produced a late onset axonal degeneration
(Griffiths et al., 1998). Replacing PLP with P0 in rodent
CNS myelin stabilized compact myelin but enhanced
the axonal degeneration (Yin et al., 2006). These
and other observations in primary demyelination and
inherited myelin diseases have established axonal
degeneration as the major cause of permanent disabil-
ity in diseases such as multiple sclerosis.

Myelin membranes also contain a number of other
proteins such as the myelin basic protein, which is a
major CNS myelin component, and PMP-22, a protein
that is involved in a form of peripheral nerve disease.
A large number of naturally occurring gene mutations
can affect the proteins specific to the myelin sheath and
cause neurological disease. In animals, these muta-
tions have been named according to the phenotype
that is produced: the shiverer mouse, the shaking pup,
the rumpshaker mouse, the jumpy mouse, the myelin-
deficient rat, the quaking mouse, and so forth. Many
of these mutations are well characterized, and have
provided valuable insights into the role of individual
proteins in myelin formation and axonal survival.

Astrocytes Play Important Roles in
CNS Homeostasis

As thename suggests, astrocytes were first described
as star-shaped, process-bearing cells distributed
throughout the central nervous system. They consti-
tute from 20 to 50% of the volume of most brain areas.
Astrocytes appear stellate when stained using reagents
that highlight their intermediate filaments, but have
complex morphologies when their entire cytoplasm
is visualized. The two main forms, protoplasmic and
fibrous astrocytes, predominate in gray and white
matter, respectively (Fig. 3.8). Embryonically, astro-
cytes develop from radial glial cells, which transversely
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FIGURE 3.8 The arrangement of astrocytes in human cerebellar
cortex. Bergmann glial cells are in red, protoplasmic astrocytes are
in green, and fibrous astrocytes are in blue.

compartmentalize the neural tube. Radial glial cells
serve as scaffolding for the migration of neurons and
play a critical role in defining the cytoarchitecture of
the CNS (Fig. 3.9). As the CNS matures, radial glia
retract their processes and serve as progenitors of
astrocytes. However, some specialized astrocytes of a
radial nature are still found in the adult cerebellum
and the retina and are known as Bergmann glial cells
and Miiller cells, respectively.

Astrocytes “fence in” neurons and oligodendro-
cytes. Astrocytes achieve this isolation of the brain
parenchyma by extending long processes projecting to
the pia mater and the ependyma to form the glia limi-
tans, by covering the surface of capillaries, and by
making a cuff around the nodes of Ranvier. They also
ensheath synapses and dendrites and project processes
to cell somas (Fig. 3.10). Astrocytes are connected to
each other by gap junctions, forming a syncytium that
allows ions and small molecules to diffuse across the
brain parenchyma. Astrocytes have in common unique
cytological and immunological properties that make
them easy to identify, including their star shape, the
glial end feet on capillaries, and a unique population
of large bundles of intermediate filaments. These
filaments are composed of an astroglial-specific pro-
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FIGURE 3.9 Radial glia perform support and guidance functions for migrating neurons. In early development, radial glia span the thick-
ness of the expanding brain parenchyma. (Inset) Defined layers of the neural tube from the ventricular to the outer surface: VZ, ventricular
zone; IZ, intermediate zone; CP, cortical plate; MZ, marginal zone. The radial process of the glial cell is indicated in blue, and a single attached

migrating neuron is depicted at the right.

tein commonly referred to as glial fibrillary acidic
protein (GFAP). S-100, a calcium-binding protein,
and glutamine synthetase are also astrocyte markers.
Ultrastructurally, gap junctions (connexins), desmo-
somes, glycogen granules, and membrane orthogonal
arrays are distinct features used by morphologists to
identify astrocytic cellular processes in the complex
cytoarchitecture of the nervous system.

For a long time, astrocytes were thought to physi-
cally form the blood-brain barrier (considered later in
this chapter), which prevents the entry of cells and
diffusion of molecules into the CNS. In fact, astrocytes
are indeed the blood-brain barrier in lower species.
However, in higher species, astrocytes are responsible
for inducing and maintaining the tight junctions in
endothelial cells that effectively form the barrier.
Astrocytes also take part in angiogenesis, which may
be important in the development and repair of the
CNS. Their role in this important process is still poorly
understood.

Astrocytes Have a Wide Range of Functions

There is strong evidence for the role of radial glia and
astrocytes in the migration and guidance of neurons in
early development. Astrocytes are a major source of
extracellular matrix proteins and adhesion molecules
in the CNS; examples are nerve cell-nerve cell adhesion
molecule (N-CAM), laminin, fibronectin, cytotactin,
and the J-1 family members janusin and tenascin. These

molecules participate not only in the migration of
neurons, but also in the formation of neuronal aggre-
gates, so-called nuclei, as well as networks.

Astrocytes produce, in vivo and in vitro, a very large
number of growth factors. These factors act singly or
in combination to selectively regulate the morphology,
proliferation, differentiation, or survival, or all four, of
distinct neuronal subpopulations. Most of the growth
factors also act in a specific manner on the deve-
lopment and functions of astrocytes and oligo-
dendrocytes. The production of growth factors and
cytokines by astrocytes and their responsiveness to
these factors is a major mechanism underlying the
developmental function and regenerative capacity of
the CNS. During neurotransmission, neurotransmit-
ters and ions are released at high concentration in the
synaptic cleft. The rapid removal of these substances
is important so that they do not interfere with future
synaptic activity. The presence of astrocyte processes
around synapses positions them well to regulate neu-
rotransmitter uptake and inactivation (Kettenman and
Ransom, 1995). These possibilities are consistent with
the presence in astrocytes of transport systems for
many neurotransmitters. For instance, glutamate reup-
take is performed mostly by astrocytes, which convert
glutamate into glutamine and then release it into the
extracellular space. Glutamine is taken up by neurons,
which use it to generate glutamate and yaminobutyric
acid, potent excitatory and inhibitory neurotransmit-
ters, respectively (Fig. 3.11). Astrocytes contain ion
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FIGURE 3.10 Astrocytes (in orange) are depicted in situ in sche-
matic relationship with other cell types with which they are known
to interact. Astrocytes send processes that surround neurons and
synapses, blood vessels, and the region of the node of Ranvier and
extend to the ependyma, as well as to the pia mater, where they form
the glial limitans.

channels for K*, Na*, CI-, HCO,, and Ca*!, as well as
displaying a wide range of neurotransmitter receptors.
K" ions released from neurons during neurotransmis-
sion are soaked up by astrocytes and moved away
from the area through astrocyte gap junctions. This is
known as spatial buffering. Astrocytes play a major role
in detoxification of the CNS by sequestering metals
and a variety of neuroactive substances of endogenous
and xenobiotic origin.

In response to stimuli, intracellular calcium waves
are generated in astrocytes. Propagation of the Ca*
wave can be visually observed as it moves across the

FIGURE 3.11 The glutamate-glutamine cycle is an example of a
complex mechanism that involves an active coupling of neurotrans-
mitter metabolism between neurons and astrocytes. The systems of
exchange of glutamine, glutamate, GABA, and ammonia between
neurons and astrocytes are highly integrated. The postulated detoxi-
fication of ammonia and the inactivation of glutamate and GABA
by astrocytes are consistent with the exclusive localization of gluta-
mine synthetase in the astroglial compartment.

cell soma and from astrocyte to astrocyte. The genera-
tion of Ca* waves from cell to cell is thought to be
mediated by second messengers, diffusing through
gap junctions (see Chapter 11). In the adult brain, gap
junctions are present in all astrocytes. Some gap junc-
tions also have been detected between astrocytes and
neurons. Thus, they may participate, along with astro-
glial neurotransmitter receptors, in the coupling of
astrocyte and neuron physiology.

In a variety of CNS disorders—neurotoxicity, viral
infections, neurodegenerative disorders, HIV, AIDS,
dementia, multiple sclerosis, inflammation, and
trauma—astrocytes react by becoming hypertrophic
and, in a few cases, hyperplastic. A rapid and huge
upregulation of GFAP expression and filament forma-
tion is associated with astrogliosis. The formation of
reactive astrocytes can spread very far from the site of
origin. For instance, a localized trauma can recruit
astrocytes from as far as the contralateral side, suggest-
ing the existence of soluble factors in the mediation
process. Tumor necrosis factor (TNF) and ciliary neu-
rotrophic factors (CNTF) have been identified as key
factors in astrogliosis.
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Microglia Are Mediators of Immune
Responses in Nervous Tissue

The brain traditionally has been considered an
“immunologically privileged site,” mainly because the
blood-brain barrier normally restricts the access of
immune cells from the blood. However, it is now
known that immunological reactions do take place
in the central nervous system, particularly during
cerebral inflammation. Microglial cells have been
termed the tissue macrophages of the CNS, and
they function as the resident representatives of the
immune system in the brain. A rapidly expanding
literature describes microglia as major players in
CNS development and in the pathogenesis of CNS
disease.

The first description of microglial cells can be traced
to Franz Nissl (1899), who used the term “rod cell” to
describe a population of glial cells that reacted to brain
pathology. He postulated that rod-cell function was
similar to that of leukocytes in other organs. Cajal
described microglia as part of his “third element” of
the CNS—cells that he considered to be of mesodermal
origin and distinct from neurons and astrocytes
(Ramoén y Cajal, 1913).

Del Rio-Hortega (1932) distinguished this third
element into microglia and oligodendrocytes. He used
silver impregnation methods to visualize the ramified
appearance of microglia in the adult brain, and he
concluded that ramified microglia could transform
into cells that were migratory, ameboid, and phago-
cytic. Indeed, a hallmark of microglial cells is their
ability to become reactive and to respond to pathologi-
cal challenges in a variety of ways. A fundamental
question raised by del Rio-Hortega’s studies was the
origin of microglial cells. Some questions about this
remain even today.

Microglia Have Diverse Functions in
Developing and Mature Nervous Tissue

On the basis of current knowledge, it appears that
most ramified microglial cells are derived from bone
marrow-derived monocytes, which enter the brain
parenchyma during early stages of brain develop-
ment. These cells help phagocytose degenerating
cells that undergo programmed cell death as part
of normal development. They retain the ability to
divide and have the immunophenotypic properties
of monocytes and macrophages. In addition to
their role in remodeling the CNS during early devel-
opment, microglia secrete cytokines and growth
factors that are important in fiber tract development,
gliogenesis, and angiogenesis. They are also the major

CNS cells involved in presenting antigens to T lym-
phocytes. After the early stages of development,
ameboid microglia transform into the ramified
microglia that persist throughout adulthood (Altman,
1994).

Little is known about microglial function in the
healthy adult vertebrate CNS. Microglia constitute a
formidable percentage (5-20%) of the total cells in the
mouse brain. Microglia are found in all regions of the
brain, and there are more in gray than in white matter.
The neocortex and hippocampus have more microglia
than regions like the brainstem or cerebellum. Species
variations also have been noted, as human white
matter has three times more microglia than rodent
white matter.

Microglia usually have small rod-shaped somas
from which numerous processes extend in a rather
symmetrical fashion. Processes from different micro-
glia rarely overlap or touch, and specialized contacts
between microglia and other cells have not been
described in the normal brain. Although each micro-
glial cell occupies its own territory, microglia collec-
tively form a network that covers much of the CNS
parenchyma. Because of the numerous processes,
microglia present extensive surface membrane to
the CNS environment. Regional variation in the
number and shape of microglia in the adult brain
suggests that local environmental cues can affect
microglial distribution and morphology. On the basis
of these morphological observations, it is likely that
microglia play a role in tissue homeostasis. The
nature of this homeostasis remains to be elucidated.
It is clear, however, that microglia can respond
quickly and dramatically to alterations in the CNS
microenvironment.

Microglia Become Activated in
Pathological States

“Reactive” microglia can be distinguished from
resting microglia by two criteria: (1) change in
morphology and (2) upregulation of monocyte-
macrophage molecules (Fig. 3.12). Although the two
phenomena generally occur together, reactive res-
ponses of microglia can be diverse and restricted to
subpopulations of cells within a microenvironment.
Microglia not only respond to pathological conditions
involving immune activation, but also become acti-
vated in neurodegenerative conditions that are
not considered immune mediated. This latter
response is indicative of the phagocytic role of
microglia. Microglia change their morphology and
antigen expression in response to almost any form of
CNS injury.
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FIGURE 3.12  Activation of microglial cells in a tissue section from human brain. Resting microglia in normal brain (A). Activated microglia
in diseased cerebral cortex (B) have thicker processes and larger cell bodies. In regions of frank pathology (C) microglia transform into phago-
cytic macrophages, which can also develop from circulating monocytes that enter the brain. Arrow in B indicates rod cell. Sections stained

with antibody to ferritin. Scale bar = 40 yum.

CEREBRAL VASCULATURE

Blood vessels form an extremely rich network in the
central nervous system, particularly in the cerebral
cortex and subcortical gray masses, whereas the white
matter is less densely vascularized (Fig. 3.13) (Duver-
noy et al., 1981). There are distinct regional patterns of
microvessel distribution in the brain. These patterns
are particularly clear in certain subcortical structures
that constitute discrete vascular territories and in the
cerebral cortex, where regional and laminar patterns
are striking. For example, layer IV of the primary visual
cortex possesses an extremely rich capillary network in
comparison with other layers and adjacent regions
(Fig. 3.13). Interestingly, most of the inputs from the
visual thalamus terminate in this particular layer. Cap-
illary densities are higher in regions containing large
numbers of neurons and where synaptic density is
high. Progressive occlusion of a large arterial trunk, as
seen in stroke, induces an ischemic injury that may
eventually lead to necrosis of the brain tissue. The size
of the resulting infarction is determined in part by the
worsening of the blood circulation through the cerebral
microvessels. Occlusion of a large arterial trunk results
in rapid swelling of the capillary endothelium and sur-
rounding astrocytes, which may reduce the capillary
lumen to about one-third of its normal diameter, pre-

venting red blood cell circulation and oxygen delivery
to the tissue. The severity of these changes subsequently
determines the time course of neuronal necrosis, as
well as the possible recovery of the surrounding tissue
and the neurological outcome of the patient. In addi-
tion, the presence of multiple microinfarcts caused by
occlusive lesions of small cerebral arterioles may lead
to a progressively dementing illness, referred to as
vascular dementia, affecting elderly humans.

The Blood-Brain Barrier Maintains the
Intracerebral Milieu

Capillaries of the central nervous system form a
protective barrier that restricts the exchange of solutes
between blood and brain. This distinct function of
brain capillaries is called the blood-brain barrier (Fig.
3.14) (Bradbury, 1979). Capillaries of the retina have
similar properties and are termed the blood-retina
barrier. It is thought that the blood-brain and blood-
retina barriers function to maintain a constant intrac-
erebral milieu, so that neuronal signaling can occur
without interference from substances leaking in from
the blood stream. This function is important because
of the nature of intercellular communication in the
CNS, which includes chemical signals across inter-
cellular spaces. Without a blood-brain barrier, circu-
lating factors in the blood, such as certain hormones,

1I. CELLULAR AND MOLECULAR NEUROSCIENCE



CEREBRAL VASCULATURE 55

FIGURE 3.13 Microvasculature of the human neocortex. (A) The primary visual cortex (area 17). Note the presence of segments of deep
penetrating arteries that have a larger diameter than the microvessels and run from the pial surface to the deep cortical layers, as well as the
high density of microvessels in the middle layer (layers IVCa and IVCb). (B) The prefrontal cortex (area 9). Cortical layers are indicated by
Roman numerals. Microvessels are stained using an antibody against heparan sulfate proteoglycan core protein, a component of the extra-

cellular matrix.

which can also act as neurotransmitters, would inter-
fere with synaptic communication. When the blood-
brain barrier is disrupted, edema fluid accumulates in
the brain. Increased permeability of the blood-brain
barrier plays a central role in many neuropathological

conditions, including multiple sclerosis, AIDS, and
childhood lead poisoning, and may also play a role in
Alzheimer’s disease. The cerebral capillary wall is
composed of an endothelial cell surrounded by a very
thin (about 30nm) basement membrane or basal
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FIGURE 3.14 Human cerebral capillary obtained at biopsy. Blood-brain barrier (BBB) capillaries are characterized by the paucity of trans-
cytotic vesicles in endothelial cells (E), a high mitochondrial content (large arrow), and the formation of tight junctions (small arrows) between
endothelial cells that restrict the transport of solutes through the interendothelial space. The capillary endothelium is encased within a base-
ment membrane (arrowheads), which also houses pericytes (P). Outside the basement membrane are astrocyte foot processes (asterisk), which
may be responsible for the induction of BBB characteristics on the endothelial cells. L, lumen of the capillary. Scale bar = 1 um. From Claudio

et al. (1995).

lamina. End feet of perivascular astrocytes are apposed
against this continuous basal lamina. Around the cap-
illary lies a virtual perivascular space occupied by
another cell type, the pericyte, which surrounds the
capillary walls. The endothelial cell forms a thin mon-
olayer around the capillary lumen, and a single
endothelial cell can completely surround the lumen of
the capillary (Fig. 3.14).

A fundamental difference between brain endothe-
lial cells and those of the systemic circulation is the
presence in brain of interendothelial tight junctions,
also known as zonula occludens. In the systemic cir-
culation, the interendothelial space serves as a diffu-
sion pathway that offers little resistance to most blood
solutes entering the surrounding tissues. In contrast,
blood-brain barrier tight junctions effectively restrict
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the intercellular route of solute transfer. The blood-
brain barrier interendothelial junctions are not static
seals; rather they are a series of active gates that can
allow certain small molecules to penetrate. One such
molecule is the lithium ion, used in the control of
manic depression.

Another characteristic of endothelial cells of the
brain is their low transcytotic activity. Brain endothe-
lium, therefore, is by this index not very permeable. It
is of interest that certain regions of the brain, such as
the area postrema and periventricular organs, lack a
blood-brain barrier. In these regions, the perivascular
space is in direct contact with the nervous tissue, and
endothelial cells are fenestrated and show many pino-
cytotic vesicles. In these brain regions, neurons are
known to secrete hormones and other factors that
require rapid and uninhibited access to the systemic
circulation.

Because of the high metabolic requirements of the
brain, blood-brain barrier endothelial cells must have
transport mechanisms for the specific nutrients needed
for proper brain function. One such mechanism is
glucose transporter isoform 1 (GLUT-1), which is
expressed asymmetrically on the surface of blood-
brain barrier endothelial cells. In Alzheimer’s disease,
the expression of GLUT-1 on brain endothelial cells is
reduced. This reduction may be due to a lower meta-
bolic requirement of the brain after extensive neuronal
loss. Other specific transport mechanisms on the cere-
bral endothelium include the large neutral amino acid
carrier-mediated system that transports, among other
amino acids, 1-3,4-dihydroxyphenylalanine (L-dopa),
used as a therapeutic agent in Parkinson disease. Also
on the surface of blood-brain barrier endothelial cells
are transferrin receptors that allow the transport of
iron into specific areas of the brain. The amount of iron
that is transported into the various areas of the brain
appears to depend on the concentration of transferrin
receptors on the surface of endothelial cells of that
region. Thus, the transport of specific nutrients into the
brain is regulated during physiological and pathologi-
cal conditions by blood-brain barrier transport pro-
teins distributed according to the regional and
metabolic requirements of brain tissue.

In general, disruption of the blood-brain barrier
causes perivascular or vasogenic edema, which is the
accumulation of fluids from the blood around the
blood vessels of the brain. This is one of the main
features of multiple sclerosis. In multiple sclerosis,
inflammatory cells, primarily T cells and macrophages,
invade the brain by migrating through the blood-
brain barrier and attack cerebral elements as if these
elements were foreign antigens. It has been observed
by many investigators that the degree of edema accu-

mulation causes the neurological symptoms experi-
enced by people suffering from multiple sclerosis.

Studying the regulation of blood-brain barrier per-
meability is important for several reasons. Therapeutic
treatments for neurological disease need to be able to
cross the barrier. Attempts to design drug delivery
systems that take therapeutic drugs directly into the
brain have been made by using chemically engineered
carrier molecules that take advantage of receptors such
as that for transferrin, which normally transports iron
into the brain. Development of an in vitro test system
of the blood-brain barrier is of importance in the cre-
ation of new neurotropic drugs that are targeted to the
brain.
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CHAPTER

4

Subcellular Organization of the Nervous
System: Organelles and Their Functions

Cells have many features in common, but each cell
type also possesses a functional architecture related to
its unique physiology. In fact, cells may become so
specialized in fulfilling a particular function that virtu-
ally all cellular components may be devoted to it. For
example, the machinery inside mammalian erythro-
cytes is completely dedicated to the delivery of oxygen
to the tissues and the removal of carbon dioxide.
Toward this end, this cell has evolved a specialized
plasma membrane, an underlying cytoskeletal matrix
that molds the cell into a biconcave disk, and a cyto-
plasm rich in hemoglobin. Modification of the cell
machinery extends even to the discarding of structures
such as the nucleus and the protein synthetic appara-
tus, which are not needed after the red blood cell
matures. In many respects, the terminally differenti-
ated, highly specialized cells of the nervous system
exhibit comparable commitment—the extensive devel-
opment of subcellular components reflects the roles
that each plays.

The neuron serves as the cellular correlate of infor-
mation processing and, in aggregate, all neurons act
together to integrate responses of the entire organism
to the external world. It is therefore not surprising that
the specializations found in neurons are more diverse
and complex than those found in any other cell type.
Single neurons commonly interact in specific ways
with hundreds of other cells—other neurons, astro-
cytes, oligodendrocytes, immune cells, muscle, and
glandular cells. This chapter defines the major func-
tional domains of the neuron, describes the subcellular
elements that compose the building blocks of these
domains, and examines the processes that create and
maintain neuronal functional architecture.
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AXONS AND DENDRITES: UNIQUE
STRUCTURAL COMPONENTS
OF NEURONS

Neural cells are remarkably complex (Peters et al.,
1991). As discussed in Chapter 3, the perikaryon, or
cell body, contains the nucleus and the protein syn-
thetic machinery. In neurons, nuclei are large and
contain a preponderance of euchromatin. Because
protein synthesis must be kept at a high level just to
maintain the neuronal extensions, transcription levels
in neurons are generally high. In turn, the variety of
different polypeptides associated with cellular domains
in a neuron requires that many different genes be tran-
scribed constantly.

As mRNAs are synthesized, they move from the
nucleus into a protein-synthesizing region termed the
“translational cytoplasm,” comprising cytoplasmic
(“free”) and membrane-associated polysomes, the
intermediate compartment of the smooth endoplasmic
reticulum, and the Golgi complex. Neurons have rela-
tively large amounts of translational cytoplasm to
accommodate high levels of protein synthesis. This
protein synthetic machinery is arranged in discrete
intracellular “granules,” termed Nissl substance after
the histologist who first discovered these structures in
the nineteenth century. The Nissl substance is actually
a combination of stacks of rough endoplasmic reticu-
lum (RER), interposed with rosettes of free polysomes.
This arrangement is unique to neurons, and its func-
tional significance remains unknown. Most, but not
all proteins used by the neuron are synthesized in
the perikaryon. During or after synthesis and process-
ing, proteins are packaged into membrane-limited
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organelles, incorporated into cytoskeletal elements, or
remain as soluble constituents of the cytoplasm. After
packaging, membrane proteins are transported to their
sites of function.

In general, neurons have two discrete functional
domains, the axonal and somatodendritic compart-
ments, each of which encompasses a number of micro-
domains (Fig. 4.1). The axon classically is defined as
the cellular process by which a neuron makes contact
with a target cell to transmit information. It provides
a conduit for transmitting the action potential to a
synapse, and acts as a specialized subdomain for trans-
mission of a signal from neuron to target cell (neuron,
muscle, etc.), usually by release of neurotransmitters.
Consequently, most axons end in a presynaptic termi-
nal, although a single axon may have hundreds or
thousands of presynaptic specializations known as
“en passant” synapses along its length. Characteristics
of presynaptic terminals are presented in greater detail
later.

The axon is the first neuronal process to differenti-
ate during development. A typical neuron has only
a single axon that proceeds some distance from the
cell body before branching extensively. Usually the
longest process of a neuron, axons come in many
sizes. In a human adult, axons range in length from
a few micrometers for small interneurons to a
meter or more for large motor neurons, and they
may be even longer in large animals (such as giraffes,
elephants, and whales). In mammals and other
vertebrates, the longest axons generally extend
approximately half the body length.

Axonal diameters also are quite variable, ranging
from 0.1 to 20 um for large myelinated fibers in verte-
brates. Invertebrate axons grow to even larger diame-
ters, with the giant axons of some squid species
achieving diameters in the millimeter range. Inverte-
brate axons reach such large diameters because they
lack the myelinating glia that speed conduction of the
action potential. As a result, axonal caliber must be
large to sustain the high rate of conduction needed for
the reflexes that permit escape from predators and
capture of prey. Although axonal caliber is closely
regulated in both myelinated and nonmyelinated
fibers, this parameter is critical for those organisms
that are unable to produce myelin.

The region of the neuronal cell body where the
axon originates has several specialized features. This
domain, called the axon hillock, is distinguished most
readily by a deficiency of Nissl substance. Therefore,
protein synthesis cannot take place to any appreciable
degree in this region. Cytoplasm in the vicinity of the
axon hillock may have a few polysomes but is domi-
nated by the cytoskeletal and membranous organelles

that are being delivered to the axon. Microtubules
and neurofilaments begin to align roughly parallel to
each other, helping to organize membrane-limited
organelles destined for the axon. The hillock is a region
where materials either are committed to the axon
(cytoskeletal elements, synaptic vesicle precursors,
mitochondria, etc.) or are excluded from the axon (RER
and free polysomes, dendritic microtubule-associated
proteins). The molecular basis for this sorting is not
understood. Cytoplasm in the axon hillock does not
appear to contain a physical “sizing” barrier (like a
filter) because large organelles such as mitochondria
enter the axon readily, whereas only a small number
of essentially excluded structures such as polysomes
are occasionally seen only in the initial segment of the
axon and not in the axon proper. An exception to this
general rule is during development when local protein
synthesis does take place at the axon terminus or
growth cone. In the mature neuron, the physiological
significance of this barrier must be considerable
because axonal structures are found to accumulate in
this region in many neuropathologies, including those
due to degenerative diseases (such as amyotrophic
lateral sclerosis) and to exposure to neurotoxic com-
pounds (such as acrylamide).

The initial segment of the axon is the region of the
axon adjacent to the axon hillock. Microtubules gener-
ally form characteristic fascicles, or bundles, in the
initial segment of the axon. These fascicles are not seen
elsewhere. The initial segment and, to some extent, the
axon hillock also have a distinctive specialized plasma
membrane. Initially, the plasmalemma was thought to
have a thick electrondense coating actually attached to
the inner surface of the membrane, but this dense
undercoating is in reality separated by 5-10nm from
the plasma membrane inner surface and has a complex
ultrastructure. Neither the composition nor the func-
tion of this undercoating is known. Curiously, the
undercoating is present in the same regions of the
initial segment as the distinctive fasciculation of micro-
tubules, although the relationship is not understood.

FIGURE 4.1 Basic elements of neuronal subcellular organization.
The neuron consists of a soma, or cell body, in which the nucleus,
multiple cytoplasm-filled processes termed dendrites, and the
(usually single) axon are placed. The neuron is highly extended in
space; one with a cell body of the size shown here might maintain
an axon several miles in length! The unique shape of each neuron is
the result of a cooperative interplay between plasma membrane
components and cytoskeletal elements. Most large neurons in ver-
tebrates are myelinated by oligodendrocytes in the CNS and by
Schwann cells in the PNS. The compact wraps of myelin encasing
the axon distal to the initial segment permit rapid conduction of the
action potential by a process termed “saltatory conduction” (see
Chapter 3).
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The plasma membrane is specialized in the initial
segment and axon hillock in that it contains voltage-
sensitive ion channels in large numbers, and most
action potentials originate in this domain. The molecu-
lar composition of the axon initial segment is very
similar to that of the node of Ranvier; however, evi-
dence is growing that the mechanisms that govern the
assembly of these components in the two locations are
distinct.

Ultimately, axonal structure is geared toward the
efficient conduction of action potentials at a rate
appropriate to the function of that neuron. This can
be seen from both the ultrastructure and the composi-
tion of axons. Axons are roughly cylindrical in cross-
section with little or no taper. As discussed later, this
diameter is maintained by regulation of the cytoskel-
eton. Even at branch points, daughter axons are com-
parable in diameter to the parent axon. This constant
caliber helps ensure a consistent rate of conduction.
Similarly, the organization of membrane components
is regulated to this end. Voltage-gated ion channels
are distributed to maximize conduction. Sodium chan-
nels are distributed more or less uniformly in small
nonmyelinated axons, but are concentrated at high
density in the regularly spaced unmyelinated gaps,
known as nodes of Ranvier. An axon so organized
will conduct an action potential or train of spikes
long distances with high fidelity at a defined speed.
These characteristics are essential for maintaining
the precise timing and coordination seen in neuronal
circuits.

Nodes of Ranvier in myelinated fibers are flanked
by paranodal axoglial junctions comprised of the axo-
lemmal proteins Caspr/Paranodin and Contactin and
the glial isoform of neurofascin, Nfasc155. There has
been considerable debate about the role of axoglial
junctions in assembling the node of Ranvier, but, at
least in the PNS, the nodal isoform of Neurofascin,
Nfasc186, seems to be the crucial molecule that allows
NrCAM, beta-IV spectrin, ankyrin-G and sodium
channels to form a nodal complex (Sherman and
Brophy, 2005).

Most vertebrate neurons have multiple dendrites
arising from their perikarya. Unlike axons, dendrites
branch continuously and taper extensively with a
reduction in caliber in daughter processes at each
branching. In addition, the surface of dendrites is
covered with small protrusions, or spines, which are
postsynaptic specializations. Although the surface area
of a dendritic arbor may be quite extensive, dendrites in
general remain in the relative vicinity of the perikaryon.
A dendritic arbor may be contacted by the axons of
many different and distant neurons or innervated by a
single axon making multiple synaptic contacts.

The base of a dendrite is continuous with the cyto-
plasm of the cell body. In contrast to the axon, Nissl
substance extends into dendrites, and certain proteins
are synthesized predominantly in dendrites. There is
evidence for the selective placement of some mRNAs
in dendrites as well (Steward, 1995). For example,
whereas RER and polysomes extend well into the
dendrites, the mRNAs that are transported and trans-
lated in dendrites are a subset of the total neuronal
mRNA, deficient in some mRNA species (such as
neurofilament mRNAs) and enriched in mRNAs with
dendritic functions (such as microtubule-associated
protein, MAP2, mRNAs). Also, certain proteins appear
to be targeted, postsynthesis, to the dendritic com-
partment as well.

The shapes and complexity of dendritic arboriza-
tions may be remarkably plastic. Dendrites appear
relatively late in development and initially have only
limited numbers of branches and spines. As develop-
ment and maturation of the nervous system proceed,
the size and number of branches increase. The number
of spines increases dramatically, and their distribution
may change. This remodeling of synaptic connectivity
may continue into adulthood, and environmental
effects can alter this pattern significantly. Eventually,
in the aging brain, there is a reduction in complexity
and size of dendritic arbors, with fewer spines and
thinner dendritic shafts. These changes correlate with
changes in neuronal function during development and
aging.

As defined by classical physiology, axons are struc-
tural correlates for neuronal output, and dendrites
constitute the domain for receiving information. A
neuron without an axon or one without dendrites
therefore might seem paradoxical, but such neurons
do exist. Certain amacrine and horizontal cells in the
vertebrate retina have no identifiable axons, although
they do have dendritic processes that are morphologi-
cally distinct from axons. Such processes may have
both pre-and postsynaptic specializations or may have
gap junctions that act as direct electrical connections
between two cells. Similarly, the pseudounipolar
sensory neurons of dorsal root ganglia (DRG) have no
dendrites. In their mature form, these DRG sensory
neurons give rise to a single axon that extends a few
hundred micrometers before branching. One long
branch extends to the periphery, where it may form a
sensory nerve ending in muscle spindles or skin. Large
DRG peripheral branches are myelinated and have the
morphological characteristics of an axon, but they
contain neither pre- nor postsynaptic specializations.
The other branch extends into the central nervous
system, where it forms synaptic contacts. In DRG
neurons, the action potential is generated at distal

1I. CELLULAR AND MOLECULAR NEUROSCIENCE



PROTEIN SYNTHESIS IN NERVOUS TISSUE 63

sensory nerve endings and then is transmitted along
the peripheral branch to the central branch and the
appropriate central nervous system (CNS) targets,
bypassing the cell body. The functional and morpho-
logical hallmarks of axons and dendrites are listed in
Table 4.1.

Summary

Neurons are polarized cells that are specialized for
membrane and protein synthesis, as well as for con-
duction of the nerve impulse. In general, neurons have
a cell body, a dendritic arborization that usually is
located near the cell body, and an extended axon that
may branch considerably before terminating to form
synapses with other neurons.

PROTEIN SYNTHESIS IN
NERVOUS TISSUE

Both neurons and glial cells have strikingly extended
morphologies. Protein and lipid components are syn-
thesized and assembled into the membranes of these
cell extensions through pathways of membrane bio-
genesis that have been elucidated primarily in other
cell types. However, some adaptations of these general
mechanisms have been necessary, due to the specific
requirements of cells in the nervous system. Neurons,
for example, have devised mechanisms for ensuring
that the specific components of the axonal and den-
dritic plasma membranes are selectively delivered
(targeted) to each plasma membrane subdomain.

TABLE 4.1 Functional and Morphological Hallmarks of Axons and Dendrites®

Axons

Dendrites

With rare exceptions, each neuron has a single axon.
Axons appear first during neuronal differentiation.

Axon initial segments are distinguished by a specialized plasma
membrane containing a high density of ion channels and
distinctive cytoskeletal organization.

Axons typically are cylindrical in form with a round or elliptical
cross-section.

Large axons are myelinated in vertebrates, and the thickness of the
myelin sheath is proportional to the axonal caliber.

Axon caliber is a function of neurofilament and microtubule
numbers with neurofilaments predominating in large axons.

Microtubules in axons have a uniform polarity with plus ends
distal from the cell body.

Axonal microtubules are enriched in tau protein with a
characteristic phosphorylation pattern.

Ribosomes are excluded from mature axons, although a few may
be detectable in initial segments.

Axonal branches tend to be distal from the cell body.

Axonal branches form obtuse angles and have diameters similar to
the parent stem.

Most axons have presynaptic specializations that may be en passant
or at the ends of axonal branches.

Action potentials usually are generated at the axon hillock and
conducted away from the cell body.

Traditionally, axons are specialized for conduction and synaptic
transmission, i.e., neuronal output.

Most neurons have multiple dendrites arising from their cell bodies.

Dendrites begin to differentiate only after the axon has formed.

Dendrites are continuous with the perikaryal cytoplasm, and the
transition point cannot be distinguished readily.

Dendrites usually have a significant taper and small spinous
processes that give them an irregular cross-section.

Dendrites are not myelinated, although a few wraps of myelin may
occur rarely.

The dendritic cytoskeleton may appear less organized, and
microtubules dominate even in large dendrites.

Microtubules in proximal dendrites have mixed polarity, with both
plus and minus ends oriented distal to the cell body.

Dendritic microtubules may contain some tau protein, but MAP2 is
not present in axonal compartments and is highly enriched in
dendrites.

Both rough endoplasmic reticulum and cytoplasmic polysomes are
present in dendrites, with specific mRNAs being enriched in
dendrites.

Dendrites begin to branch extensively near the perikaryon and form
extensive arbors in the vicinity of the perikaryon.

Denderitic branches form acute angles and are smaller than the parent
stem.

Dendrites are rich in postsynaptic specializations, particularly on the
spines that project from the dendritic shaft.

Dendrites may generate action potentials, but more commonly they
modulate the electrical state of perikaryon and initial segment.

Dendritic architecture is most suitable for integrating synaptic
responses from a variety of inputs, i.e., neuronal input.

“Neurons typically have two classes of cytoplasmic extensions that may be distinguished using electrophysiological, morphological, and bio-
chemical criteria. Although some neuronal processes may lack one or more of these features, enough parameters can generally be defined to

allow unambiguous identification.

II. CELLULAR AND MOLECULAR NEUROSCIENCE



64 4. SUBCELLULAR ORGANIZATION OF THE NERVOUS SYSTEM: ORGANELLES AND THEIR FUNCTIONS

The distribution to specific loci of organelles, recep-
tors, and ion channels is critical to normal neuronal
function. In turn, these loci must be “matched” appro-
priately to the local microenvironment and specific
cell—cell interactions. Similarly, in myelinating glial
cells during the narrow developmental window when
the myelin sheath is being formed, these cells synthe-
size sheets of insulating plasma membrane at an unbe-
lievably high rate. To understand how the plasma
membrane of neurons and glia might be modeled to
fit individual functional requirements, it is necessary
to review the progress that has been made so far in our
understanding of how membrane components and
organelles are generated in eukaryotic cells.

There are two major categories of membrane pro-
teins: integral and peripheral. Integral membrane pro-
teins, which include the receptors for neurotransmitters
(e.g., the acetylcholine receptor subunits) and poly-
peptide growth factors (e.g., the dimeric insulin recep-
tor), have segments that either are embedded in the
lipid bilayer or are bound covalently to molecules
that insert into the membrane, such as those pro-
teins linked to glycosyl phosphatidylinositol at their
C termini (e.g.,, Thy-1). A protein with a single
membrane-embedded segment and an N terminus
exposed at the extracellular surface is said to be of type
I, whereas type II proteins retain their N termini on the
cytoplasmic side of the plasma membrane. Peripheral
membrane proteins are localized on the cytoplasmic
surface of the membrane and do not traverse any
membrane during their biogenesis. They interact with
membranes either by means of their associations with
membrane lipids or the cytoplasmic tails of integral
proteins, or by means of their affinity for other peri-
pheral proteins (e.g., platelet-derived growth factor
receptor-Grb2-Sos-Ras complex). In some cases, they
may bind electrostatically to the polar head groups of
the lipid bilayer (e.g., myelin basic protein).

Integral Membrane and Secretory Polypeptides
Are Synthesized de Novo in the Rough
Endoplasmic Reticulum

The subcellular destinations of integral and periph-
eral membrane proteins are determined by their sites
of synthesis. In the secretory pathway, integral mem-
brane proteins and secretory proteins are synthesized
in the rough endoplasmic reticulum, whereas the
mRNAs encoding peripheral proteins are translated
on cytoplasmic “free” polysomes, which are not mem-
brane associated but which may interact with cytoskel-
etal structures.

The pathway by which secretory proteins are syn-
thesized and exported was first postulated through the

elegant ultrastructural studies on the pancreas by
George Palade and colleagues (Palade, 1975). Pancre-
atic acinar cells were an excellent choice for this work
because they are extremely active in secretion, as
revealed by the abundance of their RER network, a
property they share with neurons. Nissl deduced, in
the nineteenth century, that pancreatic cells and
neurons would be found to have common secretory
properties because of similarities in the distribution of
the Nissl substance (Fig. 4.2).
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FIGURE 4.2 The secretory pathway. Transport and sorting of
proteins in the secretory pathway occur as they pass through the
Golgi before reaching the plasma membrane. Sorting occurs in the
cis-Golgi network (CGN), also known as the intermediate compart-
ment, and in the trans-Golgi network (TGN). Proteins exit from the
Golgi at the TGN. The default pathway is the direct route to the
plasma membrane. Proteins bound for regulated secretion or trans-
port to endosomes are diverted from the default path by means of
specific signals. In endocytosis, one population of vesicles is sur-
rounded by a clathrin cage and is destined for late endosomes.
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Pulse—chase radioautography has revealed that in
eukaryotic cells newly synthesized secretory proteins
move from the RER to the Golgi apparatus, where the
proteins are packaged into secretory granules and
transported to the plasma membrane across which
they are released by exocytosis. Pulse—chase studies in
neurons reveal a similar sequence of events for pro-
teins transported into the axon. Unraveling of the
detailed molecular mechanisms of the pathway began
with the successful reconstitution of secretory protein
biosynthesis in vitro and the direct demonstration that,
very early during synthesis, secretory proteins are
translocated into the lumen of RER vesicles, prepared
by cell fractionation, termed microsomes. A key obser-
vation here was that the fate of the protein was sealed
as a result of encapsulation in the lumen of the RER at
the site of synthesis. This cotranslational insertion
model provided a logical framework for understand-
ing the synthesis of integral membrane proteins with
a transmembrane orientation.

The process by which integral membrane proteins
are synthesized closely follows the secretory pathway,
except that integral proteins are of course not released
from the cell, but instead remain bound to cellular
membranes. Synthesis of integral proteins begins with
synthesis of the nascent chain on a polysome that is
not yet bound to the RER membrane (Fig. 4.3). Emer-
gence of the N terminus of the nascent protein from
the protein synthesizing machinery allows a ribonu-
cleoprotein, a signal recognition particle (SRP), to bind
to an emerging hydrophobic signal sequence and
prevent further translation (Walter and Johnson, 1994).
Translation arrest is relieved when SRP docks with its
cognate receptor in the RER and dissociates from the
signal sequence in a process that requires GTP. Syn-
thesis of transmembrane proteins on RER is an
extremely energy-efficient process. The passage of a
fully formed and folded protein through a membrane
is thermodynamically formidably expensive; it is
infinitely “cheaper” for cells to thread amino acids, in
tandem, through a membrane during initial protein
synthesis. Protein synthesis then resumes, and the
emerging polypeptide chain is translocated into the
RER membrane through a conceptualized “aqueous
pore” termed the “translocon.”

A few polypeptides deviate from the common
pathway for secretion. For example, certain peptide
growth factors, such as basic fibroblast growth factor
and ciliary neurotrophic factor, are synthesized without
signal peptide sequences but are potent biological
modulators of cell survival and differentiation. These
growth factors appear to be released under certain
conditions, although the mechanisms for such release
are still controversial. One possibility is that release of
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FIGURE 4.3 Translocation of proteins across the rough endo-
plasmic reticulum (RER). Integral membrane and secretory protein
synthesis begins with partial synthesis on a free polysome not yet
bound to the RER. The N-terminus of the nascent protein emerges
and allows a ribonucleoprotein, signal recognition particle (SRP), to
bind to the hydrophobic signal sequence and prevent further trans-
lation. Translation arrest is relieved once the SRP docks with its
receptor at the RER and dissociates from the signal sequence in a
GTP-dependent process. Once protein synthesis resumes, transloca-
tion occurs through an aqueous pore termed the translocon, which
includes the translocating chain associating membrane protein
(TRAM). The signal sequence is removed by a signal peptidase in
the RER lumen.

these factors may be associated primarily with cellular
injury.

Two cotranslational modifications commonly are
associated with the emergence of the polypeptide on
the luminal face of the RER. First, an N-terminal hydro-
phobic signal sequence that is used for insertion into
the RER usually is removed by a signal peptidase.
Second, oligosaccharides rich in mannose sugars are
transferred from a lipid carrier, dolichol phosphate, to
the side chains of asparagine residues (Kornfeld and
Kornfeld, 1985). The asparagines must be in the
sequence N X T (or S), and they are linked to mannose
sugars by two molecules of N-acetylglucosamine. The
significance of glycosylation is not well understood,
and furthermore, it is not a universal feature of
integral membrane proteins: some proteins, such as
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the proteolipid proteins of CNS myelin, neither lose
their signal sequence nor become glycosylated.

In general, however, for the vast majority of poly-
peptides destined for release from the cell (secretory
polypeptides), an N-terminal “signal sequence” first
mediates the passage of the protein into the RER and
is cleaved immediately from the polypeptide by a
signal peptidase residing on the luminal side of the
RER. For proteins destined to remain as permanent
residents of cellular membranes (and these form a par-

FIGURE 4.4 (A) General mechanisms of vesicle targeting and
docking in the ER and Golgi. Assembly of coat proteins (COPs)
around budding vesicles is driven by ADP-ribosylation factors
(ARFs) in a GTP-dependent fashion. Dissociation of the coat is trig-
gered by hydrolysis of GTP bound to ARF is stimulated by a GTPase-
activating protein (GAP) in the Golgi membrane. The cycle of coat
assembly and disassembly can continue when replacement of GDP
on ARF by GTP is catalyzed by a guanine nucleotide exchange factor
(GEEF). Fusion of vesicles with target membrane in the Golgi is regu-
lated by a series of proteins, N-ethyl-maleimide-sensitive factor
(NSF), soluble NSF attachment proteins (SNAPs), and SNAP recep-
tors (SNAREs), which together assist vesicle docking with target
membrane. SNAREs on vesicles (v-SNARESs) are believed to associ-
ate with corresponding t-SNARESs on target membrane. (B) Mecha-
nisms of vesicle targeting and docking in the synaptic terminal. The
synaptic counterpart of v-SNARE is synaptobrevin (also known as
VAMP), and syntaxin corresponds to t-SNARE. SNAP-25 is an
accessory protein that binds to syntaxin. Synaptotagmin is believed
to be the Ca® sensitive regulatory protein in the complex that binds
to syntaxin. Neurexins appear to have a role in conferring Ca* sen-
sitivity to these interactions.

ticularly important and diverse category of plasma
membrane proteins in neurons and myelinating glial
cells), however, many variations on this basic theme
have been found. Simply stated:

1. Signal sequences for membrane insertions need
not be only N-terminal; those that lie within a
polypeptide sequence are not cleaved.

2. A second type of signal, a “halt” or “stop”
transfer signal, functions to arrest translocation
through the membrane bilayer. The halt transfer
signal is also hydrophobic and usually is flanked
by positive charges. This arrangement effectively
stabilizes a polypeptide segment in the RER
membrane bilayer.

3. The sequential display in tandem of insertion and
halt transfer signals in a polypeptide as it is being
synthesized ultimately determines its disposition
with respect to the phospholipid bilayer, and thus
its final topology in its target membrane. By
synthesizing transmembrane polypeptides in this
way, virtually any topology may be generated.

Newly Synthesized Polypeptides Exit
from the RER and Are Moved Through
the Golgi Apparatus

When the newly synthesized protein has established
its correct transmembrane orientation in the RER, it is
incorporated into vesicles and must pass through the
Golgi complex before reaching the plasma membrane
(Fig. 4.2). For membrane proteins, the Golgi serves two
major functions: (1) it sorts and targets proteins and,
(2) it performs further posttranslational modifications,
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particularly on the oligosaccharide chains that were
added in the RER. Sorting takes place in the cis-Golgi
network (CGN), and in the trans-Golgi network (TGN),
whereas sculpting of oligosaccharides is primarily the
responsibility of the cis-, medial-, and trans-Golgi stacks.
The TGN is a tubulovesicular network wherein pro-
teins are targeted to the plasma membrane or to
organelles.

The CGN serves an important sorting function for
proteins entering the Golgi from the RER. Because
most proteins that move from the RER through the
secretory pathway do so by default, any resident endo-
plasmic reticulum proteins must be restrained from
exiting or returned promptly to the RER from the CGN
should they escape. Although no retention signal has
been demonstrated for the endoplasmic reticulum,
two retrieval signals have been identified: a Lys-Asp-
Glu-Leu or KDEL sequence in type I proteins and the
Arg-Arg or RR motif in the first five amino acids of
proteins with a type II orientation in the membrane.
The KDEL tetrapeptide binds to a receptor called Erd
2 in the CGN, and the receptor-ligand complex is
returned to the RER. There may also be a receptor for
the N arginine dipeptide; alternatively, this sequence
may interact with other components of the retrograde
transport machinery, such as microtubules.

Movement of proteins between Golgi stacks pro-
ceeds by means of vesicular budding and fusion
(Rothman and Wieland, 1996). The essential mecha-
nisms for budding and fusion have been shown to
require coat proteins (COPs) in a manner that is analo-
gous to the role of clathrin in endocytosis. Currently,
two main types of COP complex, COPI and COPII,
have been distinguished. Although both have been
shown to coat vesicles that bud from the endoplasmic
reticulum, they may have different roles in membrane
trafficking. Coat proteins provide the external frame-
work into which a region of a flattened Golgi cisternae
canbud and vesiculate. A complex of these COPs forms
the coatamer (coat protomer) together with a p200
protein, AP-1 adaptins, and a family of GTP-binding
proteins called ADP-ribosylation factors (ARFs).
Immunolocalization of one of the coatamer proteins,
B-COP, predominantly to the CGN and cis-Golgi indi-
cates that these proteins may also take part in vesicle
transport into the Golgi (Fig. 4.4). The function of ARF
is to drive the assembly of the coatamer and therefore
vesicle budding in a GTP-dependent fashion. Dissocia-
tion of the coat is triggered when hydrolysis of the GTP
bound to ARF is stimulated by a GTPase-activating
protein (GAP) in the Golgi membrane. The cycle of coat
assembly and disassembly can continue when the
replacement of GDP on ARF by GTP is catalyzed by a
guanine nucleotide exchange factor (GEF).

Fusion of vesicles with their target membrane in the
Golgi apparatus is believed to be regulated by a series
of proteins, N-ethylmaleimide-sensitive factor (NSF),
soluble NSF attachment proteins (SNAPs), and SNAP
receptors (SNAREs), which together assist the vesicle
in docking with its target membrane. The emerging
view is that complementary SNARES on membranes
destined to fuse (e.g., synaptic vesicles and the presyn-
aptic membrane) are fundamentally responsible for
driving membrane fusion. In addition, Rabs, a family
of membrane-bound GTPases, act in concert with their
own GAPs, GEFs, and a cytosolic protein that dissoci-
ates Rab-GDP from membranes after fusion called
guanine-nucleotide dissociation inhibitor. Rabs are
believed to regulate the action of SNAREs, the proteins
directly engaged in membrane-membrane contact
prior to fusion. The tight control necessary for this
process and the importance of ensuring that vesicle
fusion takes place only at the appropriate target mem-
brane may explain why eukaryotic cells contain so
many Rabs, some of which are known to take part
specifically in the internalization of endocytic vesicles
at the plasma membrane (Fig. 4.2).

Exocytosis of the neurotransmitter at the synapse
must occur in an even more finely regulated manner
than endocytosis. The proteins first identified in vesic-
ular fusion events in the secretory pathway (namely
NSF, SNAPs, and SNARESs or closely related homo-
logues) appear to play a part in the fusion of synaptic
vesicles with the active zones of the presynaptic neuro-
nal membrane (Fig. 4.4) (Jahn and Scheller, 2006).

Originally a distinction was made between so-called
v-SNARES and t-SNARES reflecting their different
locations in the donor and acceptor compartments. An
example of specifity is the fact that the synaptic coun-
terpart of VSNARE is synaptobrevin (also known as
vesicle-associated membrane protein (VAMP)), and
syntaxin corresponds to t-SNARE. VAMP does not
facilitate fusion with endocytotic vesicle compart-
ments. SNAP-25 is an accessory protein that binds to
syntaxin. In the constitutive pathway, such as between
the RER and Golgi apparatus, assembly of the complex
at the target membrane promotes fusion. However, at
the presynaptic membrane, Ca* influx is required to
stimulate membrane fusion. Synaptotagmin is believed
to be the Ca*-sensitive regulatory protein in the
complex that binds syntaxin. Neurexins appear to
have a role in regulation as well, because, in addition
to interacting with synaptotagmin, they are the targets
of black widow spider venom (a)-latrotoxin, which
deregulates the Ca*-dependent exocytosis of the neu-
rotransmitter. However, a superficially disturbing lack
of specificity in the ability of other membrane-bound
SNARES to complex indicates that much remains to
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be learned about the regulation of SRAE-mediated
membrane fusion.

When comparing secretion in slow-releasing cells,
such as the pancreatic (f8)-cell, and neurotransmitter
release at the neuromuscular junction, two differences
stand out. First, the speed of neurotransmitter release
is much greater both in release from a single vesicle
and in total release in response to a specific signal.
Releasing the contents of a single synaptic vesicle at a
mouse neuromuscular junction takes from 1 to 2ms,
and the response to an action potential involving the
release of many synaptic vesicles is over in approxi-
mately 5ms. In contrast, releasing the insulin in a
single secretory granule by a pancreatic (f3)-cell takes
from 1 to 5s, and the full release response may take
from 1 to 5min. A 103- to 105-fold difference in rate is
an extraordinary range, making neurotransmitter
release one of the fastest biological events routinely
encountered, but this speed is critical for a properly
functioning nervous system.

A second major difference between slow secretion
and fast secretion is seen in the recycling of vesicles.
In the pancreas, secretory vesicles carrying insulin are
used only once, and so new secretory vesicles must be
assembled de novo and released from the TGN to meet
future requirements. In the neuron, the problem is that
the synapse may be at a distance of 1m or more from
the protein synthetic machinery of the perikaryon, and
so newly assembled vesicles even traveling at rapid
axonal transport rates (see later) may take more than
a day to arrive. Now, the number of synaptic vesicles
released in 15min of constant stimulation at a single
frog neuromuscular junction has been calculated to
be on the order of 105 vesicles, but a single terminal
may have only a few hundred vesicles at any one time.
These measurements would make no sense if synaptic
vesicles had to be replaced constantly through new
synthesis in the perikaryon, as is the case with insulin-
carrying vesicles. The reason that these numbers are
possible is that synaptic vesicles are taken up locally
by endocytosis, refilled with neurotransmitter, and
reutilized at a rate fast enough to keep up with normal
physiological stimulation levels. This takes place
within the presynaptic terminal, and evidence shows
that these recycled synaptic vesicles are used preferen-
tially. Such recycling does not require protein synthe-
sis because the classical neurotransmitters are small
molecules, such as acetylcholine, or amino acids, such
as glutamate, that can be synthesized or obtained
locally.

Significantly, neurons have fast and slow secretory
pathways operating in parallel in the presynaptic
terminal (Sudhof, 2004). Synapses that release classi-
cal neurotransmitters (acetylcholine, glutamate, etc.)

with these fast kinetics also contain dense core gra-
nules containing neuropeptides (calcitonin generelated
peptide, substance P, etc.) that are comparable to the
secretory granules of the pancreatic (f8)-cell. These are
used only once because neuropeptides are produced
from large polypeptide precursors that must be made
by protein synthesis in the cell body. The release of
neuropeptides is relatively slow; as is the case in endo-
crine release, neuropeptides serve primarily as modu-
lators of synaptic function. The small clear synaptic
vesicles containing the classic neurotransmitters can in
fact be depleted pharmacologically from the presynap-
tic terminal, whereas the dense core granules remain.
These observations indicate that even though fast and
slow secretory mechanisms have many similarities
and may even have common components, in neurons
they can operate independent of one another.

Proteins Exit the Golgi Complex at the
trans-Golgi Network

Most of the N-linked oligosaccharide chains
acquired at the RER are remodeled in the Golgi cister-
nae, and while the proteins are in transit, another type
of glycosyl linkage to serine or threonine residues
through N-acetylgalactosamine can also be made.
Modification of existing sugar chains by a series of
glycosidases and the addition of further sugars by gly-
cosyl transferases occur from the cis to the frans stacks.
Some of these enzymes have been localized to particu-
lar cisternae. For example, the enzymes (f)-1,4-
galactosyltransferase and ()-2,6-sialyltransferase are
concentrated in the trans-Golgi. How they are retained
there is a matter of some debate. One idea is that these
proteins are anchored by oligomerization. Another
view is that the progressively rising concentration of
cholesterol in membranes more distal to the ER in the
secretory pathway increases membrane thickness,
which in turn anchors certain proteins and causes an
arrest in their flow along the default route.

The default or constitutive pathway seems to be the
direct route to the plasma membrane taken by vesicles
that bud from the TGN (Fig. 4.2). This is how, in
general, integral plasma membrane proteins reach the
cell surface. Proteins bound for regulated secretion or
for transport to endosomes and from there to lyso-
somes are diverted from the default path by means of
specific signals. It has been assumed that the sorting
of proteins for their eventual destination takes place at
the TGN itself. However, recent analyses of the three-
dimensional structure of the TGN have provoked a
revision of this view. These studies have shown that
the TGN is tubular, with two major types of vesicles
that bud from distinct populations of tubules. The
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implication is that sorting may already have occurred
in the trans-Golgi prior to the protein’s arrival at the
TGN. One population of vesicles consists of those sur-
rounded by the familiar clathrin cage, which are des-
tined for late endosomes. The other population appears
to be coated in a lace-like structure, which may prove
to be made from the elusive coat protein required for
vesicular transport to the plasma membrane. The -
COP protein and related coatomer proteins active in
more proximal regions of the secretory pathway are
absent from the TGN.

Endocytosis and Membrane Cycling Occurs in
the trans-Golgi Network

Two types of membrane invagination occur at the
surface of mammalian cells and are clearly distinguish-
able by electron microscopy. The first type is a caveola,
which has a thread-like structure on its surface made
of the protein caveolin. Caveolae mediate the uptake
of small molecules and may also have a role in concen-
trating proteins linked to the plasma membrane by the
glycosylphosphatidylinositol anchor. Demonstration
of the targeting of protein tyrosine kinases to caveolae
by the tripeptide signal MGC (Met-Gly-Cys) also sug-
gests that caveolae may function in signal transduction
cascades.

The other type of endocytic vesicle at the cell surface
is that coated with the distinctive meshwork of clathrin
triskelions. The triskelion comprises three copies of a
clathrin heavy chain and three copies of a clathrin light
chain (Maxfield and McGraw, 2004). The ease with
which these triskelions can assemble into a cage struc-
ture demonstrates how they promote the budding of
a vesicle from a membrane invagination. Clathrin
binds selectively to regions of the cytoplasmic surface
of membranes that are selected by adaptins. The AP-2
complex, which is primarily active at the plasma mem-
brane, consists of 100-kDa o« and 8 subunits and two
subunits of 50 and 17kDa each. AP-1 complexes local-
ize to the TGN and have y and subunits of 100kDa
together with smaller polypeptides of 46 and 19kDa.
Adaptins bind to the cytoplasmic tails of membrane
proteins, thus recruiting clathrin for budding at these
sites.

A further component of the endocytic complex at
the plasma membrane is the GTPase dynamin, which
seems to be required for the normal budding of coated
vesicles during endocytosis. Dynamins are a family of
100-kDa GTPases found in both neuronal and non-
neuronal cells that may interact with the AP-2 compo-
nent of a clathrin-coated pit (Murthy and De Camilli,
2003). Oligomers of dynamin form a ring at the neck
of a budding clathrin-coated vesicle, and GTP hydrol-

ysis appears to be necessary for the coated vesicle to
pinch off from the plasma membrane. The existence of
a specific neuronal form of dynamin (dynamin I) may
be a manifestation of the unusually rapid rate of syn-
aptic vesicle recycling.

The primary function of clathrin-coated vesicles at
the plasma membrane is to deliver membrane proteins
together with any ligands bound to them to the early
endosomal apparatus. Regulation of membrane cycling
in the endosomal compartment is likely to include the
Rab family of small GTP-binding proteins. Indeed,
each stage of the endocytic pathway may have its own
Rab protein to ensure efficient targeting of the vesicle
to the appropriate membrane. Rabé is believed to have
a role in transport from the TGN to endosomes,
whereas Rab9 may regulate vesicular flow in the
reverse direction. In neurons, Rab5a has a role in regu-
lating the fusion of endocytic vesicles and early endo-
somes and appears to function in endocytosis from
both somatodendritic domains and the axon. The asso-
ciation of the protein with synaptic vesicles in nerve
terminals, attached presumably by means of its iso-
prenoid tail, also suggests that early endosomal com-
partments may have a role in the packaging and
recycling of synaptic vesicles.

How Are Peripheral Membrane Proteins
Targeted to Their Appropriate Destinations?

Peripheral membrane proteins are synthesized in
the same type of free polysome in which the bulk of
the cytosolic proteins are made. However, the cell
must ensure that these membrane proteins are sent to
the plasma membrane rather than allowed to attach in
a haphazard way to other intracellular organelles. The
fact that a complex machinery has evolved to ensure
the correct delivery of integral membrane proteins
suggests that some equivalent targeting mechanism
must exist for proteins that attach to the cytoplasmic
surface of the plasma membrane. Such proteins are
translated on “free” polysomes, but these polysomes
are associated with cytoskeletal structures and are not
distributed uniformly throughout the cell body. In a
number of cases, mRNAs that encode soluble cytosolic
proteins are concentrated in discrete regions of the cell,
resulting in a local accumulation of the translated
protein close to the site of action. For some peripheral
membrane proteins, this is the plasma membrane.

Evidence that this mechanism might operate in
peripheral membrane protein synthesis came from
studies showing biochemically and by in situ hybrid-
ization that mRNAs encoding the myelin basic pro-
teins are concentrated in the myelinating processes
that extend from the cell body of oligodendrocytes
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(Colman et al., 1982). As in oligodendrocytes, Schwann
cells also transport MBP mRNA by microtubule-based
transport, which also appears to require specialized
cytoplasmic channels called Cajal bands (Court et al.,
2004).

Myelin basic protein may be a special case because
of its very strong positive charge and consequent pro-
pensity for binding promiscuously to the negatively
charged polar head groups of membrane lipids. Nev-
ertheless, the fact that actin mRNAs are localized to
the leading edge of cultured myocytes and mRNA for
the microtubule-associated protein MAP2b is concen-
trated in the dendrites of neurons suggest that target-
ing by local synthesis is more common than originally
thought. This mechanism is probably less important
for peripheral membrane proteins that associate with
the cytoplasmic surface of the plasma membrane by
means of strong specific associations with proteins
already located at the membrane because such pro-
teins would act as specific receptors. Because only
selected cytoplasmic mRNAs are localized to the
periphery, the process is specific. However, no mRNAs
are localized exclusively to the periphery, and a
significant fraction typically is localized proximal to
the nucleus in a region rich with the translational and
protein-processing machinery of the cell (the Nissl
substance or translational cytoplasm).

Summary

Membrane biogenesis and protein synthesis in
neurons and glial cells are accomplished by the same
mechanisms that have been worked out in great detail
in other cell types. Integral membrane proteins are
synthesized in the rough endoplasmic reticulum, and
peripheral membrane proteins are products of cyto-
plasmic-free ribosomes that are found in the cell sap.
For transmembrane proteins and secretory polypep-
tides, synthesis in the RER is followed by transport to
the Golgi apparatus, where membranes and proteins
are sorted and targeted for delivery to precise intracel-
lular locations. It is likely that the neuron and glial cell
have evolved additional highly specialized mecha-
nisms for membrane and protein sorting and targeting
because these cells are so greatly extended in space,
although these additional mechanisms have yet to be
fully described. The basic features of the process of
secretion, which includes neurotransmitter delivery to
presynaptic terminals, are beginning to be understood
as well. The key features of this process are apparently
common to all cells, including yeast, although the
neuron has developed certain specializations and
modifications of the secretory pathway that reflect its
unique properties as an excitable cell.

CYTOSKELETONS OF NEURONS AND
GLIAL CELLS

The cytoskeleton of eukaryotic cells is an aggregate
structure formed by three classes of cytoplasmic struc-
tural proteins: microtubules (tubulins), microfilaments
(actins), and intermediate filaments. Each of these ele-
ments exists concurrently and independently in over-
lapping cellular domains. Most cell types contain one
or more examples of each class of cytoskeletal struc-
ture, but there are exceptions. For example, mature
mammalian erythrocytes contain no microtubules or
intermediate filaments, but they do have highly spe-
cialized actin cytoskeletons. Among cells of the nervous
system, the oligodendrocyte is unusual in that it con-
tains no cytoplasmic intermediate filaments. Typically,
each cell type in the nervous system has a unique
complement of cytoskeletal proteins that are impor-
tant for the differentiated function of that cell type.

Although the three classes of cytoskeletal elements
interact with each other and with other cellular struc-
tures, all three are dynamic structures rather than
passive structural elements. Their aggregate proper-
ties form the basis of cell morphologies and plasticity
in the nervous tissue. In many cases, the cytoskeleton
is biochemically specialized for a particular cell type,
function, and developmental stage. Each type of cyto-
skeletal element has unique functions essential for a
functional nervous system.

Microtubules Are an Important Determinant
of Cell Architecture

Microtubules are near ubiquitous cytoskeletal com-
ponents in eukaryotes (Hyams and Lloyd, 1994). They
play key roles in intracellular transport, are a primary
determinant of cell morphology, form the structural
correlate of the mitotic spindle, and are the functional
core of cilia. Microtubules are very abundant in the
nervous system, and tubulin subunits of microtubules
may constitute more than 10% of total brain protein.
As a result, many fundamental properties of micro-
tubules were defined with microtubule protein
from brain extracts. However, neuronal microtubules
have biochemical specializations to meet the unique
demands imposed by neuronal size and shape.

Intracellular transport and generation of cell mor-
phologies are the most important roles played by
microtubules in the nervous system. In part, this comes
from their ability to organize cytoplasmic polarity.
Microtubules in vitro are dynamic, polar structures
with plus and minus ends that correspond to the fast-
and slow-growing ends, respectively. In contrast, both
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stable and labile microtubules can be identified in vivo,
where they help define both microscopic and macro-
scopic aspects of intracellular organization in cells.
Microtubule organization, stability, and composition
are all highly regulated in the nervous system.

By electron microscopy, microtubules appear as
hollow tubes 25nm in diameter and can be hundreds
of micrometers in length in axons. Microtubule walls
typically comprise 13 protofilaments formed by a
linear arrangement of globular subunits. Globular sub-
units in microtubule walls are heterodimers of o~ and
B-tubulin, with a variety of microtubule-associated
proteins (MAPs) binding to microtubule surfaces.

Neuronal microtubules are remarkable for their
genetic and biochemical diversity. Multiple genes exist
for both - and S-tubulins. These genes are expressed
differentially according to cell type and developmental
stage. Some genetic isotypes are expressed ubiqui-
tously, whereas others are expressed only at specific
times in development, in specific cell types, or both.
Most tubulin genes are expressed in nervous tissue,
and some are enriched or specific to neurons. Specific
tubulin isotypes prepared in a pure form, vary in
assembly kinetics and ability to bind ligands. However,
when more than one isotype is expressed in a single
cell, such as a neuron, they coassemble into micro-
tubules with mixed composition.

The most common posttranslational modifications
of tubulins are tyrosination—detyrosination, acetyla-
tion—deacetylation, and phosphorylation. The first two
are intimately linked to assembled microtubules, but
little is known about physiological functions for any
tubulin modification. Most ¢-tubulin isotypes are syn-
thesized with a Glu-Tyr dipeptide at the C terminus
(Tyr-tubulin), but the tyrosine is removed by tubulin
carboxypeptidase after incorporation into a micro-
tubule, leaving a terminal glutamate (Glu-tubulin).
Microtubules assembled for a longer time are enriched
in Glu-tubulin, but when Glu-tubulin enriched micro-
tubules are disassembled, liberated o-tubulins are
rapidly retyrosinated by tubulin tyrosine ligase. The
tyrosination state of a-tubulin does not affect assem-
bly-disassembly kinetics in vitro, but detyrosination
may affect interactions of microtubules with other cel-
lular structures. Concurrent with detyrosination, o-
tubulins can be subject to a specific acetylation. Tubulin
acetylation was first described in flagellar tubulins, but
this modification is widespread in neurons and many
other cell types. Acetylase acts preferentially on o-
tubulin in assembled microtubules, so long-lived or
stable microtubules tend to be acetylated, but the dis-
tribution of microtubules rich in acetylated tubulin
may not be identical to that of Glu-tubulin. Acetylated
o-tubulin is rapidly deacetylated upon microtubule

disassembly, but acetylation does not alter microtu-
bule stability in vitro.

Tubulin phosphorylation involves S-tubulin and
may be restricted to an isotype expressed preferen-
tially in neurons and neuron-like cells. Various kinases
can phosphorylate tubulin in vitro, but the endogenous
kinase is unknown. Effects of phosphorylation on
assembly are unknown, but phosphorylation is upreg-
ulated during neurite outgrowth. As with o-tubulin
modifications, the physiological role of phosphoryla-
tion on neuronal B-tubulin has yet to be determined.
Other posttranslational modifications have been re-
ported, but their significance and distribution in the
nervous system are not well documented.

The biochemical diversity of microtubules is
increased through association of different MAPs with
different populations of microtubules (Table 4.2). The
significance of microtubule diversity is incompletely
understood, but may include functional differences as
well as variations in assembly and stability. In particu-
lar, MAP composition may define specific neuronal
domains. For example, MAP-2 is restricted to dendritic
regions of the neuron, whereas tau proteins are
modified differentially in axons. Similarly, oligoden-
drocyte progenitors transiently express a novel MAP-2
isoform with an additional microtubule-binding re-
peat; that is, 4-repeat MAP-2c or MAP-2d. This MAP
is in cell bodies but not in processes, suggesting that
MAP-2d might have a role distinct from its capacity to
bundle microtubules (Vouyiouklis and Brophy, 1995).

MAPs in nervous tissue fall into two heterogeneous
groups: tau proteins and high molecular weight MAPs.
Tau proteins have been of intense interest because
posttranslationally modified tau proteins are the
primary constituents of neurofibrillary tangles in the
brains of Alzheimer patients. Tau proteins are primar-
ily neuronal MAPs, although tau may be found outside
neurons as well. Tau binds to microtubules during
assembly—disassembly cycles with a constant stoichi-
ometry and promotes microtubule assembly and sta-
bilization. Tau exists in a number of molecular weight
isoforms expressed differenctially in different regions
of the nervous system and developmental stage. For
example, tau proteins in the adult CNS are typically
60-75kDa, whereas PNS axons contain a higher molec-
ular mass tau of 100kDa. Different isoforms of tau
protein are generated from a single mRNA by alterna-
tive splicing, and additional heterogeneity is produced
by phosphorylation.

High molecular weight MAPs are a diverse group
of largely unrelated proteins found in various tissues,
some of which are brain specific. All have molecular
masses greater than 1300 kDa and form side arms pro-
truding from microtubule surfaces. Many MAPs may
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TABLE 4.2 Major Microtubule Proteins and Microtubule Motors in Mammalian Brain

Location and Function

Tubulins
o-and f-tubulins

Neurons, glia, and nonneuronal cells except mature mammalian erythrocytes. Multigene family with some genes

expressed preferentially in brain, whereas others are ubiquitous. Primary structural polypeptides of microtubules.

¥Tubulin Present near microtubule-organizing center in all microtubule-containing cells. Needed for nucleation of
microtubules.
Microtubule-Associated Proteins (MAPs)
MAP-1a/1b Widely expressed in neurons and glia, including both axons and dendrites; developmentally regulated

phosphoproteins.
MAP-2a/2b MAP-2¢

Dendrite-specific MAPs. The smaller MAP-2c is regulated developmentally, becoming restricted to spines in adults,

whereas 2a and 2b are major phosphoproteins in adult brain.

LMW tau Tau proteins are enriched in axons with a distinctive phosphorylation pattern. A single tau gene is alternatively
HMW tau spliced to give multiple isoforms.

Microtubule Severing Proteins
Katanin Enriched at the microtubule organizing center and thought to be important in the release of microtubules for

transport into axons and dendrites.

Motor Proteins

Kinesins (kinesin-1s,
kinesin-2s, kinesin-
3s, and others)

restricted to dividing cells.

Axonemal dynein

Cytoplasmic dynein

Kinesin-1s are plus-end directed motors associated with membrane-bound organelles and moving them in fast
axonal transport. The other members of the kinesin family are a diverse set of motor proteins with a kinesin-
related motor domain and varied tails. Many are regulated developmentally and some are mitotic motors,

A set of minus-end-directed microtubule motors associated with cilia and flagella, such as ependymal cells.

Cytoplasmic forms may be involved in the axonal transport of either organelles or cytoskeletal elements.

participate in microtubule assembly and cytoskeletal
organization. Traditionally, high molecular weight
MAPs comprise five polypeptides: MAPs 1a, 1b, 1c, 2a,
and 2b. MAP-2 proteins are closely related and located
primarily in dendrites. In contrast, the polypeptides
known as MAP-1 are unique polypeptides with little
sequence homology. MAPs 1a and 1b are expressed
widely and regulated developmentally. MAPs 1a, 1b,
and 2 are all thought to play important roles in stabiliz-
ing and organizing the microtubule cytoskeleton.

In most cell types, cytoplasmic microtubules are
dynamic, although stable microtubule segments are
found in all cells. In nonneuronal cells, such as astro-
cytes and other glia, microtubules typically are
anchored in centrosomal regions that serve as micro-
tubule-organizing centers. As a result, their cytoplas-
mic microtubules are oriented with plus ends at the
cell periphery. The biochemistry of microtubule-
organizing centers is not fully understood, but they
contain a novel tubulin subunit, ytubulin, which func-
tions as a microtubule nucleating protein. In contrast,
dendritic and axonal microtubules of neurons are not
continuous with a microtubule-organizing center, so
alternate mechanisms must exist for their stabilization
and organization. The situation is complicated further

because dendritic and axonal microtubules differ
in both composition and organization. Both axonal
and dendritic microtubules are nucleated at the
microtubule-organizing center but are subsequently
released for delivery to the appropriate compartment.
The release of microtubules from the microtubule-
organizing center appears to involve the microtubule
severing protein, katanin (Baas, 2002). Surprisingly,
axonal and dendritic compartments are not equiva-
lent. First, dendritic and axonal MAPs differ in both
identity and phosphorylation state. Second, microtu-
bule orientation in axons has the plus end distal similar
to other cell types, but microtubules in dendrites may
exhibit both polarities. Finally, dendritic microtubules
are less likely to be aligned with one another and are
less regular in their spacing. As a result, dendritic
diameters taper, whereas axons have a constant diam-
eter as one proceeds away from the cell body.
Stabilization of axonal and dendritic microtubules
is essential because of the volume of cytoplasm and
the distance from sites of protein synthesis for tubulin.
A common side effect of one class of antineoplastic
drugs, the vinca alkaloids, underscores the importance
of microtubule stability in axons. Vincristine and other
vinca alkaloids act by destabilizing spindle micro-
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tubules, but dosage must be monitored carefully to
prevent development of peripheral neuropathies due
to loss of axonal microtubules. Microtubules play criti-
cal roles in both dendritic and axonal function, so
mechanisms to ensure their proper extent and organi-
zation exist.

Axonal microtubules contain a particularly stable
subset of microtubule segments resistant to depoly-
merization by antimitotic drugs, cold, and calcium.
Stable microtubule segments are biochemically dis-
tinct and may constitute more than half of the axonal
tubulin. Stable domains in microtubules may serve to
regulate the axonal cytoskeleton by nucleating and
organizing microtubules as well as stabilizing them.
The biochemical basis of microtubule stability is not
well understood but may include posttranslational
modification of tubulins, presence of stabilizing pro-
teins, or both. Relatively little is known about regula-
tion of dendritic microtubules, but local synthesis of
MAP-2 in dendrites may play a role.

Microfilaments and the Actin-Based
Cytoskeleton Are Involved in Intracellular
Transport and Cell Movement

The actin cytoskeleton is universal in eukaryotes,
although microfilaments are most familiar as thin
filaments in skeletal muscle. Microfilaments (Table 4.3)
play critical roles in contractility for both muscle

TABLE 4.3 Selected Proteins of the Microfilament
Cytoskeleton in Brain

Actins
o-actin (smooth muscle)
B-actin and jactin (neuronal and nonneuronal cells)
Actin monomer-binding proteins
Profilin
Thymosin 4 and 10
Capping proteins
Ezrin/radixin/moesin
Schwannomin/merlin
Gelsolin and other microfilament severing proteins
Gelsolin
Villin
Cross-linking and bundling proteins
Spectrin (fodrin)
Dystrophin, utrophin, and related proteins
o-Actinin
Tropomyosin
Myosins [, II, II, V, VI, VII

and nonmuscle cells. Actin and its contractile partner
myosin are particularly abundant in nervous tissue
relative to other nonmuscle tissues. In fact, one of the
earliest descriptions of nonmuscle actin and myosin
was in brain. In neurons, microfilaments are most abun-
dant in presynaptic terminals, dendritic spines, growth
cones, and subplasmalemmal cortex. Although concen-
trated in these regions, microfilaments are present
throughout the cytoplasm of neurons and glia as short
filaments (4-6nm in diameter and 400-800 nm long).

Multiple actin genes exist in both vertebrates and
invertebrates. Four co-actin human genes have been
cloned, each expressed specifically in a different muscle
cell type (skeletal, cardiac, vascular smooth, and enteric
smooth muscle). In addition, two nonmuscle actin
genes (- and y-actin) are present in humans. S-actin
and y-actin genes are expressed ubiquitously and are
abundant in nervous tissue. The functional significance
of different genetic isotypes is not clear because actins
are highly conserved. Across the range of known actin
sequences, amino acids are identical at approximately
two of three positions. Even the positions of introns
within different actin genes are highly conserved
across species and genes. Despite the high degree of
conservation, differences in distribution of specific iso-
types within a single neuron are seen. For example, 3-
actin may be enriched in growth cones. The prominent
actin bundles seen in some nonneuronal cells in culture
are not characteristic of neurons and most neuronal
microfilaments are less than 1 ym in length.

Many microfilament-associated proteins are found
in nervous tissue (myosin, tropomyosin, spectrin, o-
actinin, etc.), but less is known about their distribution
and normal function in neurons and glia. Myosins
and myosin-associated proteins are considered in the
section on molecular motors, but multiple categories
of actin-binding proteins exist (Table 4.3). Monomer
actin-binding proteins such as profilin and thymosins
are abundant in the developing brain and are thought
to help regulate assembly of microfilaments by seques-
tering actin monomers, which may be mobilized
rapidly in response to appropriate signals. For example,
phosphatidylinositol 4,5-bisphosphate causes the
actin—profilin complex to dissociate, freeing monomer
for explosive microfilament assembly. This may play
a role in growth cone motility, where actin assembly
is critical for filopodial extension.

Several proteins have been identified that cap
microfilaments, serving to anchor them to other
structures or regulate microfilament length. The ezrin—
radixin-moesin gene family encodes barbed-end cap-
ping proteins that are concentrated at sites where the
microfilaments meet the plasma membrane, suggesting
a role in anchoring microfilaments or linking them to
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extracellular components through membrane proteins.
They are prominentcomponents ofnodaland paranodal
structures in nodes of Ranvier. A mutation in a member
of this family expressed in Schwann cells, merlin or
schwannomin, is responsible for the human disease
neurofibromatosis type 2. Development of numerous
tumors with a Schwann cell lineage in neurofibro-
matosis type 2 suggests that this microfilament-binding
protein acts as a tumor suppressor.

Whereas some membrane proteins interact directly
with microfilaments in the membrane cytoskeleton,
others interact with the actin cytoskeleton through
intermediaries. Proteins such as spectrin (fodrin),
o-actinin, and dystrophins cross-link, or bundle,
microfilaments, giving rise to higher order complexes.
Spectrin is enriched in the cortical membrane cytoskel-
eton and is thought to have a role in localization of
integral membrane proteins such as ion channels and
receptors. Dystrophin is the best known member of a
family of proteins that appear to be essential for clus-
tering of receptors in muscle and nervous tissue. A
mutation in dystrophin is responsible for Duchenne
muscular dystrophy. Positioning of integral membrane
proteins on the cell surface is an essential function of
the actin-rich membrane cytoskeleton, acting in concert
with a class of proteins that contain the protein-binding
module, the PDZ domain.

Members of the gelsolin family have multiple activi-
ties. They not only cap the barbed end of a microfila-
ment, but also sever microfilaments and can nucleate
microfilament assembly. Severing-capping proteins
may be critical for reorganizing the actin cytoskeleton.
The Ca* dependence of gelsolin severing activity may
provide a mechanism for altering the membrane
cytoskeleton in response to Ca* transients. Other
second messengers, such as phosphatidylinositol 4,5-
bisphosphate, may also regulate gelsolin function,
suggesting interplay between different classes of actin-
binding proteins such as gelsolin and profilin. Oligo-
dendrocytes are the only nonneural cells in the CNS
that express significant amounts of the actin-binding
and microfilament-severing protein gelsolin.

Proteins with other functions may interact directly
with actin or actin microfilaments. For example, some
membrane proteins, such as epidermal growth factor
receptor, bind actin microfilaments directly, which
may be important in anchoring these components at a
particular location on the cell surface. Other cytoskel-
etal structures also interact with microfilaments. Both
MAP-2 and tau microtubule-associated proteins can
interact with microfilaments in vitro and may mediate
interactions between microtubules and microfilaments.
Finally, the synaptic vesicle-associated phosphopro-
tein, synapsin I, has a phosphorylation-sensitive inter-

action with microfilaments that may be important for
targeting and storage of synaptic vesicles in the pre-
synaptic terminal (Murthy and De Camilli, 2003).
Many of these interactions were defined by in vitro-
binding studies, and their physiological significance is
not always established. The presence of actin as a
major component of both pre- and postsynaptic spe-
cializations, as well as in growth cones, gives the actin
cytoskeleton special significance in the nervous system
(Murthy and De Camilli, 2003). The enrichment of the
microfilament cytoskeleton at the plasma membrane
makes them the cytoskeletal components most respon-
sive to changes in the local external environment of the
neuron. Microfilaments also play a critical role in posi-
tioning receptors and ion channels at specific locations
on neuronal surfaces. Although we emphasize enrich-
ment of the microfilament cytoskeleton at the plasma
membrane, microfilaments are also abundant in the
deep cytoplasm. The microfilaments are best regarded
as a uniquely plastic component of the neuronal cyto-
skeleton that plays a critical role in local trafficking of
cytoskeletal and membrane components.

Intermediate Filaments Are Prominent
Constituents of Nervous Tissue

Intermediate filaments appear as solid, ropelike
fibrils from 8 to 12nm in diameter that may be many
micrometers long (Lee and Cleveland, 1996). Interme-
diate filament proteins constitute a superfamily of five
classes with expression patterns specific to cell type
and developmental stage (Table 4.4). Type I and type
II intermediate filament proteins are keratins, hall-
marks of epithelial cells. Keratins are not associated
with nervous tissue and will not be considered further.
In contrast, all nucleated cells contain type V interme-
diate filament proteins, nuclear lamins. Lamins are the
most evolutionarily divergent of intermediate filament
genes, with regard to both intron/exon distribution
and polypeptide domain structure. Cytoplasmic inter-
mediate filaments in the nervous system are all either
type III or type IV.

Type III intermediate filaments are a diverse family
that includes vimentin (characteristic of fibroblasts
and embryonic cells including embryonic neurons)
and glial fibrillary acidic protein (GFAP, a marker for
astrocytes and Schwann cells). Type III intermediate
filament subunits are typically 45 to 60kDa with a
conserved rod domain and relatively small gene-
specific amino- and carboxy-terminal sequences. As a
result, type III intermediate filament subunits form
smooth filaments without side arms. Type III polypep-
tides can form homopolymers or coassemble with
other type III intermediate filament subunits.
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TABLE 4.4 Intermediate Filament Proteins of the
Nervous System

Class and Name Cell Type

Types I and II

Acidic and basic keratins ~ Epithelial and endothelial cells

Type III
Glial fibrillary acidic Astrocytes and nonmyelinating
protein Schwann cells
Vimentin Neuroblasts, glioblasts, fibroblasts,
etc.
Desmin Smooth muscle
Peripherin A subset of peripheral and central
neurons
Type IV

NF triplet (NFH, NFM, Most neurons, expressed at highest
NFL) level in large myelinated fibers

o-Internexin Developing neurons, parallel fibers

of cerebellum
Nestin Early neuroectodermal cells

The most divergent member of this
class; some have classified it as a
sixth type
Type V

Nuclear lamins Nuclear membranes

Type III intermediate filament proteins in the
nervous system typically are restricted to glia or
embryonic neurons. Vimentin is abundant in a many
cells during early development, including both
glioblasts and neuroblasts. Some Schwann cells and
astrocytes also contain vimentin. Curiously, mature
oligodendrocytes do not have intermediate filaments;
an exception to the general rule that metazoan cells
contain all three classes of cytoskeletal structures. Oli-
godendrocyte precursors, however, do express vimen-
tin and may express GFAP transiently.

Peripherin is one type III intermediate filament
protein unique to neurons. Peripherin has a character-
istic expression during development and regeneration
in specific neuronal populations and may be coex-
pressed with type IV neurofilament proteins. It
can coassemble with type IV neurofilament subunits
both in vitro and in vivo, where it can substitute for the
low molecular weight neurofilament subunit (NFL).
However, whether coassembly is generally the case is
not known. Unlike type IV intermediate filaments,
intermediate filaments made from type III subunits
tend to disassemble more readily under physiological
conditions. Thus, the presence of type III intermediate
filament subunit proteins may produce more dynamic
structures, which could be important during develop-
ment or regeneration.

Neuronal intermediate filaments typically have side
arms that limit packing density, whereas glial interme-
diate filaments lack side arms and may be very tightly
packed. Neuronal intermediate filaments have an
unusual degree of metabolic stability, which makes
them well suited to the role of stabilizing and main-
taining neuronal morphology. Due to this stability, the
existence of neurofilaments was recognized long before
much was known about their biochemistry or func-
tion. Neurofilaments were seen in early electron micro-
graphs, and many traditional histological procedures
to visualize neurons were based on a specific reaction
of silver and other metals with neurofilaments.

Most neuronal intermediate filament have three
distinct subunits present in varying stochiometries,
all type IV polypeptides. Apparent molecular mass for
neurofilament subunits vary widely across species,
but mammalian forms are typically a triplet ranging
from 180 to 200kDa for the high molecular weight
subunit (NFH), from 130 to 170kDa for the medium
subunit (NFM), and from 60 to 70kDa for NFL.
Neurofilament triplet proteins are each encoded by a
separate type IV intermediate filament gene, which
have a characteristic domain structure that can be rec-
ognized in both primary sequence and gene structure.
Type IV genes typically are expressed only in neurons,
although Schwann cells in damaged peripheral nerves
may also transiently express NFM and NFL. Neuro-
filament polypeptides initially were identified from
axonal transport studies. Neurofilament subunits are
highly phosphorylated in axons, particularly NFM
and NFH. In humans and some other species, NFH
has more than 50 repeats of a consensus phosphoryla-
tion site at its carboxy terminus, and levels of NFH
phosphorylation indicate that most are phosphory-
lated in vivo. This high level of phosphorylation in
neurofilament tail domains is a distinctive character-
istic of neurofilaments.

A second motif characteristic of neurofilaments is
the presence of a glutamate-rich region in the tail adja-
cent to the core rod domain. This glutamate region has
particular significance for neuroscientists because it
appears to be the basis for reaction of the classic
neurofibrillary silver stains for neurons. These stains
were introduced in the late nineteenth century and
used extensively by histologists and neuroanatomists
from Ramon y Cajal’s time to the present. The molecu-
lar basis of neurofibrillary stains was unknown until
1968, when F. O. Schmitt showed that neurofibrils
were formed by neurofilaments. Remarkably, the
ability of neurofilament subunits to react with silver
histological stains is retained even after separation in
gel electrophoresis for neurofilaments from organisms
as diverse as human, squid, and the marine fanworm,
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Moyxicola. Conservation of this glutamate-rich domain
suggests both an important functional role and early
divergence of neurofilaments from the other interme-
diate filament families.

Neurofilaments and neurofilament triplet proteins
play a critical role in determining axonal caliber. As
noted earlier, neurofilaments have characteristic side
arms, unique among intermediate filaments. Although
all three subunits contribute to the neurofilament
central core, side arms are formed only by carboxy-
terminal regions of NFM and NFH. Phosphorylation
of NFH and NFM side arms alters charge density on
the neurofilament surface, repelling adjacent similarly
charged neurofilaments. Although cross bridges be-
tween neurofilaments often are noted, direct studies of
interactions between neurofilaments provide little evi-
dence of stable crosslinks between neurofilaments or
between neurofilaments and other cytoskeletal struc-
tures. The high density of surface charge due to phos-
phorylation of neurofilaments makes it difficult to
imagine a stable interaction between neurofilaments
and other structures of like charge. However, dynamic
interactions between neurofilaments and cellular struc-
tures or proteins may be critical for neurofilament
function and metabolism.

Altered expression levels of neurofilament subunits
or mutations in neurofilament genes are associated
with some neuropathologies. Disruption of neuro-
filament organization is a hallmark of pathology for
many degenerative diseases of the nervous system,
particularly those affecting large myelinated axons
such as those of spinal motor neurons, such as amyo-
trophic lateral sclerosis. Overexpression of normal
NFH or expression of some mutant NFL genes in
transgenic mouse models leads to the accumulation of
neurofilaments in the cell body and proximal axon of
spinal motor neurons, similar to those seen in amyo-
trophic lateral sclerosis and related motor neuron dis-
eases. Similarly, an early indicator of neuropathies due
to neurotoxins such as acrylamide and hexanedione is
accumulation of neurofilaments in either proximal or
distal regions of axons. However, the question of
whether neurofilament defects are a primary event in
pathogenesis or reflect an underlying metabolic pathol-
ogy remains unclear.

Another type IV intermediate filament gene
expressed only in neurons is o-internexin. Unlike the
triplet, orinternexin is expressed preferentially early
in development and disappears from most neurons
during maturation. Intermediate filament with o~
internexin do persist in some adult neurons, such as
the branched axons of granule cells in the cerebellar
cortex. Although orinternexin can coassemble with
neurofilament triplet subunits, it also forms homopol-

ymeric filaments. The primary sequence of o-internexin
has features in common with NFL and NFM that are
thought to confer assembly properties distinct from
other type IV intermediate filaments.

The final intermediate protein expressed in the
nervous system is nestin, which is seen transiently
during early development. Nestin is expressed in
neurons, Schwann cells and oligodendrocyte progeni-
tors, which appear late in the development of the
embryonic nervous system. Remarkably, nestin is
expressed almost exclusively in ectodermal cells after
commitment to the neuroglial lineage, but prior to ter-
minal differentiation. At 1250kDa, nestin is the largest
intermediate filament subunit and the most divergent
in sequence. Several distinctive features lead some to
classify nestin as a sixth type of intermediate filament,
whereas others group it with type IV genes. Relatively
little is known about assembly properties of nestin in
vivo or physiological functions of nestin filaments in
neuroectodermal cells.

How Do the Various Cytoskeletal
Systems Interact?

Each class of cytoskeletal structures may be found
without the others in some cellular domains, but
all three classes—microtubules, microfilaments, and
intermediate filaments—coexist in many domains and
inevitably interact. These interactions are typically
dynamic, rather than through stable cross-links to
one another. As mentioned earlier, microtubules and
neurofilaments have highly phosphorylated side
arms projecting from their surfaces. The high density
of negative surface charge tends to repel structures
with a like charge and rigidify microtubules and
neurofilaments, affecting axon diameter.

The growth cone is a unique neuronal domain with
distinctive cytoskeletal organization, such as longer
microfilaments in filopodia and feurofilaments are
excluded from growth cones, typically extending no
further than the growth cone neck. In contrast, micro-
tubules and microfilaments play complementary roles
in growth cones. Microfilaments are critical in sprout-
ing but less critical for elongation. In contrast, disrupt-
ing microtubules in distal neurites inhibits neurite
elongation, but does not affect sprouting.

Summary

The intracellular framework giving shape to neurons
and glia is the cytoskeleton, a complicated set of struc-
tures and their associated proteins. These organelles are
also responsible for intracellular movement of materi-
als and, during development, for cell migration and
plasma membrane extension within nervous tissue.
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MOLECULAR MOTORS IN THE
NERVOUS SYSTEM

Until 1985, our knowledge of molecular motors in
vertebrate cells of any type was restricted to myosins
and flagellar dyneins. Myosins were identified in
nervous tissue, but functions were uncertain. The pre-
ponderance of evidence indicated that fast axonal
transport was microtubule based, so there was consid-
erable interest in cytoplasmic dyneins, but initial
studies failed to find a functional cytoplasmic dynein.
However, a better understanding of molecular motors
in the nervous system has now emerged, largely
through studies on axonal transport (Brady and Sperry,
1995; Hirokawa and Takemura, 2005).

Myosins and dyneins can be distinguished pharma-
cologically by their differential susceptibility to inhibi-
tors of ATPase activity, but the spectrum of inhibitors
active against fast axonal transport fails to match prop-
erties of either myosin or dynein. The most striking
difference between inhibitor effects on axonal trans-
port and on myosin or dynein motors was seen
with a nonhydrolyzable analog of ATP. Adenylyl-
imidodiphosphate (AMP-PNP) is a weak competitive
inhibitor of both myosin and dynein, requiring a 10- to
100-fold excess of analog. In contrast, both anterograde
and retrograde axonal transport stop within minutes
of AMP-PNP perfusion into isolated axoplasm, even
in the presence of stoichiometric concentrations of
ATP. Organelles moving in both directions freeze in
place and remain attached to microtubules. AMP-PNP
weakens interactions of myosin with microfilaments
and of dynein with microtubules, but stabilizes binding
of membrane-bound organelles to microtubules. Thus,
effects of AMP-PNP indicated that axonal transport of
membrane-bound organelles involved another type of
motor, distinct from both myosins and dyneins.

The effects of AMP-PNP both demonstrated the
existence of a new type of motor protein and provided
a basis for identifying its constituent polypeptides.
Binding of this ATPase to microtubules should be
increased by AMP-PNP and decreased by ATP. Poly-
peptides meeting this criterion soon were identified
and the new mechanochemical ATPase was named
kinesin, based initially on an ability to move microtu-
bules across glass coverslips as plus-end directed
motor. Studies soon established that kinesin was a
microtubule-activated ATPase with minimal basal
activity. This combination of ATPase activity and
motility in vitro confirmed it as the first member of a
new class of microtubule-based motor, the kinesins
(Brady and Sperry, 1995; Hirokawa and Takemura,
2005).

Kinesins are now known to comprise over 40 differ-
ent genes in at least 14 subfamilies all with a highly
conserved motor domain that includes ATP- and
microtubule-binding domains, (Miki et al., 2005). Mul-
tiple members of the kinesin superfamily are expressed
in both adult and developing brains. Many kinesin
family members are associated with mitosis, although
some of these are also in postmitotic neurons. Members
of kinesin families 1-6 are implicated in various neuro-
nal functions ranging from transport of membrane-
bounded organelles to translocation of microtubules in
dendrites, and others may also have functions in the
nervous system. This proliferation of motor proteins
dramatically has altered the questions being asked
about motor function in the brain. Most kinesins move
toward the plus end of microtubules, but some move
toward the minus end increasing the number of poten-
tial functions that kinesin family members might serve,
including a role in transport of cytoskeletal structures.
Studies continue to identify new functions for members
of the kinesin superfamily expressed in neurons or
glial cells.

Kinesin-1, the founding member of the kinesin
superfamily, remains the most abundant class of
kinesin expressed in brain and other tissues, leading
to an extensive characterization of its biochemical,
pharmacological, immunochemical, and molecular
properties. Electron microscopic and biophysical anal-
yses reveal kinesin as a long, rod-shaped protein,
approximately 80nm in length. Kinesin-1 is a hetero-
tetramer with two heavy chains (115-130kDa) and two
light chains (62-70kDa). Localization of antibodies
specific for kinesin subunits by high resolution elec-
tron microscopy of brain kinesin indicates that two
heavy chains arranged in parallel, forming the heads
and much of the shaft, whereas light chains are local-
ized to the fan-shaped tail region (Fig. 4.5).

ATP-binding and microtubule-binding domains of
kinesin are in the heavy chain head regions. Axonal
microtubules are oriented with plus ends distal from
the cell body, so anterograde transport would require
a motor that moves organelles toward the plus end
direction. Three different genes for kinesin-1 heavy
chain are expressed in neurons, one of which is neuron-
specific, along with two light chain genes. Kinesin-1
appears associated with a variety of membrane-bound
organelles, including synaptic vesicles or their precur-
sors, mitochondria, and endosomes. Mechanisms for
associating specific kinesin-1 isoforms with specific
neuronal cargoes are incompletely understood. In the
case of kinesin, the interaction is thought to involve
both kinesin light chains and the carboxy termini of
the heavy chains. Remarkably, mutations in the
neuron-specific isoform of kinesin-1 can lead to a form
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FIGURE 4.5 Examples of microtubule motor proteins in the mammalian nervous system. The first microtubule motor identified in nervous
tissue was a kinesin 1, but showed 3 kinesin 1 genes including a neuron-specific form (kinesin 1A). Motor domains are well conserved by tail
domains and appear to be specialized for interaction with various targets, such as different membrane-bound organelles. After the sequence
of the kinesin heavy chain was established, the presence of additional genes that contained sequences homologous to the motor domain of
kinesin was soon recognized. The molecular organization of these various motor proteins is diverse, including monomers (Kinesin 3A), trimers
(Kinesin 2), and tetramers (ubiquitous and neuron-specific kinesins). Cytoplasmic dynein may interact with membrane-bound organelles and
cytoskeletal structures. Genetic methods have established that there may be > 40 kinesin-related genes and 16 dynein heavy chains genes in a

single organism.

of hereditary spastic paraplegia, an adult onset neuro-
degenerative disease of motor neurons.

An indirect result of the discovery of kinesin was
the long sought cytoplasmic form of dynein, previ-
ously identified as a high molecular weight MAP in
brain called MAP-1c,. Both cytoplasmic dynein and
kinesin-1 can be isolated from brain by incubation of

microtubules with nucleotide-free soluble extracts.
Both are bound to microtubules under these condi-
tions and released by ATP. MAP-1c dynein moved
microtubules in vitro with a polarity opposite that
seen with kinesin and was identified as a two-headed
cytoplasmic dynein using both structural and bio-
chemical criteria. Dynein heavy chains are also a gene
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family with 14 flagellar dyneins and two cytoplasmic
dyneins (Pfister et al., 2006). Some, but not all, func-
tions of cytoplasmic dynein also involve another
complex of polypeptides known as dynactin (Schroer,
2004).

Cytoplasmic dyneins are a 40-nm-long complex of
molecular mass 1.6 x 10° Da, that include two heavy
chains as well as multiple intermediate and light chains
(Fig. 4.5). Nonneuronal cells show immunoreactivity
for dynein on mitotic spindles and a punctate pattern
of immunoreactivity present in interphase cells is
thought to be dynein