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Preface to the Second Edition

It is now over 10 years since the publication of the first edition of The Handbook 
of Phonetic Sciences. Since then the phonetic sciences have developed substantially 
and there are now many more disciplines taking a professional interest in speech-
related areas. This multidisciplinary orientation continues to be reflected in the 
second edition.

In this second edition, 32 leading researchers have contributed 22 chapters in 
5 major sectors of the contemporary subject. As with the first edition, an elementary 
knowledge of the field is assumed and each chapter presents an overview of a 
key area of the expertise which makes up the wide range of the phonetic sciences 
today.

There are a number of chapters retained from the first edition which have been 
substantially updated by the authors. These include the chapters by Stone, Shadle, 
Hirose, Mackenzie Beck, Farnetani and Recasens, Löfqvist, Gobl and Ní Chasaide, 
Stevens and Hanson, Moore, McQueen and Cutler, Ohala, Carlson and Granström. 
Other topic areas from the first edition have been given completely new treatment 
by newly commissioned authors (chapters by Harrington, Ackermann and Ziegler, 
Smith, Davis, Ellis, Renals and King). There are also two new chapters covering 
sociophonetics (Scobbie, Foulkes, and Watt) and phonetic notation (Esling). To reflect 
the increasing significance of the area of prosody in the phonetic sciences we have 
also included two commissioned chapters covering the areas of timing and rhythm 
(Fletcher), and tone and intonation (Beckman and Venditti).

For readers with complementary interests in phonology and clinical phonetics 
and linguistics the companion volumes to this handbook, The Handbook of Phono-
logical Theory (Goldsmith, 2010, 2nd edn.) and The Handbook of Clinical Linguistics 
(Ball, Perkins, Müller, & Howard, 2008) are recommended.

We would like to thank a number of colleagues for their assistance with editorial 
work, including Annabel Allen, Pauline Campbell, Erica Clements, Sue Peppe, and 
Sonja Schaeffler. Special thanks are also due to Anna Oxbury for her meticulous 
and thoughtful copy-editing.

The editors



 Introduction

WIllIam J. Harcastle, JoHn laver, 
and FIona e. GIbbon

as with the first edition, the book is divided into five major sections. the first 
part begins with an account of the main measurement techniques, methodologies, 
and instruments found in experimental phonetic laboratories. the next part  
explores aspects of the anatomical and physiological framework for normal and 
disordered speech production. the third and largest part of the book focuses on 
the acquisition of speech and theories and models of speech production and 
perception. the fourth part deals with the linguistic motivation of much research 
in the phonetic sciences in covering a number of key areas of linguistic phonetics. 
the final part returns to experimental approaches to the phonetic sciences but 
this time focusing on speech signal processing and engineering in an overview 
of the main developments in speech technology. there are extensive pointers to 
further reading in each chapter.

Part I has four chapters on the topic of experimental Phonetics. the section 
begins with a critical evaluation by maureen stone on current laboratory tech-
niques that measure the oral vocal tract during speech. the focus is on instruments 
that measure the articulators directly and indirectly. Indirect measurements come 
from instruments that are remote from the structures of interest such as imaging 
techniques (e.g., X-ray, mrI, and ultrasound). direct measurements come from 
instruments that contact the structures of interest, such as, point-tracking devices 
and electropalatography. references are made to current research using each  
instrument in order to indicate its applications and strengths.

experimental approaches to speech production are explored further by christine 
shadle in the next chapter on the aerodynamics of speech. this chapter begins 
by defining aerodynamics and reviews the basic concepts of fluid statics and 
dynamics (including turbulence), and aerodynamically distinct vocal tract behav-
iors are discussed. this is followed by a section covering measurement methods, 
divided into basic methods such as pressure and flow velocity measurement, and 
speech-adapted methods such as the rothenberg mask and methods for measur-
ing or estimating lung volume and subglottal pressure, and the use of hot-wires 
to measure flow velocities in the vocal tract. a final section describes models of 
speech production that incorporate aerodynamics.
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acoustic phonetics is the subject of the third chapter by Jonathan Harrington. 
this new chapter provides an overview of the acoustic characteristics of con-
sonants and vowels from the perspective of a broad range of research questions 
in experimental phonetics and laboratory phonology. various procedures for the 
phonetic classification of the acoustic speech signal are reviewed including the 
identification of vowel height and backness from various transformed acoustic 
spaces, the derivation of place of articulation in oral stops from burst and locus 
cues, and techniques for distinguishing between fricatives based on parameter-
izing spectral shape. these techniques are informed by a knowledge of speech 
production and are related to speech perception, and they also establish links to 
pattern classification in signal processing.

Investigating the physiology of laryngeal structures is the subject of the final 
chapter in this section. In this chapter, Hajime Hirose describes specialized, newly 
developed techniques for observing laryngeal behavior during speech production, 
including flexible fiberscopy, high-speed digital imaging, laryngeal electromyo-
graphy, photoglottography, electroglottography, and magnetic resonance imaging. 
basic behaviors of the laryngeal structures are described with reference to the 
results of observation obtained by the above techniques and the nature of laryngeal 
adjustments that take place under different phonetic conditions.

Part II contains three chapters on biological perspectives and opens with an 
exploration by Janet mackenzie beck on organic variation and the ways it affects 
the vocal apparatus. she points to two main sources of variation in speech per-
formance: phonetic variation resulting from differences in the way individuals 
use their vocal apparatus, and organic variation depending on individual dif-
ferences in inherent characteristics of the vocal organs. the chapter focuses on 
organic variation bringing together information from a variety of sources, ana-
tomical, physiological, anthropological. three main types of differences in the 
structure of the vocal apparatus are discussed: the life-cycle changes within an 
individual; genetic or environmental factors which differentiate between indi-
viduals; and differences which result from trauma or disease.

Hermann ackermann and Wolfram Ziegler in their chapter on brain mechanisms 
underlying speech motor control begin with an overview of the topic. their dis-
cussions draw upon data derived from three approaches, namely, electrical surface 
stimulation of the cortex, lesion studies in patients with neurogenic communica-
tion disorders, and functional imaging techniques. these discussions are preceded 
by a review of experimental studies in subhuman primates addressing the cor-
ticobulbar representation of orofacial muscles as well as the cerebral correlates of 
vocal behavior.

the final chapter in Part II is by anne smith and concerns the development  
of neural control for speech. she gives an integrative overview of studies of the 
development of the neuromotor processes involved in controlling articulatory 
movements for speech. the area of speech motor development has not been 
critically reviewed recently and this chapter provides a detailed summary of 
major advances in understanding the time course of maturation of speech motor 
control processes, which, contrary to earlier claims, are not adult-like until late 
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adolescence. discussions of theoretical issues in speech motor development, such 
as the units involved in the language–motor interface and the issues of neural 
plasticity and sensitive periods in speech motor development, portray important, 
ongoing debates in this area.

Part III contains seven chapters on the topic of modeling speech production 
and perception. the first is a chapter on speech acquisition by barbara davis. she 
addresses the question of how young children integrate biology and cognition  
to achieve the necessary capacities for the phonological component of linguistic 
communication. the chapter outlines how contemporary theoretical perspectives 
and research paradigms consider the nature of speech acquisition. these include 
formalist phonological perspectives representing a consistent strand of proposals 
on acquisition of sound patterns in languages. she contrasts this approach  
with functionalist phonetic science perspectives that have focused on biological 
characteristics of the developing child and the ways in which these capacities 
contribute to emergence of complex speech output patterns.

the chapter by edda Farnetani and daniel recasens presents an overview of 
the current knowledge concerning coarticulation and connected speech processes. 
the authors address the nature of coarticulatory and assimilatory processes  
in connected speech, and explore the foundations and predictions of the most 
relevant theoretical models of labial, velar, and lingual coarticulation (feature 
spreading, time-locked, locus equation, adaptive variability, window model, and 
coarticulatory resistance). they describe the significant theoretical and experi-
mental progress in understanding contextual variability, which is reflected in 
continuously evolving and improving models, and in increasingly rigorous and 
sophisticated research methodologies.

theories and models of speech production are developed further by anders 
löfqvist, particularly from the point of view of spatial and temporal control of 
speech movements. In his chapter, theoretical and empirical approaches to speech 
production converge in their focus on understanding how the different parts of 
the vocal tract are flexibly marshaled and coordinated to produce the acoustic 
signal that the speaker uses to convey a message. He outlines a variety of experi-
mental paradigms and how these are applied to the problem of coordination and 
control in motor systems with excess degrees of freedom.

an area of key theoretical and technical importance is the nature of the voice 
source and how it varies in speech. the chapter by christer Gobl and ailbhe ní 
chasaide is concerned with acoustic aspects of phonation and its exploitation  
in speech communication. the early sections focus on the source signal itself, on 
analysis techniques, and provide acoustic descriptions of different voice qualities. 
the later sections describe how variations in the voice source are associated with 
segmental or suprasegmental aspects of the linguistic code, and discuss the role 
of voice quality in the paralinguistic signaling of emotion, mood, and attitude.  
the sociolinguistic function in differentiating among linguistic, regional, and social 
groups is briefly outlined, as well as its important role in speaker identification.

the next chapter by Kenneth stevens and Helen Hanson focuses on  
articulatory–acoustic relations as the basis of distinctive contrasts. the chapter 
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provides a physical basis for the inventory of binary distinctive features or 
 phonological contrasts that are observed in language. the chapter is a major 
update on the quantal nature of speech, and the authors show how aerodynamic 
and acoustic properties of speech production lead to quantal relations between 
the articulatory parameters and the acoustic consequences of these variations. 
the chapter also proposes how listeners might extract additional enhancing cues 
as well as cues relating to the defining quantally-based properties of the acoustic 
signal in running speech. other approaches that have been proposed to account 
for variability in speech are also described.

the final two chapters in Part III deal with aspects of auditory processing  
and speech perception. the first chapter by brian moore reviews selected aspects 
of auditory processing, chosen because they play a role in the perception of  
speech. the review is concerned with basic processes, many of which are strongly 
influenced by the operation of the peripheral auditory system and which can be 
characterized using simple stimuli such as pure tones and bands of noise. He 
discusses the resolution of the auditory system in frequency and time, as revealed 
by psychoacoustic experiments. a consistent finding is that the resolution of  
the auditory system usually markedly exceeds the resolution necessary for the 
identification or discrimination of speech sounds. this partly accounts for the fact 
that speech perception is robust, and resistant to distortion of the speech and to 
background noise.

James mcQueen and anne cutler in their chapter focus on the cognitive pro-
cesses involved in speech perception. they describe how recognition of spoken 
language involves the extraction of acoustic-phonetic information from the speech 
signal, and the mapping of this information onto cognitive representations. they 
focus on our ability to understand speech from talkers we have never heard 
before, and to perceive the same phoneme despite acoustically different realiza-
tions (e.g., by a child’s voice versus an adult male’s). they show how processing 
of segmental, lexical and suprasegmental information in word recognition con-
tributes significantly to listeners’ processing decisions.

the five chapters in Part Iv cover different aspects of linguistic phonetics, and 
begins with two new chapters on speech prosody. Janet Fletcher explores rhythm 
and timing in speech with a particular focus on how durational patterns of seg-
ments and syllables contribute to the signaling of stress and/or accent and prosodic 
phrasing in different languages. the chapter summarizes the contribution of  
durational patterns of segments, morae, and syllables to the rhythm and tempo of 
spoken language, and evaluates the different kinds of metrics that are often used 
in experimental investigations. What emerges is a complex picture of how speech 
unfolds in time, and crucially how the temporal signatures of prosody in a lan-
guage are often accompanied by additional qualitative acoustic and articulatory 
modifications, rather than just adjustment of measurable duration alone.

In the second chapter on speech prosody, mary beckman and Jennifer venditti 
examine tone and intonation. the authors begin by reviewing the ways in  
which pitch patterns are represented in work on tone and intonation. a key point 
in this review is that symbolic representations are phonetically meaningful only 
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if they are tags for parameter settings in an analysis-by-synthesis model of f0  
contours. the most salient functions of lexical contrast, prosodic grouping, and 
prominence marking are described in a way that makes clear that many aspects 
of the pitch pattern can simultaneously serve one, two, or all three of these func-
tions. the authors conclude by suggesting that broad-scale typologies that dif-
ferentiate only between two or three language “types” (e.g., “tone languages”) 
are overly simplistic.

the next chapter by John ohala explores the relation between phonetics and 
phonology. In tracing the history of this relationship from the early part of the 
last century, he shows it has been affected by theoretical frameworks such as 
structuralist phonology, in which more attention was given to relations between 
sounds at the expense of substance of sounds. It is proposed that in order to 
explain sound patterns in language, phonology needs to re-integrate scientific 
phonetics (as well as psychology and sociolinguistics). the author provides ex-
amples where principles of aerodynamics and acoustics are used to explain certain 
common sound patterns.

John esling’s chapter on phonetic notation reviews the theoretical constructs 
of how speech sounds are transcribed using phonetic notation. He presents the 
International Phonetic alphabet (IPa) as a common core of standard usage that 
transcribers of language can universally refer to and understand. orthographic, 
iconic, and alphabetic notation are differentiated, and the phonetic relationships 
between sets of symbols are addressed. a revised version of the IPa consonant 
chart is developed, as well as a novel way of looking at the IPa vowel chart.  
Place of articulation, manner of articulation, vowel classification, and secondary 
articulation are discussed where they present challenges to notational conventions. 
He also discusses notation for stress and juncture, strength of articulation, voice 
quality, and clinical usage for transcribing disordered speech.

the last chapter in Part Iv is on sociophonetics. In this chapter, Paul Foulkes, 
James scobbie, and dominic Watt provide an overview of sociophonetics as  
an area of the phonetic sciences which takes into account the systematic subtle  
differences in phonetic systems which attach to social groups. this structured 
variation informs theoretical debate in fields such as sociolinguistics, phonetics, 
phonology, psycholinguistics, typology, and diachronic linguistics. In their chapter, 
Foulkes, scobbie, and Watt survey work which touches on all these areas, although 
sociolinguistics features most strongly. the chapter addresses both production and 
perception studies, before moving on to consider contemporary methodological 
issues and the general theoretical implications that arise from the literature.

Part v contains three chapters that are concerned with issues relating to speech 
technology. most speech technology applications rely on digital signal processing 
and daniel ellis presents an introduction to the topic of signal processing for 
speech. His chapter emphasizes an intuitive understanding of signal processing 
in place of a formal mathematical presentation. He begins with familiar daily 
experiences of resonance and oscillation, for instance as seen in a pendulum, and 
builds up to the ideas of decomposing signals into sinusoids (Fourier analysis), 
filtering, and the familiar speech-related tools of the spectrogram and cepstral 
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coefficients. all of this is done without a single equation, but in a way that  
may help cement insights even for readers already familiar with more technical 
presentations.

the next chapter, by rolf carlson and björn Granström, is a survey of speech 
synthesis systems. they review some of the more popular approaches to speech 
synthesis and show how it is no longer simply a research tool but has many 
everyday applications. they describe current trends in speech synthesis research 
and point to some present and future applications of text-to-speech technology.

Part v concludes with a chapter on automatic speech recognition by steve 
renals and simon King. they define automatic speech recognition as the task of 
transforming an acoustic speech signal to the corresponding sequence of words. 
their chapter provides on overview of the statistical, data-driven approaches 
which now comprise the state-of-the-art. the chapter outlines the decomposition 
of the problem into acoustic modeling and language modeling and provides a 
flavor of some of the technical details that underpin this research field, as well 
as outlining some of the major open challenges.

We would like to conclude by offering our warmest thanks to all the contributors. 
We believe that the 22 chapters in the second edition of this handbook give an 
exciting as well as a representative flavor of the productive multidisciplinary 
research that typifies the phonetic sciences today.



Part I Experimental 
Phonetics





1 Laboratory Techniques  
for Investigating Speech 
Articulation

MAurEEn STonE

This chapter discusses current laboratory techniques that measure the oral vocal 
tract during speech. The focus is on instruments that measure the articulators 
directly and indirectly. Indirect measurements come from instruments that are 
remote from the structures of interest such as imaging techniques. Direct measure-
ments come from instruments that contact the structures of interest, such as, 
point-tracking devices and electropalatography. Although some references are 
made to current research using each instrument, to indicate its applications and 
strengths, the list of studies is not comprehensive as the goal is to explain the 
instrument.

Measuring the vocal tract is a challenging task because the articulators differ 
widely in location, shape, structural composition, and speed and complexity of 
movement. First, there are large differences in tissue consistency between soft 
tissue structures (tongue, lips, velum) and hard tissue structures (jaw, palate), 
which result in substantially different movement complexity. In other words, the 
fluid deformation of the soft structures and the rigid movements of the bones 
need different measurement strategies. Second, measurement strategies must  
differ between structures visible to superficial inspection, such as the lips, and 
structures deep within the oral cavity, such as the velum. Third, articulator rates 
of motion vary, so that an instrument with a frequency response appropriate for 
the slow-moving jaw will be too slow for the fast-moving tongue tip. The final 
and perhaps most important measurement complication is the interaction among  
articulators. Some articulatory behaviors are highly correlated, and distinguishing 
the contributions of each player can be quite difficult. The most dramatic example 
of this is the tongue–jaw system. It is clear that jaw height is a major factor  
in tongue tip height. However, the coupling of these two structures becomes 
progressively weaker as one moves posteriorly, until in the pharynx, tongue 
movement is only minimally coupled to jaw movement if at all. Thus, trying to 
measure the contribution of the jaw to tongue movement becomes a difficult task.

It is difficult to devise a transducer that can be inserted into the mouth, which 
will not in some way distort the speech event. Thus, the types of instruments 



10 Maureen Stone

used in the vocal tract need to be unobtrusive, such as by resting passively against 
a surface (e.g., electropalatography), by being small and positioned on noncontact 
surfaces (e.g., pellet tracking systems), or by not entering the vocal tract at all 
(e.g., imaging techniques).

Instruments that enter the oral cavity must meet certain criteria. They need to 
be unaffected by temperature change, moisture, or air pressure. Affixatives must 
be unaffected by moisture, nontoxic, able to stick to expandable, moist surfaces, 
and must be removable without tearing the surface tissue. Devising instruments 
that are noninvasive, unobtrusive, meet the above criteria, and still measure one 
or more components of the speech event is so difficult that most researchers 
prefer to study the speech wave and infer physiological events from it. However, 
since those inferences are based on, and refined by, physiological data, it is  
critical to add new physiological databases, lest models of the vocal tract and our 
understanding of speech production stagnate.

In recent times, physiological measurements have improved at an extraordinary 
pace. Imaging techniques are revolutionizing the way we view the vocal tract  
by providing recognizable images of structures deep within the pharynx. They 
also provide information on local tissue movement and control strategies. Point-
tracking systems and palatographic measurements have transformed our ideas 
about coarticulation by revealing inter-articulator relationships that could only in 
the past be addressed theoretically. Applications to linguistics and rehabilitation 
are now ongoing. This chapter considers indirect measurements, that is, imaging 
techniques, and direct measurements such as point-tracking techniques, and 
tongue–palate measurement devices

1 Imaging Techniques

The internal structures of the vocal tract are difficult to measure without imping-
ing upon normal movement patterns. Imaging techniques overcome that difficulty 
because they register internal movement without directly contacting the structures. 
Four well-known imaging techniques have been applied to speech research: X-ray, 
computed tomography (CT), magnetic resonance imaging (MrI), and ultrasound. 
Imaging systems provide recordings of the entire structure, rather than single 
points on the structure.

1.1 X-ray
X-ray is the most well known of the imaging systems. It is important because it 
was the first widely used imaging system and most of our historical knowledge 
about the pharyngeal portion of the vocal tract came from X-ray data. To make 
a lateral X-ray image, an X-ray beam is projected from one side of the head through 
all the tissue, and recorded onto a plate on the other side. The resulting image 
shows the head from front to back and provides a lengthwise view of the tongue. 
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A frontal or anterior–posterior (AP) X-ray is made by projecting the X-ray beam 
from the front of the head through to the back of the head and recording the 
image on a plate behind the head. The resulting images provide a cross-sectional 
view of the oral cavity. Prior to the advent of MrI considerable research was  
done using X-ray imaging. More recent X-ray studies are based on archival  
databases.

X-ray data have contributed to many aspects of speech production research. 
Many vocal tract models are based on X-rays (cf. Fant, 1965; Mermelstein, 1973; 
Harshman et al., 1977; Wood, 1979; Hashimoto & Sasaki, 1982; Maeda, 1990).  
X-rays have also been used to study normal speech production (Kent & netsell, 
1971; Kent, 1972; Kent & Moll, 1972), nonspeech motions (Kokawa et al., 2006), 
motor control strategies (Lindblom et al., 2002; Iskarous, 2005), language differ-
ences (cf. Gick, 2002b; Gick et al., 2004), and speech disorders (Subtelny et al., 1989; 
Tye-Murray, 1991).

usually soft tissue structures such as the tongue are difficult to measure with 
X-rays, because the beam records everything in its path including teeth, jaw,  
and vertebrae. These strongly imaged bony structures obscure the fainter soft 
tissue. Another limitation of X-ray is that unless a contrast medium is used to 
mark the midline of the tongue, it is difficult to tell if the visible edge is the  
midline surface of the tongue or a lateral edge. This is particularly problematic 
during speech, because the tongue is often grooved or arched. Finally, the  
potential hazards of overexposure have reduced the collection of large quantities  
of X-ray data. There is, however, public availability of archival X-ray databases 
for research use. one such database (Munhall et al., 1994a, 1994b) was compiled 
by Advanced Technologies research Laboratories, Kyoto, and is available from 
http://psyc.queensu.ca/~munhallk/05_database.htm.

1.2 Tomography
Tomography is a fundamentally different imaging method from projection X-ray 
in that it records slices of tissue. Three tomographic techniques used in speech 
research are Computed Tomography, Magnetic resonance Imaging, and ultra-
sound Imaging. These slices are made by projecting a thin, flat beam through the 
tissue in one of four planes: sagittal, coronal, oblique, and transverse (see Figure 1.1). 
The mid-sagittal plane is a longitudinal slice, from top to bottom, down the  
median plane, or midline, of the body (dashed line – upper right). The para-sagittal 
plane is parallel to the midline of the body and off-center (not shown). The cor-
onal plane is a longitudinal slice perpendicular to the median plane of the body. 
The oblique plane is inclined between the horizontal and vertical planes. Finally, 
the transverse plane lies perpendicular to the long axis of the body, and is often 
called the transaxial, or in MrI, the axial plane.

1.2.1 Computed Tomography (CT) Computed Tomography uses X-rays to  
image slices (sections) of the body as thin as 0.5 mm or less. Tomographic images 
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made in coronal planes are made by projecting very thin X-ray beams through a 
slice of tissue from multiple origins. The scanner rotates around the body taking 
these images and a computer creates a composite, including structures that are 
visible in some scans but obscured in others. using this technique, tissue slices 
can be collected rapidly, 15 Hz or faster, and multiple slices can be collected simul-
taneously. CT images soft tissue more clearly than X-rays because it produces  
a composite X-ray. By digitally summing a series of scans, the composite section 
has sharper edges and more distinct tissue definition. From the multislice datasets, 
planar sections can be reconstructed in any direction. CT images can produce 
excellent resolution of soft and hard tissue structures. Figure 1.2, for example, is 
a reconstructed image of the midsagittal plane of the vocal tract. Bone appears 
bright white in the image, soft tissue structures are gray. In this figure, the junc-
tion of the velum and hard palate can be seen to be quite complex. The soft tissue 
below the hard palate widens before the velum emerges as a freestanding  
object. It is clear from this image that the shape of the palatine bone is not well 
reflected in the soft tissue. Measures of the palate bone made from an MrI or 
ultrasound image will differ from measurements made directly in the mouth  
or from dental impressions. Without this image, those differences would be hard 
to interpret.

Another method of CT data collection is Spiral CT. Spiral CT collects multiple 
slices at the same time by collecting a single spiral-shaped slice instead of  
multiple flat planar slices. In the mid 1980s, the cable and drum mechanism for 

Figure 1.1 Scan types used in through-transmission and tomographic imaging. There 
are two X-ray angles contrasted with four tomographic scanning planes.

X-Ray Tomograph

IMAGING TECHNIQUES

Lateral

A/P
(Anterior/Posterior)

Sagittal

Coronal

Oblique

Transverse



 Investigating Speech Articulation 13

powering the rotation of the CT machine was replaced with a slip ring. The slip 
ring allows the CT scanner to rotate continuously, creating a spiral image. Spiral 
CT scans have very high resolution, but currently take 20–30 seconds to create, 
and hence are too slow for imaging continuous speech, though excellent for static 
images (Lell et al., 2004).

Electron Beam CT was developed to measure calcium deposits around coronary 
arteries. Its principles are similar to CT, but it uses an electron “gun” instead of 
regular X-ray. EBCT collects a set of parallel images that are reconstructed as a 
3D volume. EBCT is a fast acquisition technique and therefore has been used  
to collect vocal tract images for datasets requiring short acquisition times. For 
example, Tom et al. (2001) scanned the entire vocal tract in under 90 seconds, to 
compare vocal tract shapes during falsetto and chest registers.

Although CT has been used to image the vocal tract, it is not the instrument 
of choice for speech research because of radiation exposure and because MrI 
provides much the same information, albeit at a lower spatial and temporal 
resolution. In fact, the major limitation of CT is that it has more radiation exposure 
than traditional X-ray, because it images thinner slices, and each slice is scanned 
several times to collect multiple images. Another limitation is that the subject is 
supine or prone, so gravitational effects on the subject differ from upright. on 
the positive side, 3D reconstructions can be made and sliced in any plane, and 
images are clear and easy to measure.

Figure 1.2 Midsagittal CT of vocal tract reconstructed from axial images. Bone is 
white; soft tissue is gray. (reproduced courtesy of Ian Wilson)
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1.2.2 Magnetic Resonance Imaging (MRI) Another tomographic technique  
is Magnetic resonance Imaging, which uses a magnetic field and radio waves 
rather than X-rays to image a section of tissue. There are a number of MrI  
procedures that yield a variety of information: high-resolution MrI, cine MrI, 
tagged-snapshot MrI, tagged-cine MrI, diffusion tensor MrI, and functional  
MrI. All of these use identical hardware: typically 1.5 or 3 Tesla machines. The 
differences lie in the software algorithms, which are designed to exploit different 
features of the relationship between the hydrogen proton, magnetic fields, and 
radio waves.

An MrI scanner consists of electromagnets that surround the body and create 
a magnetic field. MrI scanning detects the presence of hydrogen atoms, which 
occur in abundance in water and, therefore, in human soft tissue. Figure 1.3  
depicts the MrI process. Picture (a) represents hydrogen protons spinning about 

Figure 1.3 MrI recording of the amount of hydrogen in tissue. Hydrogen protons  
spin about axes that are oriented randomly (A). The MrI magnet causes them to align 
to the long axis of the body, but with a small precession (wobble) (B). A radio-frequency 
pulse knocks them out of alignment (C). As the protons realign to the magnet (D) they 
emit a radio pulse that is read by the scanner.

A B

DC
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their axes, which are oriented randomly. (b) shows what happens when a magnetic 
field is introduced. The protons’ axes align along the direction of the field’s poles. 
Even when aligned, however, the protons wobble, or precess. In (c) a short-lived 
radio pulse, vibrating at the same frequency as the precession, is introduced. This 
momentarily knocks the proton out of alignment. (d) shows the proton realigning, 
within milliseconds, to the magnetic field. As the proton realigns, it emits a weak 
radio signal of its own. Period (d) is when the Mr image is “read.” The radio 
signals are summed until the protons return to position (b). The resulting data 
are constructed into an image that reflects the hydrogen content (i.e., the amount 
of water or fat) of the different tissues. Because the proton emissions are weak, 
the process is repeated many times and the data are summed into a single image. 
If the process is repeated for several minutes, while the subject holds still, high-
resolution images result.

MrI measurement of oral structures has replaced X-ray for many research appli-
cations. Mr images have been used to detail developmental vocal tract anatomy 
and function (Xue & Hao, 2003; Vorperian et al., 2005). MrI also has provided 
quite accurate extraction of vocal tract surfaces (Story et al., 1996). These surfaces 
have been used to calculate 3D vocal tract volumes for modeling geometry to 
acoustic relationships (Tameem & Mehta, 2004; Story, 2005). Extracted edges 
have also been used to model 3D structures within the vocal tract. Serrurier and 
Badin (2005) modeled velar position for French vowels from MrI and CT images. 
Engwall (2003) modeled tongue position for Swedish vowels from MrI, Electro-
magnetic Articulography (EMA), and Electropalatography (EPG). Story et al. (1996) 
modeled vocal tract airway shapes for 18 English phonemes from MrI. MrI  
is very good at characterizing different types of soft tissue and therefore is  
quite successful in identifying tumors and soft tissue pathology. For example, 
Lenz et al. (2000) used MrI and CT together to stage oral tumors and Lam et al. 
(2004) had good success using MrI T1 and T2 weighted images to determine 
tumor thickness.

Two types of MrI are used particularly to characterize tissue: high-resolution 
MrI (hMrI) and diffusion tensor MrI (DTI). Figure 1.4 shows a high-resolution 
sagittal MrI image of the vocal tract at rest. The vocal tract appears black, as do 
the teeth, since neither contains water. Water and fat, both of which are high in 
hydrogen, are found in marrow, seen in the palate and mandible. Muscles are 
visible in the tongue, velum, and lips. The other method of characterizing soft 
tissue is diffusion tensor MrI (DTI), which measures 3D fiber direction, typically 
in ex-vivo structures. DTI, developed in the early 1990s, visualizes fiber direction 
by measuring random thermal displacement of water molecules in the tissue.  
The direction of greatest molecular diffusion parallels the local fiber direction. 
DTI has virtually microscopic spatial resolution and distinguishes tissue fibers 
with their orientations for any muscles. A fiber map can be drawn and super-
imposed on an MrI structural image. The fiber map is 3D and can differentiate 
among nerve fiber pathways and detail anatomical structures based on their  
fiber architecture. There are limitations of this technique that impede the measure-
ment of oropharyngeal structures. First, when fiber directions cross within a 
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single voxel (3D pixel), visualization of the underlying fiber structure is reduced. 
Fiber interdigitation is typical in oral musculature, especially the tongue, lips,  
and velum. Second, DTI is sensitive to motion and the structure must remain 
immobile for several minutes to record a volumetric scan. using long collection 
times, DTI has been used to study the excised tongues of animals (Wedeen et al., 
2001) and humans (Gilbert & napadow, 2005). In addition, DTI can be used  
in vivo with cooperative subjects to collect data in as little as 3–5 minutes.  
Figure 1.5 shows a fiber map indicating the fan-like fibers of the genioglossus 
muscle, which run from superior–inferior to anterior–posterior in direction.  
This image was taken from an in vivo human tongue at rest (Shinagawa et al., 
2008, 2009).

When measuring vocal tract motion, Cine-MrI is of particular interest. Cine-
MrI is similar to other cine techniques, such as videofluoroscopy or movies, in 
that it divides a moving event into a number of still frames. Because MrI sums 
proton emissions over time, it typically takes a long time to reconstruct a single 
image, and collecting data during speech motion is challenging. Cine-MrI is 
often done by having the subject repeat a task multiple times and summing data 
from each frame across repetitions, similar to ensemble averaging. This technique 
has been used to compare vocal tract behaviors during speech production (Magen 
et al., 2003), especially vowel production (Hasegawa-Johnson et al., 2003; Story, 
2005; McGowan, 2006). However, the subject must produce the repetitions very 

Figure 1.4 High-resolution MrI (hMrI) of the midsagittal vocal tract at rest.
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precisely to prevent image blurring. It is also possible to compare MrI vocal tract 
data to speech acoustics, either by collecting the speech wave independently from 
the (quite noisy) MrI data collection, or by using subtraction microphones within 
the MrI machine itself (cf., nessAiver et al., 2006). Some Cine-MrI data have 
been collected with single repetitions of a task (Mády et al., 2002; narayanan et 
al., 2004). These images usually have a reduced frame rate or a reduced image 
quality, but typically have sufficient spatial resolution to extract surfaces of vocal 
tract structures. Faster frame rates and good image quality require several repeti-
tions per slice (Stone et al., 2001a). rapid collection of MrI frames using a single 
repetition has been reported using spiral MrI (narayanan et al., 2004). This method 
acquires images in interleaved spirals rather than planes. Although Cine-MrI 
does not produce the quality of anatomy seen in high resolution (hMrI) images, 
the speed of pellet-tracking systems, or the level of muscle detail seen in DTI, it 
is able to answer many speech questions that were previously unstudied. There-
fore, Cine-MrI is very popular in the study of speech.

Concurrent with the development of Cine-MrI, was the development of Tagged 
Snapshot MrI. Tags are created by applying a spatial gradient to the tissue, which 
demodulates the spinning protons in alternating planes. In the demodulated 
planes the protons spin out of phase with the rest of the tissue. The demodulated 
protons are invisible to the machine when the image is read, thus the invisible 
proton planes appear as black stripes on the image (see Figure 1.6). After tags are 

Figure 1.5 Diffusion Tensor Image shows fiber directions of the genioglossus muscle 
(light gray). Fibers are overlaid on a high resolution image of the head.
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applied to the tissue, the object of interest, such as the tongue or lips, is moved. 
Because magnetization stays with the tissue, the tags deform to exactly the same 
extent as the tissue. Figure 1.6 shows reference frames in three planes taken during 
/S/ and deformed frames taken during the /A/ in “sha.” In Tagged Snapshot MrI 
only two images are read. one is before the motion (reference) and the other  
is during or after the motion (deformed). A grid of tags is created by applying 
tags in horizontal and vertical planes in immediate succession prior to reading 
the image, or by combining two datasets of orthogonal tags collected separately. 
niitsu et al. (1994) examined tag positions from rest (before) and a vowel position 
(after) to derive the direction of the movement. napadow et al. (1999a, 1999b) 

Figure 1.6 Tagged Mr images in three planes. The left column shows the reference 
state of the tongue, just after the tags were applied during the sound /S/ The right 
column shows the tongue in the deformed state, after the tongue has moved into  
/A/ position.
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studied swallowing and nonspeech tongue motions by having subjects repeat  
the task multiple times and each time collecting a deformed image at a later  
time. These images were then put into a pseudo-motion sequence reflecting the 
movement.

Cine-MrI and Tagged Snapshot MrI can be combined to form Tagged Cine-
MrI (tMrI). tMrI captures internal tissue motion over time during the perform-
ance of a task. The first applications of tMrI were studies of the heart’s motion 
and internal tissue characteristics (Zerhouni et al., 1988; Axel and Dougherty, 
1989). Continuous tongue deformation during speech has also been measured 
using tMrI. Figure 1.7 shows deformation of the midsagittal tongue between  
the two vowels /i/ and /A/. The black and white squares are a visualization 
device to better depict the deformations. The change in their shapes over time 
demonstrates features of local tissue deformation. From these images tags can  
be tracked to directly measure positions and motion of all tissue points in the 
tongue (Parthasarathy et al., 2007). From the tissue point motions one can calculate 
displacement, velocity, and local strain (compressions and expansions).

Functional MrI (fMrI) is a method of MrI scanning that measures changes in 
blood flow in the brain. Increased blood flow characterizes increased uptake of 
blood in the active region of the brain. Because blood is high in hydrogen, the 
local increase in activity can be measured by MrI. The premise is that spatially 
distinct, distributed areas of the brain are connected into functional networks 
organized to produce specific tasks. If these networks can be imaged, they can 
be mapped geographically to detail brain function during various behaviors. 
Increased neural activity in a region causes increased demand for oxygen, and 
that oxygen is brought to the region by blood. replacement of deoxygenated 
blood with oxygenated blood produces a more uniform magnetic environment, 
which increases the longevity of the MrI signal. fMrI signals are snapshots that 
are collected at 10–20 Hz. Multislice recording of the brain and multiple repeti-
tions can be recorded. Some limitations exist in the use of fMrI for speech research. 
First, the visible effects of the increase in oxygen occur some time after the event 
itself (0.5–8.0 seconds), which results in poor temporal resolution. Second, signals 
can vary even with no change in brain state. To overcome the latter problem, 

Figure 1.7 Tagged Cine-MrI sequence shows motion from /i/ to /A/. Checkerboard 
deformation shows local expansion, compression, and shear.
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fMrI usually compares sets of images before and after the task. Despite these 
difficulties, research on speech and language is being done including studies  
of cortical aspects of speech production (Gracco et al., 2005), speech perception 
(Specht et al., 2005; Pulvermuller et al., 2006; uppenkamp et al., 2006), and speech 
disorders (Ackermann & riecker, 2004; Bonilha et al., 2006). Figure 1.8 shows an 
axial fMrI scan of the brain during a speech task. The task is to think of as many 
words as possible that use a specific letter, in a 24-second period. The task is 
repeated several times and modeled to bring out the contrast between the on and 
off states. Active regions are circled.

As with all instruments, MrI has several drawbacks. The first is the slow  
capture rate that results from summing the weak radio signals emitted by each 
proton. Thus, high-resolution images and DTI require long periods of immobility 
for a good image, and fMrI has a slow response time. Cine- and tMrI require 
summation of multiple, very precise repetitions for optimal images. A second 
drawback is the width of the section. Whereas CT sections are less than 1 mm 
wide, and ultrasound sections are less than 2 mm, MrI sections are usually 5– 
10 mm wide. A tomographic scan compresses a three-dimensional volume into 
two dimensions, which is like flattening a cylinder into a circle. For example, in 
a slice that is 5 mm wide, items that are actually 5 mm apart will appear to be 
in the same plane. Thus, in the transverse plane, the hyoid bone and epiglottis 
might appear in the same slice even though one is several millimeters below the 
other. narrower widths in MrI sections are possible, but require longer exposure  

Figure 1.8 Axial fMrI scan showing regions of the brain that are active while subject 
thinks of words. The white regions (circled) indicate activity in the left hemisphere. 
(Photo courtesy of rao Gullapalli, university of Maryland Medical School)
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time. A third drawback is that many subjects, as many as 30 percent, experience 
claustrophobia and cannot tolerate the procedure. Fourth, metal clamps, tooth 
crowns, and steel implants quench the signal creating a diffuse dark spot sur-
rounding the metal. Final drawbacks for MrI are that the subject must be lying 
supine or prone, which changes the location of gravity with respect to the oral 
structures and normal agonist–antagonist muscle relationships. Despite these  
nontrivial drawbacks, MrI’s strengths make it an important instrument in speech 
production research.

1.2.3 Ultrasound ultrasound produces an image by using the reflective pro-
perties of sound waves. A piezoelectric crystal stimulated by an electric current 
emits an ultra high-frequency sound wave. The crystal both emits a sound wave 
and receives the reflected echo. The sound wave travels through the soft tissue 
and reflects back when it reaches an interface with tissue of a different density, 
like bone, or when it reaches air. The best reflections are perpendicular to the 
beam (see Figure 1.9). In order to see a section of tissue rather than a single point, 
one needs an array transducer. In an array transducer, up to 128 crystals fire 
sequentially, imaging a section of tissue that is rectangular or wedge-shaped.  
The image size is proportional to the size of the transducer and frequency of the 
crystals, the wedge angle may be up to 140 degrees. The returning echoes are 
processed by an internal computer and displayed as a video image.

Figure 1.9 Schematic of ultrasound beam emitted from a transducer and reflected by 
surfaces of different angles. The best reflections are perpendicular to the beam. Soft 
tissue typically reflects and refracts sound in multiple directions.
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Figure 1.10 shows a sagittal image of the tongue in a 90-degree wedge-shaped 
scan. To create such an image, the transducer is placed below the chin and the 
beam passes upward through a 1.9 mm thick section of the tongue. When the 
sound reaches the air at the surface of the tongue, it reflects back creating a bright 
white line. The black area immediately below is the tongue body. The tongue 
surface is the lower edge of the white line. Interfaces within the tongue are also 
visible. Figure 1.11 depicts the tongue in coronal section. The tongue surface is 
thinner in cross-section and herein contains a small midsagittal depression. Measure-
ment error on such images is at most 1 pixel (Stone et al., 1988). Although ultra-
sound is typically used to study tongue motion, it has been used on occasion to 
study other structures, such as the lateral pharyngeal wall (Parush & ostry, 1993; 
Miller & Watkin, 1997), or vocal folds (Munhall & ostry, 1985; ueda et al., 1993).

The vocal folds may be imaged by placing the ultrasound transducer at the 
front of the neck, at the thyroid notch (Adam’s apple), and pointing it directly 
back in the transverse plane. Glottal stops, tumors, and slow-moving behaviors 
can be seen this way. However, the vocal folds have a very fast vibration rate, at 
least 80 Hz, and usually much more. The sampling rate of the fastest ultrasound 
machines is about 90 Hz. Therefore, vibration may be seen during phonation, but 
it is undersampled, and in individual frames cannot be measured. other instru-
ments, such as Electroglottography, are more accurate methods for measuring 
vocal fold vibration.

ultrasound presents specific challenges when measuring the tongue. The first 
challenge is that up to 1 cm of the tongue tip may not be captured in the image, 
because the ultrasound beam is reflected at the floor of the mouth and the sound 
wave doesn’t enter the tongue tip. The tip may be imaged, however, if there is 
sufficient saliva in the mouth, if the tongue is resting against the floor, or if the 

Figure 1.10 An ultrasound image of the sagittal (lengthwise) tongue. The white line is 
the upper surface of the tongue.
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transducer is posterior and angled forward (Stone, 2005). The second limitation 
is the inability to see beyond a tissue–air or tissue–bone interface. Since the tissue–
air interface at the tongue’s surface reflects the sound wave, the structures on the 
far side of the vocal tract, such as the palate and pharyngeal wall, cannot be  
imaged. Similarly, when ultrasound reaches a bone, the curved shape refracts the 
sound wave creating an acoustic shadow or dark area. Thus, the jaw and hyoid 
bones appear as shadows and their exact position cannot be reliably measured.

Despite these limitations, a large number of studies successfully use real-time 
ultrasound to study tongue movements. normal speech production and explora-
tion of tongue surface features are the most common applications, (cf. Davidson, 
2006; Slud et al., 2002; Chiang et al., 2003). ultrasound has also been the basis of 
tongue surface models in the sagittal plane (Green & Wang, 2003), coronal plane 
(Slud et al., 2002), and in 3D (Watkin & rubin, 1989; Yang Stone & Lundberg, 
1996; & Stone, 2002; Bressmann et al., 2005b). Because ultrasound is well tolerated 
by subjects it is well suited to the study of disorders (Bressmann et al., 2005a; 
Schmelzeisen et al., 1996) and to studies of children (ueda et al., 1993). ultrasound 
is also an excellent tool to study swallowing because it is noninvasive and does 
not affect the swallow (Miller & Watkin, 1997; Chi-Fishman et al., 1998; Watkin, 
1999; Peng et al., 2000; Soder & Miller, 2002). Moreover, it is now possible to align 
tongue position with the hard palate, if the transducer and head are held still 
(Epstein & Stone, 2005). This alignment allows better interpretation of the ultra-
sound data. Finally, applications of ultrasound to linguistics are increasing because 
portable machines allow ultrasound to be used in fieldwork (cf. Gick, 2002a). 
ultrasound provides large quantities of time–motion data with a single repetition, 
thin slices, and a noninvasive method. Many machines are now digital and can 
collect 90 or more scans per second, which is fast enough to measure most tongue 

Figure 1.11 An ultrasound image of the coronal (crosswise) tongue. The upper surface 
has a midline groove.
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motions, though not fast enough to measure vocal fold vibration. A second advantage 
is that ultrasound involves no known biological hazards, since the transduction 
process involves only sound waves.

Although most ultrasound machines scan a single tissue slice, some trans-
ducers scan multiple slices and reconstruct 3D volumes. Visualizing 3D tongue 
movements facilitates understanding of tongue surface motion. This is important 
because the tongue is anisotropic from front to back and medial to lateral. There-
fore no single slice fully represents its motion. Some commercial ultrasound  
machines have 4D transducers that create 3D ultrasound volume sequences. These 
transducers contain a standard 2D array transducer, which sequentially scans a 
series of tissue slices by mechanically stepping through a series of angles, scanning 
a slice at each step. If the stepping is slow, the resulting scans and steps are  
combined into a static 3D volume. A 3D movie is created when the scanning, 
stepping, and combining are done very quickly, at multiple times per second. 
This technology is very promising even though at present the scan rates are fairly 
slow. To capture the entire tongue, a large volume must be imaged, and the scan 
rate is usually limited to about 6 Hz for a volume large enough to capture the 
entire tongue. Alternatively, multiple 2D ultrasound scans can be collected with 
a faster frame rate, and combined into a 3D tongue surface reconstruction as seen 
in Figure 1.12 (Stone & Lundberg, 1996; Bressmann et al., 2005b).

ultrasound, like the other imaging techniques, captures the inaccessible parts 
of the tract (e.g., the pharynx), and measures planes rather than tissue points to 
provide comprehensive and detailed information about vocal tract structures. 

Figure 1.12 A 3D reconstruction of the tongue surface from multiple ultrasound slices.
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Although the sampling rates of imaging techniques tend to be slower than point-
tracking systems, imaging systems are now widely available in hospitals and 
laboratories. Moreover, portable machines, used in fieldwork, provide expanded 
and varied linguistic datasets.

2 Point-Tracking Measurements of the Vocal Tract

Point-tracking systems have different strengths from imaging techniques; they 
measure individual fleshpoints by affixing pellets to the articulators and tracking 
their movement over time. Typically, multiple articulators are measured at the 
same time, and tracking speed is fast, so that inter-articulator timing measures 
are quite good. Well-known tracking systems can be external to the oral cavity, 
such as optotrak or Vicon, or both external and internal, such as the articu-
lometer and the X-ray microbeam. External tracking systems can directly measure 
markers on the face and lips using video or light emitting diode (LED) tracking. 
Tracking systems operating within the vocal tract use pellets or receivers tracked 
by magnetic fields or X-rays.

2.1 Electromagnetic Articulometer (EMA)
Several names refer to similar point-tracking devices; these are Electromagnetic 
Midsagittal Articulometer (EMMA), Electromagnetic Articulometer (EMA), and 
Articulograph. Several such instruments, using roughly similar principles are 
currently in use (Perkell et al., 1992; Van Lieshout et al., 1994; Zierdt et al., 1999). 
The instruments track tissue-point movement in and around the oral cavity by 
measuring the movement of small receiver coils through alternating magnetic 
fields.

In the 2D EMA systems, three transmitter coils form an equilateral triangle in 
the midsagittal plane. They are suspended around the subject’s head using a clear 
plastic assembly. Each transmitter coil is driven at a different sinusoidal frequency 
to generate alternating magnetic fields of different frequencies. Small insulated 
receiver coils are attached with adhesive to oral and facial structures of interest 
at midline. The alternating magnetic fields induce an alternating signal in the 
receiver coils. The voltage of this signal is inversely related to the distance between 
the transmitter and the receiver coil. A computer algorithm uses these distances 
to calculate the location of the receiver coil as it moves in x–y space over time. The 
best resolution in the field space is found in the center, i.e., in the oropharyngeal 
region, where measurement resolution is calculated at less than 1 mm.

EMA’s strength is its ability to measure multiple articulators simultaneously, 
at a rapid sampling rate, making it popular in the fields of linguistics, speech 
motor control, swallowing, and speech pathology. In linguistics, studies have 
focused on articulation and inter-articulator programming, among other topics. 
In English, Byrd et al. (2005) examined effects of sentence position on consonant 
articulation. In German, Fuchs et al. (2006) studied differences in the control of 
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fricatives and stops, and Kuhnert and Hoole (2004) found similar patterns of 
reduction in English and German. EMA studies have also effectively studied  
motor control (cf. Kaburagi & Honda, 1996; Van Lieshout & Moussa, 2000; Perkell 
& Zandipour, 2002; McClean & Tasko, 2003), swallowing (nicosia et al., 2000; 
Steele & Van Lieshout, 2004), and speech disorders (Katz & Verma, 1994; Goozée, 
et al., 2000; Bose et al., 2003).

A 3D EMA instrument (the Articulograph AG500) is commercially available 
from Carstens, Inc., Munich, Germany (Zierdt et al., 2000; Hoole et al., 2003). In 
this 3D system, a clear acrylic cube surrounds the speaker’s head (see Figure 1.13). 
The cube contains six transmitters, in a spherical configuration, each of which 
produces a magnetic field at a different frequency. Within the oral cavity sensors 
are affixed to the articulators of interest. Each sensor produces an alternating 
current that varies with its relative distance from the six transmitters. Sensor 
location is represented by five parameters: three positions (x, y, z), and two angles 
(azimuth and elevation). The angular parameters mean that tilt of the sensor no 
longer introduces artifact; instead tilt is incorporated into the two measurement 
angles. The position of each sensor is subtracted from a sensor affixed to the head. 
The 3D machine has a spatial resolution of 1 mm and an angular accuracy of  
one degree.

Two limitations of point-tracking systems are that sensors need to be affixed 
to the structures, potentially interfering with speech or swallowing. In addition, 

Figure 1.13 3D Electromagnetic articulograph tracks markers in the mouth using a 
magnetic field. (Photo courtesy of Carstens Medizinelektronik, Inc.)
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only points are measured, so the behavior of the entire articulator is largely  
inferred. This is most problematic for the soft tissue structures like the lips, tongue, 
and velum, whose movements are more fluid than rigid.

The biggest advantages of point-tracking systems are the rapid tracking rate, 
and the ability to track multiple articulators simultaneously. Because of these two 
features, interaction among the articulators can be measured, and questions about 
inter-articulator timing and programming can be answered. In addition, the 3D 
articulograph is one of the few instruments that does not impede head motion, 
allowing natural movement. Although there has been some concern over possible 
health consequences from exposure to magnetic fields, the articulometer poses 
minimal biological hazards as it uses short exposure times and low field strengths 
(cf. Hasegawa-Johnson, 1998). nonetheless, its use is not recommended with 
pregnant women.

2.2 X-ray Microbeam
The X-ray Microbeam tracks tissue-points on the surface of the articulators, result-
ing in data similar to 2D EMA. The method is quite different, however, as the 
X-ray Microbeam uses a very thin X-ray beam to track the motion of small gold 
pellets. The pellets are affixed to one or more articulators using dental adhesive. 
The beam is 0.4 mm thick and the pellets are 2–3 mm in diameter. Gold pellets 
are used because gold is an inert metal and because, as the X-ray dosage is very 
small, only a very dense metal can be detected. The system was designed to  
reduce radiation dosage to well below that of a dental X-ray, to avoid radiosensi-
tive areas, such as the eyes, and to reduce secondary photon scatter. The X-ray 
beam focuses primarily on the pellets so that the surrounding tissue receives  
only minimal radiation.

The direction of the beam is computer controlled. The X-ray beam originates at 
one side of the subject, passes through the subject’s head, and is detected by a 
scintillation counter on the far side. up to 1,000 pellet positions are sampled per 
second. Thus, if 10 pellets are used, they can each be sampled 100 times per second. 
Differential sampling rates are also possible. The pellets are sampled initially in 
rest position to determine baseline x-y displacement. A computer algorithm causes 
the beam to scan the area in which the pellet is predicted to move. The prediction 
is based on the pellet’s previous displacement, velocity, and acceleration. Each 
pellet is scanned in order, and position accuracy of the beam is 62 microns.

Many studies have collected X-ray Microbeam data, or used data available in 
an archival database from the university of Wisconsin, Madison (Westbury, 1994). 
X-ray Microbeam data have been used to study swallowing (cf. Tasko et al., 2002), 
articulator interaction (Westbury et al., 2002), motor control (Tasko & Westbury, 
2002, 2004), and speech disorders (Weismer et al., 2003).

The strengths of the X-ray Microbeam are rapid sampling rate and accuracy  
of tracking, which make this an excellent system for examining timing related 
coarticulatory effects, kinematic parameters such as velocity and acceleration, and 
the intercoordination of the articulators. In addition, the technique is unobtrusive 
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and the low radiation dosage allows for reasonably large data sets to be collected 
on each subject.

In addition to the limitations found in EMA, the X-ray Microbeam is further 
limited by being unique, and therefore difficult to access for most investigators 
and their subjects. An additional disadvantage is that although the radiation  
dosage is low, an X-ray based system does contains some biological hazard. In 
addition, only two-dimensional data are collected, and movements off-plane are 
lost or induce error. Finally, a problem common to all pellet-tracking devices  
is the near impossibility of affixing pellets to the pharynx, velum, and pharyn-
geal tongue due to the gag reflex and poor accessibility, thus limiting its use  
with many subjects. The X-ray Microbeam archival database is available at  
www.medsch.wisc.edu/~milenkvc/pdf/ubdbman.pdf.

2.3 Optotrak
It is easier to track points on the face than those within the oral cavity, because 
the markers maintain visual contact with the sensors at all times. Point-tracking 
systems, such as optotrak (northern Digital, Waterloo, on, Canada) and Vicon 
(Vicon Motion Systems Inc., Lake Forest, CA, uSA) use optical measurements of 
LED markers in three-dimensional (x–y–z) space. Thus, they measure left-to-right 
movement as well as anterior-to-posterior and superior-to-inferior. The system 
consists of (1) markers placed on surface structures, (2) sensors that track their 
position, and (3) a unit that controls the timing of marker emissions and sensor 
processing. The markers are tracked at high sampling frequencies; for example, 
optotrack samples at 100 kHz divided by the number of markers. Embedded in 
the center of each optotrak marker is a small semiconductor chip that emits an 
infrared signal. A strip of three camera-like sensors tracks the movement of the 
infrared emissions of the markers. Spatial resolution is also excellent, positional 
accuracy is 0.1 mm on the x- and y-axes and 1.5 mm on the z-axis at 2.25 meters. 
The sensors are pre-aligned on a single unit so that they measure the position of 
each marker in 3D space.

These external tracking instruments track lip, jaw, and face motion in 3D and 
are well-suited to examining the complex relationships between them, such as 
the cues provided by facial motions in hyperarticulated versus normal speech 
(Maeda & Toda, 2003). The instruments are noninvasive and are convenient to 
use. Their disadvantage is that they are limited to external use, unlike the X-ray 
Microbeam and the articulometer, because the sensors must maintain “visual” 
contact with the markers. Therefore, optotrak and Vicon cannot be used inside 
the mouth and so do not reveal structures within the vocal tract. Two more 
limitations are common to all point-tracking systems. First, only tissue-points are 
tracked, not the entire structure. For rigid structures such as the jaw, this is not 
a problem and the entire structure can be reconstructed. However, the flexible 
deformation of soft tissue structures, such as the tongue, lips, and velum, is  
incompletely measured and represented. It is also possible that the markers or 
their attached wires may interfere, at least minimally, with truly natural speech.
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3 Measurement of Tongue–Palate Interaction

3.1 Tongue–palate contact
Electropalatography (EPG) directly measures tongue–palate contact in real time 
during the motions of speech and swallowing. EPG data are quite different from 
both point-tracking and imaged data. Small metal electrodes (about 0.5–1.5 mm 
diameter) are embedded into an acrylic pseudopalate and are activated when 
contacted by the tongue; this contact completes an electric circuit in the body. The 
electrodes measure on/off contact, and though the activation threshold can be 
changed, subtle changes in pressure are not recorded. Thin wires (approx. 42 
gauge) attached to each electrode, exit the palate by winding behind the back 
molars bilaterally, and running forward along the outer surface of the teeth and 
out through the corners of the lips. A ground electrode completes the circuit. The 
pseudopalate is electrically isolated from the computer that drives it, and the 
wires are driven by an AC current of less than five microamps. When the tongue 
contacts an electrode, the circuit is completed and the contact registered. EPG is 
high-dimensional as it dynamically records multiple contact points between two 
structures (tongue and palate) from the entire palate surface. A recent system, 
WinEPG (Articulate Instruments, Edinburgh), uses 62 electrodes embedded into 
a very thin (0.5 mm) acrylic pseudo-palate, which is molded to fit the palate of the 
speaker (Figure 1.14). The electrodes are sampled at 100–200 Hz (Wrench, 2007).

Data from EPG provide a unique perspective on the interaction of the tongue 
and palate, and their relationship to vocal tract shape in the palatal area (Scobbie 
et al., 2004). EPG was used initially, over three decades ago, to study linguistics 
(Hardcastle, 1972) and speech disorders (Fletcher et al., 1975). Since then it  
has been used as a clinical tool for on-site and remote speech therapy (Gibbon  
et al., 1998), to study cleft palate (Gibbon et al., 2001), cerebral palsy (Gibbon & 
Wood, 2003), Parkinson’s Disease (McAuliffe et al., 2006), open bite (Suzuki et al., 
1981), Traumatic Brain Injury (Hartelius et al., 2005), glossectomy (Suzuki, 1989), 
and apraxic speech (Hardcastle & Edwards, 1992).

EPG has also been used to answer linguistic questions, often with EMA, as  
the two methods provide complementary information about tongue motion and 
tongue–palate contact. one application that is well established across languages 
is the documentation of tongue–palate contact patterns for alveolar sounds. These 
have been studied extensively in such languages as Japanese (Miyawaki et al., 
1974), norwegian (Moen et al., 2004), Italian (Farnetani & recasens, 1993), Catalan 
(recasens & Pallarès, 2001), German (Kohler, 1976), and English (Ellis & Hardcastle, 
2002). Velar sounds are less studied since the traditional pseudo-palate usually 
ends before the soft palate (Hardcastle, 1985). However, some velar patterns have 
been studied (Suzuki & Michi, 1986) as has the behavior of the tongue during 
labials (Gibbon et al., 2007). Coarticulation is observed well in EPG because of its 
high spatial resolution and fast sampling rates. Studies have examined locus equa-
tions (Tabain, 1998), assimilation in consonant sequences (Ellis & Hardcastle, 2002), 
and the interference of prosody in vowel-to-vowel coarticulation (Fletcher, 2004).
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The drawback of EPG is that data are collected only when the tongue touches 
the palate. Thus information is lost when the jaw lowers the tongue away from 
the domain of the palate, as occurs during mid and low vowels. However, during 
continuous speech the tongue is in fairly continuous contact with the palate at 
one location or another. EPG thus contributes greatly to the study of speech, es-
pecially the study of lingual consonants, constriction shapes and sizes, increasing 
its value in studies of language and disorders.

3.2 Tongue–palate pressure
Pressure palatography (PPG) measures moment-to-moment changes in tongue–
palate pressure. The transducers embedded in the acrylic palate measure pressure 
instead of contact. Several methods have been used to transduce this pressure. 
The earliest and most commonly used transducers were strain gauges. A strain 
gauge is a transducer that is mounted on an object, such as a beam or diaphragm, 
that is capable of deformation. As the object deforms the gauge also deforms. As 
the gauge deforms, or strains, the strain produces a change in resistance, which is 
converted into a change in voltage. The change in voltage is an analog waveform 
that is amplified by a wheatstone bridge and recorded in analog or digital form.

Miniature strain gauges were first used to measure tongue–palate pressure over 
30 years ago. McGlone and Proffit (1972) inserted two strain gauges into an artificial 
palate. Changes in pressure due to tongue–palate contact were measured. Despite 
their success in delineating pressure differences in /t/ versus /d/, tongue–palate 
pressure studies were not published again for 20 years. In recent years, strain gauge 
pressure sensors have been successfully used for the assessment of the tongue in 
oral functions, such as deglutition (Chiba et al., 2003; ono et al., 2004) and articula-
tion (Tsuga et al., 2003). PPG allows the measurement of tongue force changes over 

Figure 1.14 A pseudopalate containing 64 electrodes that record tongue–palate contact. 
(Photo courtesy of Alan Wrench)
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time, including time between the onset of linguopalatal contact to the time of max-
imum pressure, the maximum pressure and the position–force ratio. Pressure trans-
ducers have been used to determine hemispheric dominance (Shinagawa et al., 2003), 
and to record tongue behavior in patients who have had glossectomy (Yoshioka 
et al., 2004) and rapid palatal expansion (Kucukkeles & Ceylanoglu, 2003).

In addition to strain gauges other methods of measuring pressure changes have 
been used experimentally. Wakumoto and colleagues (1998) devised a pressure 
recording “sheet” composed of two polyester layers separated by regions of air and 
pressure-sensing cells. A pressure-sensing cell has a layer of “pressure-sensitive 
ink” embedded between two electrodes that measure its resistance to pressure. 
A cell is 3 mm diameter with a sensitivity of 173–2734 Pa (Wakumoto et al., 1998). 
The sheets of electrodes are 0.1 mm thick and are glued to an acrylic pseudopalate 
of 0.5 mm. This work has used up to 16 sensors per palate and has sensitivity 
enough to distinguish the lingual pressures of /t/ and /d/. Murdoch et al. (2004) 
developed pressure sensors that contain a magnet and a Hall effect transducer 
(HET). HETs produce a voltage when in the presence of a magnetic field that is 
proportional to the magnetic field. When the tongue touches one of these sensors 
a cantilever beam is deflected, which changes the distance between the magnet 
and the HET. This varying distance results in proportionally varied voltage output. 
one HET sensor is 4.4 mm x 6.2 mm, and five were embedded in the prototype 
pseudopalate. A single subject trial was inconclusive because, as with all the PPG 
transducers, the limited number of sensors reduces sensitivity to subtle tongue-
pressure changes. Continued work is expected to improve these techniques.

Instrumental studies of physiology are challenging and, no single instrument 
provides total vocal tract information. However, the importance of these instru-
ments lies in the critical role they play in cutting-edge studies of speech motor 
control, speech disorders, phonetics, phonology, and even speech processing. The 
data acquired by these instruments is in great demand for two reasons. First, the 
data keep increasing our knowledge of speech physiology, speech disorders, and 
coarticulation strategies. They reveal how articulation and rhythm are organized 
and controlled, what aspects of speech are common among languages, and the 
nature of differences between speakers, languages, and disorders. Second, the 
data are critical in testing current theories and models. The facts and models of 
an era are supported or disproved by the data from new instrumentation. Forty 
years ago, the sound spectrograph destroyed the notion that speech sounds were 
independent, concatenated segments. Today, measures of speech physiology are 
challenging our ideas of how vocal tract constrictions are achieved and what 
features of them are acoustically salient. Similarly, we wish to find out what 
components of the articulatory gesture are carried in the speech wave and decoded 
by the listener. A better understanding of how the vocal tract produces speech 
can also improve synthetic speech and provide strategies for machine recognition 
of speech. These and other issues, which are in the forefront of speech research, 
can be addressed and perhaps resolved using the instruments described in this 
chapter. The exciting leaps in knowledge provided by physiological data far 
outweigh the difficulties associated with the use of these instruments.



32 Maureen Stone

rEFErEnCES

normal sequential swallowing. Journal of 
Speech Language and Hearing Research, 41, 
771–85.

Davidson, L. (2006) Comparing tongue 
shapes from ultrasound imaging using 
smoothing spline analysis of variance. 
Journal of the Acoustical Society of 
America, 120, 407–15.

Djamshidpey, H., Waneland, I., Krull, D., 
& Lindblom, B. (1998) X-ray analyses  
of speech: Methodological aspects. 
Proceedings of Fonetik ’98, 11th Swedish 
Phonetics Conference, Stockholm,  
pp. 168–71.

Ellis, L. & Hardcastle, W. J. (2002) 
Categorical and gradient properties  
of assimilation in alveolar to velar 
sequences: Evidence from EPG and EMA 
data. Journal of Phonetics, 30, 373–96.

Engwall, o. (2003) Combining MrI, EMA 
& EPG measurements in a three-
dimensional tongue model. Speech 
Communication, 41, 303–29.

Epstein, M. A. & Stone, M. (2005) The 
tongue stops here: ultrasound imaging 
of the palate. Journal of the Acoustical 
Society of America, 118, 2128–31.

Fant, G. (1965) Formants and cavities. 
Proceedings of the 5th International 
Congress of Phonetic Sciences  
(pp. 120–41). Munster, 1964.  
Basel/new York: S. Karger.

Farnetani, E. & recasens, D. (1993) 
Anticipatory consonant-to-vowel 
coarticulation in the production of  
VCV sequences in Italian. Language  
and Speech, 36, 279–302.

Fletcher, J. (2004) An EMA/EPG study  
of vowel-to-vowel articulation across 
velars in Southern British English. 
Clinical Linguistics and Phonetics, 18, 
577–92.

Fletcher, S. G., McCutcheon, M. J., &  
Wolf, M. B. (1975) Dynamic palatometry. 
Journal of Speech and Hearing Research, 18, 
812–19.

Ackermann, H. & riecker, A. (2004) The 
contribution of the insula to motor aspects 
of speech production: A review and a 
hypothesis. Brain and Language, 89, 320–8.

Axel, L. & Dougherty, L. (1989) Heart wall 
motion: Improved method of spatial 
modulation of magnetization for Mr 
imaging. Radiology, 172, 349–50.

Bonilha, L., Moser, D., rorden, C.,  
Baylis, G. C., & Fridriksson, J. (2006) 
Speech apraxia without oral apraxia: 
Can normal brain function explain the 
physiopathology? Neuroreport, 17, 
1027–31.

Bose, A., Lieshout, P. H. H. M. van, & 
Square, P. A. (2003) Speech coordination 
in individuals with aphasia and normal 
speakers. Brain and Language, 87, 158–9.

Bressmann, T., Heng, C.-L., & Irish, J. C. 
(2005a) Applications of 2D and 3D 
ultrasound imaging in speech-language 
pathology. Journal of Speech-Language 
Pathology and Audiology, 29, 158–68.

Bressmann, T., uyn, C., & Irish, J. C. 
(2005b) Analyzing normal and partial 
glossectomee tongues using ultrasound. 
Clinical Linguistics and Phonetics, 19, 
35–52.

Byrd, D., Lee, S., riggs, D., & Adams, J. 
(2005) Interacting effects of syllable  
and phrase position on consonant 
articulation. Journal of the Acoustical 
Society of America, 118, 3860–73.

Chiang, Y. C., Lee, F. P., Peng, C. L., &  
Lin, C. T. (2003) Measurement of tongue 
movement during vowels production 
with computer-assisted B-mode and 
M-mode ultrasonography. Otolaryngology-
Head and Neck Surgery, 128, 805–14.

Chiba, Y., Motoyoshi, M., & namura, S. 
(2003) Tongue pressure on loop of 
transpalatal arch during deglutition. 
American Journal of Orthodontics and 
Dentofacial Orthopedics, 123, 29–34.

Chi-Fishman, G., Stone, M., & McCall, 
Gerald n. (1998) Lingual action in 



 Investigating Speech Articulation 33

Fuchs, S., Perrier, P., Geng, C., & 
Mooshammer, C. (2006) What role does 
the palate play in speech motor control? 
Insights from tongue kinematics for 
German alveolar obstruents. In J. 
Harrington & M. Tabain (eds.), Speech 
production: Models, Phonetic Processes and 
Techniques. new York: Psychology Press, 
pp. 149–64.

Gibbon, F., Crampin, L., Hardcastle, W. J. 
et al. (1998) Cleftnet Scotland: A 
network for the treatment of cleft palate 
speech using EPG. International Journal 
of Language and Communication Disorders, 
33, supplement, 44–9.

Gibbon, F., Hardcastle, W. J., Crampin, L., 
reynolds, B., razzell, r., & Wilson, J. 
(2001) Visual feedback therapy using 
electropalatography (EPG) for 
articulation disorders associated with 
cleft palate. Asia Pacific Journal of Speech, 
Language and Hearing, 6, 53–8.

Gibbon, F., Lee, A., & Yuen, I. (2007) 
Tongue palate contact during bilabials 
in normal speech. Cleft Palate-Craniofacial 
Journal, 44, 87–91.

Gibbon, F. & Wood, S. (2003) using 
electropalatography (EPG) to diagnose 
and treat articulation disorders 
associated with mild cerebral palsy: A 
case study. Journal of Clinical Linguistics 
and Phonetics, 17, 365–74.

Gick, B. (2002a) The use of ultrasound for 
linguistic phonetic fieldwork. Journal of 
the International Phonetic Association, 32, 
113–22.

Gick, B. (2002b) An X-ray investigation of 
pharyngeal constriction in American 
English schwa. Phonetica, 59, 38–48.

Gick, B., Wilson, I., Koch, K., & Cook, C. 
(2004) Language-specific articulatory 
settings: Evidence from inter-utterance 
rest position. Phonetica, 61, 220–33.

Gilbert, r. J. & napadow, V. J. ( 2005) 
Three-dimensional muscular architecture 
of the human tongue determined in 
vivo with diffusion tensor magnetic 
resonance imaging. Dysphagia, 20, 1–7.

Goozée, J., Murdoch, B. E., Theodoros,  
D. G., & Stokes, P. D. (2000) Kinematic 

analysis of tongue movements in 
dysarthria following traumatic  
brain injury using electromagnetic 
articulography. Brain Injury, 14, 153–74.

Gracco, V. L., Tremblay, P., & Pike, B. 
(2005) Imaging speech production  
using fMrI. Neuroimage, 26, 294–301.

Green, J. r. & Wang, Y.-T. (2003) Tongue 
surface movement patterns during 
speech and swallowing. Journal of the 
Acoustical Society of America, 113, 
2820–33.

Hardcastle, W. J. (1972) The use of 
electropalatography in phonetic 
research. Phonetica, 25, 197–215.

Hardcastle, W. J. (1985) Some phonetic 
and syntactic constraints on lingual 
co-articulation during /kl/ sequences. 
Speech Communication, 4, 247–63.

Hardcastle, W. J. & Edwards, S. (1992) 
EPG-based descriptions of apraxic 
speech errors. In r. Kent (ed.), 
Intelligibility in Speech Disorders: Theory, 
Measurement and Management. 
Philadelphia: John Benjamins, 287–328.

Harshman, r., Ladefoged, P., &  
Goldstein, L. (1977) Factor analysis of 
tongue shapes. Journal of the Acoustical 
Society of America, 62, 693–707.

Hartelius, L., Theodoros, D., & Murdoch, 
B. (2005) use of electropalatography in 
the treatment of disordered articulation 
following traumatic brain injury: A case 
study. Journal of Medical Speech–Language 
Pathology, 13, 189–204.

Hasegawa-Johnson, M. (1998) 
Electromagnetic exposure safety of the 
Carstens Articulograph AG100. Journal 
of the Acoustical Society of America, 104, 
2529–32.

Hasegawa-Johnson, M., Pizza, S., Alwan, 
A., Cha, J. S., & Haker, K. (2003) Vowel 
category dependence of the relationship 
between palate height, tongue height, 
and oral area. Journal of Speech, Language, 
and Hearing Research, 46, 738–53.

Hashimoto, K. & Sasaki, K. (1982) on the 
relationship between the shape and 
position of the tongue for vowels. 
Journal of Phonetics, 10, 291–9.



34 Maureen Stone

Hoole, P., Zierdt, A., & Geng, C. (2003) 
Beyond 2D in articulatory data 
acquisition and analysis. Proceedings of 
the 15th International Congress of Phonetic 
Sciences (ICPhS 2003), Barcelona, 265–8.

Iskarous, K. (2005) Patterns of tongue 
movement. Phonetica, 33, 363–82.

Kaburagi, T. & Honda, M. (1996) A model 
of articulator trajectory formation based 
on the motor tasks of vocal-tract shapes. 
Journal of the Acoustical Society of 
America, 99, 3154–70.

Katz, W. F. & Verma, S. (1994) Kinematic 
evidence for compensatory articulation 
by normal and nonfluent aphasic 
speakers. Brain and Language, 47, 357–60.

Kent, r. D. (1972) Some considerations in 
the cinefluorographic analysis of tongue 
movements during speech. Phonetica, 26, 
16–32.

Kent, r. D. & Moll, K. L. (1972) 
Cinefluorographic analyses of selected 
lingual consonants. Journal of Speech  
and Hearing Research, 15, 453–73.

Kent, r. D. & netsell, r. (1971) Effects of 
stress contrasts on certain articulatory 
parameters. Phonetica, 24, 23–44.

Kohler, K. (1976) The instability of 
word-final alveolar plosives in German: 
An Electropalatographic investigation. 
Phonetica, 33, 1–30.

Kokawa, T., Saigusa, H., Aino, I., et al. 
(2006) Physiological studies of retrusive 
movements of the human tongue. 
Journal of Voice, 20, 414–22. Epub 
november 21, 2005.

Kucukkeles, n. & Ceylanoglu, C. (2003) 
Changes in lip, cheek, and tongue 
pressures after rapid maxillary 
expansion using a diaphragm pressure 
transducer. Angle Orthodontist, 73, 662–8.

Kühnert, B. & Hoole, P. (2004) Speaker-
specific kinematic properties of alveolar 
reductions in English and German. Clinical 
Linguistics and Phonetics, 18, 559–75.

Lam, P., Au-Yeung, K. M., Cheng, P. W., et al. 
(2004) Correlating MrI and histologic 
tumor thickness in the assessment of 
oral tongue cancer. American Journal of 
Roentgenology, 182, 803–8.

Lell, M. M., Greess, H., Hothorn, T.,  
Janka, r., Bautz, W. A., & Baum, u. 
(2004) Mutiplanar functional imaging  
of the larynx and hypopharynx with 
multislice spiral CT. European Journal  
of Radiology, 14, 2198–205.

Lenz, M., Greess, H., Baum, u., Dobritz, 
M., & Kersting-Sommerhoff, B. (2000) 
oropharynx, oral cavity, floor of the 
mouth: CT and MrI. European Journal  
of Radiology, 33, 203–15.

Lieshout, P. H. H. M. van, Alfonso, P. J., 
Hulstijn, W., & Peters, H. F. M.  
(1994) Electromagnetic midsagittal 
articulography (EMMA). In F. J. Maarse, 
A. E. Akkerman, A. n. Brand, L. J. M. 
Mulder, & M. J. Van der Stelt (eds.), 
Applications, Methods and Instrumentation 
(pp. 62–76). Lisse, The netherlands: 
Swets & Zeitlinger.

Lieshout, P. H. H. M. van & Moussa, W. 
(2000). The assessment of speech motor 
behaviors using electromagnetic 
articulography. The Phonetician, 81, 9–22.

Lindblom, B., Sussman, H., Modarresi, G., 
& Burlingame, E. (2002) The trough 
effect: Implications for Speech Motor 
Programming. Phonetica, 59, 245–62. 
Using data collected in Stockholm by 
Branderud, P, Lundburg, H, Lander, J.

Mády, K., Sader, r., Zimmermann, A.,  
et al. (2002) Assessment of consonant 
articulation in glossectomee speech by 
dynamic MrI. Proceedings of the 7th 
International Conference on Spoken 
Language Processing, ICSLP ’2002, 
Denver, uSA. 961–4.

Maeda, S. (1990) Compensatory 
articulation during speech: Evidence 
from the analysis and synthesis of  
vocal tract shapes using an articulatory 
model. In W. L. Hardcastle & A. 
Marchal (eds.), Speech Production and 
Speech Modelling (pp. 131–49). 
Dordrecht: Kluwer.

Maeda, S. & Toda, M. (2003) Mechanical 
properties of lip movements: How to 
characterize different speaking styles? 
The 15th International Congress of Phonetic 
Sciences (ICPhS 2003), Barcelona, 189–92.



 Investigating Speech Articulation 35

Magen, H. S., Kang, A. M., Tiede, M. K., & 
Whalen, D. H. (2003) Posterior pharyngeal 
wall position in the production of 
speech. Journal of Speech, Language, and 
Hearing Research, 46, 241–51.

McAuliffe, M. J., Ward, E. C., & Murdoch, 
B. E. (2006) Speech production in 
Parkinson’s disease, I: An 
electropalatographic investigation of 
tongue–palate contact patterns. Clinical 
Linguistics and Phonetics, 20, 1–18.

McClean, M. D. & Tasko, S. M. (2003) 
Association of orofacial muscle activity 
and movement during changes in 
speech rate and intensity. Journal of 
Speech, Language, and Hearing Research, 
46, 1387–400.

McGlone, r. & Proffit, W. (1972) 
Correlation between functional lingual 
pressure and oral cavity size. Cleft Palate 
Journal, 9, 229–35.

McGowan, r. S. (2006) Perception of 
synthetic vowel exemplars of 4-year-
old children and estimation of their 
corresponding vocal tract shapes. Journal 
of the Acoustical Society of America, 120, 
2850–8.

Mermelstein, P. (1973) Articulatory model 
for the study of speech production. 
Journal of the Acoustical Society of 
America, 53, 1070–82.

Miller, J. L. & Watkin, K. L. (1997) Lateral 
pharyngeal wall motion during 
swallowing using real time ultrasound. 
Dysphagia, 12, 125–32.

Miyawaki, K., Kiritani, S., Tatsumi, I. F.,  
& Fujimura, o. (1974) Palatographic 
observation of VCV articulations in 
Japanese. Annual Bulletin, Research 
Institute of Logopedics and Phoniatrics, 
University of Tokyo, 8, 51–7.

Moen, I., Simonsen, H. G., & Lindstad,  
A. M. (2004) An electronic database of 
norwegian speech sounds: Clinical 
aspects. Journal of Multilingual 
Communication Disorders, 2, 43–9.

Munhall, K. G. & ostry, D. J. (1985) 
ultrasonic measurement of laryngeal 
kinematics. In I. r. Titze & r. C. Scherer 
(eds.), Vocal Fold Physiology: 

Biomechanics, Acoustics and Phonatory 
Control (pp. 145–62), Denver: Denver 
Center for the Performing Arts.

Munhall, K., Vatikiotis-Bateson, E., & 
Tohkura, Y. (1994a) X-ray film database 
for speech research. Journal of the 
Acoustical Society of America, 98, 1222–4.

Munhall, K., Vatikiotis-Bateson, E., & 
Tohkura, Y. (1994b). X-ray film database 
for speech research. Technical report 
Tr-H-116, ATr Human Information 
Processing Laboratories, Kyoto.

Murdoch, B. E., Goozée, J. V., Veidt, M., 
Scott, D. H., & Meyers, I. A. (2004) 
Introducing the pressure-sensing 
palatograp: The next frontier in 
electropalatography. Clinical Linguistics 
and Phonetics, 18, 433–45.

napadow, V. J., Chen, Q., Wedeen, V. J.,  
& Gilbert, r. J. (1999a) Biomechanical 
basis for lingual muscular deformation 
during swallowing. American Journal  
of Physiology, 277, G695–G701.

napadow, V. J., Chen, Q., Wedeen, V. J., & 
Gilbert, r. J. (1999b) Intramural 
mechanics of the human tongue in 
association with physiological 
deformations. Journal of Biomechanics, 
322, 1–12.

narayanan, S., nayak, K., Lee, S., Sethy, 
A., & Byrd, D. (2004) An approach to 
real-time magnetic resonance imaging 
for speech prodcution. Journal of the 
Acoustical Society of America, 115, 1771–6.

nessAiver, M., Stone, M., Parthasarathy, 
V., Kahana, Y., Kots, A., & Paritsky, A. 
(2006) recording high quality speech 
during tagged Cine MrI studies using  
a fiber optic microphone. Journal of 
Magnetic Resonance Imaging, 23, 92–7.

nicosia, M. A., Hind, J. A., roecker, E. B., 
et al. (2000) Age effects on the temporal 
evolution of isometric and swallowing 
pressure. Journals of Gerontology Series A: 
Biological Sciences and Medical Sciences, 
55, M634–M640.

niitsu, M., Kumada, M., Campeau, n. G., 
niimi, S., riederer, S. J., & Itai, Y.  
(1994) Tongue displacement: 
Visualization with rapid tagged 



36 Maureen Stone

magnetization-prepared Mr imaging, 
Radiology, 191, 578–80.

ono, T., Hori, K., & nokubi, T. (2004) 
Pattern of tongue pressure on hard 
palate during swallowing. Dysphagia, 19, 
259–64.

Parthasarathy, V., Prince, J. L., Stone, M., 
Murano, E., & nessAiver, M. (2007) 
Measuring tongue motion from tagged 
Cine-MrI using harmonic phase 
(HArP) processing. Journal of the 
Acoustical Society of America, 121, 1, 
491–504.

Parush, A. & ostry, D. J. (1993) Lower 
pharyngeal wall coarticulation in VCV 
syllables. Journal of the Acoustical Society 
of America, 94, 715–22.

Peng, C. L., Jost-Brinkmann, P. G., 
Miethke, r. r., & Lin, C. T. (2000) 
ultrasonographic measurement of 
tongue movement during swallowing. 
Journal of Ultrasound in Medicine, 19, 
15–20.

Perkell, J., Cohen, M., Svirsky, M., 
Matthies, M., Garabieta, I., & Jackson, 
M. (1992) Electro-magnetic midsagittal 
articulometer (EMMA) systems for 
transducing speech articulatory 
movements, Journal of the Acoustical 
Society of America, 92, 3078–96.

Perkell, J. & Zandipour, M. (2002) 
Economy of effort in different speaking 
conditions, II: Kinematic performance 
spaces for cyclical and speech 
movements. Journal of the Acoustical 
Society of America, 112, 1642–51.

Pulvermuller, F., Huss, M., Kherif, F., 
Moscoso del Prado Martin, F., Hauk, o., 
& Shtyrov, Y. (2006) Motor cortex maps 
articulatory features of speech sounds. 
Proceedings of the National Academy of 
Sciences of the United States of America, 
103, 7865–70.

recasens, D. & Pallarès, M. D. (2001) 
Coarticulation, blending and 
assimilation in Catalan consonant 
clusters. Journal of Phonetics, 29, 273–301.

Schmelzeisen, r., Ptok, M., Schonweiler, 
r., Hacki, T., & neukam, F. W. (1996) 
re-establishment of speech and 

swallowing function following  
extensive tumour resections in the head 
and neck. Laryngo-Rhino-Otologie, 75, 
231–8.

Scobbie, J. M., Wood, S. E., & Wrench,  
A. A. (2004) Advances in EPG for 
treatment and research: An illustrative 
case study. Clinical Linguistics and 
Phonetics, 18, 373–89.

Serrurier, A. & Badin, P. (2005) Towards a 
3D articulatory model of velum based 
on MrI and CT images. ZAS Papers  
in Linguistics, 40, 195–211 (Zentrum  
für Allgemeine Sprachwissenschaft, 
Sprachwissenschaft, Typologie und 
universalienforschung).

Shinagawa, H., Murano, E. Z., Zhuo, J.,  
et al. (2008) Human tongue muscle  
fiber tracking during rest and tongue 
protrusion with oral appliance: A 
preliminary study with diffusion tensor 
imaging. Acoustic Science and Technology, 
29, 291–4.

Shinagawa, H., Murano, E. Z., Zhuo, J.,  
et al. (2009) Effect of oral appliances on 
genioglossus muscle tonicity seen with 
diffusion tensor imaging: A pilot study. 
Oral Surgery, Oral Medicine, Oral 
Pathology, Oral Radiology and 
Endodontology, 107, 57–63.

Shinagawa, H., ono, T., Ishiwata, Y.,  
et al. (2003) Hemispheric dominance  
of tongue control depends on the  
chewing-side preference. Journal  
of Dental Research, 82, 278–83.

Slud, E., Stone, M., Smith, P. J., & 
Goldstein, M. (2002) Principal 
components representation of the 
two-dimensional coronal tongue  
surface. Phonetica, 59, 10.

Soder, n. & Miller, n. (2002) using 
ultrasound to investigate intrapersonal 
variability in durational aspects of 
tongue movement during swallowing. 
Dysphagia, 17, 288–97.

Specht, K., rimol, L. M., reul, J., & 
Hugdahl, K. (2005) “Soundmorphing”: 
A new approach to studying speech 
perception in humans. Neuroscience 
Letters, 384, 60–5.



 Investigating Speech Articulation 37

Steele, C. & Lieshout, P. H. H. M. van 
(2004) use of electromagnetic 
midsagittal articulography in the study 
of swallowing. Journal of Speech, 
Language, and Hearing Research, 47, 
342–52.

Stone, M. (2005) A guide to analysing 
tongue motion from ultrasound images. 
Clinical Linguistics and Phonetics, 19, 
455–502.

Stone, M., Davis, E., Douglas, A., et al. 
(2001a) Modeling the motion of the 
internal tongue from tagged cine-MrI 
images. Journal of the Acoustical Society  
of America, 109, 2974–82.

Stone, M., Davis, E., Douglas, A., et al. 
(2001b) Modeling tongue surface 
contours from cine-MrI images. Journal 
of Speech, Language, and Hearing Research, 
44, 1026–40.

Stone, M. & Lundberg, A. (1996)  
Three-dimensional tongue surface 
shapes of English consonants and 
vowels. Journal of the Acoustical Society  
of America, 99, 3728–37.

Stone, M., Shawker, T., Talbot, T., & rich, 
A. (1988) Cross-sectional tongue shape 
during the production of vowels. Journal 
of the Acoustical Society of America, 83, 
1586–96.

Story, B. (2005) Synergistic modes of vocal 
tract articulation for American English 
vowels, Journal of the Acoustical Society  
of America, 118, 3834–59.

Story, B., Titze, I., & Hoffman, E. (1996) 
Vocal tract area functions from magnetic 
resonance imaging. Journal of the 
Acoustical Society of America, 100, 537–54.

Subtelny, J., Li, W., Whitehead, r., & 
Subtelny, J. D. (1989) Cephalometric and 
cineradiographic study of deviant 
resonance in hearing impaired speakers. 
Journal of Speech and Hearing Disorders, 
54, 249–65.

Suzuki, n. (1989) Clinical applications  
of EPG to Japanese cleft palate and 
glossectomy patients. Clinical Linguistics 
and Phonetics, 3, 127–36.

Suzuki, n. & Michi, K. (1986) Dynamic 
velography. Proceedings of the 20th 

Congress of the International Association of 
Logopedics and Phoniatrics, Tokyo, 172–3.

Suzuki, n., Sakuma, T., Michi, K. I., & 
ueno, T. (1981) The articulatory 
characteristics of the tongue in anterior 
openbite: observation by use of 
dynamic palatography. International 
Journal of Oral Surgery, 10, 299–303.

Tabain, M. (1998) Coarticulation in CV 
syllables: A locus equation and EPG 
perspective. Journal of the Acoustical 
Society of America,103(5), 2980.

Tameem, H. & Mehta, B. (2004) Solid 
modeling of human vocal tract using 
magnetic resonance imaging and 
acoustic pharyngometer. Proceedings of 
the 26th International Conference of the 
IEEE: Engineering in Medicine and 
Biology, San Francisco, 2, 5115–8.

Tasko, S. M., Kent, r. D., & Westbury, J. r. 
(2002) Variability in tongue movement 
kinematics during normal liquid 
swallowing. Dysphagia, 17, 126–38.

Tasko, S. & Westbury, J. (2002) Defining 
and measuring speech movement 
events. Journal of Speech, Language  
and Hearing Research, 45, 127–42.

Tasko, S. & Westbury, J. (2004)  
Speed-curvature relations for speech 
related articulatory movement, Journal  
of Phonetics, 32, 65–80.

Tom, K., Titze, I. r., Hoffman, E. A., & 
Story, B. H. (2001) 3-D vocal tract 
imaging and formant structure: Varying 
vocal register, pitch, and loudness, 
Journal of the Acoustical Society of 
America, 109, 742–7.

Tsuga, K., Hayashi, r., Sato, Y., & 
Akagawa, Y. (2003) Handy measurement 
for tongue motion and coordination 
with laryngeal elevation at swallowing. 
Journal of Oral Rehabilitation, 30, 985–9.

Tye-Murray, n. (1991) The establishment 
of open articulatory postures by deaf 
and hearing talkers. Journal of Speech  
and Hearing Research, 34, 453–9.

ueda, D., Yano, K., & okuno, A. (1993) 
ultrasound imaging of the tongue, 
mouth, and vocal cords in normal 
children: Establishment of basic 



38 Maureen Stone

scanning positions. Journal of Clinical 
Ultrasound, 21, 431–9.

uppenkamp, S., Johnsrude, I. S., norris, 
D., Marslen-Wilson, W., & Patterson,  
r. D. (2006) Locating the initial stages  
of speech–sound processing in human 
temporal cortex. Neuroimage, 31, 
1284–96. Epub February 28, 2006.

Vorperian, H. K., Kent, r. D., Lindstrom, 
M. J., Kalina, C. M., Gentry, L. r., & 
Yandell, B. S. (2005) Development  
of vocal tract length during early 
childhood: A magnetic resonance 
imaging study. Journal of the Acoustical 
Society of America, 117, 338–50.

Wakumoto, M., Masaki, S., Honda, K., & 
ohue, T. (1998) A pressure sensitive 
palatography: Application of new 
pressure sensitive sheet for measuring 
tongue–palatal contact pressure. 
Proceedings of the 5th International 
Conference on Spoken Language Processing, 
Sydney, 7, 3151–4. (Available online  
at: http://andosl.anu.edu.au.icslp98/ 
main/html)

Watkin, K. L. (1999) ultrasound and 
swallowing. Folia Phoniatrica et 
Logopaedia, 51, 183–98.

Watkin, K. L. & rubin, J. M. (1989) 
Pseudo-three-dimensional reconstruction 
of ultrasonic images of the tongue. 
Journal of the Acoustical Society of 
America, 85, 496–9.

Wedeen, V. J., reese, T. G., napadow, V. J., 
& Gilbert, r. J. (2001) Demonstration of 
primary and secondary muscle fiber 
architecture of the bovine tongue by 
diffusion tensor magnetic resonance 
imaging. Biophysics Journal, 80, 1024–8.

Weismer, G., Yunusova, Y., & Westbury, J. r. 
(2003) Interarticulator coordination in 
dysarthria: An X-ray microbeam study. 
Journal of Speech, Language, and Hearing 
Research, 46, 1247–61.

Westbury, J. (1994) X-ray Microbeam Speech 
Production Database User’s Handbook. 
Waisman Center, Madison: university  
of Wisconsin at Madison, 8–33.

Westbury, J., Lindstrom, M., & McClean, 
M. (2002) Tongues and lips without 
jaws: A comparison of methods for 
decoupling speech movements. Journal 
of Speech, Language, and Hearing Research, 
45, 651–62.

Wood, S. (1979) A radiographic analysis  
of constriction locations for vowels. 
Journal of Phonetics, 7, 25–43.

Wrench, A. A. (2007) Advances in EPG 
palate design. Advances in Speech-
Language Pathology, 9, 3–12.

Xue, S. A. & Hao, G. J. (2003) Changes  
in the human vocal tract due to aging 
and the acoustic correlates of speech 
production: A pilot study. Journal of 
Speech, Language, and Hearing Research, 
46, 689–701.

Yang, C. S. & Stone, M. (2002) Dynamic 
programming method for temporal 
registration of three-dimensional tongue 
surface motion from multiple utterances. 
Speech Communication, 38, 201–9.

Yoshioka, F., ozawa, S., Sumita, Y. I., 
Mukohyama, H., & Taniguchi, H. (2004) 
The pattern of tongue pressure against 
the palate during articulating glossal 
sounds in normal subjects and 
glossectomy patients. Journal of Medical 
and Dental Sciences, 51, 19–25.

Zerhouni, E. A., Parish, D. M.,  
rogers, W. J., Yang, A., & Shapiro, E. P. 
(1988) Human heart: Tagging with Mr 
imaging – a method for noninvasive 
assessment of myocardial motion. 
Radiology, 169, 59–63.

Zierdt, A., Hoole, P., Honda, M., Kaburagi, 
T., & Tillman, H. (2000) Extracting 
tongues from moving heads. Proceedings 
of the 5th Speech Production Seminar: 
Models and Data, Munich, 313–16).

Zierdt, A., Hoole, P., & Tillmann, H. G. 
(1999) Development of a System for 
Three-Dimensional Fleshpoint 
Measurement of Speech Movements. 
Proceedings of the 14th International 
Conference of Phonetic Sciences (ICPhS 
’99), San Francisco, August.



2 The Aerodynamics  
of Speech

ChriSTine h. ShAdle

1 Introduction

Aerodynamics is the study of the motion of air. it is a subset of fluid mechanics, 
since air is only one possible fluid; it is a subset in another sense because  
mech anics includes statics as well as dynamics, but one must understand some-
thing about fluid statics in order to consider dynamics. Acoustics is the study of 
sound, and sound involves a particular type of wave traveling through a medium. 
Acoustics in air is therefore a part of aerodynamics.

These distinctions may seem pedantic, but they are blurred often in speech 
re search and result in some confusion. Aerodynamics in speech tends to be thought 
of as “everything the air is doing that isn’t sound.” in speech we ultimately care 
only about the sound that is radiated to the far field, well outside the vocal tract. 
here, near the microphone or someone’s ear, the air is essentially at rest except 
for the sound wave, and describing that wave is an acoustics-only problem. 
however, inside the vocal tract, the air is not at rest; we speak, for the most part, 
while exhaling, and the sound waves travel through that moving airstream. Fur-
ther, most speech sounds are generated by that airstream: it sets the vocal folds 
vibrating which in turn chop up the steady airstream, and it can become turbulent 
and generate noise.

The chief difficulty in considering acoustics and aerodynamics of the vocal  
tract together is that they operate at different time and spatial scales. Convection 
velocities – how fast air moves from glottis to lips – are very slow compared to the 
velocity of sound. Conversely, the spatial resolution needed to model turbulence 
and its sound-generating mechanisms is much greater than that needed to model 
sound propagation. The usual approach is thus to consider the larger picture – i.e., 
the non acoustic aerodynamics – in order to define the acoustic sources that are 
operating, include these sources in a model that considers only acoustic waves, 
and thereafter ignore the moving stream of air. however, our understanding of 
the various types of sources is not very far advanced in some cases, and the 
limitations of these definitions need to be understood. Further, some sources 
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continue to interact with the moving air, and thus are less suited to such a separa-
tion of “acoustic” and “aerodynamic” function.

We also need to consider the wider aspects of aerodynamics when we measure 
speech or any aspect of speech production. There can be obvious effects, like the 
need to avoid breath noise on a microphone, or more subtle effects, like the limi-
ta tions of inverse filtering. One can devise certain methods of recording various 
parameters in speech that avoid pitfalls, but new measurement techniques are 
developed all the time. it is important to be aware of the issues involved.

Aerodynamics texts are rarely written with speech applications in mind, and 
tend also to be highly mathematical. in spite of the high level of mathematics 
required, there are topics that currently resist any analytical solution, and must 
be dealt with empirically. in this chapter mathematics is not avoided altogether, 
but the chief aim is to convey an appreciation for the physical mechanisms  
involved, provide a pointer to more detailed treatments of each subject, and de-
scribe some of the limitations in our current understanding of the aerodynamics 
of speech.

in section 2 we describe some basic aerodynamic concepts and define the vari-
ables and non dimensional parameters needed. in section 3 we use these basic 
concepts to consider mechanisms of speech production, grouped in terms of the 
aerodynamic behavior(s) present. in section 4 we consider measurement methods 
and their lim itations, including methods in general use and those adapted for 
speech research. Finally, in section 5 we discuss some models of speech produc-
tion that incorporate aerodynamics.

2 Basic Considerations

We will first consider fluid statics, that is, the behavior of a fluid at rest, and the 
properties of a sound wave moving through it. Then we consider fluid dynamics. 
The motion of a fluid can alter sound passing through it; it can also generate 
sound, with the properties of that sound depending on the fluid motion and its 
interaction with its boundaries.

Air has a mass and a springiness, or compressibility. it takes energy to move 
air or to compress it, and the air imparts energy to an object that stops it from 
moving or confines it to its container when it expands. in a static situation – a 
set number of air molecules sealed in a container – the behavior of the air is 
described by its pressure, volume, and temperature, by the relation

PV = nRT (1)

where P = pressure, V = volume, T = temperature, R = the universal gas constant, 
and n = mass of gas in moles (halliday & resnick, 1966). So, for this sealed-up 
gas where n cannot vary, if the temperature increases, the pressure or the volume 
or both must also increase; if the temperature stays the same, any increase in 
pressure must be offset by a corresponding decrease in volume, and vice versa.
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The temperature, T, affects the density, r, viscosity, n, and speed of sound, c, 
in a gas. equation (1) can be used to derive the equations relating T to r, n, and 
c. Values of these parameters for humid air at body temperature have been  
computed and are listed in the Appendix.

We are treating the enclosed mass of gas as though the pressure everywhere 
within it were constant. This is not strictly true: the gas at the bottom of the container 
has the weight of the gas above pressing on it, so its pressure is slightly greater. 
Because the density of air is low, it takes a very tall container for this effect to be 
noticeable: an increase in altitude of 1 km decreases atmospheric pressure by only 
10 percent, for instance (halliday & resnick, 1966). But in a liquid, which is more 
dense, the effect is more noticeable, and this is exploited in the operation of the 
manometer, a basic instrument for measuring static pressure. in the manometer, 
a U-tube of constant inner diameter contains a liquid of known density r′. One end 
of the tube is attached to the gas with the pressure P to be measured; the other 
end is attached to a gas at a reference pressure P0 (if that end is left open, the 
reference pressure is atmospheric pressure). The difference in the height of the 
liquid in each arm of the tube, h, is proportional to the difference in pressure:

P - P0 = r′gh (2)

where g is the gravitational acceleration. A denser liquid, with higher r′, will  
show a smaller difference in height for the same pressure difference. Thus  
atmospheric pressure at sea level is 76.0 cm of mercury and 1,033 cm of water. 
The subglottal pressure during speech can range from 3 to 30 cm h2O above 
atmospheric pressure; for such a relatively small value, the pressure can be  
measured more accur ately by using water.

A sound wave traveling through a fluid that is otherwise at rest consists of a 
longitudinal pressure- rarefaction wave. This means that particles of the fluid are 
alternately pressed together more tightly than normal and pulled apart further 
than normal. As the wave travels through the fluid, individual particles oscillate 
about their original positions, but do not have a net movement. The molecules 
in the compressed regions tend to move towards the rarefied regions, so that 
particles in the rarefied regions have higher velocity. This tendency towards  
re-establishing equilibrium moves the high-  and low-pressure regions along at a 
speed regulated by the properties of the fluid: the speed of sound.

The ideal gas law given in equation (1) can be simplified when we are talking 
about the pressure and volume changes induced by a sound wave traveling 
through air. in this case the gas is undergoing an adiabatic process, which means 
that no heat flows into or out of the system. Then

PV g = constant (3)

where V = volume and g = 1.4 for air. note that this is not the same as saying 
that the temperature remains constant; instead, it says that if the temperature 
changes, it must change back again quickly before any heat exchange can take 
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place. When a sound wave travels through air, the pressure at a given location 
increases and then decreases. The temperature locally rises and falls, but the sound 
wave passes through so quickly that it behaves adiabatically.

Pressure and particle or volume velocity of the fluid as a function of time and 
location in space are the basic quantities used to describe a sound wave. They 
can also be used to describe a fluid in motion without a sound wave traveling 
through it. As the name indicates, particle velocity, v, is the velocity at a specific 
point in a fluid, and is expressed in units of distance per unit time; a particle at 
that location will have that velocity. The volume velocity, U, instead describes  
the rate of volume flow per unit time past a particular cross- sectional area. Any 
differences in particle velocity across that area will be averaged out by the  
des cription in terms of volume velocity.

There are many different types of fluid flow; recognizing which type occurs  
in a certain situation allows one to simplify the equations describing the fluid 
motion accordingly. One of the simplest types of flow to describe is steady, incom-
pressible flow. Steady flow means that the flow does not change in time: if we 
measure pressure and particle velocity at a particular point, the values will remain 
the same even as the flow continues past our measurement point. This means 
that the flow cannot be turbulent, since turbulence implies that pressure and 
velocity will vary randomly in space and time. But non random changes over time 
are excluded as well: if the overall flowrate is very slowly increased and then 
decreased without producing turbulence, it is still not a steady flow.

liquids are very nearly incompressible; gases, with their lower density, are 
com pressible. Sound waves cannot exist unless a fluid is compressible. however, 
describ ing a fluid flow as incompressible does not mean we are restricting our-
selves to liquids: it means that we are ignoring the compressible effects in our 
model. So, assuming steady, incompressible flow in a duct allows one to derive 
a form of Bernoulli’s equa tion relating the pressure and velocity at two places 
along the flow, assuming no work, heat transfer, or change of elevation occurs 
between those two places:
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where g = the gravitational acceleration, HL = head loss (or energy per unit weight 
lost to friction) from point 1 to point 2, p1, p2 = static pressure at points 1 and 2, 
v1, v2 = particle velocity at points 1 and 2, and r = density. We can use the relation 
of volume velocity to particle velocity U = vA and the fact that the volume velocity 
will be the same at any point along the duct to rearrange the equation. The head 
loss is related to the internal energy of the fluid; because the fluid has friction, 
some energy is converted to heat. if we assume that the flow is frictionless,  
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where U = volume flowrate (m3/s), A1, A2 = cross- sectional flow areas at points  
1 and 2 (m2), p1, p2 = static pressure at points 1 and 2 (Pa), and r = density of the 
fluid (kg/m3). Although this equation strictly applies only to frictionless, incom-
pressible, steady flow, it is used in practice where these restrictions are violated 
to measure volume flowrates. The calibration procedures and empirical coefficients 
that can render such practice more accurate are discussed briefly in section 4, and 
more extensively in doebelin (1983).

All fluids are viscous; as a result, the head loss can become significant for flow 
along a length of pipe. it is proportional to the length of pipe and to the flow 
velocity squared, but the constant of proportionality is an empirically  determined 
friction factor that depends on the non dimensional parameters of wall roughness 
and reynolds number. The reynolds number is defined as the ratio of inertial to 
viscous forces, and can be determined by:

Re = VD/n (6)

where V = a characteristic velocity, D = a characteristic dimension, and n = the 
kinematic viscosity. For pipe flow, the V normally used is the average particle 
velocity in the center of the pipe (and, because of the averaging, is therefore  
typic ally capitalized in the literature, confusing it with volume) and D is the  
pipe diameter (Massey, 1984). Although we are not often called upon to compute 
the head loss in the vocal tract, the reynolds number is used in models of speech 
production, and it is therefore important to understand what it means.

All fluid motion can be broadly classified into three regimes: laminar, unstable, 
and turbulent flow. For a particular geometry – take, for example, a constricted 
region in a duct – the flow progresses from one regime to the next as the reynolds 
number is increased. For a particular size of that geometry, this could be observed 
simply by increasing the flow velocity. in laminar flow, at the lowest velocity 
range, individual particles follow paths that do not cross paths of other fluid 
particles. The particles nearest the walls of the duct will move the slowest, con-
strained by friction to stick to the non- moving walls. in the center of the duct the 
particles will move the fastest. in going through a constriction the flow will hug 
the walls of the duct, and the velocity gradient and therefore the velocity in the 
center of the duct will increase as the area decreases. laminar flow is dominated 
by friction forces, and the empirical friction factor is highest for lowest reynolds 
numbers.

As the flow velocity increases, inertial forces begin to dominate over friction 
forces. As the fluid enters the constriction, it overshoots a bit, and the moving 
flow separates from the walls. The vena contracta, thus formed, effectively reduces 
the area of the constriction. The region of transition from the fast- moving flow  
to the still flow near the walls is known as a boundary layer, and it can itself 
become unstable. in an unstable regime, any perturbations will tend to increase 
in amplitude.

if the reynolds number is increased still further, the flow may pass through  
a sequence of unstable states, but eventually it becomes fully turbulent. here 
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inertial effects dominate. Paths of fluid particles cross each other unpredictably, 
so the flow as a whole has a random fluctuating component superimposed on 
the mean flow. This is very effective at mixing the flow.

For a particular geometry the characteristic velocity and dimension can be 
defined, and then a critical reynolds number Recrit can be found that marks the 
change from laminar to unstable flow regimes. This means that the flow regime can 
be predicted for any velocity in any size of that geometry. The value of Recrit may 
differ though for a square instead of circular pipe, for instance, or a rectangular 
instead of circular constriction. The behavior above Recrit may also depend on geo-
metry: for fully turbulent flow in smooth pipes the friction factor decreases with 
increasing Re, but for rough pipes it remains relatively constant (Massey, 1984).

Sound waves traveling through a fluid can be affected by the flow regime.  
First, turbulence can diffract and absorb sound waves, though it is questionable 
whether this is a significant effect for speech (see discussion in davies et al., 1993). 
Second, the sound wave traveling through a moving medium will travel faster 
downstream than upstream relative to an observer at rest. We can gauge the 
strength of this effect by computing the average Mach number M = V/c, where 
V = the average particle velocity of the fluid. in a vowel, where average volume 
velocity U = 200 cm3/s and the most constricted region has an area of approxi-
mately Ac = 1 cm2, the Mach number in the constricted region will be M = U/(Acc) 
= 200/(1 · 35,000) = 0.0057. Since M  1, this effect is not significant. however,  
for fricatives, a typical U ≈ 600 cm3/s and Ac ≈ 0.1 cm2, so M = U/(Acc) =  
600/(0.1 · 35,000) = 0.17. here the value of M relative to 1 indicates that the  
convection velocity is significant with respect to the speed of sound, and may 
have to be taken into account.

in addition to these effects that flow can have on sound traveling through it, 
flow can also generate sound, with different characteristics according to the type 
of flow that produced it.

An unstable flow regime can lead to a self-sustaining aerodynamic oscillation. 
One or more positive feedback paths must exist. The sound that can result is 
char acteristically high- amplitude, narrow- bandwidth: a whistle. its frequency and 
the parameters that control it are related to the underlying instability.

We spoke earlier of the boundary layer that can detach from the walls of an 
orifice. in fact, a boundary layer exists between any two regions with significantly 
different flow parameters: they may have different velocities (as with the fluid 
moving in the center of a duct and the still fluid clinging to the walls of the duct), 
different densities (as with the Gulf Stream, which is warmer and saltier than the 
surrounding water), or actually be two different as yet unmixed fluids (cream 
just poured into coffee). The boundary itself is unstable for certain ranges of  
the difference of the two parameter values. in this unstable range, any small 
perturbation of the boundary will tend to grow. At first this will appear as ripples 
on the boundary; the ripples grow larger and curl up into vortices, which continue 
to rotate while being convected downstream.

The length of time required to traverse the feedback path tends to determine 
the spacing between vortices, because the initial perturbations are reinforced at 
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that interval. in general an integral number of vortices will be found between 
abrupt discontinuities such as the two ends of a sharp- edged orifice, or the  
distance between an orifice exit and an edge. These patterns, and the sound 
generated, will couple into the resonances of a surrounding cavity. increasing the 
flow velocity will tend to increase the frequency of the sound produced, but not  
uniformly; it will remain steadily coupled into one resonance, then jump abruptly 
to the next higher one, with the jumps exhibiting hysteresis (Chanaud & Powell, 
1965; holger et al., 1977).

Turbulence also generates sound, but since the motion is more random than  
an unstable state reinforced by feedback, the sound that results is noise with a 
relatively flat spectrum. Such noise cannot be predicted precisely from moment 
to moment, but can only be characterized statistically, and modeled by a collec-
tion of idealized flow- generated noise sources: the flow monopole, dipole, or 
quadrupole. These are analogous to idealized acoustic sources. The acoustic mono-
pole can be thought of as produced by a pulsing sphere, which generates spher-
ical sound waves. The acoustic dipole consists of two adjacent out-of-phase 
monopoles, which generate sound waves that interfere with each other; the result 
is a characteristic figure -eight directivity pattern. Solid objects such as a piston or 
a loudspeaker cone that act on the air can be modeled using these acoustic sources: 
in the far field, the directivity pattern observed is the same as that which would 
be produced by the idealized sources used to model it. in a flow source, the flow 
of air itself acts upon the surrounding air so that the far- field sound exhibits 
monopole, dipole, or quadrupole properties. Theoretically, the noise generated 
by turbulence away from any solid boundaries appears in the far field as if  
it were produced by flow quadrupoles; the noise generated by turbulence that 
results in a fluctuating force being applied to a solid object, by flow dipoles. As 
with acoustic sources, these can be thought of as collections of four and two flow 
monopoles, respectively, pulsing out of phase. in each case, the source strength 
depends upon the flow velocity. The total sound power of a flow quadrupole is 
proportional to V8; that of a flow dipole, to V6, and a flow monopole, to V4. 
however, the flow quadrupole is much less efficient than a flow dipole, which in 
turn is less efficient than a flow monopole. it can be shown that the ratio of the 
total sound powers of the flow quadrupole to the flow dipole, or of the flow dipole 
to the flow monopole, is proportional to the Mach number squared (Goldstein, 
1976). Thus, for M < 1, if a flow generates both dipole and quadrupole sources, 
the dipole sources will have higher sound power even though the sound power 
of the quadrupole sources increases faster with an increased flow velocity.

if the far- field sound pressure of a jet is recorded for a variety of jet sizes and 
mean velocities, the results can best be compared by plotting a normalized spec-
trum. A spectrum typically shows a measure of amplitude, such as sound pressure 
level, versus frequency. every variation of V and D would result in a different 
curve. if we compared two circular jets with the same velocity V but different 
diameters, the larger jet will produce higher- amplitude noise with the peak at a 
lower frequency than that produced by the smaller jet. however, we can normal-
ize the sound pressure level by dividing it by V8D2, which reflects the theoretically 
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predicted variation with V and D. We can also normalize the frequency axis by 
plotting instead the Strouhal number, St, where

St
fD
V

=  (7)

This will cause the peak frequencies to be aligned. As a result of these normaliza-
tions, all jet spectra for any size and velocity (as long as V < c) fit the same curve, 
as shown by the solid curve in Figure 2.1.

A similar collapse of data can be done for the noise produced by flow past a 
spoiler in a duct. The presence of the duct changes the dependence of source 
strength on V below the first cut- on frequency1 (nelson & Morfey, 1981). however, 
the principle of collapsing the data by using nondimensional parameters is the 
same. here normalization by V4 below cut- on and V6 above cut- on frequency for 
the duct is used, and the resulting curve has a different shape from that of the 
free jet, as shown by the dashed curve in Figure 2.1.

The Strouhal number can be thought of in many ways. equation (7) is derived 
by finding the ratio of the acceleration due to the unsteadiness of the flow to the 
con vective acceleration due to the nonuniformity of flow. So, for small St, the 
unsteady component is relatively small. if St < 10-2, the flow is quasisteady to a 
first approxi mation (Pelorson et al., 1994). The Strouhal number can also be used 
to characterize the shedding frequency of vortices from a jet. The frequency will 

Figure 2.1 normalized spectra of the noise generated by (a) free, subsonic jet noise 
(solid line) and (b) flow past a spoiler in a duct (dashed line), for various sizes of jets 
and spoilers. One-third octave sound pressure level is normalized by V8D2 for (a), by  
V6 or V4 for (b). levels of the two curves relative to each other are arbitrary. (After 
Goldstein, 1976, and nelson & Morfey, 1981)
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depend on the jet velocity and diameter, but similar jets (same shape and thus 
behavior, even though of different D and V) will have the same St corresponding 
to the shedding frequency (Sinder, 1999).

3 Aerodynamically Distinct Tract Behaviors

in this section we consider the different mechanisms of speech production, group-
ing them from an aerodynamics point of view and proceeding from the simplest 
to the most complex. in each section we describe the physical events, and give 
parameter values typical for speech.

3.1 Breathing
respiration is the simplest tract behavior aerodynamically because sound gener-
ation is not essential to the process and the time scales are relatively long.

The trachea extends about 11 cm below the larynx and then branches into the 
bronchial tubes. The bronchi continue to branch until the small, elastic -walled 
alveo lar sacs are reached. The entire spongy mass is encased within the pleural 
sacs, which are suspended in the rib cage and surrounded on all sides by muscles. 
There are two sets of muscles that decrease lung volume when tensed: the internal 
intercostals, at tached to the ribs, and the abdominal muscles. There are two  
sets that increase lung volume when tensed: the external intercostals, and the 
diaphragm, suspended across the bottom of the rib cage. By tensing and relaxing 
these sets of muscles in turn we can actively breathe in and out (as described  
by hixon et al., 1973, and hixon et al., 1976). But we can also use the elastic  
recoil force of the lung tissue itself as a passive mechanism for exhalation: if we 
cease to actively hold the rib cage expanded, we will passively exhale until the 
lung volume is small enough that the elastic recoil force no longer operates (see 
Figure 2.2). The lungs will not be empty at this point; the volume of air still in 
them is termed the functional residual capacity (FrC). To empty our lungs further 
we must actively tense muscles, and even doing so, we cannot empty them below 
a residual volume (rV).

The total lung capacity (TlC) in an adult male is approximately 7 liters of air. 
The rV is approximately 2 liters. The FrC varies with posture, but is typically  
4 liters. The vital capacity is the maximum amount of air that can be exchanged 
in one breath, and is the difference between total lung capacity and residual 
volume, or about 5 liters (Ohala, 1990).

Typical respiration involves actively expanding lung volume (and therefore 
inhal ing) to about 0.5 liters above FrC, and passively letting elastic recoil deflate 
the lungs (and therefore exhaling) back to the FrC. A typical respiration rate is 
15 to 20 breaths per minute (Thomas, 1973). We hold the vocal folds as far apart as 
possible during inspiration (maximum area is 52 percent of tracheal area accord-
ing to negus, 1949; tracheal area ranges from 3.0–4.9 cm2 according to Catford, 
1977) and keep the tongue re laxed and velum down to provide a relatively 
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 unimpeded path for the air. during expiration the glottal area is smaller, but still 
of the order of 1 cm2 (Sawashima, 1977); this is wide open compared to phona-
tion, with an average glottal area of 0.05–0.1 cm2.

For short utterances of speech at normal level, normal expiration is sufficient. 
For louder and/or longer speech, we need to use muscles actively to inhale more 
deeply, to offset the greater relaxation pressure, and to expel air below the FrC. 
during speech our goal appears to be to hold the subglottal pressure Psg  
approximately constant, at a level corresponding to the loudness level of speech. 
it ranges from 3–30 cm h2O (with normal speech typically 5 –10 cm h2O), as 
deduced by measuring esophageal pressure (draper et al., 1959; Slifka, 2003) or 
by using tracheal puncture to measure the pressure directly (isshiki, 1964). The 
lung volume then decrements fairly steadily; during stops the rate of decrement 
decreases momentarily, and during fricatives it increases (see Figure 2.3).

Figure 2.2 lung volume versus time during speech and respiration, showing measured 
lung volume and subglottal pressure, and diagrammatic representation of the muscle 
activity. The dashed line indicates the relaxation pressure. (From draper et al. (1959). 
reprinted with permission from “respiratory muscles in speech” by M. h. draper, P. 
ladefoged, and d. Whiteridge, Journal of Speech and Hearing Research, 7, 20. Copyright 
1959 by American Speech-language-hearing Association. All rights reserved.)
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The respiratory system can be modeled uncontroversially as a simple mech-
anical system, as described by draper et al. (1959): a set of bellows, with one 
active force (external intercostals and diaphragm) pulling outwards on the handles, 
one active (internal intercostals and abdominal muscles) and one passive force 
(elastic recoil) pulling inwards, and a variable- resistance opening in the bellows. 
What remains controversial, however, is the control mechanism for such a model. 
Ohala (1990) asserts that we either aim for a constant pressure to be applied to 
the lungs, or a long -term constant lung- volume decrement, and provides evidence 
to support the former. in particular, he argues that observed variations in subglottal 
pressure and in lung- volume decrement are due to variations in the downstream 

Sound pressure

Lung volume

s

Sound pressure

Lung volume

Time signal
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Figure 2.3 lung volume versus time during the phrase “deem–oon real,” where the 
blank was filled in by [s] (top) and [th] (bottom). (From Ohala (1990). reprinted from  
J. Ohala, “respiratory Activity in Speech,” in Speech Production and Speech Modelling,  
eds. W. J. hardcastle and A. Marchal, p. 36, copyright 1990, Kluwer Academic 
Publishers, with kind permission of Springer Science and Business Media.)
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flow resistance and to the inertia of the system, i.e., the time it takes to re-establish 
equilibrium. it is also true, however, that stressed syllables during an utterance 
are correlated with bursts of activity in the internal intercostal muscles (draper 
et al., 1959). Both passive and active factors, then, may account for varia tions in 
the rate of lung-volume decrement.

The issue of passive versus active control mechanisms is also important in 
expla nations of f0 declination across the duration of an utterance. First, it is not 
clear whether declination is intended or a byproduct. Second, both respiratory 
and la ryngeal muscles can affect f0; it is not clear which produces declination. 
Variations in Psg correlated with variations in f0 are sometimes taken as evidence 
that respi ratory activity is controlling f0, but this is not necessarily the case since 
the tract impedance, including laryngeal posture, can affect Psg. Psg is a measurable 
quantity and is constant enough to seem to be a controlling parameter, but it is 
a result, not a pure source parameter. A fuller discussion of declination, which 
concludes that its cause remains unresolved, can be found in Ohala (1990).

3.2 Frication
Fricatives are produced by making a tight constriction, with area of the order of 
0.1 cm2, somewhere in the vocal tract. The air emerging from the constriction 
forms a turbulent jet, and this jet produces noise. For unvoiced fricatives the  
vocal folds are held apart, giving a typical glottal area of 1 cm2. This means that 
most of the subglottal pressure is dropped across the supraglottal constriction, 
rather than across the glottis (the obvious exception to this is [h], where the glottal 
constriction can be the only constriction; as a result, the vowel context can make 
[h] into an approximant, as in /ihi/).

Although the area of the constriction is much smaller than any tract area used 
during a vowel, it is larger than the average glottal area during voicing and thus 
the volume flowrate is higher during unvoiced fricatives, ranging typically from 
200 to 400 cm3/s or more (for [h] it may be 1,000–1,200 cm3/s). in a vowel –fricative 
transition usually the glottis opens before the supraglottal constriction is formed, 
resulting in a momentary maximum volume velocity (see Figure 2.4). Then, as  
Âc decreases, U de creases also and the pressure drop across the supraglottal con-
striction increases. At some point frication begins; it would be useful to be able 
to predict precisely when. For voiced fricatives, with a lower mean U, the situation 
is even more complicated: turbulence noise is usually generated more weakly than 
in the unvoiced equivalent, but it is also effectively modulated by the voicing. 
This was first described by Fant (1960); the changes to the noise source spectrum 
as a result of the modulation have been described more recently (Jackson & 
Shadle, 2000) and will be discussed fur ther in section 3.4. Flanagan’s model of 
fricatives (1972, pp. 248–59) incorporates modulation based on the reynolds 
number, and is discussed further in section 5. For both voiced and unvoiced 
fricatives, the first question must be: for what dimensions and flowrate does a 
turbulent jet form? This can be rephrased as, what is the critical reynolds number 
for vocal tract geometries?
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Meyer-eppler (1953) conducted experiments to determine Recrit for the fricatives 
[f, s, S]. he measured radiated sound pressure (pr) and oral pressure (po) for  
a speaker uttering the three fricatives and for air flowing through plastic tubes 
with three different elliptical constrictions. As shown in Figure 2.5, in each case 
a different minimum po was required to produce a measurable pr; above this 
minimum, the rate of change of pr with respect to po also varied. For the elliptical 
constrictions, he was able to arrive at a single line for pr as a function of Re by 
using two different definitions of the effective width of the constriction for the 
three cases. For this line, he defined Recrit to be the intercept where pr = 0, and 
found Recrit = 1,800. he then generalized this to speech, on the assumption that 
the same value of Recrit would work for all fricatives provided the effective width 
was properly defined in each case.

This idea has gained wide acceptance. Studies using various ducts and orifices 
have led to a range of Recrit values, from 1,700 to 2,300 (ishizaka & Flanagan, 1972; 

Figure 2.4 Time traces of measured radiated sound pressure pr, volume velocity at  
the lips U, intraoral pressure po, estimated constriction area Âc for unvoiced and voiced 
fricatives. An adult male subject produced [pisi] (left) and [pizi] (right).
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Catford, 1977). There are two problems, however. Since it is so difficult to measure 
the cross-sectional shape of the constriction, there is no independent check of Re. 
We do not know what the effective width should be for a particular constriction 
shape. Second, using the reynolds number to collapse data carries with it the 
assumption that the geometries and therefore the source mechanism are the same, 
and thus allows comparison for different sizes and flowrates. But constriction 
shape is definitely not the same for different fricatives. Are we then losing or 
gaining by collapsing them together?

There is evidence that there are different source types operating to produce 
dif ferent fricatives. The noise produced by the jet alone, generated by relatively 
in efficient flow quadrupoles, is quite weak for the jet sizes encountered in the 
vocal tract. Anything solid in the path of the jet, however, produces a much more 
efficient noise -generation mechanism. Stevens (1971) recognized this difference, 
and adapted the work of heller and Widnall (1970) on flow spoilers to frication. 
By treating the tongue- constriction as a spoiler, he found an equation giving source 
strength in terms of the pressure drop across the constriction. Although he  
acknowledged that the lo cation of the constriction in the tract could affect the 
power -law relationship of the radiated sound power to the pressure drop, this 
was seen to be due to changes in the proximity of tract resonances to the source 
spectrum peak rather than an effect on the source mechanism.

Based on more recent analysis of speech and work with mechanical models, it 
appears that a flow dipole mechanism is operating, but not necessarily at the 
tongue constriction (Shadle, 1990, 1991). There are at least two distinctly different 
fricative geometries that result in different sources. The obstacle case has an  
obstacle such as the teeth at approximately right angles to the jet axis. The  

Figure 2.5 radiated sound pressure pr vs. intraoral pressure po for [f, s, S]. (After 
Meyer-eppler, 1953)
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source is localized at the upstream face of the obstacle. [s, S] fall into this category. 
The wall case has an “obstacle” such as the hard palate at a more oblique angle. 
The jet generates noise all along the wall, resulting in a much more distributed 
source. The fricatives [ç, x] and presumably all pharyngeal fricatives fall into this 
category. The weak front fricatives [f, T] should also possibly be grouped in this 
category, since noise is clearly generated along the lips (Shadle, 1990). The “wall” 
does not continue on very far, however, and so it may be that these sounds should 
be considered as a third category.

The geometry affects not only where noise is generated, but how much, that 
is, the spectral characteristics of the noise and the way they change with flow 
velocity and area of the constriction. rather than absorb these differences by 
means of effective width formulae, it would seem useful to express the acoustic 
properties of the noise in terms of the aerodynamic and articulatory parameters 
for each category. Some work has been done on this, e.g., source curves as a func-
tion of volume velocity have been measured for models of [S, ç, x], and power 
laws have been determined for human speakers (Badin, 1989). Much remains to 
be done. For instance, it seems clear that ∆P across a constriction depends prin-
cipally on the volume velocity through it and the constriction’s shape and area. 
The amount of noise generated by it can be related to ∆P, but the particulars of 
the relationship will depend very much on what is present downstream of the 
constriction exit.

Sinder, Krane, and Flanagan took a more theoretical approach, developing a jet 
model based on howe’s work showing that sound generation occurs when  
jet vorticity crosses streamlines, as can occur with a change in duct area. Their jet 
model depends on the location of flow separation, and the geometry and flow 
speed at that location (Krane et al., 1998; Sinder, 1999). Some comparisons to 
experimental measurements of mechanical models were made (Sinder, 1999). Krane 
(2005) further elaborated the model, showing that the jet could be modeled for 
aeroacoustic sound generation purposes as either a train of vortex rings or a train 
of inclined vortex pairs. The source spectrum can be considered to be the con-
volution of a harmonic and a broadband function; the arrival time of the vortices 
determines which function dominates.

howe and McGowan (2005) and McGowan and howe (2007) also took a  
theoretical approach. For [s], they noted that the upper and lower teeth overlap, 
creating a channel in which turbulence could diffract sound and thus increase it, 
and obtained predictions of the radiated sound that matched experimental data. 
Their use of the compact Green’s function explains the interaction of the source 
and the sound field and thus can accurately predict the level and shape of the 
source spectrum.

All of these fricative models (Shadle’s, Krane & Sinder’s, and howe &  
McGowan’s) have used drastic simplifications of the vocal tract shape during 
fricative production. Although the resulting source models differ somewhat, all 
agree that the geometry, not only the area function, of the constriction and down-
stream of the constriction have an important effect on sound generation by  
turbulence. it may also be that for some fricatives the articulatory charateristics 
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most important for sound production have not all been identified. The ways  
in which the parameters of each model affect the sound generation need to be 
investigated further.

3.3 Transient excitation: Stops
Stops are intrinsically transient. Complete closure is effected somewhere in the 
vocal tract, from glottis to the lips. As shown in Figure 2.6, for a supraglottal 
unvoiced stop the pressure upstream of the closure typically builds up rapidly 
for a short time, and then continues to increase more slowly, possibly reaching a 
plateau. The neck and cheeks expand slightly in response to this pressure, and 
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Figure 2.6 Time traces of measured radiated sound pressure pr, volume velocity at the 
lips U, intraoral pressure po, and estimated constriction area Âc for the stop [p] in the 
context [upu]. An adult male was the subject.
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the rate of decrease in lung volume eases slightly (Ohala, 1990). When the stop 
is released, either at the place of closure or at the velum, the oral pressure drops 
suddenly, lung volume suddenly begins to decrease more rapidly, and air is pushed 
out of the vocal tract explosively. The expelled air may become turbulent, and 
the patch of turbulence travels downstream, gradually dissipating. depending  
on the position of the vocal folds, this brief period of high airflow may result in 
aspiration noise being generated.

The closure must be held for a perceptible amount of time, from a minimum 
of 20 –30 ms to 100 ms or more. The release burst and ensuing frication last  
for a short time, of the order of 5 ms, and the aspiration, if it occurs, may last  
50 ms or more before voicing begins. indeed, the voice onset time will be longest 
if aspiration is present, and this is not a coincidence. Glottal area during stops  
is largest for unaspirated voiceless stops; for other cases, the glottal area depends 
somewhat on position of the stop within the word (Sawashima, 1977). differ-
ences in voice onset times thus appear to be largely related to the time it takes  
to adduct the vocal folds (Catford, 1977). The wide -open glottis allows a high 
glottal volume velocity once the stop has been released, thus producing audible 
turbulence noise.

For a voiced stop, a pressure drop of at least 200 Pa must be maintained  
across the glottis for voicing to occur (Westbury, 1983). As a result the oral pres-
sure does not increase as much as during an unvoiced stop. Fundamental frequency 
decreases as the pressure increases, and if closure is held long enough, vocal fold 
vibration may cease altogether. however, it appears that voicing during stops  
is extended by a combination of passive and active vocal tract expansion. The 
passive expansion occurs when cheek and neck tissues yield, puffing out slightly. 
We can control the degree of expansion somewhat by tensing or relaxing our 
cheek muscles; relaxed tissue yields more. The active expansion occurs by moving 
articulators: the larynx tends to move down, the soft palate up, and the tongue 
dorsum and blade down more during voiced than unvoiced stop closure. Both 
kinds of expansion serve to lower the pressure in the vocal tract, and therefore 
increase the transglottal pressure difference. Without such means, voicing can 
theoretically continue for approximately 60 ms after closure. With such means, 
voiced closure can extend theoretically to 200 ms or more – and in practice, voiced 
intervals of 100 ms or more are not uncommon (Westbury, 1983).

Sound production during and after the release has been modeled by Maeda 
(1987), and electrical analogs incorporating this developed by Stevens (1993, 1998). 
Maeda proposed a simple dynamic model that generates two different kinds of 
sources: an initial brief coherent source, followed by a longer frication source. The 
coherent source is caused by the assumption that when the closure is first opened, 
there is actually reverse flow into the sudden expansion, which causes a negative 
impulse of pressure. Although this flow monopole is predicted to last no more 
than 0.1 ms, it should be a very efficient sound source. The subsequent frication 
source is predicted to last from 1 to 5 or more milliseconds depending on the 
model parameter settings. its strength would, of course, depend on the place of 
the constriction and the changing parameters.
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Maeda demonstrated the coherent source with data from the utterance [mi]. 
The end of the [m] is released without a pressure buildup and therefore without 
the frica tion or aspiration sources, and shows a release bar on the spectrogram 
and extra negative -going radiated pressure. Flow visualization was done by seed-
ing the flow with smoke particles. For a human subject, this is relatively easily 
accomplished by asking the subject to inhale cigarette smoke and using a high- 
speed camera to pho tograph the smoky jet leaving the lips as the subject says 
[mi]. Such a film showed a noticeable delay between opening the lips and the 
emergence of smoke, supporting Maeda’s model (X. Pelorson, personal com-
munication, 1994). More recently, Pelorson et al. (1997) studied bilabial plosives 
using flow visualization on human and mechanical models, numerical simula-
tion, and theory. As Maeda found with [m], it takes approximately 20 ms for a 
jet to emerge once the lips are opened, and another 10–20 ms for vortex formation 
along the jet. The jet is essentially symmetric, in spite of the asymmetric lip horn, 
which might lead one to expect the jet to separate at dif ferent points from upper 
and lower lip. The frication noise that has been described to occur after the initial 
release (Stevens, 1993, 1998) appears likely to be produced by small-scale turbu-
lence. Pressure– flow relationships are insufficient to describe this progression; the 
constriction shape as a function of time is needed. in the first few milliseconds 
after opening, viscous and boundary layer effects are important. After that, a low 
reynolds number prevails, and boundary layer effects are not important.

3.4 Mechanical oscillation: Trills and voicing
Since the walls of the tract and the articulators are for the most part not rigid, it 
is possible for the airstream to set up a mechanical oscillation. This has been 
thought to be due to the Bernoulli force operating in the narrowed region such 
as the true or false vocal folds, the uvula, tongue tip or lips: here the air flows 
with a higher particle velocity and therefore the pressure drops. An inwards force 
is applied to the surrounding structure, and if that structure is flexible enough 
and the force strong enough, it may be pulled closed (see, for example, Catford, 
1977). The closure of the “valve” formed by the vocal folds, tongue tip, etc. inter-
rupts the airflow and allows pressure to be built up behind the closure, so it blows 
open and the process can repeat. The frequency of repetition is determined by 
both aerodynamic variables around the “valve,” such as the original upstream 
pressure, the velocity through and area of the opening, and mechanical variables: 
the mass, compliance, and damping factors of the tissues making up the valve.

This simple model is no longer considered adequate. The quasistationary  
assumption on which the Bernoulli effect is based is good through much of the 
glottal cycle but does not hold when the glottis is very small, i.e., around closure. 
And the Bernoulli equation does not predict pressure –velocity relations well where 
the flow has separated (Titze, 2006).

The situation is somewhat similar to that of reed instruments such as the 
clarinet, in which the reed vibrates enough to close off the flow of air periodically, 
and those vibrations couple into and excite the resonances of the clarinet tube. 
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however, in the clarinet the natural frequency of the reed is well above the  
resonances of the tube, and so the pitch of the resulting sound is that of the  
lowest resonance (Benade, 1976). in the vocal tract, the natural frequency of  
the vocal folds is usually below that of the lowest formant, and so the pitch that 
results is that of the vocal fold vibration, ranging from 40 hz (for creaky voice) 
to 1,000 hz or more (for sopranos and children). For uvular and tongue-tip  
trills the mechanical oscillation is slower, in the range 20–35 hz (recasens, 1991; 
McGowan, 1992).

Vocal fold vibration has been extensively studied in both humans (see  
hirose, this volume) and using excised canine larynges. There are many sets of 
muscles both in and around the vocal folds that can be adjusted to provide a  
very fine degree of control. The initial separation of the vocal folds, their length, 
and the tension of the three layers of the folds can all be separately controlled, 
in some cases by more than one mechanism. By these means the mode of vibration 
of the folds can be selected, and the frequency of vibration controlled within  
each mode.

The different modes of phonation are distinguished both by the pattern of 
move ment of the vocal folds and by the resulting sound quality. The modes range 
from falsetto, in which the bulk of the folds are still and the margins vibrate, 
resulting in a relatively high -frequency sound with weak harmonics and a nearly 
sinusoidal glottal area function Ag(t), to chest voice, in which a wave travels 
through the mucosa (the vocal fold cover) in the direction of the vocal tract’s 
longitudinal axis, thus adding an extra component to the simple lateral motion of 
the folds (for more information see Gobl & ní Chasaide, this volume). The closed 
phase for chest voice is a signifi cant proportion of the total cycle, and upper 
harmonics of the fundamental carry a significant proportion of the total energy 
(Gauffin & Sundberg, 1989).

Within a mode, frequency of oscillation is primarily controlled by the length 
and tension of the folds and the subglottal pressure. The subglottal pressure is 
not an independent parameter in the way that the mechanical settings of the folds 
are: for instance, the minimum pressure required to achieve phonation appears 
to increase with f0, and that relationship differs for singers and nonsingers (Titze, 
1992, 2000).

There are numerous models of the vocal folds. Of the self- oscillating models, 
the best known are the one -mass and two -mass models (Flanagan & landgraf, 
1968; ishizaka & Flanagan, 1972). Variations on the mechanical structure of the 
folds have included increasing the number of masses (Titze, 1973, 1974), using a 
distributed rather than lumped model (Titze & Talkin, 1979), a collapsible tube 
model (Conrad, 1985), and a translating and rotating one- mass model (liljencrants, 
1991a). in all of these, sufficient degrees of freedom are included to allow dif-
ferent modes of vibration. The different parts of each fold are coupled, either 
directly (e.g., via a spring) or indirectly (e.g., controlled by the same aerodynamic 
parameter). The effect on the flow of the current shape of the folds is handled 
generally by computing the point of flow separation within the glottis, and  
allowing pressure, velocity, and effective glottal area to vary accordingly. Pelorson 
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et al. (1994) improved the two -mass model’s performance by systematically test-
ing different ways of computing the separation point, and incorporating the  
best model.

More recently, finite- element models (FeM) have been used, which are more 
com putationally expensive but have the power to represent the internal mechan-
ical prop erties of the vocal folds and, potentially, pathological structures as well. 
Gunter (2003) highlights the differences among some of them: Alipour et al.’s 
model (2000) is self- oscillating and is not restricted to unrealistic geometries like 
earlier continuum mechanics models, but lacks the fine spatial resolution and 
mechanical stress distri bution calculations needed to investigate vocal fold  
pathologies. Jiang et al.’s model (1998) has a finer spatial resolution but does not 
represent collision forces, which are important for some vocal fold pathologies 
and studies of voice quality. Gunter’s model (2003), intended for use in studying 
vocal fold pathologies, includes fine temporal and spatial resolution and represents 
vocal  fold collisions, but is not self- oscillating.

Two very recent papers indicate still more progress. Tao et al. (2006) discuss a 
self- oscillating finite -element model with which they studied vocal fold impact 
pres sure, relating that pressure to lung pressure and glottal width. Unlike Gunter’s 
model, they modeled the air as well as the vocal fold tissue in order to have  
not only the interaction of the folds with each other, but the folds with the fluid, 
rep resented. Aerodynamic properties but not acoustic wave propagation were 
included. This model was then set up with a stiffness asymmetry, which they 
showed resulted in biphonation (Tao & Jiang, 2006). This particular structural 
asymmetry may not be the, or the only, cause of such biphonation, as they point 
out, but it does demonstrate the potential uses of the model and thus justifies the 
model’s complexity.

it is difficult to test such models since it is impossible to compare “output” for 
a human phonating with the same parameter “settings.” it is accepted, however, 
that source– tract interactions occur in humans (rothenberg, 1981; Guérin, 1983; 
Titze, 2000), and evidence of such interactions is sought for each model. For  
instance, one of the advantages of the two- mass over the one- mass model is that 
the two- mass model shows more realistic behavior when F0 approaches and exceeds 
the frequency of the first formant. More recent FeM models have been tested by, 
for instance, comparing pressures and predicted impact forces of one fold on  
the other (Story & Titze, 1995) with such pressures and forces measured in a 
canine larynx (Jiang & Titze, 1994). even though the model is not tailored precisely 
to the particular subject, when the collision forces match but predicted peak pressure 
is five times smaller than measured, it is clear that the model is not yet realistic 
in that regard. The more complex a model is, and the more input variables it has, 
the more difficult it is to validate it, as described clearly by Gunter (2003).

There have been numerous studies of the detailed aerodynamics of the glottis 
using mechanical models. First, static models were used to measure the pressure – 
flow relationships (Scherer, Titze, & Curtis, 1983; Scherer & Titze, 1983; Scherer 
& Guo, 1991). Three glottal profiles have been used – convergent, uniform, and 
divergent – to capture various stages in a single glottal cycle; the findings were 
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then assembled under a quasi stationary assumption (Pelorson et al., 1994; Shinwari 
et al., 2003). Flow visualization of such models revealed the Coanda effect, in 
which a jet forms at the glottal exit and veers off to one side or the other, and 
remains attached to that side. however, an obstruction downstream, similar to 
the shape and position of the false vocal folds, could straighten the flow and 
prevent the Coanda effect (Shadle et al., 1991).

The static constraint on models has been lifted in a few different ways. One 
way is to use static models of the vocal folds, but start the flow impulsively 
(hirschberg et al., 1996). This helped to establish where the separation point was 
at the glottal exit, how that varied according to the glottal profile, and the amount 
of time it took for a jet to appear and roll up into vortices. hofmans et al. (2003) 
measured the time needed to establish the Coanda effect, which was much longer 
than a typical glottal cycle, and predicted therefore that it would not be able to 
be established in the more realistic situation when the vocal folds are moving. 
however, erath and Plezniak (2006) did observe a Coanda effect for their static 
divergent glottal model with pulsatile flow.

The other class of mechanical model experiments involves a steady mean flow, 
but moving folds. These are usually driven, not self- oscillating, and have a fixed 
shape, but that shape can be varied between experiments in some setups. These 
have been used for various purposes, such as to visualize the flow downstream 
of the vibrating folds, with the results that the Coanda effect has been observed 
for a dynamic driven model with uniform glottis (Shadle et al., 1991). The quasi-
stationary assumption was shown to hold apart from the early stages of the  
glottal cycle, when it departs significantly (Mongeau et al., 1997; Z. Zhang et al., 
2002). Particle velocities and pressures have been measured in the tract in order 
to model the sound generation process (Barney et al., 1999).

The combination of all of these models with different constraints relaxed has 
reshaped our thinking about phonation. The separation point tends to be fixed 
when the glottal outlet is abrupt, as with a convergent or uniform glottis. With a 
divergent glottis, the separation point occurs before the glottal exit, at a point 
depending on the dimensions and angle of the glottis (if static). if the vocal folds 
are moving through all of these profiles, the separation point moves. A Coanda 
effect can then be observed within the glottis, with the jet attaching to one of the 
folds. The transition to turbulence is then asymmetric within the glottis, which 
changes the pressure– flow relationship significantly.

it has long been assumed that sound generation occurred at or near the glottal 
exit; this has been classically modeled as a monopole source, capturing the peri-
odic appearance of the glottal jet. McGowan (1988) predicted theoretically that  
a downstream dipole source due to the vorticity– velocity interaction force, as  
well as a monopole source at the glottal exit, was necessary to characterize the 
phonation source. Since then, two experimental studies using driven folds have 
demonstrated other sources: Barney et al. (1999) showed that the glottal jet in 
their model devel oped a vortex street, and the vortices generated sound when 
they exited the tract. Z. Zhang et al. (2002) showed that the type of flow source 
varies during the glottal cycle; however, dipole sources dominate the tonal sound 
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below 2 khz. This result was supported by numerical simulations of Suh and 
Frankel (2007).

Although the quadrupole source generated by the glottal jet has been shown 
to contribute insignificantly to the radiated sound for driven mechanical models 
(e.g., Z. Zhang et al., 2002), turbulence noise generation at the glottis can become 
significant in breathy and hoarse phonation. in both cases, the vocal folds oscillate 
but do not completely close. in breathy voicing a chink is left open near the 
arytenoid cartilages (Fritzell et al., 1986; Södersten & lindestad, 1990; Södersten 
et al., 1991). The dc offset measured in an inverse filtered glottal waveform is 
used in many studies as evidence of such a chink, and is observable in both  
men and women subjects “almost universally,” though women’s voice qualities, on 
average, are breathier than men’s (holmberg et al., 1988). Karlsson (1986), however, 
did not always observe a dc offset, even in her women subjects; when it occurred, 
it was mainly at weak effort levels. She noted large subject variation, and also 
cited several methodological aspects that could explain the differences among 
studies (Karlsson, 1992). The inverse filtering method itself does not take account 
of the difference in the velocities, and therefore travel time from glottis to lips, of 
convection and sound, which may further confound such studies. (See the further 
discussion in section 5.)

hoarseness is more variable; it may be caused by swollen folds resulting in 
slow oscillation, a node on one fold preventing a clean closure, or a paralyzed 
fold allowing a more significant gap (hammarberg et al., 1984). in all of these 
cases there is a relatively inefficient conversion of the energy from the steady 
airstream into sound. Some work has been done to model hoarse phonation by, 
for instance, modifying the two- mass vocal fold model to generate a pathological 
model (Koizumi & Taniguchi, 1990). The finite- element models discussed earlier 
can do this in more detail but so far do not predict acoustic output.

in breathy or hoarse phonation the turbulence noise fluctuates with the glottal 
cycle. This occurs in voiced fricatives as well, though the turbulence in that case 
is generated well downstream of the glottis. it has long been recognized that the 
frication noise is modulated by the voicing source, but the mechanism was not 
clear: does the sound generated at the glottis affect the turbulent jet downstream, 
or does the unsteady flow field generated by the oscillating vocal folds convect 
downstream and result in a pulsing jet at the constriction? it was observed that 
the harmonic and inharmonic components of the radiated sound were out of 
phase with each other during voiced fricatives, but not during vowels. The mech-
anism appears to be that sound generated at the glottis travels to the constriction, 
and there influences jet formation; the phase difference is related to the travel 
time from glottis to constriction at the speed of sound, and through the constric-
tion and front cavity to the main noise source location at the slower convection 
velocity (Jackson & Shadle, 2000, 2001).

For tongue -tip trills, the vibrating structure is not so finely controlled as the 
vocal folds, and partly as a consequence has a smaller range of frequency of vibra-
tion. Both unvoiced and voiced trills can be produced. in either case, the tongue 
blade and dorsum are held steadily in position and the tongue tip vibrates against 
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the hard palate at a rate of between 20 and 35 hz. Closure is seldom complete, 
judging from electropalatography data of Catalan speakers and rothenberg mask 
data (showing a non zero minimum flow) of english speakers (recasens, 1991; 
McGowan, 1992).

McGowan simulated the tongue- tip trill by modeling the tongue tip as a hinged 
trap door in the spirit of the one -mass vocal fold model. Wall compliance was 
included for the tract upstream of the tongue tip, and proved to be an essential 
part of the model. The oscillation of the tongue tip is only self -sustaining if net 
energy is trans fered from the airflow to the motion of the tip during each cycle; 
this is accomplished if the pressure is greater during the opening phase than 
during the closing phase. This asymmetry occurs in the model because of the 
compliance of the walls. When the tongue- constriction is closed and the oral 
pressure rises, the walls expand. When the tip is released, they deflate, but they 
do so relatively slowly, thus maintaining a higher pressure for a time as the con-
striction opens. The wall effect is apparently more important for a smaller glottal 
area, since that limits the extent of variation in glottal volume velocity.

McGowan did not attempt to model the details of the flow near the tongue tip, 
and suggested that this might be important for two reasons. First, the simulated 
traces were much smoother than the measured ones. Second, flow separation in the 
constriction could also result in energy exchange tending to sustain the oscillation. 
Finally, although he included an adducted -glottis condition to approximate the 
aver age glottal opening during voicing, he did not actually allow the glottal area 
to vary, whether under direct control or via a self- oscillating vocal fold model.

3.5 Aerodynamic oscillation: Whistling
Whistling in speech occurs primarily in whistle languages (Busnel & Classe,  
1976; Meyer & Gautheron, 2006), but may also occur in whistly fricatives, both 
deliberately as in Shona (ladefoged & Maddieson, 1996, p. 171) and accidentally in 
languages that do not use a whistle for linguistic purposes (Shadle & Scully, 1995). 
Whistle languages can be used over distances of up to a few kilometres, and con-
sist basically of a loud whistle that follows the F2 pattern of the whistler’s ordinary 
language, or duplicates f0 patterns of lexical tone. Whistly fricatives have whistles 
and frication noise occurring together; the whistle peak occurs generally in the 
high- amplitude region of the frequency spectrum, in the fricatives [s, S, z].  
Both kinds of whistling are best understood by considering “recreational” human 
whistling. here there tends to be very little frication noise. The whistle may occur 
at F2 or F3, giving a frequency range of from 500 to 4,000 hz (Shadle, 1983).

As described earlier, in order to produce a whistle sound there must be an 
unstable boundary layer and feedback that reinforces the instability. We would 
like to know when a whistle will occur and at what frequency, and therefore  
we need to know where the boundary layer forms and under what conditions it 
becomes unstable.

Because whistles are so geometry- dependent, the controlling parameters of  
a few classic geometries have been thoroughly investigated. Those that seem  



62 Christine H. Shadle

most applica ble to the vocal tract are the orifice tone, the edge tone, and the hole 
tone. The orifice tone, however, depends on sharp edges at the inlet causing  
the boundary layer to separate from the walls of the orifice. This is inconsistent 
with the shape of the lips, and the controlling parameter  – length of the orifice – 
predicts too high a whistle frequency (Shadle, 1985).

The hole tone can be produced without sharp -edged inlets. it results from two 
orifices in a row. The first produces an unstable jet, which curls up into vortices 
in the region between the orifices. in the absence of surrounding walls, the dis-
tance between the orifices determines the feedback path length; with surrounding 
walls, the whistle couples into one of the resonances of that cavity (Chanaud & 
Powell, 1965). if the constriction formed by the tongue is the first orifice, and the 
rounded lips form the second orifice, the resonances of the cavity in between 
should control the whistle frequency; the lowest of these is in fact F2 (Shadle, 
1985), consistent with whistle languages.

For whistly fricatives, the edge tone appears to be a more appropriate model. 
in this geometry, the unstable jet formed by an orifice strikes a solid object: a 
sharp edge of varying angle, or a cylinder. With laminar flow, the jet will divide 
smoothly around the object. When the jet becomes unstable, it tends to go to one 
side or the other of the object, alternating periodically and shedding vortices 
alternately. here the orifice diameter and the distance to the edge are critical 
parameters (Pow ell, 1961, 1962; holger et al., 1977). elder et al. (1982) describe 
how a combination of tones and broadband noise can be produced simultaneously. 
Using a mechanical model consisting of a long pipe with a side cavity, and edges 
protruding over the cavity opening, they measured sound produced as flow 
velocity was gradually increased, and identified the parameters controlling the 
various tones and turbulence produced. in addition to the well -known whistle 
phenomena of high -amplitude narrow -bandwidth peaks coupling into resonances 
for which the phase relationships reinforce the in stability, they demonstrated how 
whistles combine with turbulence excitation of the pipe resonances. it appears 
that this mechanism could be at work with the whistly fricatives, with the tongue 
again forming the jet -producing constriction and the teeth serving as the edge. 
This is consistent with the role of the teeth in noise production, and simply indi-
cates that some structure can exist in a turbulent flow (Shadle & Scully, 1995).

Because whistles are so sensitive to small changes in the geometry or flowrate, 
it is difficult to model them for the vocal tract where dimensions are difficult to 
determine and easily varied. They are also difficult to model for another reason: 
the whistle mechanism exhibits a complete interaction of “source” and “filter.”

4 Measurement Methods

4.1 Basic methods
A steady -state or slowly varying pressure can be measured by use of the mano-
meter, which was described earlier. The tap can be placed in a sealed tank of gas, 
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or at a particular place of interest along a duct. in the latter situation, where there 
is a relatively steady flow along the duct, the tap must be designed so as to 
 measure the desired static pressure without altering the flow by its presence. in 
general, having the tap flush with the wall, of a diameter much smaller than the 
duct diameter, and the edge of the tap abrupt rather than beveled, is sufficient. 
One must also pay attention to local variations in the pressure. For instance, there 
is a net loss in pressure across an orifice, and it is often of interest to measure this 
difference. however, in and near the orifice the pressure may show the opposite 
tendency, rising just upstream of the constriction, dropping significantly just down-
stream, then gradually recovering somewhat. To measure the pressure drop reli-
ably, then, one must space the taps away from the orifice by an amount that 
depends on the orifice shape; for instance, for a thin orifice plate, the taps should 
be located at 21/2 diameters upstream and 8 diameters downstream of the orifice 
(doebelin, 1983).

Pressure drop across a known orifice is often used to deduce flowrate. in some 
cases an existing orifice is measured and calibrated; in others, an orifice of known 
shape and area is inserted into a duct. in either case, the flowrate U is derived 
from the pressure drop measured at two taps for an incompressible fluid by:
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where U is flowrate in m3/s, A1 = pipe cross- section area (m2), A2 = orifice cross-
section area (m2), p1, p2 = the pressure measured at the two taps (Pa), r = the 
density of the fluid (kg/m3), and Cd is a dimensionless discharge coefficient that 
depends on reynolds number and the ratio of orifice to pipe diameter, as shown 
in Figure 2.7. including Cd, an empirically -determined coefficient that varies with 
orifice shape and the locations of the pressure taps, allows actual areas to be used 
rather than flow areas as in equation (5), and includes frictional losses. Calibration 
to determine Cd for every new setup can be avoided by using standard dimen-
sions for the orifice meter and relying on the extensive experimental data available 
(doebelin, 1983).

equation (8) can be modified for compressible fluids to give the weight flowrate 
rather than the volume flowrate. For a small pressure drop (p2/p1 > 0.99), this is 
sufficient. For isentropic (i.e., frictionless and adiabatic) flows with larger pressure 
drop, an equation for weight flowrate can be derived whose only empirical  
coefficient is Cd. For a sharp- edged orifice plate, however, enough turbulence is 
generated that the isentropic assumption is not a good one. in this case, an  
experimental compressibility factor Y must be incorporated in the equation; Y 
depends on the pressure drop and orifice diameter in a different way for different 
placement of the pressure taps. For a known and stable configuration the final 
equation, though complicated, can be quite accurate (doebelin, 1983). if the con-
figuration is not known or is known to change, however, it may be more practical 
to use equation (8) for incompressible flow and determine or estimate an empirical 
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coefficient for every change in geometry or significant change in flow (Massey, 
1984).

Volume velocity can also be measured by a rotameter, which consists of a float 
in a vertical tube of varying cross -sectional area. The flow enters at the bottom 
of the tube and blows the float up to the point where the vertical forces of  
differential pressure, gravity, viscosity, and buoyancy are balanced. The same 
equations for flowrate as a function of area apply, but since the float position 
rather than pressure drop is the output measured, and flowrate is linearly related 
to float position (for the typical tube tapering) but related to the square root of 
pressure drop, the rotameter has a greater accurate range than orifice flowmeters 
(approximately 10:1 rather than 3:1 maximum:minimum flowrate, respectively) 
(doebelin, 1983).

Particle velocity can be measured by a number of methods. The pitot tube is a 
probe that is placed directly into the flow, pointing upstream. it measures two 
pressures: the stagnation pressure, by a tap at its upstream end, and the static 
pressure, via taps along its sides. The difference between these two pressures can 
be used to derive the particle velocity at the location of the upstream tap.

Although the pitot tube is quite accurate, it cannot measure very low flow 
veloc ities, nor will it register quickly fluctuating velocities, as in turbulence. higher 
fre quency variations in particle velocity can be measured by using a hot-wire 
anemome ter, which consists of a very fine wire with current passing through it. 
When held in a moving fluid, the flow cools it and changes the resistance slightly. 
in the constant- temperature form of the instrument, the current is adjusted to 
keep the wire tem perature constant, as measured by its resistance. The square  
of the current is then related to the flow velocity. Because the wire is so fine, it 
responds quickly, and fluc tuating flow velocities (up to as much as 100 khz, 
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Figure 2.7  The dependence of discharge coefficient Cd on reynolds number, re, and 
on b, the ratio of orifice to pipe diameter. (After doebelin, 1983, p. 531. reproduced  
with permission of the McGraw-hill Companies from e. doebelin, Measurement Systems, 
3rd ed., copyright 1983, McGrawhill)
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depending on the compensating circuit) can be measured. Also, the wire and  
its support can be made small enough to provide minimal disturbance to the  
flow. The difficulties with the technique are that the wires are very fragile; they 
will not register flow direction, but only its magnitude; and each hot-wire  
must be calibrated with known velocities in the fluid in which it is to be used 
(doebelin, 1983).

high- frequency pressure fluctuations can be measured with a microphone, but 
in some situations this includes more than the sound wave when only the sound 
wave is wanted. The most familiar example is breath noise; the microphone can 
be moved further away or out of the breath stream, or a foam windscreen can be 
used that absorbs the mean flow before it deflects the microphone’s diaphragm. 
inside a duct with both sound waves and a non zero mean flow, similar problems 
occur. Pressure transducers can be flush- mounted on the walls, or effectively 
extended into the flow by use of probes. A probe in a moving fluid can, however, 
in itself become a location for sound generation. A different way to measure 
fluctuating pressures is to use two hot- wires a known distance apart. Their two 
velocities can be used to compute a velocity gradient proportional to pressure. 
The cross- correlation of the two signals can be used to compute the time delay 
between the two sensors, and therefore the speed of propagation of a particular 
signal. By this means hydrodynamic and acoustic pressure disturbances can be 
separated out: the former travel at approximately the mean flow velocity, the 
latter at the speed of sound.

Fluctuating pressures can also be measured in terms of the force they exert  
on an object. heller and Widnall (1970) used force transducers to deduce the 
source strength from the force applied by the flow to spoilers in a duct. Acceler-
ometers can also be quite useful for measuring the effect of flow on solid  
bodies, provided they have a mass much less than that of the object they are  
attached to.

Flow visualization can be accomplished by many techniques. The flow can be 
seeded with visible particles such as smoke, and pictures taken of the patterns 
thus revealed (e.g., Shadle et al., 1991, or Pelorson et al., 1997). Alternatively,  
the difference in refractive index caused by differences in density can be made 
visible by three different optical techniques. The shadowgraph technique is the 
simplest, but registers only large density gradients such as in shock waves. The 
Schlieren technique is more sensitive, but cannot reliably be used for absolute 
measurements of density (Pelorson et al., 1994; Pelorson et al., 1995). inter-
ferometry can be used for quantitative density measurements, but is quite com-
plex to set up. All three methods depend on passing light through the flow 
(Massey, 1984).

if the time between successive photographs is known, the time of travel of 
vortices and rate of their growth can be computed. in general, flow visualization 
works best with flows that are essentially two-dimensional, for example, with 
rectangular rather than circular jets. Obviously, internal flows (i.e., flow in ducts) 
cannot be visualized unless at least one wall of the duct is clear and the flow is 
“lit” by a means appropriate to the visualization method.
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4.2 Speech-adapted methods
ideally, in speech as in any other system, aerodynamic parameters should be  
measured without disturbing the flow producing them. likewise, parameters not 
directly measured should be derived with due regard for the type of flow. how-
ever, the difficulties of accessing the vocal tract mean that many parameters cannot 
be measured directly, and a certain degree of pragmatism is therefore essential.

The aerodynamic parameters needed to model respiration tend to be more 
slowly varying than those for the larynx and supraglottal system. The lung volume 
cannot be measured directly; it is inferred by measuring changes in body volume. 
Total body volume can be measured with a plethysmograph, in which the body 
is sealed in an airtight container. Changes in volume are deduced either by  
measuring changes in pressure within the container, or by measuring the flowrate 
through a single port into the container. Alternatively, the motion of the thorax 
and abdomen can be monitored by use of multiple position sensors, and the lung 
volume then deduced (draper et al., 1959; hixon et al., 1973, 1976; Ohala, 1990; 
Slifka, 2003).

Subglottal pressure can be measured directly by tracheal puncture (isshiki, 1964) 
or by pressure transducers lowered through the glottis (Cranen & Boves, 1985, 
1988). it can be inferred from esophageal pressure (draper et al., 1959; Slifka, 
2003). All of these methods are invasive medical procedures requiring the pres-
ence of a physician, and thus cannot be done routinely. They can be invaluable 
to validate and evaluate other less invasive procedures, however. For instance, 
Cranen and Boves placed two pressure transducers above and two below the 
glottis. This allowed not only measure of the subglottal pressure, but use of the 
pressure gradient to deduce flow through the glottis, which could be compared 
to the glottal flow derived from simultaneous laryngograph, photoglottograph, 
and inverse filtering.

Supraglottal pressure can be measured directly much more easily than subglottal 
pressure by introducing a thin plastic tube at the side of the mouth and bending 
it behind the rear molars so that its open end is midsagittal and perpendicular 
to the longitudinal axis of the vocal tract. The pressure measured, Po, should thus 
be the static pressure upstream of all labial, dental, and alveolar constrictions. 
The tube is typically attached to a pressure transducer sensitive to 1–2 khz, and 
referenced to atmospheric pressure (Scully, 1986). it can then be used as an estimate 
of the pressure drop across the constriction, ∆Pc, with the proviso that Po ≥ ∆Pc. 
during the stop [p], Po increases quickly as pressure in the tract behind the con-
striction equalizes with the lung pressure. The maximum value of Po measured 
during [p] can thus be used to estimate subglottal pressure, and the estimate can 
be extrapolated to the surrounding speech sounds. The exact value used depends 
on the respiratory model accepted, however: an assumption of constant pressure 
applied to lungs, or of constant lung-volume decrement, gives slightly different 
results (C. Scully, personal communication, 1994).

Volume velocity at the lips can be measured by a variety of masks containing flow 
or pressure transducers, some with nasal and oral airflow separately measured. 
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The rothenberg mask provides the least acoustic distortion: it measures the pres-
sure drop across screens of known flow resistance (rothenberg, 1973). its frequency 
range is limited to 0–1.8 khz partly by that of the transducers used, but also by 
acoustic resonances of the mask itself (hertegård & Gauffin, 1992). Although it 
is relatively nondistorting acoustically within this range, the screening very likely 
massively disrupts any vortex pattern emerging from the mouth. Whether or not 
this is significant for the far-field sound is unknown at present.

The volume flow from the mouth measured by the rothenberg mask is also com-
monly used to estimate the volume flow from the glottis, Ug, by inverse filtering; 
Ug is then related to activity of the vocal folds and the voicing source. Because  
it is not invasive and provides an essential source function, it has been used ex-
tensively. Possible limitations of the method are related to the source–filter model 
of speech production on which it is based, and are therefore considered in the 
next section.

Particle velocity has been measured within the vocal tract by using shrouded 
hot-wire anemometers during production of open vowels. Open vowels were 
necessary so that the hot-wire holder could be inserted and traversed across the 
tract (Teager, 1980; Teager & Teager, 1983). The shrouding was used to enable 
detection of flow reversal; whether it does that without undue distortion of the 
flow is a matter of some debate. The hot-wires can be expected to have a short 
life in such an environment, but the difficulties of calibration for low flow  
velocities and the inherent inability of a single hot-wire to detect flow reversal 
are more significant problems (see, for example, the extensive discussion printed 
as part of Teager & Teager 1983, pp. 394–401). it can be quite useful, however, to 
use hot-wires in human subjects for validating more extensive hot-wire measure-
ments done on mechanical models (see, e.g., Shadle et al., 1999).

The technique used by heller and Widnall (1970) of mounting the flow spoilers 
on force transducers in order to measure the force generated by the flow directly 
is clearly not possible with an articulator like the tongue. however, accelerometers 
and other motion-sensing devices have been used in the vocal tract to measure 
motion of the velum, jaw, vocal folds, and tongue. it is beyond the scope of this 
chapter to review such methods. however, when aerodynamic parameters must 
be inaccurately measured, or deduced from indirect measurement, or outright 
estimated, the presence of independently obtained articulatory data can help put 
such estimates on a firmer footing. We describe such a process below.

in fricative consonants, the area of the constriction is a key parameter that is 
clearly related to the properties of the noise generated, although perhaps not so 
simply as has been proposed by Stevens (1971). it is difficult to derive this area 
from vocal tract imaging methods because it is so small. however, we can use an 
oral pressure tube and a rothenberg mask simultaneously, and measure Po and 
Um as a function of time during, say, a vowel-fricative-vowel transition. We can 
then estimate the area, Ac, by rearranging equation (8):

Â KU
Pc m

o

=
r

2
 (9)
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where K is an empirical constant, nominally a shape factor, taken equal to 1 by, 
for example, Scully (1986), and equal to 1/(0.65) by others. Since the constriction 
area has been assumed to be much less than the tract area (Ac = A2  A1), K should 
correspond approximately to 1/Cd.

An obvious limitation of this estimate is that Po does not measure the pressure 
drop across the constriction only: lip rounding will increase it while not affecting 
constriction area or, presumably, frication noise. A less obvious problem is that 
this form of the equation is based on steady, incompressible, frictionless flow, 
which we clearly do not have. Although equation (9) is used for flow measure-
ment in cases that also violate these assumptions, that is done for particular 
 geometries for which extensive empirical data exist. not only are such data  
nonexistent for the vocal tract, but the geometry is continually changing. The 
little we do know indicates that if we use reynolds numbers and area ratios  
appropriate for the transition to and from a fricative, Figure 2.7 predicts that the 
discharge coefficient Cd in equation (8) will traverse a range of values, from  
approximately 0.9 to 0.6, yet K is typically held constant.

Pelorson (2001) tested this approximation and three variations on it by using 
mechanical models with three different constriction shapes, all possible shapes 
for speech. he showed that the best estimate of the area is found when the flow 
separation point can be estimated from a knowledge of the constriction shape. 
Since this is not always possible in speech, equation (9) using K = 1 is within  
20 percent of the real area. The equation was also tested on unsteady flow, and 
is a reasonable approximation except near closure. it should be used with care 
for fricatives when turbulence is likely to occur within the constriction, as the 
losses will then be higher.

A related problem occurs in estimating the flow resistance of constrictions, which 
is relevant for the glottis as well as for fricatives. A typical procedure is to use the 
average volume velocity through and pressure drop across a constriction to define 
an operating point on an essentially parabolic function. The incremental resistance 
is then defined as the slope of the tangent to the curve at the operating point 
(heinz, 1956). Pressure fluctuations due to sound waves are assumed to be small 
excursions about that point which can be modeled linearly; for small sound pressure 
amplitudes, this assumption is borne out by the measurements of ingard and ising 
(1967). however, the flow resistance in practice is often deduced from constriction 
area and volume velocity alone (Badin & Fant, 1984), whereas constriction shape 
can influence the pressure drop and, therefore, the operating point (Shadle, 1985).

5 Models Incorporating Aerodynamics

The classical acoustic theory of speech production models the acoustic properties 
of the vocal tract as an analogous electrical network. in so doing, several assump-
tions are made: sources and filter are independent, the filter is composed of pas-
sive elements and constitutes a linear system, sound propagation is one-dimensional, 
and in the most restrictive models, there is no mean flow. in this type of model, 
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all aerodynamic effects are essentially confined to the source functions. Because 
source and filter are independent, whistles or whistly fricatives cannot be gener-
ated, but this lack would not of itself be of undue significance for speech models 
for most languages. Unfortunately, problems of greater consequence do arise; it 
is instructive to consider the ways in which some existing models have approached 
greater physical realism by relaxing some of the assumptions.

All models of phonation must include mean flow as an input, and, classically, 
fluctuating volume velocity is generated as an output. however, tract models do 
not always include mean flow. how can fricatives then be generated? Scully (1990) 
includes mean flow in her synthesizer by having separate acoustics and aero-
dynamics blocks. The aerodynamics block computes static pressure and mean 
flow throughout the tract, including the lungs, and generates frication sources with 
strength related to the pressure drop across the constriction. These sources are then 
fed forward to the final source–filter model. The sources and filter cannot interact 
extensively, but some influence is possible via numerous interconnecting paths.

A somewhat different approach is taken by Flanagan and ishizaka (1976),  
who derive the fluctuating glottal flow from the two-mass model and a mean flow 
from a dc atmospheric-pressure source. This arrangement allows respiration, as 
well as frication. Frication is then modeled by providing each transmission-line 
section with a noise pressure source parameterized by reynolds number. A parti-
cular source would generate noise only if the area and volume velocity in that 
section resulted in re > recrit. The amplitude of the noise source is modulated  
by a function proportional to re2, making the modulation observed in voiced 
fricatives possible (as demonstrated in earlier work based on a similar model, 
Flanagan, 1972). The noise source spectrum is flat, a reasonable simplification 
given the frequency range of the simulation (0–4 khz).

A later synthesizer modified this scheme by using only one re2-dependent noise 
source per constriction (Sondhi & Schroeter, 1987). location of the source was 
problematic, however: the internal impedance of the source was high enough that 
it restricted the volume flow unnaturally when placed at the constriction exit. 
locating it downstream got around that problem, but each consonant required  
a different source location. This indicated greater physical realism, consistent  
with mechanical model studies (Shadle, 1985), but was “very inconvenient” in 
the context of an automatic text-to-speech synthesizer. The solution adopted was 
to place the source one section downstream of the narrowest part of the con-
striction, and represent it in parallel form, as a volume velocity source.

narayanan and Alwan (2000) adopted a similar framework but worked to 
specify more physically realistic noise sources for a parametric synthesizer. They 
combined three-dimensional data derived from magnetic resonance imaging and 
source characteristics derived from mechanical model studies with an analysis-
by-synthesis approach. All fricatives had a dipole source, corresponding to an 
obstacle downstream of the constriction, of either the teeth or the lips. All fricatives 
also had a monopole source, based on Pastel’s findings (1987) from her experi-
mental work modeling noise sources near the glottis. in addition, the palatoalveolar 
fricatives had another dipole source modeling wall noise. The monopole source 
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was found to be unimportant, and the dipole source locations could be chosen 
uniformly within each fricative class, thus agreeing with mechanical model results. 
By adjusting the source strengths and spectral characteristics of the different 
sources, best fits were found for each fricative; in general, the stridents were 
matched more successfully than nonstridents.

There are no experimentally-derived source models for interdentals, and the 
position of the noise sources so near the lip opening is likely both to change source 
characteristics and make radiation and other loss models more critically important. 
For sibilants, the known changes in source characteristics above and below the 
cut-on frequency of the duct have not been modeled by narayanan and Alwan, 
perhaps because this would be inconsistent with their assumption of a plane-
wave model. These simplifications, as well as allowing the source strengths to  
be adjusted relative to each other, decrease the physical realism of the parametric 
source models. however, this work represents the best effort to date at modeling 
fricatives within the classical framework.

The inverse filtering procedures using the rothenberg mask are based on a 
similar model of an independent source and a filter that is linear, time-invariant, 
and composed of passive elements only (rothenberg, 1973). The model allows for 
the glottal volume velocity, including a mean flow component, to be estimated from 
the pressure drop measured across the mask; if intraoral pressure is simultaneously 
measured, the source strength of a stop or fricative can also be estimated.

To estimate the voicing source, the vocal tract transfer function must be calculated; 
the difficulties of doing so are discussed elsewhere in this volume (see Gobl & ní 
Chasaide, this volume). The glottal volume velocity so derived is hard to reconcile 
with what we now understand of the physics at the glottis. A dipole as well as a 
monopole source are needed; which is dominant varies during the glottal cycle, as 
discussed in section 3. Travel time from glottis to lips is much slower at convection 
velocity than at the speed of sound (e.g., 170 ms and 0.5 ms, respectively), so that 
flow passing through a glottal chink arrives at the mask as a dc component much 
later than does the sound that was generated at the glottis at the same time. This 
disparity will vary with the tract area function and sub glottal pressure, and so can-
not be easily estimated and compensated for. While inverse filtering is undoubtedly 
useful, it appears that the waveform it generates has a more complex relationship 
to actual velocities existing near the glottis than was originally appreciated.

A more recent model of sound propagation in the vocal tract (davies et al., 
1993) retains a separation of source and filter while relaxing many of the traditional 
assumptions. Sound propagation is not always one-dimensional, and it need not 
be isentropic near junctions; mean flow is allowed, and the speed of sound is 
adjusted accordingly, but flow sources are not generated by the model. Because 
the tract is not modeled as an electrical analog, but instead is divided up into 
different duct elements that affect sound propagation differently, more physical 
realism is possible while still remaining powerful conceptually.

Teager sought to relax the assumption of independent source and filter. his 
hot-wire data showed evidence of nonuniform velocity across the vocal tract  
during vowel production (Teager, 1980). he suggested that source–filter interaction 
was therefore essential to a speech production model, and described a jet-cavity 
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interaction paradigm (Teager & Teager, 1983). however, he did not propose a 
quantitative model, as discussed by hirschberg et al. (1996).

recently, quantitative models of aeroacoustic processes have been proposed. 
Pelorson et al.’s (1994) model predicting flow separation within the glottis has 
been discussed in section 3.4. hirschberg et al. (1996) place this in a more general 
context. it is shown that viscosity, the friction of the fluid, cannot be neglected; 
including it predicts not only a pressure drop across the glottis as is observed, but 
a boundary layer next to the walls. Where the flow separates from the walls, form-
ing a shear layer, the strong gradient across that layer generates vorticity, which 
causes the edges of the jet to roll up into vortices; the vorticity itself is the  
source of sound in the jet. Predicting boundary layer behavior precisely is difficult, 
especially for the complex glottal geometry; Pelorson’s model is simplified, but 
works well, and is crucial in predicting sound generation. The simplification also 
allows it to be used for speech synthesis.

hirschberg et al. also note that, although the turbulence of the jet generates 
noise, sound generation is significantly increased if there is a constriction down-
stream of the region of jet formation. The false folds result in dipole sources which 
are more efficient than the jet’s quadrupole sources; similarly, teeth and/or lips 
downstream of a supraglottal constriction can generate efficient dipole sources in 
stop and fricative production. Sinder’s model (Sinder, 1999), discussed in section 3.2, 
likewise uses a vorticity model to generate sound sources. This has been used as 
the basis of a synthesizer that generates its own noise sources (Krane et al., 1998).

McGowan and howe (2007) describe the use of the Green’s function, a general 
transfer function that includes but is not limited to the case of plane-wave propa-
gation of sound, to model the exchange of energy between the hydrodynamic 
and acoustic modes of motion. With highly simplified geometry they are never-
theless able to explain why the dipole sources that so many studies have shown 
to be produced by a jet interacting with a downstream solid boundary, whether 
the glottal jet at the false folds or a supraglottal jet at the teeth, vary in their 
contribution to the far-field sound, especially at higher frequencies. They note 
that predicting the hydrodynamic field still must be done either experimentally 
or by numeric simulations, but their theoretical framework constitutes a model 
that is conceptually very powerful.

Full continuum simulations of the entire flow field represent another approach 
to including aerodynamics in a model of the vocal tract. numerical simulations 
divide the fluid up into small volume elements, across each of which the conserva-
tion laws must hold. The equations of fluid motion are then solved, as well as the 
interactions of the fluid with the solid boundaries. Two critical decisions are the 
spatial resolution, i.e., the size of the volume elements, and the time resolution, 
the time steps for which pressure and velocity distributions will be computed. The 
spatial resolution determines the fluid structures, such as size of vortices, that can 
be simulated; the time resolution affects the stability of the solution, and deter-
mines the bandwidth for which the results are valid. Thus, simulating turbulence 
requires shorter time steps than simulating laminar flow (Blazek, 2005).

As a result, early studies (e.g., Thomas, 1986; iijima et al., 1990; liljencrants, 
1991b) were limited to laminar flow through simplified geometries, simulating, 
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for instance, pressure–flow relationships in simple glottal models. As computing 
power has increased, so has the usefulness of numerical simulations. in the mid-
1980s navier-Stokes equations could be solved numerically, allowing viscous 
flows to be simulated. This led in turn to methods developed for simulating 
turbulence: direct numerical Simulation (dnS), which is computationally the 
most intensive, reynolds-averaged navier-Stokes (rAnS), which predicts mean 
flows only, and large-eddy Simulation (leS), which predicts instantaneous flow 
but of the large-scale motion only. Many other ways of reducing the computational 
load have been developed, including use of nonuniform grids, so that smaller 
elements can be used in the boundary layer than in the main flow channel. Ways 
of dividing a long duct into short sections, and simulating the flow in each in 
succession, have been developed. When possible, simulation is done in two  
dimensions, though this does not work well for simulating turbulence. There are 
also different ways to predict the sound generated. The compressible form of the 
navier-Stokes equations (nSe) can be solved, which predicts the sound field 
directly; however, this is inaccurate for low flow speeds. Alternatively, the incom-
pressible navier-Stokes equations can be solved, and then an acoustic analogy 
used on the predicted pressure and velocity fields (Suh & Frankel, 2007).

As examples of the ways these different constraints can be traded off, consider 
these recent studies. Zhao et al. (2002) used the compressible nSe on an axisym-
metric model of the vocal folds. A moving grid was used for the walls, which 
allowed forced oscillation to be simulated. The model could not predict turbulence, 
but the results did show vortex formation downstream of the glottis, and predicted 
that dipole sound sources due to the unsteady motion on the walls of the glottis 
were dominant. The effect of false folds and subglottal pressure variations could 
be studied (C. Zhang et al., 2002).

Adachi and honda (2003) used leS to model fricative sound production.  
Complex vocal tract shapes were derived from Mri; the airflow in only the most 
anterior 4 cm of each vocal tract was simulated to make the problem computa-
tionally feasible. even so, approximately 15 million cells were required to simulate 
turbulence. They were able to generate 10 ms of far-field sound up to 16 khz, 
which compared reasonably well to sound produced by mechanical models of 
the same two vocal tract shapes.

Suh and Frankel (2007) used three-dimensional leS and an unsteady, com-
pressible formulation to study flow through a static glottis, and predict sound 
generation for convergent and divergent glottis shapes. Their predictions agreed 
well with experimental results, and they were able to explain the sound genera-
tion mechanisms at different frequencies in detail.

There are other examples in the recent literature, but these will suffice to  
demonstrate on the one hand, the severe constraints of numerical simulation, but 
on the other hand, that judicious choices can complement experimental results 
and aid in the development of simpler aeroacoustic models.

in summary, a variety of models exists that incorporate aerodynamics to a 
greater or lesser degree. Although it is difficult to model such effects as phon-
ation (fluid–solid interaction) or frication (turbulence) because the underlying  
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phenomena are incompletely understood and resist an analytical solution, the  
fact that aerodynamics underlies all aspects of speech production makes such 
efforts important.
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1 At frequencies below the first cut -on frequency only plane waves propagate, which 

excite the longitudinal modes. The first cut- on frequency, above which transverse as 
well as longitudinal modes can propagate, depends on the duct’s cross- sectional shape 
and inversely on its largest cross- dimension. A circular duct 4 cm in diameter has a 
cut- on frequency of approximately 5 khz (Kinsler et al., 1982). This is why using only 
cavity lengths and area ratios to compute formant frequencies works well up to 5 khz, 
and less well above that.

APPendiX: COnSTAnTS And COnVerSiOn FACTOrS

The following values hold for dry air at 37°C. Values for completely saturated air 
are given in parentheses where available. (From Batchelor, 1967, and davies, 
1991.)

c = speed of sound = 35,300 cm/s (35,900)
g = ratio of specific heats = 1.400 (1.396)
R = gas constant = 2.87 × 106 erg/g (2.977 × 106)
r = density = 1.139 × 10-3 g/cm3 (1.098 × 10-3)
m = absolute viscosity = 1.89 × 10-4 g/cm-s
n = m/r = kinematic viscosity = 0.166 cm2/s
P0 = standard atmospheric
   pressure at sea level = 760 mm hg (760)

The conversion table for units of pressure in Table 2.1 should be interpreted as 
follows: 1 of the unit chosen from the leftmost column equals x of the unit chosen 
from the topmost row, where x is the value found at the intersection of the chosen 
row and column. For example, 1 bar = 105 Pa.

The conversion table for units of volume velocity in Table 2.2 should be inter-
preted as follows: 1 of the unit chosen from the leftmost column equals x of the 
unit chosen from the topmost row, where x is the value found at the intersection 
of the chosen row and column. For example, 1 liter/sec = 60.0 liters/min.
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3 Acoustic Phonetics

JonAthAn hArrington

1 Introduction

in the production of speech, an acoustic signal is formed when the vocal organs 
move, resulting in a pattern of disturbance to the air molecules in the airstream 
that is propagated outwards in all directions eventually reaching the ear of the 
listener. Acoustic phonetics is concerned with describing the different kinds of 
acoustic signal that the movement of the vocal organs gives rise to in the pro
duction of speech by male and female speakers across all age groups and in all 
languages, and under different speaking conditions and varieties of speaking 
style. Just about every field that is covered in this book needs to make use of 
some aspect of acoustic phonetics. With the ubiquity of PCs and the freely avail
able software for making spectrograms, for processing speech signals, and for 
labeling speech data, it is also an area of experimental phonetics that is very 
readily accessible.

our knowledge of acoustic phonetics is derived from various different kinds 
of inquiry that can be grouped loosely into three areas that derive primarily from 
the contact of phonetics with the disciplines of engineering/electronics, linguistics/
phonology, and psychology/cognitive science respectively.

1 The acoustic theory of speech production. these studies assume an idealized model 
of the vocal tract in order to predict how different vocal tract shapes and  
actions contribute to the acoustic signal (Stevens & house, 1955; Fant, 1960). 
Acoustic theory proposes that the excitation signal of the source can be modeled 
as independent from the filter characteristics of the vocal tract, an idea that is 
fundamental to acoustic phonetics, to formantbased speech synthesis, and to 
linear predictive coding which allows formants to be tracked digitally. the 
discovery that vowel formants can be accurately predicted by reducing the 
complexities of the vocal tract to a threeparameter, fourtube model (Fant, 
1960) was one of the most important scientific breakthroughs in phonetics of 
the last century. the idea that the relationship between speech production and 
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acoustics is nonlinear and that, as posited by the quantal theory of speech 
production (Stevens, 1972, 1989; Stevens & hanson, this volume), such dis
continuities are exploited by languages in building up their sound systems, is 
founded upon models that relate idealized vocal tracts to the acoustic signal.

2 Linguistic phonetics draws upon articulatory and acoustic phonetics in order 
to explain why the sounds of languages are shaped the way they are. the con
tact with acoustic phonetics is in various forms, one of which (quantal theory) 
has already been mentioned. Developing models of the distribution of the 
possible sounds in the world’s languages based on acoustic principles, as in the 
groundbreaking theory of adapative dispersion in Liljencrants and Lindblom 
(1972), is another. Using the relationship between speech production and 
 acoustics to explain sound change as misperception and misparsing of the 
speech signal (ohala, 1993, this volume) could also be grouped in this area.

3 Variability. the acoustic speech signal carries not only the linguistic structure 
of the utterance, but also a wealth of information about the speaker (physio
logy, regional affiliation, attitude and emotional state). these are entwined in 
the acoustic signal in a complex way acoustically both with each other and 
with background noise that occurs in almost every natural dialogue. Moreover, 
speech is highly contextdependent. A time slice of an acoustic signal can 
contain information about context, both segmental (e.g., whether a vowel is 
surrounded by nasal or oral sounds) and prosodic (e.g., whether the vowel is 
in a stressed syllable, in an accented word at the beginning or near the end 
of a prosodic phrase). obviously, listeners cope for the most part effortlessly 
with all these multiple strands of variability. Understanding how they do  
so (and how they fail to do so in situations of communication difficulty) is 
one of the main goals of speech perception and its relationship to speech 
production and the acoustic signal.

As in any science, the advances in acoustic phonetics can be linked to tech
nological development. Presentday acoustic phonetics more or less began with 
the invention of the sound spectrograph in the 1940s (Koenig et al., 1946). in the 
1950s, the advances in vocal tract modeling and speech synthesis (Dunn, 1950; 
Lawrence, 1953; Fant, 1960) and a range of innovative experiments at the haskins 
Laboratories (Cooper et al., 1951) using synthesis from handpainted spectrograms 
underpinned the technology for carrying out many types of investigation in speech 
perception. the advances in speech signal processing in the 1960s and 1970s re
sulted in techniques like cepstral analysis and the linear prediction of speech (Atal 
& hanauer, 1971) for sourcefilter separation and formant tracking. As a result of 
the further development in computer technology in the last 20–30 years and above 
all with the need to provide extensive training and testing material for speech 
technology systems, there are now largescale acoustic databases, many of them 
phonetically labeled, as well as tools for their analysis (Bird & harrington, 2001).

A recording of the production of speech with a pressuresensitive microphone 
shows that there are broadly a few basic kinds of acoustic speech signal that it 
will be convenient to consider in separate sections in this chapter.
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Vowels and vowel-like sounds•	 . included here are sounds that are produced with 
periodic vocal fold vibration and a raised velum so that the airstream exits 
only from the mouth cavity. in these sounds, the waveform is periodic, energy 
is concentrated in the lower half of the spectrum, and formants, due to the 
resonances of the vocal tract, are prominent.
Fricatives and fricated sounds•	 . these will include, for example, fricatives and 
the release of oral stops that are produced with a turbulent airstream. if there 
is no vocal fold vibration, then the waveform is aperiodic; otherwise there is 
combined aperiodicity and periodicity that stem respectively from two sources 
at or near the constriction and due to the vibrating vocal folds. i will also 
include the silence that is clearly visible in oral stop production in this section.
Nasals and nasalized vowels•	 . these are produced with a lowered velum and in 
most cases with periodic vocal fold vibration. the resulting waveform is, as 
for vowels, periodic but the lowered velum and excitation of a sidebranching 
cavity causes a set of antiresonances to be introduced into the signal. these 
are among the most complex sounds in acoustic phonetics.

My emphasis will be on describing the acoustic phonetic characteristics of speech 
sounds, drawing upon studies that fall into the three categories described earlier. 
Since prosody is covered elsewhere in two chapters in this book, my focus will 
be predominantly on the segmental aspects of speech. i will also not cover vowel 
or speaker normalization in any detail, since these have been extensively covered 
by Johnson (2005).

2 Vowels, Vowel-Like Sounds, and Formants

2.1 The F1 × F2 plane
the acoustic theory of speech production has shown how vowels can be modeled 
as a straightsided tube closed at one end (to model the closure phase of vocal 
fold vibration) and open at the lip end. Vowels also have a point of greatest nar
rowing known as a constriction location (Stevens & house, 1955; Ladefoged, 1985) 
that is analogous to place of articulation in consonants and that divides the tube 
into a back cavity and a front cavity. As Fant’s (1960) nomograms show, varying 
the constriction location from the front to the back of the tube causes changes 
predominantly to the first two resonant frequencies. the changes are nonlinear 
which means that there are regions where large changes in the place of articu
lation, or constriction location, have a negligible effect on the formants (e.g., in 
the region of the soft palate) and other regions such as between the hard and soft 
palate where a small articulatory change can have dramatic acoustic consequences. 
Since there are no sidebranching resonators – that is, since there is only one exit 
at the mouth for the air expelled from the lungs – the acoustic structure of a vowel 
is determined by resonances that, when combined (convolved) with the source 
signal, give rise to formants. the formants are clearly visible in a spectrographic 
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display and they occur on average at intervals of c/2L, where c is the speed of 
sound and L the length of the vocal tract (Fant, 1973) – that is, at about 1,000 hz 
intervals for an adult male vocal tract of length 17.5 cm (and with the speed of 
sound at 35,000 cm/s). As far as the relationship between vocal tract shape and 
formants are concerned, some of the main findings are:

All parts of the vocal cavities have some influence on all formants and each •	
formant is dependent on the entire shape of the complete system (see, e.g., 
Fant, 1973).
A maximally high F1 (the first, or lowest, formant frequency) requires the •	
main constriction to be located just above the larynx and the mouth cavity to 
be wide open. An increasing constriction in the mouth cavity results in a drop 
in F1 (see also Lindblom & Sundberg, 1971).
A maximally high F2 is associated with a tongue constriction in the palatal •	
region. More forward constrictions produce an increase in F3 and F4 that is 
due to the shortening of the front tube (Ladefoged, 1985) so that there is a 
progressive increase first in F2, then in F3, then in F4 as the constriction loca
tion shifts forward of the palatal zone. F2 is maximally low when the tongue 
constriction is in the upper part of the pharynx.
Either a decrease of lipopening area or an increase of the length of the lip •	
passage produces formant lowering. Lipprotrusion has a marked effect  
on F3 in front vowels and on F2 in back vowels – see, e.g., Lindblom and 
Sundberg (1971) and Ladefoged and Bladon (1982).

the acoustic theory of speech production shows that there is a relationship be
tween phonetic height and F1 and phonetic backness and F2, from which it follows 
that if vowels are plotted in the plane of the first two formant frequencies with 
decreasing F1 on the xaxis and decreasing F2 on the yaxis, a shape resembling 
the articulatory vowel quadrilateral emerges. this was first demonstrated by 
Essner (1947) and Joos (1948), and since then the F1 × F2 plane has become one 
of the standard ways of comparing vowel quality in a whole range of studies in 
linguistic phonetics (Ladefoged, 1971), sociophonetics (Labov, 2001), and in many 
other fields.

Experiments with handpainted spectrograms using the Pattern Playback  
system at the haskins Laboratories showed that vowels of different quality could 
be accurately identified from synthetic speech that included only the first two  
or only the first three formant frequencies (Delattre et al., 1955). in the 1970s  
and 1980s, experimental evidence of a different kind, involving an analysis of the 
pattern of listeners’ confusions between vowels (e.g., Klein et al., 1970; Shepard, 
1972) showed that perceived judgments of vowel quality depend in some way 
on the F1 × F2 space. the nature of these experiments varied: in some, listeners 
were presented with a sequence of three vowels and asked to judge whether  
the third is more similar to the first or to the second; or listeners might be  
asked to judge vowel quality in background noise. the pattern of resulting  
listener vowel confusions can be transformed into a spatial representation using 
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a technique known as multidimensional scaling (Shepard, 1972). Studies have  
shown that up to six dimensions may be necessary to explain adequately the 
listeners’ pattern of confusion between vowels (e.g., terbeek, 1977), but also  
that the two most important dimensions for explaining these confusions are  
closely correlated with the first two formant frequencies (see also Johnson, 2004, 
for a discussion of terbeek’s data). these studies are important in showing that 
the F1 × F2 space, or some auditorily transformed version of it, represents the 
principal dimensions in which listeners judge vowel quality. Moreover, if listener 
judgments of vowel quality are primarily dependent on the F1 × F2 space, then 
languages should maximize the distribution between vowels in this space in 
order that they will be perceptually distinctive and just this has been shown  
in the computer simulation studies of vowel distributions in Liljencrants and 
Lindblom (1972).

Even in citationform speech, the formants of a vowel are not horizontal or 
“steadystate” but change as a function of time. As discussed in section 2.5, much 
of this change comes about because preceding and following segments cause 
deviations away from a socalled vowel target (Lindblom, 1963; Stevens & house, 
1963). the vowel target can be thought of as a single time point that in monoph
thongs typically occurs nearest near the temporal midpoint, or a section of the 
vowel (again near the temporal midpoint) that shows the smallest degree of 
spectral change and which is the part of the vowel least influenced by these 
contextual effects. in speech research, there is no standard method for identifying 
where the vowel target occurs, partly because many monophthongal vowels often 
have no clearly identifiable steadystate or else the steadystate, or interval that 
changes the least, may be different for different formants. Some researchers (e.g., 
Broad & Wakita, 1977; Schouten & Pols, 1979a, 1979b) apply a Euclideandistance 
metric to the vowel formants to find the leastchanging section of the vowel, while 
others estimate targets from the time at which the formants reach their maxi
mum or minimum values (Figure 3.1). For example, since a greater mouth opening 
causes F1 to rise, then when a nonhigh vowel is surrounded by consonants, F1 
generally rises to a maximum near the midpoint (since there is greater vocal tract 
constriction at the vowel margins) and so the F1maximum can be taken to be 
the vowel target (see van Son & Pols, 1990 for a detailed comparison of some of 
the different ways of finding a vowel target).

2.2 F3 and f0

When listeners labeled front vowels from twoformant stimuli in the Pattern 
Playback experiments at the haskins Laboratories, Delattre et al. (1952) found 
that they preferred F2 to be higher than the F2 typically found in the correspond
ing natural vowels and they reasoned that this was due to the effects of F3. this 
preferred upwards shift in F2 in synthesizing vowels with only two formants was 
subsequently quantified in a further set of synthesis and labeling experiments 
(e.g., Carlson et al., 1975) in which listeners heard the same vowel (a) synthesized 
with two formants and (b) synthesized with four formants, and were asked to 
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adjust F2 until (a) was perceptually as close to (b) as possible. the adjusted F2 is 
sometimes referred to as an effective upper formant or F2-prime.

As discussed in Strange (1999), the influence of F3 on the perception of vowels 
can be related to studies by Chistovich (1985) and Chistovich and Lublinskaya 
(1979) showing that listeners integrate auditorily two spectral peaks if their  
frequencies are within 3.0–3.5 Bark. thus in front vowels, listeners tend to  
integrate F2 and F3 because they are within 3.5 Bark of each other, and this is 
why in twoformant synthesis an effective upper formant is preferred which is 
close to the F2 and F3 average.

Based on the experiments by Chistovich referred to above, Syrdal (1985) and 
Syrdal and gopal (1986) proposed F3 - F2 in Bark as an alternative to F2 as the 
principal correlate of vowel backness. in their studies, a distinction between front 
and back vowels was based on the 3.5 Bark threshold (less for front vowels, greater 
for back vowels). When applied to the vowel data collected by Peterson and 
Barney (1952), this parameter also resulted in a good deal of speaker normaliza
tion. on the other hand, although Syrdal and gopal (1986) show that the extent 
of separation between vowel categories was greater in a Bark than in a hertz 
space, it has not, as far as i know, been demonstrated that F3 - F2 Bark provides 
a more effective distinction between vowels than F2 Bark on its own.

in the postalveolar approximant [®] and the “rcolored” vowels in American 
English (e.g., bird), F3 is very low. F3 also contributes to the unrounded/rounded 

Figure 3.1 Spectrogram of the german word drüben, [d‰y:bm], produced by an  
adult male speaker of german. the intersection of the vertical dotted line with the 
handdrawn F2 is the estimated acoustic vowel target of [y:] based on the time at  
which F2 reaches a maximum.
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distinction in front vowels in languages in which this contrast is phonemic (e.g., 
Vaissière, 2007). in such languages, [i] is often prepalatal, i.e., the tongue dorsum 
constriction is slightly forward of the hard palate and it is this difference that is 
responsible for the higher F3 in prepalatal French [i] compared with palatal Eng
lish [i] (Wood, 1986). Moreover, this higher F3 sharpens the contrast to [y] in 
which F3 is low and close to F2 because of liprounding.

it has been known since studies by taylor (1933) and house and Fairbanks 
(1953) that there is an intrinsic fundamental frequency association with vowel 
height: all things being equal, phonetically higher vowels tend to have higher  
f0. traunmüller (1981, 1984) has shown in a set of perception experiments that 
perceived vowel openness stays more or less constant if Barkscaled f0 and F1 
increase or decrease together: his general conclusion is that perceived vowel 
openness depends on the difference between F1 and f0 in Bark. in their reanalysis 
of the Peterson and Barney (1952) data, Syrdal and gopal (1986) show that vowel 
height differences can be quite well represented on this parameter and they show 
that high vowels have an F1 - f0 difference that is less than the critical distance 
of 3 Bark.

2.3 Dynamic cues to vowels
Many languages make a contrast between vowels that are spectrally quite similar 
but that differ in duration. on the other hand, there is both a length and a spectral 
difference in most English accents between the vowels of heed versus hid or who’d 
versus hood. these vowel pairs are often referred to as “tense” as opposed to 
“lax.” tense vowels generally occupy positions in the F1 × F2 space that are more 
peripheral, i.e., further away from the center than lax vowels. there is some  
evidence that tense–lax vowel pairs may be further distinguished based on the 
proportional time in the vowel at which the vowel target occurs (Lehiste &  
Peterson, 1961). huang (1986, 1992) has shown in a perception experiment that 
the crossover point from perception of lax [I] to tense [i] was influenced by the 
relative position of the target (relative length of initial and final transitions) –  
see also Strange and Bohn (1998) for a study of the tense/lax distinction in  
north german. Differences in the proportional timing of vowel targets are not 
confined to the tense/lax distinction. For example, Australian English [i:] has a 
late target, i.e., long onglide (Cox, 1998) – compare for example the relative time 
at which the F2 peak occurs in the Australian English and Standard german [i:] 
in Figure 3.2.

Another more common way for targets to differ is in the contrast between 
monophthongs and diphthongs, i.e., between vowels with a single as opposed to 
two targets. Some of the earliest acoustic studies of (American English) diphthongs 
were by holbrook and Fairbanks (1962) and Lehiste and Peterson (1961). gay 
(1968, 1970) showed that the second diphthong target is much more likely to be 
undershot and reduced than the first. From this it follows that the first target and 
the direction of spectral change may be critical in identifying and distinguishing 
between diphthongs, rather than whether the second target is actually attained. 



88 Jonathan Harrington

gottfried et al. (1993) analyzed acoustically in an F1 × F2 logarithmic space three 
of the different hypotheses for diphthong identification discussed in nearey and 
Assmann (1986). these were that (a) both targets, (b) the onset plus the rate of 
change of the spectrum, and (c) the onset plus the direction, are critical for diph
thong identification. the results of an analysis of 768 diphthongs provided support 
for all three hypotheses, with the highest classification scores obtained from (a), 
the dual target hypothesis.

Many studies in the Journal of the Acoustical Society of America in the last 30 years 
have been devoted to the issue of whether vowels are sufficiently distinguished 
by information confined to the vowel target. it seems evident that the answer 
must be no (harrington & Cassidy, 1994; Watson & harrington, 1999), given that, 
as discussed above, vowels can vary in length, in the relative timing of the target, 
and in whether vowels are specified by one target or two. nevertheless, the case 
for vowels being “dynamic” in general was made by Strange and colleagues based 
on two sets of data. in the first, Strange et al. (1976) found that listeners identified 
vowels more accurately from CVC than from isolated V syllables; and in the 
second, vowels were as well identified from socalled silent center syllables, in 
which the middle section of CVC syllable had been spliced out leaving only 
transitions, as from the original CVC syllables (Strange et al., 1983). Both sets of 
experiments led to the conclusion that there is at least as much information for 
vowel identification in the (dynamically changing) transitions as at the target. 
Compatibly, human listeners make more errors in identifying vowels from static 
(steadystate) synthetic vowels compared with synthetic vowels that include  
formant change (e.g., hillenbrand & nearey, 1999) and a number of acoustic 
experiments have shown that vowel classification is improved using information 

Figure 3.2 Left: Linearly timenormalized plots of F2 averaged across 57 [i:] vowels 
produced by a male speaker of Australian English (dotted) and across 38 [i:] vowels 
produced by a male speaker of Standard german (solid). All vowels were extracted 
from lexically stressed syllables in read sentences. right: the distribution of these  
[i:] vowels on a parameter of the F2skew for the Australian and german speakers 
separately, calculated with the third statistical moment (see equation (8) and section 3.1).
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other than just at the vowel target (e.g., hillenbrand et al., 2001; huang, 1992; 
Zahorian & Jagharghi, 1993).

2.4 Whole-spectrum approaches to vowel identification
Although no one would dispute that the acoustic and perceptual identification 
of vowels is dependent on formant frequencies, many have also argued that there 
is much information in the spectrum for vowel identity apart from formant center 
frequencies. Bladon (1982) and Bladon and Lindblom (1981) have advocated a 
wholespectrum approach and have argued that vowel identity is based on gross 
spectral properties such as auditory spectral density. More recently, ito et al. (2001) 
showed that the tilt of the spectrum can cue vowel identity as effectively as  
F2. on the other hand, manipulation of formant amplitudes was shown to  
have little effect on listener identification of vowels in both Assmann (1991) and  
Klatt (1982); and Kiefte and Kluender’s (2005) experiments show that, while 
spectral tilt may be important for identifying steadystate vowels, its contribution 
is less important in more natural speaking contexts. Most recently, in hillenbrand 
et al. (2006), listeners identified vowels from two kinds of synthesized stimuli.  
in one, all the details of the spectrum were included while in the other, the fine 
spectral structure was removed preserving information only about the spectral 
peaks. they found that identification rates were higher from the first kind, but 
only marginally so (see also Molis, 2005). the general point that emerges from 
these studies is that formants undoubtedly provide the most salient information 
about vowel identity in both acoustic classification and perception experiments 
and that the rest of the shape of the spectrum may enhance these distinctions 
(and may provide additional information about the speaker which could, in turn, 
indirectly aid vowel identification).

once again, the evidence that the primary information for vowel identification 
is contained in the formant frequencies emerges when data reduction techniques 
are applied to vowel spectra. in this kind of approach (e.g., Klein et al., 1970; Pols 
et al., 1973), energy values are summed in auditorily scaled bands. For example, 
the spectrum up to 10 khz includes roughly 22 bands at intervals of 1 Bark, so if 
energy values are summed in each of these Bark bands, then each vowel’s spectrum 
is reduced to 22 values, i.e., to a point in 22dimensional space. the technique of 
principal components analysis (PCA) finds new axes through this space such that 
the first axis explains most of the variance in the original data, the second axis is 
orthogonal to the first, the third is orthogonal to the second, and so on. Vowels 
can be distinguished just as accurately from considerably fewer dimensions in a 
PCArotated space of these Barkscaled filter bands as from the original high
dimensional space. But also, one of the important findings to emerge from this 
research is that the first two dimensions are often strongly correlated with the first 
two formant frequencies (Klein et al., 1970). (this technique has also been used in 
child speech in which formant tracking is difficult – see Palethorpe et al., 1996.)

this relationship between a PCAtransformed Bark space and the formant  
frequencies is evident in Figure 3.3 in which PCA was applied to Bark bands 



90 Jonathan Harrington

spanning the 200–4,000 hz range in some german lax vowels [I, E, a, O]. Spectra 
were calculated for these vowels with a 16ms window at a sampling frequency 
of 16 khz and energy values were calculated at one Bark intervals over the  
frequency range 200–4,000 hz, thereby reducing each spectrum to a point in a 
15dimensional space. the data were then rotated using PCA. As Figure 3.3 shows, 
PCA2 is similar to F1 in separating vowels in terms of phonetic height while [a] 
and [O] are separated almost as well on PCA3 as on F2. indeed, if this PCA space 
were further rotated by about 45 degrees clockwise, then there would be quite a 
close correspondence to the distribution of vowels in the F1 × F2 plane, as Klein 
et al. (1970) had shown.

We arrive at a similar result in modeling vowel spectra with the discrete cosine 
transformation (DCt; Zahorian & Jagharghi, 1993; Watson & harrington, 1999; 
Palethorpe et al., 2003). As discussed in more detail in section 3.1 below, the result 
of applying a DCt to a spectrum is a set of DCt coefficients that encode prop
erties of the spectrum’s shape. When a DCt analysis is applied to vowel spectra, 
then the first few DCt coefficients are often sufficient for distinguishing between 
vowels, or the distinction is about as accurate as from formant frequencies  
(Zahorian & Jagharghi, 1993). in Figure 3.3, a DCt analysis was applied to the 
same spectra in the 200–4,000 hz range that were subjected to PCA analysis. 
Before applying the DCt analysis, the frequency axis of the spectra was con
verted to the auditory mel scale. Again, a shape that resembles the F1 × F2 space 
emerges when these vowels are plotted in the plane of DCt1 × DCt2. (it should 
be mentioned here that DCt coefficients derived from mel spectra are more  
or less the same as melfrequency cepstral coefficients that are often used in  

Figure 3.3 95% confidence ellipses for four lax vowels extracted from lexically stressed 
syllables in read sentences and produced by an adult female speaker of Standard 
german in the planes of F2 x F1 in Bark (left), the first two DCt coefficients (center), 
and two dimensions derived after applying PCA to Bark bands calculated in the 
200–4,000 hz range (right). the numbers of tokens in the categories [I, E, a, O]  
were 85, 41, 63, and 16 respectively.
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automatic speech recognition – see, e.g., nossair & Zahorian, 1991; and Milner & 
Shao, 2006.)

2.5 Vowel reduction
it is important from the outset to make a clear distinction between phonological 
and phonetic vowel reduction: the first is an obligatory process in which vowels 
become weak due to phonological and morphological factors, as shown by the 
alternation between /eI/ and /@/ in Canadian and Canada in most varieties of 
English. in the second, vowels are phonetically modified because of the effects of 
segmental and prosodic context. only the second is of concern here.

Vowel reduction is generally of two kinds: centralization and coarticulation, which 
together are sometimes also referred to as vowel undershoot. the first of these is a 
form of paradigmatic vowel reduction in which vowels become more schwalike 
and the entire vowel space shrinks as vowels shift towards the center. Coarticu
lation is syntagmatic: here there are shifts in vowels that can be more directly  
attributed to the effects of preceding and following context.

the most complete account of segmental reduction is Lindblom’s (1990, 1996) 
model of hyper and hypoarticulation (h&h) in which the speaker plans to  
produce utterances that are sufficiently intelligible to the listener, i.e., a speaker 
economizes on articulatory effort but without sacrificing intelligibility. Moreover, 
the speaker makes a momentbymoment estimate of the listener’s need for signal 
information and adapts the utterance accordingly. When the listener’s needs for 
information are high, then the talker tends to increase articulatory effort (hyper
articulate) in order to produce speech more clearly. thus when words are excised 
from a context in which they are difficult to predict from context, listeners find 
them easier to identify than when words are spliced out of predictable contexts 
(Lieberman, 1963; hunnicutt, 1985, 1987). Similarly, repeated words are shorter 
in duration and less intelligible when spliced out of context than the same words 
produced on the first occasion (Fowler & housum, 1987).

As far as vowels are concerned, hyperarticulated speech is generally associated 
with less centralization and less coarticulation, i.e., an expansion of the vowel 
space and/or a decrease in coarticulatory overlap. there is evidence for both of 
these in speech that is produced with increased clarity (e.g., Picheny et al., 1986; 
Moon & Lindblom, 1994; SmiljaniÏ & Bradlow, 2005). Additionally, Wright (2003) 
has demonstrated an h&h effect even when words are produced in isolation. he 
showed that the vowels of words that are “hard” have an expanded vowel space 
relative to “easy” words. the distinction between hard and easy takes account 
both of the statistical frequency with which words are used in the language and 
the lexical neighborhood density: if a word has a high value on neighborhood  
density, then there are very many other words which are phonemically identical 
to it based on substituting any one of the word’s phonemes. Easy words are those 
which are high in frequency and low in neighborhood density. By contrast, hard 
words occur infrequently in the language and are confusable with other words, 
i.e., have high neighborhood density.
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there have been several recent studies exploring the relationship between  
redundancy and hypoarticulation (van Son & Pols, 1999, 2003; Bybee, 2000;  
Bell et al., 2003; Jurafsky et al., 2003; Munson and Soloman, 2004; Aylett & turk, 
2006). the study by Aylett and turk (2006) made use of a large corpus of citation
form speech including 50,000 words from each of three male and five female 
speakers. their analysis of F1 and F2 at the vowel midpoint showed that vowels 
with high predictability were significantly centralized relative to vowels in less 
redundant words.

Many studies have shown an association between vowel reduction and various 
levels of the stress hierarchy (Fry, 1965; Edwards, Beckman, & Fletcher, 1991; 
Fourakis, 1991; Sluijter & van heuven, 1996; Sluijter et al., 1997; harrington et al., 
2000; hay et al., 2006) and with rate (e.g., turner et al., 1995; Weismer et al., 2000). 
the rate effects on the vowel space are not all consistent (van Son & Pols, 1990, 
1992; Stack et al., 2006; tsao et al., 2006) not only because speakers do not all 
increase rate by the same factor, but also because there can be articulatory  
reorganization with rate changes.

As far as syntagmatic coarticulatory effects are concerned, Stevens and house 
(1963) found that consonantal context shifted vowel formants towards more  
central values, with the most dramatic influence being on F2 due to place of  
articulation. More recently, large shifts due to phonetic context have been reported 
in hillenbrand et al. (2001) for an analysis of six men and six women producing 
eight vowels in CVC syllables. At the same time, studies by Pols (e.g., Schouten 
& Pols, 1979a, 1979b) show that the size of the influence of the consonant on 
vowel targets is considerably less than the displacement to vowel targets caused 
by speaker variation and in the study by hillenbrand et al. (2001), consonant 
environment had a significant, although small, effect on vowel intelligibility.  
Although consonantal context can cause vowel centralization, Lindblom (1963), 
Moon and Lindblom (1994), and van Bergem (1993) emphasize that coarticulated 
vowels do not necessarily centralize but that the formants shift in the direction of 
the loci of the flanking segments.

Lindblom and StuddertKennedy (1967) showed that listeners compensate  
for the coarticulatory effects of consonants on vowels. in their study, listeners 
identified more tokens from an /I–U/ continuum as /I/ in a /w_w/ context than 
in a /j_ j/ context. this comes about because F2 lowering is a cue not only for 
/U/ as opposed to /I/, but also because F2 lowering is brought about by the 
coarticulatory effects of the low F2 of /w/. thus, because of this dual association 
of F2 lowering, there is a greater probability of hearing the same token as /I/ in 
a /w_w/ than in a /j_j/ context if listeners factor out the proportion of F2 lowering 
that they assume to be attributable to /w/induced coarticulation.

Based on an analysis of the shift in the first three formants of vowels in  
/bVb, dVd, gVg/ contexts, Lindblom (1963) developed a mathematical model  
of vowel reduction in which the extent of vowel undershoot was exponentially 
related to vowel duration. the model was founded on the idea that the power, or 
articulatory effort, delivered to the articulators remained more or less constant, 
even if other factors – such as consonantal context, speech tempo, or a reduction 
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of stress – caused vowel duration to decrease. the necessary outcome of the 
combination of a constant articulatory power with a decrease in vowel duration 
is, according to this model, vowel undershoot (since if the power to the articu
lators remains the same, there will be insufficient time for the vowel target to be 
produced).

the superposition model of Broad and Clermont (1987) is quite closely related 
to Lindblom’s (1963) model, at least as far as the exponential relationship between 
undershoot and duration is concerned (see also van Son, 1993: ch. 1 for a very 
helpful discussion of the relationship between these two models). their model  
is based on the findings of Broad and Fertig (1970), who showed that formant 
contours in a CVC syllable can be modeled as the sum of f(t) + g(t) + VT where 
f(t) and g(t) define as a function of time the CV and VC formant transitions  
respectively and VT is the formant frequency at the vowel target. this superposition 
model is also related to Öhman’s (1967) numerical model of coarticulation based 
on VCV sequences in which the shape of the tongue at a particular point in time 
was modeled as a linear combination of a vowel shape, a consonant shape, and 
a coarticulatory weighting factor.

in one version of Broad and Clermont (1987), the initial and final transition 
functions, f(t) and g(t), are defined as:

f(t) = Ki(Tv - Li)e-bit (1)

g(t) = Kf (Tv - Lf)e bf (t-D) (2)

where K (i.e., Ki and Kf for initial and final transitions respectively) is a consonant
specific scalefactor, Tv - Li and Tv - Lf are the target–locus distances in CV and 
VC transitions respectively, b is a timeconstant that defines the rate of transition, 
and D is the total duration of the CVC transition. Just as in Lindblom (1963), the 
essence of (1) and (2) is that the greater the duration, the more the transitions 
approach the vowel target.

Figure 3.4 shows an example of how an F2 transition in a syllable /dId/ could 
be put together with (1) and (2) (and using the parameters in table Vi of Broad 
& Clermont, 1987). the functions f(t) and g(t) define F2 of /dI/ and /Id/ as a 
function of time. to get the output for /dId/, f(t) and g(t) are summed at equal 
points in time and then these are added to the vowel target, which in this  
example is set to 2,276 hz. notice firstly that the initial and final transitions are 
negative and asymptote to zero, so that when they are added to the vowel target, 
their combined effect on the formant contour is least at the vowel target and 
progressively greater towards the syllable margins. Moreover, the model incor
porates the idea from Broad and Fertig (1970) that initial and final transitions can 
influence each other at all time points, but that importantly the mutual influence 
of the initial on the final transitions progressively wanes for time points further 
away from the target.

in the first row of Figure 3.4, the duration of the CVC syllable is sufficient for 
the target to be almost attained. in row 2, the CVC has a duration that is 100 ms 
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less than in row 1. the transition functions are exactly the same, but now there is 
less time for the target to be attained and as a result there is greater undershoot 
– specifically, the vowel target is undershot by about another around 100 hz. this 
is the sense of undershoot in Lindblom (1963): the parameters controlling the 

Figure 3.4 An implementation of the equations (1) and (2) for constructing an  
F2contour appropriate for the context [dId] using the parameters given in table Vi of 
Broad and Clermont (1987). Left: the values of the initial [dI] (black) and final [Id] (gray) 
transitions. right: the corresponding F2 contour that results when the transitions on  
the left are summed and added to the vowel target shown as horizontal dotted line. 
row 1: vowel duration = 300 ms. row 2: the same parameters are used as in row 1,  
but the duration is 100 ms less resulting in greater undershoot (shown as the extent  
by which the contour on the right falls short in frequency of the horizontal dotted line). 
row 3: the same parameters as in row 2, except that the transition rates, defined by  
b in equations in (1) and (2), are faster.
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transitions do not change (because the force to the articulators is unchanged) and 
the extent of undershoot is predictable from the durational decrease.

however, studies of speech production have shown that speakers can and do 
increase articulatory velocity when vowel duration decreases (Kuehn & Moll, 
1976; Kelso et al., 1985; Beckman et al., 1992). As far as formulae (1) and (2) are 
concerned, this implies that the time constants can change to speed up the tran
sition (see also Moon & Lindblom, 1994). An example of changing the time con
stants and hence the rate of transition is shown in the third row of Figure 3.4:  
in this case, the increase in transition speed (decrease in the time constants) easily 
offsets the 100 ms shorter duration compared with row 1 and the target is very 
nearly attained.

2.6 F2 locus and consonant place of articulation
the idea that formant transitions provide cues to place of articulation can be 
traced back to Potter, Kopp, and green (1947) and to the perception experiments 
carried out in the 1950s with handpainted spectrograms using twoformant  
synthesis at the haskins Laboratories (Liberman et al., 1954; Delattre et al., 1955). 
these perception experiments showed that place of articulation could be dis
tinguished by making F2 point to a “locus” on the frequency axis close to the 
time of the stop release. the haskins Laboratories experiments showed that /b/ 
and /d/ were optimally perceived with loci at 720 hz and 1,800 hz respectively. 
An acceptable /g/ could be synthesized with the F2 locus as high as 3,000 hz 
before nonback vowels, but no acceptable locus could be found for /g/ before 
back vowels.

in the 1960s–1980s various acoustic studies (Lehiste & Peterson, 1961; Öhman, 
1966; Fant, 1973; KewleyPort, 1982) explored whether there was evidence for an 
F2 locus in natural speech data. in general, these studies did not support the idea 
of an invariant locus; they also showed the greatest convergence towards a locus 
frequency for /d/.

F3 transitions can also provide information about stop place and in particu
lar for separating alveolars from velars (Öhman, 1966; Fant, 1973; Cassidy & 
harrington, 1995). As the spectrographic study by Potter et al. (1947) had shown,  
F2 and F3 at the vowel onset seem to originate from a midfrequency peak that 
is typical of velar bursts: for example, F2 and F3 are much closer together in 
frequency at vowel onset following a velar than an alveolar stop, as the spectro
grams in Figure 3.5 show.

in the last 15 years or so, a number of studies in particular by Sussman and 
Colleagues (e.g., Sussman, 1994; Sussman et al., 1993, 1995; Modarresi et al., 2005) 
have used socalled locus equations as a metric for investigating the relationship 
between place of articulation and formant transitions. the basic form of the locus 
equation is given in (3) and it is derived from another observation in Lindblom 
(1963) that the formant values at the vowel onset (FON) and at the vowel target 
(FT) are linearly related:

FON = aFT + c (3)
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Krull (1989) showed that the slope, a, could be used to measure the extent of 
VonC coarticulation. the theory behind this is as follows. the more that a  
consonant is influenced by a vowel, the less the formant transitions converge to 
a common locus and the greater the slope in the plane of vowel onset frequency 
by vowel target frequency. this is illustrated for two hypothetical cases of F2 
transitions in the syllables [bE] and [bo] in Figure 3.6. on the left, the F2 tran
sitions converge to a common locus: in this case, F2 onset is completely unaffected 
by the following vowel (the anticipatory VonC coarticulation at the vowel onset 
is zero). From another point of view, the vowel target could not be predicted from 
a knowledge of the vowel onset (since the vowel onsets are the same for [bE] and 
[bo]). on the right is the case of maximum coarticulation: in this case, the VonC 
coarticulation is so strong that there is no convergence to a common locus and 
the formant onset is the same as the formant target (i.e., the formant target is 
completely predictable for any known value of formant onset). in the panels on 
the right, these hypothetical data were plotted in the formant target by formant 
onset plane. the line that connects these points is the locus equation, and it is 
evident that the two cases of zero and maximal coarticulation differ in the lines’ 
slopes which are 0 and 1 respectively.

it is possible to rewrite (3) in terms of the locus frequency, L (harrington & 
Cassidy, 1999):

FON = aFT + L(1 - a) (4)

From (4), it becomes clear that when a is zero, FON = L (i.e., the vowel onset equals 
the locus frequency as in Figure 3.6 left) and when a is 1, FO = FT (i.e., the vowel 

Figure 3.5 Spectrograms, male speaker of Australian English, extracted from isolated 
productions of the nonword dird and the words gird and curd (Australian English is 
nonrhotic). the F2 and F3 transitions were traced by hand from the onset of periodicity 
in the first two words, and from the burst release in curd.
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onset equals the vowel target as in Figure 3.6 right). More importantly, the fact 
that the slope varies between 0 and 1 can be used to infer the magnitude of V
onC coarticulation. this principle is illustrated for some /dVd/ syllables produced 
by an Australian English male speaker in Figure 3.7.

the V in this case varied over almost all the monophthongs of Australian  
English and the plots in the first row are F2 as a function of time, showing the 
same F2 data synchronized firstly at the vowel onset on the left and at the vowel 
offset on the right. these plots of F2 as a function of time in row 1 of Figure 3.7 
show a greater convergence to a common F2 onset frequency for initial compared 
with final transitions. From this it can be inferred that the size of VonC  
coarticulation is less in initial /dV/ than in final /Vd/ sequences (i.e., /d/ resists 
coarticulatory influences from the vowel to a greater extent in syllableinitial than 

Figure 3.6 hypothetical F2 trajectories of [bEb] (solid) and [bob] (dashed) when  
there is no VonC coarticulation at the vowel onset/offset (left) and when VonC 
coarticulation is maximal (right). row 1: the trajectories as a function of time. row 2:  
a plot of the F2 values in the plane of the vowel target by vowel onset for the data in 
the first row. the solid line is analogous to the locus equation. the locus frequency  
can be obtained either from equation (5) or from the point at which the locus equation 
intersects the dotted line, F2Target = F2Onset (this dotted line overlaps completely with the 
locus equation on the right meaning that for these data, there is no locus frequency).
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in syllablefinal position). these positional differences are consistent with various 
other studies showing less coarticulation for initial /d/ compared to final /d/ 
(Krull, 1989; Sussman et al., 1993).

in Figure 3.7 row 2, F2 at the vowel target has been plotted as a function of  
the F2 onset and F2 offset respectively and locus equations were calculated by 
drawing a straight line through each of the two scatters separately. the slope  
of the regression line (i.e., of the locus equation) is higher for the final /Vd/ than 
for the initial /dV/ transitions, which is commensurate with the interpretation 
in this figure that there is greater accommodation of final /d/ than initial /d/ to 
the vowel.

A locus equation like any straight line in an x-y plane, has, of course, both a 
slope and an intercept and various studies (e.g., Fowler, 1994; Sussman, 1994; 
Chennoukh et al., 1997) have shown how different places of articulation have 

Figure 3.7 row 1: F2 trajectories of isolated /dVd/ syllables produced by an adult 
male speaker of Australian English and synchronized (t = 0 ms) at the vowel onset (left) 
and at the vowel offset (right). there is one trajectory per monophthong (n = 14). row 2: 
corresponding locus equations with the vowel labels marked at the F2 target × F2 onset 
positions. the slopes and intercepts of the locus equations are respectively 0.27, 1,220 hz 
(initial transitions, left) and 0.46, 829 hz (final transitions, right).
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different values on slopes and intercepts together (the information from both the 
slope and intercept together is sometimes called a second-order locus equation). 
Whereas the slope says something about the extent of VonC coarticulation, the 
intercept encodes information about the best estimate of the locus frequency 
weighted by the slope. From (3) and (4) it is evident that the intercept, c, locus 
frequency, L, and slope, a, are related by c = L(1 - a). thus the locus frequency 
can be estimated from the locus equation intercept and slope:

L = c/(1 - a) (5)

For the initial /dV/ data (Figure 3.7, row 1, left), the intercept and slope are given 
by 1,220.3 hz and 0.27 so the best estimate of the F2 locus is 1,220.3/(1 - 0.27) = 
1,671 hz which is indeed close to the frequency towards which the F2 transitions 
in row 1 of Figure 3.7 seem to converge.

Some of the main findings to emerge from locus equation (LE) studies in recent 
years are:

the data points in the plane of F2 onset •	 × F2 target are tightly clustered about 
a locus equation and the locus equation parameters (intercept, slope) differ 
for different places of articulation (Krull, 1989; various studies by Sussman 
and colleagues referred to earlier).
Alveolars have the lowest LE slopes which, as discussed earlier, implies that •	
they are least affected by VonC coarticulation (e.g., Krull, 1989). they also 
usually have higher intercepts than bilabials, which is to be expected given 
the relationship in (5) and the other extensive evidence from perception  
experiments and acoustic analyses that the F2 locus of alveolars is higher  
than that of labials.
it is usually necessary to calculate separate locus equations for velar stops •	
before front and back vowels (Smits et al., 1996a, 1996b) because of the con
siderable variation in F2 onset frequencies of velars due to the following vowel 
(or, if velar consonants are pooled across vowels, then they tend to have the 
highest slopes, as the acoustic and electropalatographic (EPg) data in tabain, 
2000 have shown).
Subtle place differences involving the same articulator cannot easily be  •	
distinguished using LE parameters (Krull et al., 1995; tabain & Butcher, 1999; 
tabain, 2000).
there is controversy about whether LE parameters vary across manner of •	
articulation (Fowler, 1994) and voicing (Engstrand & Lindblom, 1997; but see 
Modarresi et al., 2005). For example, Sussman (1994) reports roughly similar 
slopes for /d, z, n/; however, in an electropalatographic analysis of CV onsets, 
tabain (2000) found that LE parameters distinguished poorly within fricatives.
As already mentioned, Krull (1989) has shown that locus equations can be •	
very useful for analyzing the effects of speaking style: in general, spontaneous 
speech is likely to have lower slopes because of the greater VonC coarticu
lation than citationform speech. however in a more recent study, van Son and 
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Pols (1999) found no difference in intercepts and slopes comparing read with 
spontaneous speech in Dutch.
While Chennoukh et al. (1997) relate locus equations to articulatory timing •	
using the distinctive region model (DrM) of area functions (Carré & Mrayati, 
1992), none of the temporal phasing measures in VCV sequences using move
ment data in Löfqvist (1999) showed any support for the assumption that the 
LE slope serves as an index of the degree of coarticulation between the con
sonant and the vowel.
While Sussman et al. (1995) have claimed that “the locus equation metric is •	
attractive as a possible contextindependent phonemic class descriptor and a 
logical alternative to gesturalrelated invariance notions”, the issue concerning 
the auditory or cognitive status of LEs has been disputed (e.g., Brancazio & 
Fowler, 1998; Fowler, 1994).

Finally, and this is particularly relevant to the last point above, the claim has  
been made that it is possible to obtain “perfect classification accuracy (100%) for 
place of articulation” (Sussman et al., 1991) from LE parameters. however, it is 
important to recognize that LE parameters themselves are generalizations across 
multiple data points (Fowler, 1994; Löfqvist, 1999). therefore, the perfect classi
fication accuracy in distinguishing between three places of articulation is analogous 
to finding no overlap between three vowel categories that had been averaged by 
category across each speaker (as in classifying 10 [i], 10 [u], and 10 [a] points in 
an F1 × F2 space, where each point is an average value per speaker). Seen from 
this point of view, it is not that entirely surprising that 100 percent classification 
accuracy could be obtained, especially for citationform speech data.

2.7 Approximants
Voiced approximants are similar in acoustic structure to vowels and diphthongs 
and are periodic with F1–F3 occurring in the 0–4,000 hz spectral range. As a class, 
approximants can often be distinguished from vowels by their lower amplitude 
and from each other by the values of their formant frequencies. Figure 3.8 shows 
that for the sonorantrich sentence “Where were you while we were away?” there 
are usually dips in two energy bands that have been proposed by EspyWilson 
(1992, 1994) for identifying approximants.

typical characteristics for approximant consonants that have been reported in 
the literature (and of which some are shown in the spectrogram in Figure 3.8) are 
as follows:

[w] has F1 and F2 close together and both low in frequency. the ranges  •	
reported for American English are 300–400 hz for F1 and 600–800 hz for F2 
(e.g., Lehiste, 1964; Mack & Blumstein, 1983). [w], like labials and labialvelars, 
has a low F2 and this is one of the factors that contributes to sound changes 
involving these segments (see ohala & Lorentz, 1977, for further details).
[j] like [i] has a low F1 and a high F2 – see Figure 3.8.•	
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American English /r/ and the postalveolar approximant that is typical in •	
Southern British English have a low F3 typically in the 1,300–1,800 hz range 
(Lehiste, 1964; nolan, 1983), which is likely to be a front cavity resonance 
(Fant, 1960; Stevens, 1998; EspyWilson et al., 2000; hashi et al., 2003).
/l/ when realized as a socalled clear [l] in syllableinitial position in many •	
English varieties has F1 in the 250–400 hz range and a variable F2 that  
is strongly influenced by the following vowel (nolan, 1983). F3 in “clear” 
realizations of /l/ may be completely canceled by an antiresonance due to the 
shunting effects of the mouth cavity behind the tongue blade. the socalled 
dark velarized /l/ that occurs in syllablefinal position in many English 
 varieties has quite a different formant structure which, because it is produced 
with velarization and raising of the back of the tongue, resembles a high back 
round vowel in many respects: in this case, F2 can be as low as 600–900 hz 
(Lehiste, 1964; see also the final /l/ in while in Figure 3.8). Bladon and Al
Bamerni (1976) showed that /l/ varies in clarity depending on various prosodic 
factors, including syllable position; and also that dark realizations of /l/ were 

Figure 3.8 Summed energy values in two frequency bands and the first four formant 
frequencies superimposed on a spectrogram of the sonorantrich sentence “Where were 
you while we were away?” produced by an adult male Australian English speaker. 
(Adapted from harrington & Cassidy, 1999, p. 110, figure 4.33, with kind permission of 
Springer Science and Business Media)
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much less prone to coarticulatory influences from adjacent vowels compared 
with clear /l/.
Compared with the other approximants, American English /l/ is reported as •	
having longer and faster transition (Polka & Strange, 1985).
/l/ sometimes has a greater spectral discontinuity with a following vowel •	
that is caused by the complete alveolar closure: that is, there is often an abrupt 
F1transition from an /l/ to a following vowel which is not in evidence for 
the other three approximants (o’Connor et al., 1957).
in American English, [w] can sometimes be distinguished from [b] because •	
of its slower transition rate into a following vowel (e.g., Mack & Blumstein, 
1983).

3 Obstruents

Fricatives are produced with a turbulent airstream that is the result of a jet of air 
being channelled at high speed through a narrow constriction and hitting an 
obstacle (see Shadle, this volume). For [s] and [S] the obstacles are the upper and 
lower teeth respectively; for [f] the obstacle is the upper lip and for [x] it is the 
wall of the vocal tract ( Johnson, 2004). the acoustic consequence of the turbulent 
airstream is aperiodic energy. in Figure 3.9, the distinction between the fricatives 
and sonorants in the utterance “is this seesaw safe?” can be seen quite easily from 
the aperiodic energy in fricatives that is typically above 1,000 hz. Fricatives are 
produced with a noise source that is located at or near the place of maximum 
constriction and their spectral shape is strongly determined by the length of  
the cavity in front of the constriction – the back cavity makes scarcely any con
tribution to the spectrum since the coupling between the front and back cavities 
is weak (Stevens, 1989). Since [s] has a shorter front cavity than [S], and also 
because [S] but not [s] has a sublingual cavity which effectively lengthens the 
front cavity (Johnson, 2004), the spectral energy tends to be concentrated at a 
higher frequency for [s]. Since the length of the front cavity is negligible in [f, T], 
their spectra are “diffuse,” i.e., there are no major resonances and their overall 
energy is usually low. in addition, the sibilants [s, S] have more energy at higher 
frequencies than [f, T] not just because of the front cavity differences, but also 
because in the sibilants the airstream hits the teeth producing highfrequency 
turbulence (Stevens, 1971).

Voiced fricatives are produced with a simultaneous noise and voice sources. in 
the same spectrogram in Figure 3.9, there is both aperiodic energy in [ÐÑ] of is 
this above 6,000 hz and evidence of periodicity, as shown by the weak energy 
below roughly 500 hz. the energy due to vocal fold vibration is often weak both 
in unstressed syllables such as these and more generally in voiced fricatives: this 
is because the high intraoral air pressure that is required for turbulence tends to 
cancel the subglottal pressure difference that is necessary to sustain vocal fold 
vibration. there is sometimes a noticeable continuity in the noise of fricatives 
with vowel formants (Soli, 1981). this is also apparent in Figure 3.9 as shown  
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by the falling F2 transition across the noise in [iso] of seesaw. Fricatives especially 
[s, S] are perceptually salient and they can mask a preceding nasal in vowelnasal
fricative sequences: ohala and Busà (1995) reason that this is one of the main 
factors that contributes to the common loss of nasals before fricatives diachroni
cally (e.g., german fünf, but English five).

An oral stop is produced with a closure followed by a release which includes 
transient, frication, and sometimes aspiration stages (repp & Lin, 1989; Fant, 1973). 
the transient corresponds to the moment of release and it shows up on a spec
trogram as a vertical spike. the acoustics of the frication at stop release are very 
similar to the corresponding fricative produced at the same place of articulation. 
Aspiration, if it is present in the release of stops, is the result of a noise source at 
the glottis that may produce energy below 1 khz (Figure 3.10). in the acoustic 
analysis of stops, the burst is usually taken to include a section of the oral stop 
extending for around 20 ms from the transient into the frication and possibly 
aspiration phases.

3.1 Place of articulation: Spectral shape
From considerations of the acoustic theory of speech production (Fant, 1960; 
Stevens, 1998), there are placedependent differences in the spectral shape of  
stop bursts. Moreover, perception experiments have shown that the burst carries 

Figure 3.9 Spectrogram of the sentence “is this seesaw safe?” produced by an  
adult male speaker of Australian English. there is evidence of weak periodicity in the 
devoiced [ÐÑ] at the boundary of is this (ellipse, left) and of an F2 transition in the noise 
of the second [s] of seesaw (ellipse, right). (Adapted from harrington & Cassidy, 1999,  
p. 58, figure 4.1, with kind permission of Springer Science and Business Media)
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cues to stop place of articulation (Smits et al., 1996a; FischerJørgensen, 1972). As 
studies by Blumstein and Stevens (1979, 1980) have shown, labial and alveolar 
spectra can often be distinguished from each other based on the slope of the 
spectrum which tends to fall for bilabials, but to rise with increasing frequency 
above roughly 3,000 hz for alveolars. the separation of velars from other stops 
can be more problematic, partly because the voweldependent place of articu
lation variation in velars (fronted before front vowels and backed before back 
vowels) has such a marked effect on the spectrum. But a prediction from acoustic 
theory is that velars should have a midfrequency spectral peak, i.e., a concentra
tion of energy roughly in the 2,000–4,000 hz range, whereas for the other two places 
of articulation, energy is more distributed over these frequencies compared with 
velars. this midfrequency peak may well be the main factor that dis tinguishes 
velar from alveolar bursts before front vowels. Winitz et al. (1972) have shown that 
velar bursts are often misheard as alveolar before front vowels and this, as well 
a perceptual reinterpretation of the following aspiration, may be responsible for 
the diachronic change from /k/ to /tS/ in many languages (Chang et al., 2001).

A number of researchers have emphasied that burst cues to place of articulation 
may not depend on “static” information at a single spectral slice, but instead on 

Figure 3.10 Spectrogram of an isolated production of the nonword [thO:d] (tawed) by a 
male speaker of Australian English showing the fricated and aspiration stages of the 
stop.
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the shape of the spectrum as it unfolds in time during the stop release and into 
the following vowel (e.g., KewleyPort et al., 1983; Lahiri et al., 1984; nossair & 
Zahorian, 1991). Since the burst spectrum of [b] falls with increasing frequency 
and since vowel spectra also fall with increasing frequency due to the falling 
glottal spectrum, then the change in spectral slope for [bV] from the burst to the 
vowel is in general small (Lahiri et al., 1984). As far as velar stops are concerned, 
these are sometimes distinguished from [b, d] by the presence of midfrequency 
peaks that persist between the burst and the vowel onset (KewleyPort et al., 1983).

Figure 3.11 shows spectra for Australian English [pha, tha, kha] between the 
burst and vowel onset as a function of normalized time. the displays are averages 
across five male Australian English speakers and are taken from syllableinitial 
stressed stops in read speech. the spectral displays were linearly timenormalized 
prior to averaging so that time point 0.5 is the temporal midpoint between the 
burst onset and the vowel’s periodic onset. once again, the falling, rising, and 
compact characteristics at the burst are visible for the labial, alveolar, and velar 
places of articulation respectively. the falling slope is maintained more or less 
into the vowel for [pha:], whereas for [tha:] the rising spectral slope that is evident 
at burst onset gives way to a falling slope towards the vowel onset producing a 
substantial change in energy in roughly the 3–5 khz range. the same figure shows 
that the midfrequency peak visible for [kha] as a concentration of energy at around 
2.5 khz at the burst onset persists through to the onset of the vowel (normalized 
time point 0.8).

the overall shape of the spectrum can be parameterized with spectral moments 
(e.g., Forrest et al., 1988) which are derived from statistical moments that are 
sometimes applied to the analysis of the shape of a histogram. Where x is a his
togram class interval and f is the count of the number of tokens in a class interval, 
the ith statistical moment, mi, (i = 1, 2, 3, 4) can be calculated as follows:
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in spectral moments, a spectrum is treated as if it were a histogram so that x  
becomes the intervals of frequency and f is the dB value at a given frequency. if the 
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Figure 3.11 Spectra as a function of normalized time extending from the burst onset 
(time 0) to the acoustic onset of the vowel (time 0.8) for syllableinitial, stressed bilabial, 
alveolar, and velar stops preceding [a:] averaged across five male speakers of Australian 
English. the stops were taken from both isolated words and from read speech and there 
were roughly 100 tokens per category. the arrows mark the falling and rising slopes  
of the spectra at burst onset in [pha] and [tha] (and the arrow at time point 0.8 in [tha] 
marks the falling spectral slope at vowel onset). the ellipses show the midfrequency 
peaks that persist in time in [kha]. (Adapted from harrington & Cassidy, 1999, p. 86, 
figure 4.15, with kind permission of Springer Science and Business Media)
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frequency axis is in hz, then the units of m1 and m2 are hz and hz2 respectively, 
while the third and fourth moments are dimensionless. it is usual in calculating 
moments to exclude the DC offset (frequency at 0 hz) and to rescale the dB values 
so that the minimum dB value in the spectrum is set to 0 dB.

the first spectral moment m1, gives the frequency at which the spectral energy 
is predominantly concentrated. Figure 3.12 shows cepstrally smoothed spectra 
calculated at the burst onset in stopinitial words produced in german. the figure 
in the left panel shows how m1 decreases across [ge:, ga:, go:], commensurate  
with the progressive decrease in the frequency location of the energy peak in  
the spectrum that shifts due to the coarticulatory influence of the backness of the 
following vowel.

the second spectral moment, m2, or its square root, the spectral standard devia-
tion, is a measure of how distributed the energy is along the frequency axis. thus 
in the right panel of Figure 3.12, m2 is higher for [ba:, da:] than for [ga:] because, 
as discussed above, the spectra of the former are relatively more diffuse whereas 
[g] spectra tend to be more compact with energy concentrated around a particular 
frequency.

m3 is a measure of asymmetry (see Figure 3.3 where this parameter was applied 
to F2 of [i:]). given that spectra are always bandlimited, the third spectral  
moment would seem to be necessarily correlated with m1 (see for example the 
data in Jongman et al., 2000, table i): that is, m3 is positive or negative if the energy  
is predominantly concentrated in low and highfrequency ranges respectively. 
Finally m4, kurtosis, is an expression of the extent to which the spectral energy is 
concentrated in a peak relative to the energy distribution in low and high fre
quencies. in general, m4 is often correlated with m2, although this need not be so 
(see, e.g., Wuensch, 2006 for some good examples).

Figure 3.12 Cepstrally smoothed spectra calculated with a 16 ms window centered  
at the burst onset in wordinitial [b, d, g] stops taken from isolated words produced  
by an adult male speaker of german. Left: spectra of [ge:, ga:, go:] bursts. their m1 
(spectral center of gravity values) are 2,312 hz, 1,863 hz, and 1,429 hz respectively. 
right: spectra of the bursts of [ba:, da:, ga:]. their m2  (spectral standard deviation) 
values are 1,007 hz, 977 hz, and 655 hz respectively.
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Fricative place has been quantified with spectral moments in various studies 
(e.g., Forrest et al., 1988; Jongman et al., 2000; tabain, 2001). Across these studies, 
two of the most important findings to emerge are:

[s, z] have higher •	 m1 values than [S, Z]. this is to be expected given the predic
tions from articulatorytoacoustic mapping that the center frequency of the 
noise is higher for the former. When listeners label tokens from a synthetic 
/s–S/ continuum, there is a greater probability that the same token is identi
fied as /s/ before rounded compared with unrounded vowels (Mann & repp, 
1980). this comes about firstly because a lowered m1 is a cue both for /S/ and 
the result of anticipatory liprounding caused by rounded vowels; secondly, 
because listeners compensate for the effects of coarticulation, i.e., they factor 
out the proportion of m1 lowering that is attributable to the effects of lip
rounding and so bias their responses towards /s/ when tokens are presented 
before rounded vowels.
the second spectral moment tends to be higher for nonsibilants than sibilants, •	
which is again predictable given their greater spectral diffuseness (e.g., Shadle 
& Mair, 1996).

Another way of parameterizing the shape of a spectrum is with the DCt (nossair 
& Zahorian, 1991; Watson & harrington, 1999). this transformation decomposes 
a signal into a set of halfcycle frequency cosine waves which, if summed, recon
struct the signal to which the DCt was applied. the amplitudes of these cosine 
waves are the DCT coefficients and when the DCt is applied to a spectrum, the 
DCt coefficients are equivalently cepstral coefficients (nossair & Zahorian, 1991; 
Milner & Shao, 2006). For an Npoint signal x(n) extending in time from n = 0 to 
N - 1 points, the mth DCt coefficient, Cm, (m = 0, 1, . . . N - 1) can be calculated 
with:
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it can be shown that the first three DCt coefficients (C0, C1, C2) are proportional 
to the mean, linear slope, and curvature of the signal respectively (Watson & 
 harington, 1999).

Figure 3.13 shows some spectral data of three german dorsal fricatives [ç, x, S] 
taken from 100 read sentences of the Kiel corpus of read speech produced by a 
male speaker of Standard north german. the spectra were calculated at the 
fricatives’ temporal midpoint with a 256point discrete Fourier transform (DFt) 
at a sampling frequency of 16,000 hz and the frequency axis was transformed to 
the Bark scale. DCt coefficients were calculated on these Bark spectra over the 
500–7,500 hz range. the fricatives were extracted irrespective of the segmental 
or prosodic contexts in which they occurred.
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As is well known, [ç] and [x] are allophones of one phoneme in german that 
are predictable from the frontness of the preceding vowel, but they also have very 
different spectral characteristics. As discussed in Johnson (2004), the energy in 
back fricatives like [x] tracks F2 of the following vowel, whereas in palatal frica
tives like [ç], the energy is concentrated at a higher frequency and is continuous 
with the flanking vowel’s F3. As Figure 3.13 shows, the palatal [ç] patterns more 
closely with [S] because [x] has a predominantly falling spectrum whereas the 
spectra of [ç] and [S], which show a concentration of energy in the 2–5 khz range, 
are rising. the distinction between [S] and [ç] could be based on curvature: [S], 
there is a greater concentration of energy around 2–3 khz so that the [S] spectra 
have a greater resemblance to an inverted Ushape than those of [ç].

Figure 3.14 shows the distribution of the same spectra on the DCt coefficients 
C1 and C2. Compatibly with these predictions from Figure 3.13, [x] is separated 
from the other fricatives primarily on C1 (spectral slope) whereas the [S]–[ç]  
distinction depends on C2 (spectral curvature). thus together C1 and C2 provide 
quite an effective separation between these three dorsal fricative classes, at least 
for this single speaker.

3.2 Place of articulation in obstruents: Other cues
Beyond these considerations of gross spectral shape discussed in the preceding 
section and F2 locus cues in formant transitions discussed in 2.6, place of articu
lation within obstruents is cued by various other acoustic attributes, in particular:

Figure 3.13 Spectra in the 0–8 khz range calculated with a 16 ms DFt at the  
temporal midpoint of the german fricatives [x] (left, n = 25), [ç] (center, n = 50), and  
[S] (right, n = 39) and plotted with the frequency axis proportional to the Bark scale.  
the data are from read sentences produced by one male speaker of Standard german.
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the bursts of labials tend to be weak in energy (FischerJørgensen, 1954; Fant, •	
1973) since they lack a front cavity and perceptual studies have shown that 
this energy difference in the burst can be used by listeners for distinguishing 
labials from alveolars (e.g., ohde & Stevens, 1983). the overall intensity of 
the burst relative to that of the vowel has also been used by Jongman et al. 
(1985) for place of articulation distinctions in voiceless coronal stops produced 
by three adult male talkers of Malayalam.
the duration of the stop release up to the periodic onset of the vowel in CV •	
syllables, i.e., voice onset time (Vot), can also provide information about the 
stop’s place of articulation: in carefully controlled citationform stimuli, within 
either voicing category, velar stops have longer Vots than alveolar stops, 
whose Vots are longer than those of bilabial stops (e.g., KewleyPort, 1982).
the •	 amplitude of the frication noise has been shown to distinguish perceptually 
the sibilant fricatives [s, S] from nonsibilants like [f, T] (heinz & Stevens, 1961). 
Ali et al. (2001) found an asymmetry in perception such that decreasing the 
amplitude of sibilants leads them to be perceived as nonsibilants (whereas 
increasing the amplitude of nonsibilants does not cause them to be perceived 
as sibilants).
Studies by harris (1958) and heinz and Stevens (1961) showed that, whereas •	
the noise carried more information for place distinctions than formant tran
sitions, F2 and F3 may be important in distinguishing [f] from [T] given that 
labiodentals and dentals have very similar noise spectra (see tabain, 1998 for 
an analysis of spectral information above 10 khz for the labiodental/dental 

Figure 3.14 95 percent confidence ellipses for three fricatives in the plane of DCt1  
and DCt2 obtained by applying a DCt to the Barkscaled spectra in Figure 3.13.
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fricative distinction). More recently, nittrouer (2002) found that in comparison 
with children, adults tended to be more reliant on noise cues than formant 
transition cues in distinguishing [f] from [T]. F2 transitions in noise have been 
shown to be relevant for distinguishing [s] from [S] acoustically and perceptu
ally (Soli, 1981).

3.3 Obstruent voicing
Vot is the duration from the stop release to the acoustic periodic onset of the 
vowel and it is perhaps the most salient acoustic cue for distinguishing domain
initial voiced from voiceless stops in English and in many languages (Lisker & 
Abramson, 1964, 1967). if voicing begins during the closure (as in the example  
in Figure 3.5), then Vot is negative. the duration of the noise in fricatives is 
analogous to Vot in stops and it has been shown to be an important cue for the 
voicing distinction within syllableinitial fricatives (Cole & Cooper, 1975) although 
noise duration is not always consistently less in voiced than in voiceless fricatives 
(Jongman, 1989).

Vot differences can be related to differences in the onset frequency and tran
sition of F1. When the vocal tract is completely occluded, F1 is at its theoretically 
lowest value. then, with the release of the stop, F1 rises (Stevens & house, 1956; 
Fant, 1960). the F1transition rises in both voiced and voiceless CV stops, but 
since periodiocity starts much earlier in voiced stops (in languages that use Vot 
for the voicing distinction), much more of the transition is periodic and the onset 
of voiced F1 is often considerably lower (FischerJørgensen, 1954).

in a set of synthesis and perception experiments, Liberman et al. (1958) showed 
that delaying the onset of F1 relative to the burst and to F2 and F3 was a primary 
cue for the voiced/voiceless distinction (see also Darwin & Seton, 1983). Sub
sequent experiments in speech perception have shown that a rising periodic  
F1transition (e.g., Stevens & Klatt, 1974) and a lower F1onset frequency (e.g, 
Lisker, 1975) cue voiced stops and that there may be a trading relationship between 
Vot and F1onset frequency (Summerfield & haggard, 1977). thus as is evident 
in comparing [kh] with [g] in Figure 3.5, both F2 and F3 converge back towards 
a common onset frequency near the burst, but the first part of these transitions 
is aperiodic in the voiceless stop. Also, although F1 rises in both cases, the rising 
part of the transition is aperiodic in [kh] resulting in a higher F1onset frequency 
at the beginning of the voiced vowel.

in many languages, voiceless stops are produced with greater articulatory force 
and as a result the burst amplitude (Lisker & Abramson, 1964) and the rate at 
which the energy increases is sometimes greater in voiceless stops (Slis & Cohen, 
1969). in various perception experiments, repp (1979) showed that increasing the 
amplitude of aspiration relative to that of the following vowel led to greater 
voiceless stop percepts. the comparison of burst amplitude across stop voicing 
categories is one example in which first-differencing the signal can be important. 
When a signal is differenced, i.e., samples at time points n and n - 1 are subtracted 
from each other, there is just under a 6 dB rise per octave or doubling of frequency 
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in the spectrum, so that the energy at high frequencies is boosted. given that at 
stop release there may well be greater energy in the upper part of the spectrum 
in voiceless stops, the effect of firstdifferencing is likely to magnify any energy 
differences across voiced and voiceless stops. in Figure 3.15, the rootmeansquare 
(rMS) energy has been calculated in voiced and voiceless stops: in the left panels, 
there was no differencing of the sampled speech data, whereas in the right panels 
the speech waveform was first differenced before the rMS energy calculation was 
applied. As the boxplots show, there is only a negligible difference in burst  
amplitude across the voicing categories on the left; but with the application of 
first differencing, the rise in amplitude of the stop burst is much steeper and the 
difference in energy 10 ms before and after the release is noticeably greater in  
the voiceless stop.

Figure 3.15 row 1: averaged dBrMS trajectories of [d] (n = 22) and [th] (n = 69) 
calculated with a 10 ms rectangular window on sampled speech data without (left)  
and with (right) firstdifferencing. 0 ms marks the burst onset. the averaging was  
done after rescaling the amplitude of each token relative to 0 dB at the burst onset.  
the stops are from two male speakers of Australian English and were extracted  
from prevocalic stressed syllableinitial position from 100 read sentences per speaker 
irrespective of vowel context. row 2: boxplots showing the corresponding distribution 
of [d, th] on the parameter b–a, where b and a are respectively the dB values 10 ms  
after, and 10 ms before the burst onset. (the height of the rectangle marks the 
interquartile range).
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the fundamental frequency is higher after voiceless than voiced obstruents 
(house & Fairbanks, 1953; Lehiste and Peterson, 1961; hombert et al., 1979) and 
this has been shown to be a relevant cue for the voicing distinction both in stops 
(e.g., Whalen et al., 1993) and in fricatives (Massaro & Cohen, 1976). Löfqvist  
et al. (1989) have shown that these voicingdependent differences in f0 are the 
result of increased longitudinal tension in the vocal folds (but see hombert et al., 
1979, for an aerodynamic interpretation).

Several studies have concerned themselves with the acoustic and perceptual 
cues that underlie final (e.g., duck/dug) and intervocalic (rapid/rabid) voicing dis
tinction. Denes (1955) showed that the distinction between /ju:s/ (use, noun) and 
/ju:z/ (use, verb) was based primarily on the vowel duration acoustically and 
perceptually. the acoustic cues that signal the final voicing in pairs have also been 
shown to include the F1offset frequency and rate of F1offset transition (e.g., 
WardripFruin, 1982).

Lisker (1978, 1986) showed that voicing during the closure is one of the main 
cues distinguishing rapid and rabid in English. Kohler (1979) demonstrated that 
the cues for the same phonological contrast have different perceptual rankings in 
different languages. he showed that, whereas voicing during the closure is a more 
salient cue than vowel : consonant duration ratios in French, it is the other way 
round in german. Another important variable in the postvocalic voicing dis
tinction in german can be the drop of the fundamental frequency contour in the 
vowel which is greater preceding voiced stops (Kohler, 1985).

4 Nasal Consonants and Nasalized Vowels

nasal consonants are detectable on spectrograms by the presence of a nasal  
murmur corresponding to the phase of nasal consonant production in which the 
oral tract is closed and air passes through the nasal cavity. the overall amplitude 
of the nasal murmur is low and the energy is concentrated predominantly in a 
low frequency range. the beginning and end of the nasal murmur can often be 
quite easily detected by abrupt spectral discontinuities that are associated with 
the combined lowering/raising of the velum and closing/opening of the oral tract 
at the onset/offset of the nasal consonant. Such discontinuities are considered by 
Stevens (1985, 2002) to carry some of the main cues to the place of articulation in 
nasal consonants – this point is discussed again more fully below. in English and 
in many languages, this abruptness, i.e., syntagmatic distinction between the vowel 
and nasal, is a good deal more marked in syllableinitial nasalvowel than in 
syllablefinal vowelnasal transitions (e.g., repp & Svastikula, 1988; redford and 
Diehl, 1999). these syllableposition differences can, in turn, be related to studies 
of sound change showing a greater propensity for the vowel and nasal to merge 
when the nasal is syllablefinal (e.g., hajek, 1997).

the spectrum of the nasal murmur is characterized by a set of nasal formants 
(n1, n2, . . .) that are the result of excitation of the combined nasalpharyngeal 
tube. n1 has been calculated from vocal tract models to occur in the 300–400 hz 
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region and higher nasal formants occur for an adult male tract at intervals  
of about 800 hz (Fant, 1960; Flanagan, 1972). Various studies also concur that  
that nasal formant bandwidths are broad and that n1 is high in amplitude (e.g., 
Fujimura, 1962).

in addition, the oral cavity acts as a sidebranching resonator to the main nasal
pharyngeal tube and this results in oral anti-formants that absorb energy from the 
main nasalpharyngeal tube. the presence of antiformants is one of the reasons 
why the overall amplitude of nasal consonants is low. (Another is that, because 
the mouth cavity is sealed, the amount of acoustic energy leaving the vocal tract 
is much less than for vowels.) the spectral effect of introducing an antiformant 
is both to produce a spectral dip at the antiformant frequency and to alter the 
spectral balance or spectral tilt (Atal, 1985) and it is this change of spectral balance 
that may be as important a cue for nasalization as the frequency at which the 
antiformant occurs.

the center frequency of the first oral antiformant (FZ1) in nasal consonants is 
predicted to vary inversely with the length of the mouth cavity and is lowest for 
[m], higher for [n], highest for [è] (Fant, 1960; Fujimura, 1962). A uvular nasal [n] 
has no antiformants since, as the tongue constriction is so far back in the mouth, 
there is no oral sidebranching resonator. Since FZ1 for [n] tends to coincide with 
n3 in roughly the 1,800 hz range and since FZ1 for [m] occurs at a lower fre
quency, [n] nasal murmurs are expected to have less energy in the 1,500–2,000 
hz range than those of [m]. these FZ1dependent spectral differences between 
[m] and [n] were incorporated into a metric for distinguishing between these two 
places of articulation in Kurowski and Blumstein (1987).

the F2 locus theory should also be applicable to nasal consonants and Liberman 
et al. (1954) were the first to show place of articulation in nasal consonants could 
be cued by formant transitions that pointed to different locus frequencies; more 
recently, locus equations have been applied to place of articulation distinctions 
in nasal consonants (Sussman, 1994). there have been several studies in which 
nasal murmurs and transitions have been crossspliced, in which for example  
an [m]murmur is combined with transitions appropriate for [n] (see recasens, 
1983 for a review). one of the first of these was by Malécot (1956), who showed 
that listeners’ judgments were predominantly guided by the transitions and not  
the murmur. on the other hand, Kurowski & Blumstein (1984) found that nasal 
place was more accurately identified from a section of the waveform spanning 
the murmur–vowel boundary than from waveforms containing either only the 
murmur or only the vowel transition. this finding is consistent with studies in 
speech perception (repp, 1986, 1987; repp & Svastikula, 1988; ohde et al., 2006) 
and with various acoustic studies (Kurowski & Blumstein, 1987; Seitz et al., 1990; 
harrington, 1994) showing that the salient cues to nasal place of articulation are 
at the murmur–vowel boundary.

the spectrograms in Figure 3.16 of five phonemically contrastive nasal con
sonants in the Central Australian language Warlpiri recorded from one female 
speaker by Andrew Butcher in 2005 show evidence of differences in both the 
murmur and the transitions. in particular:
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Compatibly with some of the studies reviewed above, [n] lacks very much •	
energy in the 1–1.5 khz range because of the presence of an antiformant in 
this frequency region.
the lack of energy is also evident for [•	 ê] but it occurs over a wider range 
from 1–2 khz possibly because, since the mouth cavity is shorter for the 
palatal nasal, nZ1 for [ê] is at a higher frequency than for [n]. Also, [ê] has 
an intense formant at around 2,200 hz that is reminiscent of F2 of the palatal 
vowels [i] or [I].
[•	 è] has quite a flat spectrum up to 3,000 hz, i.e., no marked dips or peaks. 
the absence of any marked energy dips is expected given that the lowest 
antiformant is predicted to occur above 3,000 hz (Fant, 1960).
it is evident that some of the distinguishing characteristics between these •	
nasals are in the formant transitions. For example, F2 rises in the vowel of 
[aê], F2 falls in the vowel of [aè], and there is a steeply falling F2 (or possibly 
F3) in the vowel of [aÖ ].

in the acoustic analysis of nasal consonants, some researchers have tried to  
parameterize place differences using formant variables (e.g., Chen, 1995, 1997). 
Although such an approach has the advantage of linking acoustic structure to 
vocal tract activity, it is, in practice, extremely difficult to identify with any cer
tainty both whether a particular resonance is a nasal or an oral formant (and if 
so which formant number) and also whether a dip that can be seen in a spectro
gram or spectral slice really is due to an antiformant or else to a trough between 
formant peaks. then there is the added complexity that vowels adjacent to nasal 
consonants are often nasalized which again makes the identification of vowel oral 
formant frequencies problematic. For this reason, a wholespectrum approach is 

Figure 3.16. Spectrograms of /a#êampu/ (left), /a#èana/ (center), /naÖèU/ (right) 
produced by a female speaker of the Central Australian language Warlpiri (# is a word 
boundary).
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often favored in the acoustic (e.g., Qi & Fox, 1992) and perceptual (e.g., Kataoka 
et al., 2001) analysis of nasal place of articulation, which does nevertheless often 
allow relationships to be established to formant frequencies. For example, Kurowski 
and Blumstein (1987) reasoned that the energy change from the murmur into the 
following vowel should be greater for [n] than [m] in the 11–14 Bark (approx. 
1,450–2,300 hz) range because this is the frequency region in which [n], but not 
[m] has an antiformant (see also Qi & Fox, 1992 for compatible evidence).

Energy change at the murmur–vowel boundary can be parameterized with a 
difference spectrum (i.e., by subtracting a spectrum close to the vowel onset from 
a spectrum close to the murmur offset) and both Kurowski and Blumstein (1987) 
and Seitz et al. (1990) showed high classification scores for the [m–n] distinction 
using metrics based on difference spectra. the analysis in harrington (1994) also 
included information from the murmur and from the vowel, but the classification 
was based on combined, rather than differenced, spectral information across the 
murmur–nasal boundary. the idea that the combination of separately processed 
murmur and vowel spectra provides salient cues to place of articulation in nasals 
has also been shown in perception experiments of adult and child speech (ohde 
et al., 2006).

nasal vowels can occur phonetically due to the effects of context and in many 
languages they contrast phonemically with oral vowels. there is a correlation 
between phonetic vowel height and velum height: when high vowels are nasal
ized, the velum is not lowered to the same extent as when low vowels are nasalized. 
the reasons for this may be either physiologically determined by a muscular 
connection between the velum and the tongue (e.g., Moll, 1962; but see Lubker, 
1968) or based on auditory factors that require a certain ratio of oral to nasal 
impedance for nasalization to be perceptible (house & Stevens, 1956; and see the 
discussion in Abramson et al., 1981).

When a vowel is nasalized, the mouth aperture is bigger than the nose aperture 
and as a result, the nasal cavity becomes a sidebranching resonator to the oral
pharyngeal tube, which introduces an additional set of nasal formants and nasal 
anti-formants into the spectrum (house & Stevens, 1956; Fant, 1960; Fujimura, 
1962). Some of the main acoustic consequences that result from coupling of the 
oral and nasal tubes in the production of nasalized vowels are as follows:

there are changes to the oral formants. in particular, F1 moves up in frequency, •	
is lowered in intensity, and has a broader bandwidth (house & Stevens, 1956).
Compared with oral vowels, nasal vowels often have a greater density of •	
formants in the 0–3,000 hz range due to the presence of both oral and nasal 
formants. in the spectrogram on the left in Figure 3.16, the wordmedial /a/ 
in /a#êampu/ is evidently more nasalized than the preboundary /a#/ in the 
same word: there are at least three resonance peaks for the former compared 
with two for the latter in the 500–2,500 hz range. Similarly, the nasalized 
realization of /i:/ in meaning in Figure 3.17 has an additional nasal resonance 
at around 1,000 hz compared with the oral production of /i:/ in deeper  
produced in the same prosodic phrase by the same speaker. An increase in 
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the amplitude between F1 and F2 is common when high vowels are nasalized 
and recently Kataoka et al. (2001) have shown that this amplitude increase is 
correlated with perceived hypernasality in children.
in mid vowels, i.e., vowels that have F1 roughly in the 300–800 hz region, •	
F1 is replaced with a triplet of an oral formant, nasal formant, and nasal anti
formant, i.e. an F1–n1–nZ1 combination (e.g., hawkins & Stevens, 1985). 
often F1 and n1 are not distinct, so that the overall effect in comparing oral 
and nasal mid vowels is that the bandwidth of the first formant (merged F1 
and n1) is considerably broader than F1 of the corresponding oral vowel 
(hattori et al., 1958). the peak amplitude of the first peak in nasalized mid 
vowels is also likely to be lower, both because of the broader bandwidth, and 
because of the presence of nZ1.

there is a loss of perceptual contrast especially along the height dimension  
when vowels are nasalized i.e., high vowels tend to be perceived to be lower and 
low vowels are perceived to be phonetically higher (Wright, 1975, 1986). the 
acoustic basis for this loss of distinction is likely to be that in high vowels, the 
mouthcavity dependent F1 is raised, while in low vowels, the entire spectral 
center of gravity in the region of F1 is lowered due to the presence of n1 that is 
lower in frequency than F1 (Krakow et al., 1988). the perceptual lowering effect 

Figure 3.17 Spectrogram of deeper meaning from the 2004 Queen Elizabeth ii Christmas 
broadcast data (harrington, 2006). the ellipses extend over the interval of [i:] in the  
two words showing the absence and presence respectively of a nasal formant at just 
under 1.5 khz. (/p/ in deeper has been transcribed with a bilabial fricative since, as  
the aperiodic energy over this interval shows, the closure of the stop is evidently not 
complete).
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of nasalization was demonstrated by Beddor et al. (1986). they synthesized two 
continua from bad to bed by lowering F1. in one continuum, the vowels were oral, 
/bæd–bEd/, and in the other they were nasal, /b1d–búd/. they found more 
tokens from the nasal continuum were labelled as bad than from the oral con
tinuum (see ohala, 1993 for a number of sound changes that are consistent with 
this effect). in a related experiment, Krakow et al. (1988) additionally synthesized 
a continuum from bend to band using nasal vowels (thus /b1nd–búnd/). they 
found that the responses from /b1nd–búnd/ patterned with the oral continuum 
from bad–bed /bæd–bEd/ rather than with nasal /b1d–búd/. they reasoned that 
this is because listeners attribute the acoustic nasalization in /b1nd–búnd/ not 
to the vowel (as they necessarily must do in /b1d–búd/ since vowel nasalization 
has no coarticulatory raison d’être in this case) but to the contextual effects of the 
following /n/ consonant.

5 Concluding Comment

the three areas that have made substantial contributions to acoustic phonetics 
that were outlined at the beginning of this chapter are all certain to continue to 
be important for progress in the field in the future. As a result of the advances 
in speech physiology, in particular using techniques such as Mri and ultrasound, 
it is now possible to draw upon a much wider range of vocal tract crosssectional 
data allowing more realistic articulatorytoacoustic models to be developed.  
Making use of the extensive speech corpora that have become available in the 
last 15–20 years due largely to the needs of speech technology will be important 
for expanding our understanding of variability due to different speaking styles, 
age groups, language varieties, and many other factors. With the existence of 
larger amounts of training data that are now available from speech corpora, it 
should be possible in the future to incorporate into acoustic phonetic studies more 
sophisticated probabilistic and, above all, timedependent models of the speech 
signal. Just this kind of information is becoming increasingly important in both 
phonology and linguistics (Bod et al., 2003). Analyzing large speech corpora will 
also be essential to ensure a greater convergence in the future between basic 
speech research and speech technology, so that more of the knowledge that has 
been described in this chapter can be incorporated more explicitly into the design 
of human–machine communication systems.
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4 Investigating the  
Physiology of  
Laryngeal Structures

HajIme HIroSe

1 Introduction: Basic Laryngeal Functions

In humans, there are four basic laryngeal functions: airway protection, which is 
particularly important during deglutition; effort closure for fixation of the trunk while 
moving the upper extremities; airway opening for respiration; and phonation.

The most basic function of the larynx is to protect the airway. This function can 
be best understood by an appreciation of its origin determined by primitive needs 
(Negus, 1949). The most primitive larynx is found in the bichir lungfish (polypterus) 
which live in rivers that periodically become dry. The primary lung developed 
as downgrowths of the pharyngeal pouch in response to their need for oxygen 
under conditions where the source of supply in water is limited. Development 
of the lung needed to be protected from the invasion of water and food during 
periods of submersion and, therefore, the primary larynx evolved as a protective 
mechanism. In the lungfish, the larynx developed as a simple, circular group of 
muscle fibers within the upper end of the trachea, constituting an encircling 
sphincter band. When this simple sphincter closed, the lung could be effectively 
isolated and its closure during deglutition prevented invasion by food or water.

During the course of evolution, the encircling sphincter became a more com-
plicated structure, and in higher animals like the human, laryngeal sphincteric 
closure is accomplished by a valvular adduction mechanism at both false vocal 
fold and true vocal fold levels.

The sphincteric closure essentially serves as a protective mechanism for the 
airway but it also serves those physiologic functions which are dependent on air 
being trapped at the larynx when accompanied by increases in or maintenance 
of intra-thoracic and intra-abdominal pressure. Such functions include: coughing, 
defecation, micturition, and fixation of the trunk for the stable movement of the 
upper extremities. another important modification during evolution was the  
development of the laryngeal opening or abductor mechanism and the cartilagen-
ous framework of the larynx. Thus, the larynx was able to open the airway when 
necessary. Basically, the glottis widens during inspiration and narrows during 
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expiration. This movement may be almost imperceptible during quiet respiration, 
but it becomes more prominent as the depth of respiration increases.

Finally, phonation developed as a principal function of the larynx in which the 
vocal folds are used as a flutter valve. This type of flutter valve is only seen in 
vertebrates possessing the respiratory requirements of an effective bellows. This 
is possible only in vertebrates which have a diaphragm; that is, the mammals. 
among all mammals, only humans have acquired the potential for the production 
of meaningful sounds, i.e., speech, by using the laryngeal valve as a source of 
vibration.

2 Methods of Investigating Laryngeal Function  
in Speech

Studies of laryngeal function rely heavily on the methods of investigation. In 
recent years, various kinds of observation techniques for the assessment and 
analysis of laryngeal behavior during speech production have been developed. 
The following is a brief description of the systems currently in use to assess  
laryngeal dynamics.

2.1 Fiberoptic observation and measurement of vocal  
fold movement

many techniques have been used for the observation of the larynx. The most 
simple and popular method for otolaryngologists is the indirect mirror technique, 
but using this conventional laryngeal mirror, the larynx can be observed only 
while the subject’s mouth is kept open. even then photographs cannot easily be 
taken. The rigid tele-endoscope became available later, and laryngeal photography 
could be readily undertaken. Figure 4.1 shows a view of the larynx taken during 
phonation and deep inspiration using a tele-endoscope.

However, there was still a difficulty in the assessment of laryngeal dynamics 
during speech. In order to find out what happens during speech or singing in 
natural circumstances, the flexible fiberscope was devised during the late 1960s 
(Sawashima & Hirose, 1968). The flexible fiberscope basically consists of a hard 
tip that houses an objective lens and two bundles of glass fibers: the light guide 
and the image guide. The light guide conducts the light for illumination of the 
field of view from the light source to the object-end of the scope. The image guide 
is a bundle of aligned or coherent glass fibers which transmits the image from 
the objective lens to the eye-piece of the scope.

Specific requirements in the design of the fiberscope were: (1) that it have an out-
side diameter small enough to pass through the nostril; (2) that it be able to obtain 
an image with a resolution good enough for the analysis of glottal gestures; and 
(3) that it should be provided with a light source of sufficient brightness (Sawashima, 
1977). In recent years, these requirements have generally been satisfied.
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Prior to the insertion of the fiberscope, surface anesthesia is applied to the 
nasal mucosa and to the epipharyngeal wall. after insertion, the tip of the scope 
is placed down near the tip of the epiglottis to obtain a good laryngeal view. 
Figure 4.2 illustrates the positioning of the fiberscope in an adult male.

2.2 High-speed digital imaging of vocal fold vibration
Until recently, precise observations of the pattern of vocal fold vibration have 
generally been made using an ultra-high-speed movie system. Ultra-high-speed 
photography can provide good resolution images of the vibrating vocal folds. 
However, this system is usually massive and costly, and it is always very time-
consuming to carry out frame-by-frame analysis of the film obtained.

In the late 1980s, a new method of digitally imaging vocal fold vibration was 
developed using a solid-state image sensor attached to a conventional camera 
system (Hirose, 1988). Figure 4.3 shows a block diagram of the present system. 
an oblique-angled laryngeal endoscope is attached to a specially designed camera 
containing an image sensor and a digital image memory. The laryngeal image 
obtained through the endoscope is focused on the image sensor. When the shutter 
is released, the image sensor is scanned at a high-frame-rate, and the output video 
siginal from the image sensor is fed into the image memory through a high-speed 
a/D converter. Stored images are then reproduced consecutively on a cathode 
ray tube monitor as a slow-motion display. at present, the new model achieves 
frame rates of up to 4,500 per second.

In experimental situations, the electroglottographic (eGG) and speech signals 
are digitized simultaneously with the image recording by a separate personal 
computer. These signals are sampled synchronously with the image recording 

Figure 4.1 The laryngeal views obtained using a rigid tele-endoscope.
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Figure 4.2 Positioning of the fiberscope for laryngeal observation.

Figure 4.3 Block diagram of the digital imaging system for the analysis of vocal  
fold vibration.
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using sampling pulses generated in the camera head. at the time of the reproduc-
tion of the image data, the sampled eGG and speech data can be displayed  
simultaneously with the laryngeal images.

Figure 4.4 shows an example of the image display. The display shows the vocal 
fold vibration during sustained phonation of the vowel /e/ by a normal female 
subject at approximately 240 Hz. The glottal images in successive time frames are 

Figure 4.4 an example of laryngeal images recorded using the digital imaging  
system. a female subject sustained phonation of /e/ at a fundamental frequency ( f0)  
of approximately 240 Hz. Frame rate: 4,500 frames per second.
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displayed as a two-dimensional array. The two curves shown below the pictures 
are the acoustic signal at the top and eGG signal at the bottom. The image at the 
upper left corner is the first frame in the time sequence. The following four frames 
are displayed in the same horizontal row, and the succeeding frames are displayed 
in the next row. The image at the lower right corner is the last frame. The record-
ing was made at the rate of approximately 4,500 frames per second, and the 
rectangle shown on the two simultaneously recorded signals corresponds to about 
one cycle of vibration.

a pilot system using a fiberscope has also been developed more recently (Hirose 
et al., 1988; Kiritani et al., 1995). In this system, a charge-coupled device (CCD)-
type image sensor is used. The light source for the fiberscope system is a 300 W 
xenon lamp. The sampling rate of the picture elements is 20 mHz. a film rate  
of 2,000 per second can be achieved with 200 × 14 picture elements. This type of 
system makes it possible to observe vocal fold vibration during speech samples 
containing consonantal gestures.

2.3 Laryngeal electromyography
electromyography (emG) is a technique for providing graphic information about 
the time course of the electrical activity of the muscle fibers that accompanies 
muscle contraction and subsequent effects, including the development of tension 
(see Stone, this volume)

Since emG was established as a scientific discipline, it has been widely used 
in various fields for studying muscular function and coordination. In particular, 
emG has proved to be useful for research into kinesiological aspects of human 
behavior, where the analysis of the parameters of the individual motor unit action 
potential may not play an important role. rather, emG kinesiology is much more 
concerned with the biomechanical analysis of various movements or gestures 
(Harris, 1981).

The emG system consists of some sort of probe or electrodes for picking up 
the action potentials, amplifying equipment, recording equipment, and ultimately 
a graphic display, which may have signal-processing facilities. For laryngeal emG 
in the study of speech dynamics, so-called hooked-wire electrodes are used,  
in which a pair of thin electrically shielded wires are threaded through a needle 
and inserted in the target muscles (Hirose, 1985). Intrinsic laryngeal muscles,  
such as the cricothyroid, thyroarytenoid, and lateral cricoarytenoid muscles are 
reached percutaneously as are two extrinsic laryngeal muscles, the sternohyoid, 
and sternothyroid muscles. The posterior cricoarytenoid and interarytenoid  
muscles are reached perorally with indirect laryngoscopy using a specially de-
signed curved probe (Hirose, 1976). as shown in Figure 4.5, the wire-bearing tip 
of the needle is kept drawn into the shaft of the probe until it is brought closely 
to the point of insertion, at which time it is pushed out by pulling the trigger of 
the probe.

Laryngeal emG technique is also useful for the analysis of nonspeech gestures 
such as sniff, cough, or throat clearing (Poletto et al., 2004).
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It should be emphasized that progress in the strategy of the computer processing 
of emG data has led to better analysis of the temporal pattern of the activity of 
pertinent laryngeal muscles with reference to speech signals (Kewly-Port, 1973).

2.4 Photoglottography (transillumination of the glottis)
Photoglottography (PGG) is a technique for recording glottal area variation by 
measuring the amount of light passing through the glottis.

In 1960, Sonesson first reported the use of a photo-electric device applied to 
the normal human subject for assessing the glottal area variation. In his method, 
a DC light source was placed against the anterior neck, while a light-conducting rod 
was inserted into the hypopharynx through the mouth under topical anesthesia. 
a photomultiplier tube was attached to the other end of the rod so that the  
illuminating light passing through the glottal aperture was transmitted through 
the light-conducting rod to the photomultiplier tube. The output of the tube was 
displayed on a cathode ray oscilloscope and the record was called a photo-electric 
glottogram or photoglottogram. Using this technique, he measured the open 
period, the opening phase, and the closing phase of the glottal vibratory cycle  
for sustained phonation. He claimed that the results obtained from his method 
were in good agreement with the results obtained from high-speed motion picture 
analysis.

Since Sonesson’s technique imposed considerable limitations on articulatory 
movements, further modification was made by other investigators. For example, 
Frøkjær-jensen (1967) introduced a small photo-sensor attached to the tip of the 

Figure 4.5 Peroral insertion of wire electrodes using a curved probe under indirect 
laryngoscopy.
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thin flexible plastic tube through the nasal cavity to the hypopharynx, thus  
making transillumination possible during speech articulation. Sawashima (1968) 
reversed the positions of light source and photo-sensor relative to the glottis. He 
used a fiberscopic illumination as a light source while observing the laryngeal 
gesture, and picked up the photo-electric signals through a photo-sensor attached 
to the anterior neck.

These modifications have extended the application of the photoglottographic 
technique to studies on glottal adjustments as well as on the patterns of vocal 
fold vibration during speech production. It has been assumed that the data  
obtained by this technique provides a good approximation of the glottal area 
function, although it is impossible to calibrate the instrument to measure the 
absolute area of the glottis. also, it should be taken into consideration that several 
sources of artifacts may exist during data assessment. a shift in the positioning 
of the instruments relative to the larynx may be a major source of artifacts. Inter-
ruption of the light by the epiglottis during speech utterance should also be 
carefully monitored during recording to minimize incorrect interpretation of the 
obtained results.

2.5 Electroglottography (laryngography)
electroglottography (eGG) is a technique for registering glottal vibratory move-
ments by measuring changes in electrical resistance across the neck. In this tech-
nique, a pair of plate electrodes are placed on the skin on both sides of the neck 
above the thyroid cartilage. a weak high-frequency electrical current is applied 
to the electrodes, and a small fraction of the electrical current passes through the 
larynx. The transverse electrical resistance of the larynx varies depending on  
the opening and closing of the glottis, and a modification in the amplitude of the 
transglottic current occurs in correspondence with the vibratory cycles of the  
vocal folds. The amplitude modification of the current is detected, from which 
electrical glottograms are obtained.

In a typical model described by Fourcin (1981), each electrode has a guard ring 
and an inner conductor. one of the electrodes has a 4 mHz transmitting voltage 
applied between the center conductor and guard ring. The other serves as a  
current pick-up. according to Fourcin, typically about 30 mW is dissipated at the 
subject’s neck with only microwatts being involved at the level of the vocal folds. 
Contact between the vocal folds increases current flow as the contact area increases, 
but movement of the vocal folds without contact, giving an increase in glottal 
area, will not necessarily change the current flow. For this reason, Fourcin claimed 
that the term “glottograph” is inappropriate, and he proposed that it should be 
called a “laryngograph.”

In making comparisons between electrical and photo-electric glottograms, 
Frøkjær-jensen (1968) concluded that the opening of the glottis seemed to be  
better represented in photo-electric glottograms, whereas the closure of the glottis, 
particularly its vertical contact area, was probably better reflected in eGG. one 
of the advantages of eGG is that the procedure is carried out with a minimum 
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of discomfort for the subject. as stated above, an eGG record reflects the glottal 
condition during closure better than during the open period, and the presence or 
absence of glottal vibration, as well as the accurate fundamental frequency, can 
be readily determined. However, since it is difficult to estimate to what extent 
the glottal condition contributes to the electrical resistance or impedance varia-
tions between the electrodes, a quantitative interpretation of eGG seems to be 
less direct than PGG.

2.6 New imaging techniques including Magnetic 
Resonance Imaging (MRI)

X-ray imaging techniques were adapted for use in movie and video recordings 
from the 1960s to the 1970s, mainly for the analysis of the laryngeal positioning 
during phonation or deglutition. However, the invasiveness of the X-ray imaging 
has been a concern since that time. recently, less invasive techniques have been 
developed and, among others, the magnetic resonance imaging (mrI) technique 
appears to be safe and have substantial advantages in offering superior temporal 
and spatial image resolution over X-ray imaging.

In the recording session of mrI, the subject is lying prone in a tube and a strong 
magnetic field surrounds the subject. It aligns atoms in the target structures and 
radio frequency pulses tip the atoms off their axes of spin. as they return to their 
previous axes, they give off a signal that can be recorded on a photographic  
plate. The image shows the distribution of hydrogen atoms in the pictured tissue. 
mrI has been applied mostly for the imaging of the central nervous system,  
but the technique has made it possible to obtain the precise shape and area func-
tion of the vocal tract during phonation. although the mrI technique cannot  
be applied for the analysis of vocal fold vibration per se, it shed light on the 
analysis of the role of individual variations in the fine structure of the vocal tract 
for speaker characteristics (Kitamura et al., 2005). mrI analysis was also applied 
for the analysis of the laryngeal adjustment mechanism of whispering (Tsunoda  
et al., 1997).

3 Laryngeal Structures and the Control of 
Phonation

3.1 Laryngeal framework and laryngeal muscles
The framework of the larynx consists of four different cartilages: the epiglottis, 
thyroid, cricoid, and arytenoid cartilages. The thyroid and cricoid cartilages are 
connected by the cricothyroid joint, while the arytenoid and cricoid cartilages  
are connected by the cricoarytenoid joint. The movement of the cricothyroid  
joint changes the length of the vocal folds. movements of the arytenoid cartilage 
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on the surface of the cricoarytenoid joint contribute to the abduction/adduction 
of the vocal folds. The main movement of the cricoarytenoid joint is a rotation 
(abduction/adduction) of the arytenoid cartilage around the longitudinal axis of 
the joint. other possible movements of the arytenoid are a small degree of sliding 
motion along the longitudinal axis of the joint and a rocking motion around a 
fixed point at the attachment of the posterior cricoarytenoid ligament (von Leden 
& moore, 1961). (For further details of the anatomy of laryngeal structures, see 
Bless & abbs, 1983; Kahane & Folkins, 1984; and Hirano, 1991.)

movements of the cricothyroid and cricoarytenoid joints are controlled by the 
intrinsic laryngeal muscles. elongation and stretching of the vocal folds is achieved 
by contraction of the cricothyroid muscle (CT). movements of the arytenoid  
cartilage and the resultant abduction/adduction of the vocal folds are controlled 
by the abductor and adductor muscles. The posterior cricoarytenoid muscle  
(PCa) is the only abductor muscle, while another three – the interarytenoid  
(INT or Ia), lateral cricoarytenoid (LCa), and the thyroarytenoid (Ta) muscle – 
are the adductor muscles. Contraction of the cricothyroid muscle may also  
result in a small degree of glottal abduction. The vocalis muscle (VoC), which is 
the medial part of the thyroarytenoid muscle, contributes to the control of the  
effective mass and stiffness of the vocal folds rather than to abduction/adduction 
movements.

The entire larynx is supported by the extrinsic laryngeal muscles and the  
ligaments, of which suprahyoid and infrahyoid muscles form the important  
members. These muscles contribute to the elevation and lowering of the larynx, 
which may relate to the pitch control of voice, as well as to articulatory adjust-
ments such as jaw opening (erickson et al., 1977).

3.2 Layered structure of the vocal fold
The layered structure of the vocal fold edge described by Hirano (1974) is shown 
in Figure 4.6. as can be seen in the figure, the vocal fold consists of the mucosa 
epithelium, the lamina propria mucosa, and the vocalis muscle. In the lamina 
propria, the superficial layer is the loose connective tissue, and the intermediate 
and deep layers correspond to the so-called vocal ligament. Based on the concept 
of this layered structure, Hirano proposed a structural model of the vocal fold. 
In his model, the vocal fold basically consists of the three layers – cover, tran-
sition, and body. The cover consists of the epithelium and the superficial layer of 
the lamina propria; the transition includes the intermediate and the deep layers; 
and the body includes the vocalis muscle. For simplification, the transition can 
be considered as part of the body so that the entire structure can be regarded as 
cover and body.

This cover–body model proposed by Hirano is quite useful for explaining 
variation in the mode of vocal fold vibration with different laryngeal adjustments 
and with various pathological conditions. Contraction of CT elongates the vocal 
fold, and its effective mass decreases. Due to the elongation of the vocal fold,  
the stiffness of both cover and body increases. This is the situation of the vocal 
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fold for phonation in the light or head register. Contraction of VoC, in contrast, 
shortens the vocal fold, its effective mass being increased. at the same time, stiff-
ness of the body increases, while that of the cover decreases. Contraction of VoC 
in combination with different degrees of contraction of CT usually takes place for 
phonation in the modal or chest register. Thus the difference in the mode of vocal 
fold vibration between the head and the chest registers can be accounted for by 
the different conditions of the cover and body of the vocal fold (Hirano, 1974).

3.3 Vocal fold vibration during phonation
according to the almost universally accepted myoelastic-aerodynamic theory of 
vocal fold vibration during phonation, one cycle of the vibration of the vocal fold 
is produced as follows (see also Stevens & Hanson, this volume).

1 The bilateral vocal folds are appropriately approximated toward the midline 
by the activation of the adductor laryngeal muscles accompanied by suppres-
sion of the abductor muscle.

2 air is then forced through the vocal tract from the lungs and the vocal folds 
are sucked together by the combined effect of Bernoulli’s aerodynamic law 
and the elasticity of the tissues (see Shadle, this volume).

Figure 4.6 Schematical presentation of the layered structure of the human vocal fold.
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3 When the vocal folds have been sucked together, the flow of air from the  
lungs continues but the flow through the glottis ceases and the subglottal air 
pressure rises.

4 When the subglottal air pressure becomes greater than the medial compression 
of the vocal folds, the folds are blown apart and a puff of air escapes into the 
supraglottal space. Consequently, the subglottal pressure falls and the vocal 
folds return to their adducted position at the beginning of the vibratory cycle 
as a result of their tissue elasticity.

5 a second cycle starts as a repetition of the first cycle.

Several preconditions are required for normal phonation. The transglottal  
pressure (the difference between the subglottal and supraglottal pressure) and 
the airflow must be high enough, the glottal width small enough and the glottal 
resistance sufficiently low.

4 Laryngeal Adjustments for Different Phonetic 
Conditions

The basic features of laryngeal adjustments for different phonetic conditions can 
be classified as follows:

1 abduction vs. adduction of the vocal folds;
2 constriction of the supraglottal structures;
3 adjustment of the length, stiffness, and thickness of the vocal folds;
4 elevation and lowering of the entire larynx.

4.1 Abduction vs. adduction of the vocal folds
This type of adjustment is used for the distinction between respiration and phona-
tion, as well as for the voiced vs. voiceless distinction during speech production. 
For deep inspiration, the vocal folds are fully abducted by an increase in the 
activity of PCa and a suppression of the adductor muscles. For quiet respiration, 
the extent of the glottal opening is approximately half that for deep inspiration 
and the vocal fold position observed in laryngoscopy in quiet respiration is  
described as the intermediate position. In this condition the activities of both the 
abductor and the adductor muscles are minimal.

The general picture of the glottal condition in the abduction vs. adduction 
dimension during speech is that the glottis is closed or nearly closed for voiced 
sounds including vowels, whereas it is open for voiceless sounds, the degree of 
the glottal opening and its timing relative to the articulatory gestures varying 
with different phonetic environments.

The principal mechanism underlying abduction vs. adduction of the vocal folds 
during speech production is reciprocal activation of the abductor and adductor 
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muscle groups. The reciprocal activity pattern between the two groups of laryn-
geal muscles has been revealed by recent emG studies combined with fiberoptic 
observation. In particular, reciprocity between PCa and INT is found to be  
important for realization of the voiced–voiceless distinction. The reciprocity  
between PCa and the adductor muscles has been observed for different languages, 
including american english (Hirose & Gay, 1972), japanese (Hirose & Ushijima, 
1978), Danish (Hirose et al., 1979) and French (Benguerel et al., 1978).

Figure 4.7 shows an example of averaged emG curves of the INT and PCa, 
for a pair of test words /@p'vp/ and /@b'vp/ produced by an american english 
speaker. It can be seen that PCa activity is suppressed for the voiced portion of 
the test words, whereas it increases for the production of the intervocalic voiceless 
stop /p/ as well as for word-final /p/. on the other hand, INT shows a reciprocal 
pattern when compared with that of PCa, in that its activity increases for the 
voiced portion and decreases for the voiceless portion of the test words.

Figure 4.7 Superimposed averaged emG curves of INT and PCa for the utterances 
/@p'vp/ (solid line) and /@b'vp/ (dotted line). The line-up point for averaging  
(zero on the abscissa) indicates the voice offset of the stressed vowel. (From Hirose & 
Gay, 1972, with kind permission of S. Karger, Basel)
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Figure 4.8 shows a typical example of the relationship between the glottal size 
and the pattern of the averaged laryngeal emG activity of PCa and INT for the 
production of the japanese test word /ise:/. The glottal width (GW), measured 
by means of fiberoptic analysis, increases for the voiceless consonant /s/, for 
which PCa activity increases and INT activity is reciprocally suppressed.

Some languages, such as Hindi and Chinese, show a phonemic distinction 
between aspirated and unaspirated stops. Previous emG and fiberoptic studies 
revealed that the degree and timing of glottal abduction–adduction gestures are 
well controlled by coordinated laryngeal muscle activities (Sawashima & Hirose, 
1983). In particular, the degree and timing of PCa activation seem quite important 
for the distinction between different phonemic types associated with glottal opening, 
i.e., arytenoid separation at the vocal processes observed by a fiberscope.

Figure 4.9 shows the relationship between the pattern of PCa activity and the 
time course of the glottal width measured at the vocal process, for the three labial 
stop types showing arytenoid separation: voiceless aspirated, voiceless unaspirated, 
and voiced aspirated. The curves are lined up at the articulatory release taken  
as time 0 on the abscissa, and durations of oral closure and aspiration are also 

INT

PCA

audio

GW

/ise:/

10
0 

µv

200 ms

Figure 4.8 Time curves of the glottal width (GW), the smoothed and integrated  
emG curves of the INT and PCa, and the speech envelope (audio) for the test word  
/ise:/ produced by a japanese subject. The curves are aligned on the same time axis. 
The vertical line indicates the voice onset for the vowel /e/.
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illustrated (Hirose, 1977). The figure shows good agreement not only in degree 
but also in timing between PCa activity and the opening gesture of the glottis. 
Thus, we must fully realize that, in addition to the control of the degree of glottal 
abduction vs. adduction, the control of laryngeal timing is also essential in  
phonetic realization of different types of consonants. as explicitly discussed by 
abramson (1977), various languages of the world make extensive use of the tim-
ing of the valvular action of the larynx relative to supraglottic articulation in 

Figure 4.9 Comparison of the time courses between averaged PCa activity and glottal 
opening gesture. all curves are lined up at the oral release.
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order to distinguish classes of consonants, although certain nonlaryngeal features 
such as pharyngeal expansion may also be linked with laryngeal timing.

It should be noted, however, that adjustment of glottal width is only one  
parameter that determines whether or not the vocal folds will vibrate during the 
consonantal interval. In addition, there must be an adequate glottal airflow through 
the glottis for generating vocal fold vibration, the amount of which will depend on 
both subglottal pressure and on the configuration of the supraglottal articulators. 
Further, the physical properties of the vocal folds, particularly the stiffness, is an 
important factor that relates to initiation–cessation as well as the mode of vocal 
fold vibration.

In order to clarify the relationship between transglottal pressure difference  
and the glottal configuration during the production of voiceless consonants, a 
physiological experiment was performed in which the sub- and supraglottal pres-
sure was measured by means of pressure transducer systems and the glottal size 
was estimated using the photoglottography technique (Löfqvist & Yoshioka, 1980). 
The data were obtained at the offset of the vibration at oral closure of voiceless 
consonants /s/ and /t/, at the onset of the vibration after the oral release, and 
during the maximum glottal opening for each consonant. The transglottal pressure 
(∆P) was calculated by subtracting the subglottal pressure value from the supra-
glottal value.

Figure 4.10 shows the relationship between the ratio of the transglottal pressure 
to the subglottal pressure (∆P/Pa) and the relative size of the glottal width (GW) 
for word-initial /s/ and word-initial /t/. In this figure, the 90 percent range of 
the distribution is represented by circles for each of the following sets of data: 
the voice offsets for /s/ and /t/, and voice onsets after /s/ and /t/.

It can be seen here that both /s/ and /t/ demonstrate a difference in the 
physiological conditions for the cessation and initiation of voicing related to  
obstruent production. Namely, in both cases, voicing following the consonantal 
closure period occurred with a relatively small glottis and a higher ∆P/Ps ratio 
compared to those values with which voicing ceased around the implosion of the 
consonant.

It can also be seen that there is a subtle difference in the patterns of the dis-
tribution of data between the fricative /s/ and stop /t/ in terms of the laryngeal 
conditions for voice offset. In the case of /s/, the vocal fold vibration ceases with 
a relatively wider glottis than for /t/, whereas the ∆P/Ps ratio is comparable. on 
the other hand, there is no apparent difference between /s/ and /t/ distribution 
for the initiation of vocal fold vibration.

Thus, it appears that there is a hysteresis in the glottal mechanism defined by 
the initiation and cessation of oscillation. That is, vocal fold vibration tends to be 
maintained at the implosion of obstruents with relatively favorable physiological 
conditions for oscillation, while vibration does not start after the voiceless period 
until more favorable conditions are obtained by a narrowing of the glottis. These 
more favorable conditions are associated with an elevation of the transglottal 
pressure difference, although the reason why the vocal folds continue to vibrate 
with a wider glottis for /s/ than for /t/ is sti1l unclear (Hirose & Niimi, 1987).
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4.2 Constriction of the supraglottal structures
a typical example of supraglottal laryngeal constriction with the open glottis  
is observed in whispered phonation. In whisper, there is arytenoid separation at 
the vocal process with an adduction of the false vocal folds taking place with a 
decrease in the size of the anterior–posterior dimension of the laryngeal cavity. 
For this type of laryngeal adjustment, PCa continues to be active and the thyro-
pharyngeal activation is also observed most likely for realization of supraglottal 
constriction (Tsunoda et al., 1994). This particular gesture for whispering is  
considered to contribute to the prevention of the vocal fold vibration by the 
transglottal airflow, as well as to facilitate the generation of turbulent noise in the 
laryngeal cavity.

Figure 4.10 Pattern of data distribution for word-inital /s/ and /t/ representing the 
relationship between transglottal pressure (∆P) vs. subglottal pressure (Ps) ratio and 
relative glottal width (GW) (the largest glottal opening during the consonantal period of 
[s] was taken as 100 percent, and relative glottal width was calculated as a percentage of 
that value for each token). In the figure, the 90 percent range of distribution is circled 
for each of the following datasets: voice offset for /s/ and /t/ (si-off and ti-off) and 
voice onset after /s/ and /t/ (si-on and ti-on), respectively. The symbol for “pk” indicates 
the coordinate for values at the time of maximum glottal opening for each token.
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Supraglottal laryngeal constriction with closed glottis is typically observed for 
glottal stop production. a similar gesture is often seen for the syllable-final stops 
in american english (Fujimura & Sawashima, 1971). The gesture prevents the air 
from the lungs from passing through the glottis. In laryngeal emG, it has been 
observed that LCa appears to show a high degree of activity for this particular 
gesture together with activation of Ta.

a lesser degree of supraglottal constriction with the closed glottis can be  
regarded as characterizing the laryngeal gesture known as “laryngealization.” This 
type of adjustment may be observed for the production of Korean forced or tense 
stops and the so-called stød in Danish, where strong activation of VoC has been 
reported (Sawashima & Hirose, 1983).

4.3 Adjustment of the length, stiffness, and thickness of 
the vocal folds with respect to pitch control

The best example of this type of laryngeal adjustment is control of the pitch of 
the voice, f0, during phonation. f0 control at the larynx is considered to be achieved 
mainly by adjusting the effective mass and the stiffness of the vocal folds. The 
main contributor to pitch regulation is CT, while Ta also appears to participate 
to some extent. The activity of CT increases to raise pitch and decreases to lower 
pitch. as mentioned earlier, contraction of CT elongates the vocal folds, resulting 
in a decrease in the effective vibrating mass and an increase in the stiffness of 
both the cover and body of the vocal folds. Contraction of Ta results in a thicken-
ing of the vocal folds, their effective mass being increased. The stiffness of the 
body increases while that of the cover decreases. It has been observed that in the 
chest or modal register, a rise in pitch is characteristically achieved by contraction 
of both CT and Ta. The most remarkable difference in muscle control between 
the chest and head registers is observed in the activity of Ta. In the head register, 
as compared to the chest register, there is a marked decrease in Ta activity,  
accompanied by an increase in CT activity. The difference in the muscle control 
between the two registers results in a difference in the physical conditions of the 
cover and body of the vocal folds, which is reflected in the mode of vocal fold 
vibration (Hirano et al., 1970).

In the realization of pitch accent in japanese, different types of tones in tone 
languages such as Chinese, and word stress in english and other languages, CT is 
found to be uniquely related to f0 changes. In particular, the increase in longitudinal 
tension and stretch of the vocal folds is obtained by CT activation. Figure 4.11 
compared the curves of averaged CT activity and f0 contours for five test words 
having different stress positions. It is obvious for all words that CT activation 
occurs slightly ahead of the pitch peak associated with the stressed syllable.

although the mechanism of pitch elevation seems quite clear, the mechanism of 
pitch lowering is not so straightforward. The contribution of the extrinsic laryngeal 
muscles such as sternohyoid is assumed to be significant, but their activity often 
appears to be a response to, rather than the cause of, a change in conditions. The 
activity does not occur prior to the physical effects of pitch change.
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4.4 Elevation and lowering of the entire larynx
This type of laryngeal adjustment is typically observed in the action of swallow-
ing, as well as during speech for vocal pitch control and voiced vs. voiceless 
distinction.

Figure 4.11 Comparison of the time courses between the averaged emG curves of CT 
and f0 contours for test words having different stress positions.
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recently, Honda and his colleagues (1999) proposed a mechanism of f0 control 
by vertical larynx movement based on the measurement of magnetic resonance 
images (mrI). They claim that the larynx moves vertically in f0 changes along the 
cervical spine, which displays anterior convexity (lordosis) at the level of the 
larynx, and the vertical larynx movement results in the rotation of the cricoid 
cartilage and vocal fold tension changes. In their mrI analysis, they observed 
that the hyoid bone moved horizontally while the larynx height remained rela-
tively constant in the high f0 range. In the low f0 range, on the other hand, the 
entire larynx moved vertically, and the cricoid cartilage rotated along the cervical 
lordosis. They concluded that these results would indicate the vertical movement 
of the larynx comprises an effective f0 lowering mechanism. Further study appears 
to be needed to explore the precise f0 lowering mechanism related to the vertical 
larynx movement in speech production.

also, the contribution of vertical larynx movement for phonetic distinctions 
still needs to be investigated, except for specific laryngeal adjustment such as 
ejective and implosive sound production in which the entire larynx is elevated 
or lowered respectively, and for generating or maintaining vocal fold vibration 
while the vocal tract is closed.

5 Current Main Issues and the Direction of  
Future Research

The science of speech production is an inherently interdisciplinary endeavor.  
Thus, in recent years, multidisciplinary approaches including physiological,  
engineering, and linguistic aspects have attempted to disclose the fine nature of 
laryngeal behavior in voice and speech production. For the purpose of facilitat-
ing the exchange of information among different research domains, a series of 
conferences on vocal fold physiology have been held since 1981, and the latest 
conference was held in 2008.

In the domain of physiological research, simultaneous recordings of multiple 
parameters are widely performed. For example, ultra-high-speed observation of 
the vocal fold vibratory pattern was made in combination with precise acoustic 
measures together with the assessment of other physiological parameters such as 
eGG (Childers et al., 1983). From an engineering standpoint, numerical simulation 
and modeling of the voice source based on physiological data were often reported 
(Bickley, 1991; Cranen, 1991).

another important issue is to investigate the nature of pathological voice pro-
duction. evaluation of abnormal voice quality associated with laryngeal diseases 
has attracted the interest of laryngologists, and the measurement of many differ-
ent acoustic parameters has been proposed to quantitatively represent the degree 
of voice abnormality (Imaizumi, 1985).

Further, simultaneous recordings of vibratory patterns of the vocal folds and 
voice signals have led to a direct comparison between the temporal variation in 
vocal fold vibration and perturbation of voice, thus giving a physiological basis 
of abnormal voice production (Kiritani et al., 1993).
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as for future research, it seems that basic studies on laryngeal structure and 
function are still needed. In particular, we still lack details of neural control in 
the human larynx, including: (1) efferent nerve cell distribution in the brainstem, 
and exact neural pathways to the laryngeal muscles from the central nervous 
system; (2) the control of the larynx by the autonomic nervous system; and (3) 
the cerebellar control of laryngeal timing, etc. In future research, these points need 
to be investigated.

In addition, further study is needed of the physical properties of the laryngeal 
framework, for example the network of blood vessels within the larynx, the sur-
face microstructure and the physical properties of the laryngeal mucosa, and the 
vocal fold vibratory patterns in different laryngeal conditions under different 
emotional states. all of these should be suitable topics for future basic research.

reFereNCeS

erickson, D., Liberman, m., & Niimi, S. 
(1977) The geniohyoid and the role of 
the strap muscle. Haskins Laboratories 
Status Report on Speech Research, Sr-49, 
97–102.

Fourcin, a. j. (1981) Laryngographic 
assessment of phonatory function.  
In C. L. Ludlow & m. o. Hart (eds.), 
ASHA report 11: Proceedings of the 
Conference on the Assessment of Vocal 
Pathology (pp. 116–27). rockville,  
mD: The american Speech-Language-
Hearing association.

Frøkjær-jensen, B. (1967) a photo-electric 
glottograph. Annual Report of the 
Institute of Phonetics of University of 
Copenhagen, 1, 5–19.

Frøkjær-jensen, B. (1968) Comparison 
between a Fabre glottograph and a 
photo-electric glottograph. Annual 
Report of the Institute of Phonetics of 
University of Copenhagen, 3, 9–16.

Fujimura, o. & Sawashima, m. (1971) 
Consonant sequences and laryngeal 
control. Annual Bulletin of Research 
Institute of Logopedics and Phoniatrics, 
University of Tokyo, 5, 1–13.

Harris, K. S. (1981) electromyography as  
a technique for laryngeal investigation. 
In C. L. Ludlow & m. o. Hart (eds.), 

abramson, a. S. (1977) Laryngeal timing 
in consonant distinction. Phonetica, 34, 
295–303.

Benguerel, a.-P., Hirose, H., Sawashima, S., 
& Ushijima, T. (1978) Laryngeal control 
in French stop production: a fiberscopic, 
acoustic and electromyographic study. 
Folia Phoniatrica, 30, 175–98.

Bickley, C. (1991) Vocal-fold vibration  
in a computer model. In j. Gauffin &  
B. Hammarberg (eds.), Vocal Fold 
Physiology (pp. 37–46). San Diego: 
Singular Publication Group Inc.

Bless, D. & abbs, j. H. (eds.) (1983) Vocal 
Fold Physiology: Contemporary Research 
and Clinical Issues. San Diego: College 
Hill Press.

Childers, D. G., Naik, j. m., Larar, j. N., 
Krishamurthy, a. K., & moore, P. (1983) 
electroglottography, speech, and 
ultra-high-speed cinematography. In  
I. r. Titze & r. C. Scherer (eds.), Vocal Fold 
Physiology: Biomechanics, Acoustics, and 
Phonatory Control (pp. 202–20). Denver: 
The Denver Center for Performing arts.

Cranen, B. (1991) Simultaneous modeling 
of eGG, PGG and glottal flow. In  
j. Gauffin & B. Hammerberg (eds.), 
Vocal Fold Physiology (pp. 57–64). San 
Diego: Singular Publication Group Inc.



 Investigating Laryngeal Structures 151

ASHA report 11: Proceedings of the 
Conference on the Assessment of Vocal 
Pathology (pp. 70–87). rockville, mD: 
The american Speech-Language-
Hearing association.

Hirano, m. (1974) morphological  
structure of the vocal cord as a vibrator 
and its variations. Folia phoniatrica, 26, 
89–94.

Hirano, m. (1991) Phonosurgical anatomy 
of the larynx. In C. Ford & D. Bless 
(eds.), Phonosurgery: Assessment and 
Surgical Management of Voice Disorders. 
New York: raven Press.

Hirano, m., Vennard, W., & ohala, j. 
(1970) regulation of register, pitch and 
intensity of voice: an electromyographic 
investigation of intrinsic laryngeal 
muscles. Folia phoniatrica, 22, 1–20.

Hirose, H. (1976) Posterior cricoarytenoid 
as a speech muscle. Annals of Otology, 
Rhinology and Laryngology, 85, 334–43.

Hirose, H. (1977) Laryngeal adjustment  
in consonant production. Phonetica, 34, 
289–94.

Hirose, H. (1985) Laryngeal 
electromyography. In G. m. english 
(ed.), Otolaryngology, vol. 3 (pp. 1–14). 
St. Louis: Harper & row.

Hirose, H. (1988) High-speed digital 
imaging of vocal fold vibration. Acta 
Otolaryngol (Stockholm), Supplement 
458, 151–3.

Hirose, H. & Gay, T. (1972) The activity  
of the intrinsic laryngeal muscles in 
voicing control: an electro-myographic 
study. Phonetica, 25, 140–64.

Hirose, H., Kiritani, S., & Imagawa, S. 
(1988) High-speech digital image 
analysis of laryngeal behavior in 
running speech. In o. Fujimura (ed.), 
Vocal Physiology: Voice Production, 
Mechanism and Functions (pp. 335–45). 
New York: raven Press.

Hirose, H. & Niimi, S. (1987) The 
relationship between glottal opening 
and the transglottal pressure differences 
during consonant production. In T. Baer, 
C. Sasaki, & K. Harris (eds.), Laryngeal 

Function in Phonation and Respiration  
(pp. 381–90). Boston, ma: College-Hill 
Press.

Hirose, H. & Ushijima, T. (1978)  
Laryngeal control for voicing distinction 
in japanese consonant production. 
Phonetica, 35, 1–10.

Hirose, H., Yoshioka, H., & Niimi, S. 
(1979) a cross language study of 
laryngeal adjustment in consonant 
production. In H. Hollien & P. Hollien 
(eds.), Current Issues in the Phonetic 
Sciences (pp. 443–9). amsterdam:  
john Benjamins.

Honda, K., Hirai, H., masaki, S., & 
Shimada, Y. (1999) role of vertical 
larynx movement and cervical lordosis 
in F0 control. Language and Speech, 42, 
401–11.

Imaizumi, S. (1985) acoustic measures of 
pathological voice quality. Journal of 
Phonetics, 457–62.

Kahane, j. C. & Folkins, j. W. (1984)  
Atlas of Speech and Hearing Anatomy. 
Columbus, oH: Bell & Howell Co.

Kewly-Port, D. (1973) Computer 
processing of emG signals at Haskins 
Laboratories. Haskins Laboratories  
Status Report on Speech Research, Sr-33, 
173–84.

Kiritani, S., Hirose, H., & Imagawa, H. 
(1993) High-speed digital image  
analysis of vocal cord vibration in 
diplophonia. Speech Communication,  
13, 23–32.

Kiritani, S., Imagawa, H., & Hirose, H. 
(1995) Vocal cord vibration in the 
production of consonants: observation 
by means of high-speed digital imaging 
using a fiberscope. Journal of the 
Acoustical Society of Japan, (e) 17, 1–8.

Kitamura, T., Honda, K., & Takemoto, H. 
(2005) Individual variation of the 
hypopharyngeal cavities and its acoustic 
effects. Acoustical Science and Technology, 
26, 16–26.

Leden, H. von & moore, P. (1961) The 
mechanism of the cricoarytenoid joint. 
Archives of Otolaryngology, 73, 541–50.



152 Hajime Hirose

Löfqvist, a. & Yoshioka, H. (1980) 
Laryngeal activity in Swedish obstruent 
clusters. Journal of the Acoustical Society 
of America, 63, 792–801.

Negus, V. e. (1949) The Comparative 
Anatomy and Physiology of the Larynx. 
London: Heinemann.

Poletto C. j., Verdun L. P., Strominger r., 
& Ludlow, C. L. (2004) Correspondence 
between laryngeal vocal fold movement 
and muscle activity during speech and 
nonspeech gestures. Journal of Applied 
Physiology, 97, 858–66.

Sawashima, m. (1968) movements of  
the larynx in articulation of japanese 
consonants. Annual Bulletin of Research 
Institute of Logopedics and Phoniatrics, 
University of Tokyo, 2, 11–20.

Sawashima, m. (1977) Fiberoptic 
observation of the larynx and other 
speech organs. In m. Sawashima &  
F. S. Cooper (eds.), Dynamic Aspects of 
Speech Production (pp. 31–46). Tokyo: 
University of Tokyo Press.

Sawashima, m. & Hirose, H. (1968) New 
laryngoscopy technique by use of fiber 
optics, Journal of the Acoustical Society of 
America, 43, 168.

Sawashima, m. & Hirose, H. (1983) 
Laryngeal gestures in speech 
production. In P. F. macNeilage (ed.), 
The Production of Speech (pp. 11–38). 
New York: Springer.

Sonesson, B. (1960) on the anatomy and 
vibratory pattern of the human vocal 
folds. Acta Otolaryngologica, Supplement 
156, 1–58.

Tsunoda, K., Niimi, S., & Hirose, H. (1994) 
The roles of the posterior cricoarytenoid 
and thyropharyngeus muscles in 
whispering speech and human 
evolution. Folia Phoniatrica et Logopaedica, 
46, 139–51.

Tsunoda, K., ohta, Y., Soda, Y., Niimi, S., & 
Hirose, H. (1997) Laryngeal adjustment 
in whispering magnetic resonance 
imaging study. Annals of Otology, 
Rhinology and Laryngology, 106, 41–3.



Part II Biological 
Perspectives





5 Organic Variation of  
the Vocal Apparatus

JAnet MAckenzIe Beck

1 Introduction

1.1 The relevance of organic variation for  
phonetic science

the theoretical study of phonetics has been based on many assumptions. One of 
the chief among these is the notion that all speakers use speech production  
systems which can be treated as if they were essentially equivalent in terms of 
their anatomical geometry. this assumption is helpful when the aim is to identify 
the common strands of phonetic performance which allow a similar phonetic 
analysis to be made for a range of speakers producing the “same” linguistic con-
tent. the focus on commonality does, however, mask much of the intricacy and 
subtlety of individual phonetic performance. As phonetic science has become 
more sophisticated in its investigative techniques, allowing us to investigate speech 
output in finer detail, so individual differences in speech performance have  
become more apparent, and the motivation to examine the underlying causes of 
such differences has grown.

It may be useful to draw an explicit distinction between two major sources of 
variation in speech performance, which we will call phonetic and organic factors, 
following Laver (1980, p. 9). Phonetic variation results from differences in the 
way in which an individual uses his or her vocal apparatus, whilst organically 
based variation depends on individual differences in shape and proportion of the 
vocal organs. the word “organic” will be used here to describe any factors which 
are to do with anatomical structure or morphology, and with the constraints which 
that structure imposes on the potential for physiological action. A study of organic 
features in this sense may be seen as analogous to the study of architecture, being 
concerned principally with the mechanical properties of the materials, or tissues, 
which form the vocal apparatus, and the way in which they are arranged. Organic 
variation, therefore, may encompass any anatomical features for which individual 
differences in size, shape, or mechanical properties may be observed. the term 



156 Janet Mackenzie Beck

“organic” could also be said to include the physical features underlying neuro-
logical control, but these will not be considered here. this is not to suggest that 
individual differences in physiological activity and neurological control of speech 
are unimportant, but it would not be realistic to include all these aspects within 
the scope of a single chapter.

the most casual inspection of the general population will show how misleading 
any assumption of vocal tract equivalence must be. even among the genetically 
related members of a family, there will almost always be differences in the size 
and shape of the dental arches, the palatal contour, the relationship of the upper 
and lower jaws, and the size of the larynx. All these factors have implications for 
an individual’s speech production, and to ignore them is to ignore a rich store of 
information which may help to explain at least some of the observed individual 
differences in speech production. In 1991, Laver (1991, p. 211) observed that (within 
phonetics) “Inter-speaker differences of anatomy within the normal distribution 
have been largely ignored.” Since then, it is true, there has been an increase in the 
volume of published research linking phonetic output to specific types of organic 
variation, fueled largely by data generated by improved articulatory measure-
ment techniques such as electropalatography, electromagnetic articulography, 
ultrasound, and Magnetic Resonance Imaging (MRI). examples include electro-
palatographic studies of dental anomalies (Wakumoto et al., 1996; cayley et al., 
2000) and MRI investigations of tongue movement following partial glossectomy 
(Mády et al., 2001; Murano et al., 2008). nonetheless, systematic research into the 
organic bases of phonetic variation is still somewhat scarce.

the phonetic effects of relatively minor organic differences between individuals 
may be quite trivial, and observable only through careful articulatory or acoustic 
measurement. For example, individual variations in dentition may cause subtle 
differences in anterior tongue placement and fricative airflow in front oral 
 fricatives, but are not likely to have much impact on perceived speech quality. 
Much more substantial phonetic effects result from changes in overall size and 
shape of the vocal organs during normal growth from childhood to maturity,  
or from gross anomalies of the vocal tract such as are found in cleft palate or  
oral cancer. these latter distortions may impose serious limitations on potential  
phonetic performance. In addition, we all, at one time or another, experience 
changes in speech output associated with more transient changes within the  
vocal apparatus. Day-to-day fluctuations in speech output may result directly 
from such things as nasal obstruction during a common cold, a broken tooth, or 
a mouth ulcer.

the aim of this chapter is to begin to explore organic variation as it affects the 
vocal apparatus, by bringing together some of the phonetically relevant informa-
tion concerning human growth and variation. For general information on the 
anatomy of the vocal apparatus the reader is referred to standard references such 
as Hardcastle (1976), Dickson and Maue Dickson (1982), kahane (1988), and Seikel 
et al. (2000). the chapter aims to provide a broad overview of some of the types 
and sources of organic variation which affect speech output, in a form which 
should be easily accessible by the phonetician with a basic knowledge of the  
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vocal apparatus. It is not intended to be exhaustive, but seeks to alert students 
of phonetics to some of the potential organic causes for inter- and intra-speaker 
variation in phonetic performance. In the interests of conciseness, only a selection 
of illustrative references is presented. A fuller review of some of the older relevant 
literature may be found in Beck (1988).

1.2 Sources of individual variation
the sources of individual differences in vocal apparatus structure fall into three 
main categories:

normal life-cycle changes which affect each individual as they grow, develop •	
and age;
genetic and environmental factors which differentiate between individuals;•	
the organic consequences of trauma or disease.•	

1.2.1 Intra-individual variation: Life-cycle changes the vocal apparatus, in 
common with every other part of the body, undergoes a complex process of change 
throughout the life span. Age-related changes in the vocal apparatus can be seen 
as falling into three main phases. During the first phase, which corresponds  
to the period between birth and puberty, major changes in the vocal apparatus 
accompany general patterns of growth and development. there are no very salient 
differences between the sexes in terms of morphology or size of the vocal  
apparatus during this first phase.

the second phase, from puberty to maturity, is characterized by a major growth 
spurt associated with the onset of puberty and by the fact that male and female 
patterns of growth and development are typically different. It is during this phase 
that the major differentiation between the male and female vocal apparatus 
emerges. Despite some discrepancies in growth patterns between different parts 
of the speech production system, the overall growth of the vocal apparatus dur-
ing these two phases generally reflects the body growth curves for males and 
females (see Figure 5.1a and b).

During the final phase, from maturity to senescence, growth process activity is 
limited to maintenance and repair, and the changes which occur are generally the 
result of the decreasing efficiency of these maintenance and repair processes, 
leading to degenerative change.

1.2.2 Inter-individual variation: Genetic and environmental conditioning While 
some differences between individuals may be due to sampling at different points 
in the life cycle, this is obviously not the whole story. Given any group of people 
of the same age and gender, there will still be marked differences in vocal tract 
morphology. there is considerable variation in the precise coordination and tim-
ing of the changes which occur during development and aging, as well as in the 
genetic template for each person’s target adult form. Developmental patterns are 
influenced by both endogenous and environmental factors, but the ways in which 
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these factors interact in order to coordinate growth and development are still only 
partially understood.

1.2.3 Variation arising from trauma or disease In addition to the organic vari-
ation arising as a result of normal development or degeneration of the vocal  

Figure 5.1 typical overall growth patterns ((a) and (b) both adapted from tanner, 1978, 
pp. 169, 170, 177, 178). Female growth patterns are indicated by solid lines, and male 
growth patterns by the broken lines.
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apparatus, there may also be changes within the vocal apparatus which result 
from traumatic injury or disease. Although these may be defined as “abnormal,” 
they are nevertheless common enough that a high proportion of the popula tion 
will suffer from some trauma- or disease-related change in their vocal organs at 
some time in their lives, even if such changes are transient in nature. It therefore 
seems appropriate to consider such changes as being relevant to general phonetic 
science, and not solely within the domain of speech and language pathology.

Figure 5.1 (continued)
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these three sources of organic variation will be illustrated in more detail starting 
with a discussion of the processes of growth, development, maturation, and aging 
which affect all of us as we progress through life.

2 Life-Cycle Changes in the Vocal Apparatus

this section will focus on each major area of the vocal apparatus in turn, pro-
gressing from lungs and thorax to the larynx, and thence upwards through the 
re sonating cavities. the principal organic changes occurring within each phase 
of the life cycle will then be summarized.

Discussion of age-related changes within each part of the vocal apparatus will 
include a description of skeletal aspects, followed by a description of soft tissue 
changes. Although the extraordinary plasticity of bone growth means that in the 
longer term it is a mistake to think of the skeleton as rigid or immutable, it is fair 
to say that at any given point in the life cycle the skeleton does behave as a rigid 
framework supporting the overlying soft tissues. Soft tissues are subject to con-
stant observable distortion during normal movement of the body, and are prone 
to significant and short-term alterations in size and consistency in response to 
infection, hormones, or physiological state, whereas bones are not. When an  
individual is studied over a short time period, the overall shape and size of that 
person’s vocal apparatus will thus be determined principally by his or her skeletal 
structure. each section will therefore begin by considering the growth patterns of 
the underlying skeletal structures.

2.1 The respiratory system: The lungs and thorax

2.1.1 Skeletal framework: Thoracic skeleton At birth, the whole of the thoracic 
skeleton and the shoulder girdle is relatively high, as the small size of the pelvis 
causes the abdominal contents to be compressed upwards towards the diaphragm 
(Sinclair, 1978, p. 119). Rapid pelvic development during the first two or three 
years of life allows the abdominal contents, and hence the thorax, to drop. the 
thoracic skeleton grows to accommodate the lungs, and follows a similar curve 
(Altman & Dittner, 1962, p. 334). the circumference of the thorax seems to be 
slightly larger in males than in females in childhood, and this difference increases  
dramatically at puberty. In adulthood the sternum is shorter in females, and in a 
slightly higher position relative to the vertebral column. Females also have rather 
more mobility of the upper ribs, allowing greater expansion of the upper part of 
the thorax (Davies & Davies, 1962, p. 285). this is assumed to be an evolutionary 
adaptation for pregnancy, when the lower thorax and diaphragm are constricted 
by the uterus.

the angle of the ribs has important implications for the efficiency of respiration. 
In the adult, the ribs are angled downwards, and chest diameter is increased by 
pulling the ribs to a more horizontal position. During the first two years of life 
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the ribs lie more horizontally (Sinclair, 1978, p. 121; kahane, 1988), so that raising 
the ribs has little effect on chest volume. the infant is thus much more dependent 
on diaphragmatic breathing. thoracic wall movement increases progressively up 
to the age of 7, by which time the angle of the ribs is similar to that in adults 
(kahane, 1988). In old age the state of the ribs again impedes efficient respiration, 
as the rib cartilages become calcified and thus lose their ability to twist and allow 
proper elevation of the ribs during inspiration.

2.1.2 Soft tissues: Lungs, bronchioles, bronchi, and trachea At birth, the lungs 
are very small, both in mass and volume. During the first few weeks of life they 
expand greatly, and by the end of the first year the lungs have trebled in weight 
and increased sixfold in volume (Sinclair, 1978, p. 89). After the first rapid period 
of growth the lungs follow the general growth curve (Simon et al., 1972). the 
internal structure of the lungs shows considerable change following birth. Most 
of the alveoli of the lung are formed after birth, and the number of alveoli increases 
until some time between 8 years and puberty (emery, 1979; kahane, 1988). the 
density of elastic fibres in the terminal airways increases concomitantly, allowing 
the lungs to recoil more easily during expiration.

About 50 percent of the solid matter of the lungs is made up of collagen 
(Bouhuys, 1977), which probably functions to prevent over-extension of the lungs. 
changes in the quality of the collagen network occur in old age, as the collagen 
molecules form cross links and become less flexible. the lung structure becomes 
less mobile, progressively impairing respiratory function. this, in association with 
increasing rigidity of the thoracic skeleton, results in a reduction of vital capacity 
from a range of approximately 3.5 to 5.9 liters in young adult males to a range 
of 2.4 to 4.7 liters after the age of 60 years (Sinclair, 1978, p. 223).

2.2 The phonatory system: The larynx

2.2.1 General features Laryngeal growth during childhood has been relatively 
little studied. the position of the larynx in the newborn is very high relative to 
other structures of the vocal tract, and the epiglottis makes contact with the soft 
palate. this contact is lost through progressive lowering of the epiglottis and 
larynx during the first year of life. At the age of 6 months the epiglottis and soft 
palate are well separated, although they make contact during swallowing, and 
by 12 to 18 months the contact even during swallowing is inconsistent.

2.2.2 Skeletal framework: Laryngeal cartilages Dickson and Maue-Dickson 
(1982, p. 176) report that growth of the laryngeal cartilages is more or less linearly 
related to growth in height in both sexes, and that a rapid increase in size of the 
male cartilages at puberty results in significant adult sex differences. Maue (1970) 
and Maue and Dickson (1971), both cited in Dickson and Maue-Dickson (1982, 
pp. 142, 148), give some measurements for male and female laryngeal cartilages 
which are summarized in Figure 5.2. It is clear that significant growth during 
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Figure 5.2 Summary of adult gender differences in laryngeal cartilages.
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childhood is followed by marked sexual differentiation of the cartilaginous laryn-
geal skeleton at puberty (kahane, 1988), following the general growth curve.

During aging, laryngeal cartilages are subject to calcification, with consequent 
changes in elasticity of the cartilages and to the mechanical characteristics of the 
insertion zones of the vocal ligaments (Paulsen et al., 2000). the age of onset of 
calcification varies considerably. It may begin in men in their thirties, but the 
thyroid cartilage may still be unaffected in some 70-year-olds. In women, ossifica-
tion generally begins later and is less extensive (Pantoja, 1968; kahane, 1987; 
Greene & Mathieson, 1989).

2.2.3 Soft tissues: The vocal folds the whole larynx is extremely small at birth, 
but reported overall vocal fold length measurements are rather discrepant, varying 
between 2.5 and 9 mm (negus, 1949; terracol et al., 1956; Ballenger, 1969, cited 
in Aronson, 1980, p. 44; Hirano et al., 1983). Growth seems to be most rapid in the 
first five years, and again during the pubertal growth spurt, especially in males.

there seems to be less disagreement about average adult vocal fold length, 
which is usually reported to be between 23 and 25 mm in males, and about  
17 mm in females (Romanes, 1978; Greene & Mattheson, 1989). Hirano et al. (1983) 
report slightly smaller adult measurements, suggesting a total vocal fold length 
of 17–21 mm in males, and 11–15 mm in females. this is based on data for 
Japanese subjects, but it may be that there are geographical differences in laryn-
geal dimensions which reflect genetic variation between populations.

the relative proportions of the ligamental and cartilaginous parts of the vocal 
folds are usually reported to be broadly similar in both sexes, with the ligamental 
part constituting about two thirds of the total vocal fold length in adults. Hirano 
et al. (1983) however, have shown that the ratio of cartilaginous to ligamental 
portions of the vocal fold changes throughout childhood, and that there is a slight 
gender difference in the adult ratio. In newborns, the cartilaginous portion of the 
vocal fold constitutes only slightly less than half the total length of the vocal fold, 
but disproportionate growth of the ligamental portion results in a relative as well 
as an absolute increase in size of the ligamental vocal fold. this is slightly more 
marked in boys, so that in adult males the ligamental portion of the vocal fold 
constitutes rather more than a third of the vocal fold length.

the structure of the vocal fold at birth is very immature. the fibers of the  
vocalis muscle are poorly developed, and von Leden (1961) suggests that neuro-
muscular maturation of the larynx is not complete before 3 years. the tissue 
layers which make up the vocal ligament are also poorly differentiated, and adult 
tissue-layer relationships are not seen until after puberty.

In newborn infants there seems to be no clearly differentiated vocal ligament, 
and the entire lamina propria seems to be rather uniform and pliable. the only 
areas of increased fiber density are at the ends of the ligamental portion of the 
vocal folds, and probably represent precursors of the maculae flavae. By 4 years 
of age an immature vocal ligament is present, but the differentiation between the 
elastic intermediate layer and the collagenous deep layer of the lamina propria does 
not begin until between 6 and 12 years. By 15 years of age a clear differentiation 
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Figure 5.3 Age-related changes in the tissue layer structure of the vocal folds.  
(Based on data from Hirano et al., 1982, p. 274)

is typically observed. Full maturation may not occur before 20 years of age; before 
this the vocal ligament is thinner than in the adult, with a looser fiber arrange-
ment. the epithelium shows no significant changes during development (Hirano 
et al., 1981; Hirano et al., 1982).

After reaching maturity there may be continuing changes in tissue thickness 
and consistency (see Figure 5.3a, b, and c). edema of the outer connective tissue 
cover of the vocal folds combines with a decrease in elastic fibers and an increase 
and distortion of collagen fiber content in the deeper layers to alter the mechan-
ical properties of the vocal folds (Honjo & Isshiki, 1980; Hirano et al., 1982; kahane, 
1983; Paulsen et al., 2000).

Yellowish or greyish discoloration of the vocal folds seems to occur quite often 
in older age groups (Honjo & Isshiki, 1980; Mueller et al., 1985), and may indicate 
a degree of fatty degeneration or keratinization of the epithelium. these localized 
changes in the mechanical properties of the vocal folds may cause dysperiodic 
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vibration, which would be perceived as harshness. Any significant change in 
overall mass or stiffness of the vocal folds may also affect fundamental frequency 
(see Figure 5.16).

Atrophy of the laryngeal musculature, especially of the vocalis muscle which 
forms the bulk of the body of the vocal fold, is also a commonly reported feature 
of the aging larynx, which may be more marked in males (Honjo & Isshiki, 1980; 
Mueller et al., 1985). the decrease in muscle mass and strength may prevent com-
plete adduction of the folds, with consequent air wastage resulting in a whispery 

Figure 5.3 (continued)
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phonation and lower intensity. Decreased vocal fold mass may also be associated 
with an increase in fundamental frequency.

the mechanical structure of the conus elasticus supporting the vocal folds  
seems also to be subject to degenerative change in old age, especially at the point 
of union with the vocalis muscle, with males once again being more susceptible 
(kahane, 1987).

Some gender differences in the pattern of age-related changes within the larynx 
have been reported, but findings are somewhat inconsistent and it is possible that 
varying lifestyle differences between men and women in different cultures may 
influence the types of degenerative change observed. In general, it appears that 
men are more prone to vocal fold thinning and tissue changes which reduce  
vocal fold and cartilage elasticity, while women may be more prone to vocal fold 
edema (Honjo & Isshiki, 1980; Linville, 2000).

2.3 Resonating cavities: Pharynx, oral cavity,  
and nasal cavity

2.3.1 Skeletal determinants of the resonating cavities the most important of 
these is probably the skull, together with the cartilages and bones of the facial 
skeleton. the skull is usually described as consisting of two parts: the cranium, 
which encloses and protects the brain, and the facial skeleton. Structurally,  
these parts form a cohesive whole, but functionally they are rather different,  
and this difference is reflected in their disproportionate growth patterns. At birth,  
the cranium is substantially larger than the size of the face, and its relative size 
increases still further during the first six to twelve months of life as it grows  
more rapidly than the rest of the skull. thereafter, facial growth is greater, and 
continues longer, so that in an adult the cranium is only two to three times the  
size of the face (Watson & Lowrey, 1967; see Figure 5.4). Growth of the base of the 
skull, which provides points of articulation with the vertebral column and allows 
passage of the respiratory and digestive tracts and the spinal cord, is allied with 
the facial skeleton in terms of its growth behavior.

2.3.2 The cranium Growth of the cranium, as might be expected, reflects quite 
accurately the growth of the brain, being most rapid during the first one or two 
years of life, and virtually complete by 10–12 years (Watson & Lowrey, 1967; 
Sinclair, 1978; tanner, 1978). the cranium is significantly smaller in females, and 
the frontal bone may be more prominent (Wei, 1970; Ingerslev & Solow, 1975).

2.3.3 The facial skeleton the facial skeleton imposes much more direct limits 
on the morphology of the resonating cavities of the vocal tract, and is therefore 
of more immediate relevance to phonetics. the main constituent parts and land-
marks of the facial skeleton are shown in Figure 5.5.

there is a large and often controversial literature concerning development of 
the facial skeleton. Disagreement about normal patterns of growth arise partly 
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Figure 5.4 changing proportions of the skull from birth to maturity. newborn  
and adult skulls are drawn so that the cranial height is the same, showing the 
proportionately larger face in the adult. (Adapted from Sinclair, 1978, p. 94)

from the high degree of real variability in facial morphology and growth, and 
partly from the variety of cephalometric techniques used. A further problem is 
that descriptions may be biased towards an ideal view of growth, since many 
studies use only children of “good dental health” (e.g., Walker & kowalski, 1972, 
p. 111) or normal occlusal relationships (Shah et al., 1980).

Variability in facial structure obviously has a large genetic component, as evid-
enced by the observation that different ethnic groups show very different facial 
characteristics, but facial growth patterns also display a high degree of plasticity, 
responding quite readily to environmental factors. A certain amount of flexibility 
in the growth patterns of the various parts of the facial skeleton is presumably 
an adaptive response to the need for very complex coordination of growth of the 
many bones and cartilages which make up the facial skeleton. the growth of each 
part must be carefully timed so as to maintain functional harmony of the overall 
facial structure, and it may be that the best way of achieving this harmony is for 
each growth area to be especially sensitive to its skeletal and soft tissue environ-
ment. the problem of coordinating growth is not, of course, unique to the face, 
but the complexity of the skeleton in this area makes it particularly crucial. the 
observation that facial characteristics are highly prone to disturbance by a wide 
variety of genetic and environmental abnormalities (Martin, 1961), ranging from 
Down syndrome to fetal alcohol syndrome, is indicative of the level of sensitivity 
to growth disturbance displayed by the facial skeleton. Some examples of disturbed 
growth in this area will be described later in this chapter.

the facial skeleton and the cranial base follow the general body-growth curve 
much more closely than does the cranium. In early childhood, growth is closely 
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related to development of the muscles of mastication, the tongue, and the denti-
tion. there is a pronounced adolescent growth spurt in most measurements 
(Hunter, 1966; Dermaut & O’Reilly, 1978; Shah et al., 1980), but the precise timing 
of the growth spurt may depend on the measurements used, the sex of the sub-
jects, and their genetic background. In females, facial growth is usually almost 
completed in the late teens, but facial growth in males may continue into the 
mid-twenties (Hunter, 1966). the growth of the mandible seems to show the clos-
est correlation with overall body-growth curves (Hunter, 1966). Generally, growth 
in facial width is completed earlier than growth in the anteroposterior dimension, 
and vertical growth of the face may continue into the third decade of life.

the various component sections of the facial skeleton will be considered  
separately, although vocal tract configuration depends as much on the relationship 
between these sections as on the shape or absolute size of each.

Palate and maxilla Growth in size of the maxilla (upper jaw) and palate is quite 
complex. Watson and Lowrey (1967) differentiate three anatomical regions of the 
nasomaxillary complex, which all show different growth patterns. During the first 
year of life there is generalized growth of maxilla and palate, but after this period, 
growth becomes more localized.

1 Length of the anterior portion of the palate and maxilla becomes fixed in  
early infancy, and palatal width becomes fixed at 4–5 years of age. thereafter, 
alveolar width is increased by apposition of bone at the external surface of 
the alveolar bone.

2 Bizygomatic width (see Figure 5.5) has a very different pattern of growth, 
increasing at a smoothly and steadily diminishing rate until adulthood. Growth 
in this dimension is particularly pronounced in males.

3 Maxillary width keeps pace with palatal and bizygomatic widths. Height and 
length of the maxilla increase concurrently, as growth proceeds in a forward 
and downward direction.

Figures 5.6a, b and c summarize palatal dimensions for American caucasians  
(Shapiro et al., 1963; Redman et al., 1966). Unfortunately these findings were not 
related to measurements of any other part of the craniofacial skeleton, nor to 
overall body growth. It can be seen that there is significant sexual differentia-
tion, and this accords with data for Danish subjects (Ingerslev & Solow, 1975). 
Figure 5.6d shows the changing proportions of the palatal vault which result from 
these growth patterns. there seems to be considerable variability in the timing 
and extent of the maxillary growth spurt, at least for females (O’Reilly, 1979).

the maxilla shows some degenerative changes in old age, especially in the area 
of tooth insertion. As teeth are lost, the requirement for bone thickness in the 
tooth socket area is reduced, and bone tends to be lost.

The mandible Growth of the mandible (lower jaw) seems to be highly sensitive 
to a variety of factors. It seems to respond more to growth hormone than most 
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Figure 5.6 Developmental changes in palatal dimensions and proportions. (Based on 
data from Redman et al., 1966)
(a), (b), and (c): graphic representation of palatal dimensions vs. age; (d) relationship between 
palatal height and width for 6–7-year-old boys, women, and men, normalized for height.
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other bones (Bevis et al., 1977), and may also be more responsive to testosterone. 
It is also very sensitive to the muscular forces imposed upon it (Watson & Lowrey, 
1967). Mandibular growth seems to be subordinate to maxillary growth, following 
growth of the maxilla in such a way as to produce adequate occlusion.

the mechanism of mandibular growth is complex and very variable (enlow & 
Harris, 1964; Sinclair, 1978, p. 77; krarup et al., 2005). Increase in length follows 
the general body-growth curve quite closely, with a greater and longer-lasting 
growth spurt in males than in females, so that sexual dimorphism in mandibular 
length becomes quite marked by adulthood (Hunter, 1966; Walker & kowalski, 
1972; Ingerslev & Solow, 1975). Figure 5.7, adapted from enlow and Harris (1964) 
and Sinclair (1978, p. 77), shows the main areas of mandibular growth and 
 remodeling. Growth results primarily in a length increase, although width also 
increases to allow proper articulation with the skull. During the prepubertal  
phase, there is considerable appositional growth at the head of the mandible. 
Bone growth behind the ramus, accompanied by bone resorption at the front of 
the ramus, gradually increases the space available for the dentition. the angle 
between the ramus and the body of the mandible is gradually reduced from about 
140 degrees in infancy to 120 degrees in adulthood. the greatest contribution  
to overall facial growth at the time of puberty is made by the mandible. During 
this period, most growth continues in the ramus, but there are also marked  
increases in the length of the body of the mandible and the vertical distance  
between the chin and the incisors.

Figure 5.7 Patterns of mandibular growth.

= Resorption

(a) Schematic diagram of the main axes
of mandibular growth and remodeling
(adapted from Enlow & Harris,
1964, p. 50 and Sinclair 1978, p. 58)

(b) Resultant change in mandibular angle from
infancy to adulthood (adapted from Sinclair,
1978, p. 55)

= Direction of growth
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As the mandible grows, the bone remodeling allows teeth to move forwards 
to create space for the eruption of the molar teeth, and the incisor teeth gradually 
incline forwards (Sinclair, 1978, p. 78).

As with the maxilla, loss of teeth is associated with bone resorption in the  
alveolar margin, so that the angle of the mandible becomes more obtuse, as in 
infancy, and may reach about 140 degrees (Sinclair, 1978, p. 218).

Dentition the first primary teeth usually appear at about 6 months of age. the 
age of eruption is variable, but usually all have emerged by the age of 2 1/2 years. 
the eruption of the permanent teeth is also very variable, but usually begins 
between 5 1/2 and 6 years, and is complete, with the exception of the third molars, 
at around 12 years. the third molars, or wisdom teeth, do not normally erupt until 
between 18 and 21 years. typical ages of tooth eruption are shown in Figure 5.8. 
the age of eruption of the permanent dentition is slightly earlier in girls, in line 
with the general trend towards earlier maturity in girls.

tooth loss through disease is a common feature of old age. the gums begin to 
recede from the crowns of the teeth in early adulthood, and since the enamel 
covering the crown of the tooth cannot regenerate, the enamel covering becomes 
gradually more worn from contact with hard foodstuffs and decay resulting from 
plaque and infection.

Nasal cavity there is little data available on growth and development of the 
nasal cavity, but the poor development of the nasal bone at birth, and the  
marked enlargement of the nasal bone at puberty, together with other changes in 

Figure 5.8 typical ages of tooth eruption.
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proportions of the facial skeleton, point to major changes in the internal structure 
of the nose between birth and maturity. the oral–nasal port will be influenced  
by the lumen of the pharynx, the size and carriage of the tongue, and the mass 
of lymph oid tissue which is present at any given stage in development. All these 
factors may have major consequences for the balance of oral and nasal resonance, 
since the relative sizes of the posterior entrances to the oral and nasal cavities are 
thought to be important determinants of nasal resonance (Laver, 1980), but it is 
unfortunately hard to evaluate their precise effects.

2.3.4 Jaw relationships It was mentioned earlier that growth of the mandible 
tends to accommodate itself to maxillary growth so that the upper and lower 
teeth meet (or occlude) in the correct relationship. this accommodation process 
is not infallible, however, and minor problems of occlusion are very common. 
Whilst some of these may be transient results of uncoordinated growth between 
the maxilla and mandible during childhood which are corrected by later stages 
of mandibular growth, a significant proportion persist into adulthood.

In “normal” occlusion of the teeth, the back surfaces of the maxillary incisor 
teeth are in contact with the front surfaces of the mandibular incisor teeth. each 
lower tooth contacts the corresponding upper tooth, but is relatively slightly 
further forward so that it also overlaps the adjacent upper tooth. the only excep-
tions to this are the lower central incisors, which occlude only with the upper 
central incisors. the vertical overlap (overbite) of mandibular and maxillary inci-
sors is as shown in Figure 5.9, with an overlap of between one third and two 
thirds (Foster, 1990). the horizontal gap (overjet) between the point of the upper 
incisors and the nearest point of the lower incisors is about 3 mm. Although this 
is an accepted description of “normal” occlusion, it might be better described as 

Figure 5.9 Schematic representation of normal occlusion. For occlusion to be classified 
as normal the relationship of upper and lower teeth must be as shown here, and there 
should be no missing or misplaced teeth.

(b) Cross section between the molar teeth(a) Lateral view
(adapted from Foster, 1990)
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“ideal,” as such a high proportion of the population deviates from this ideal, 
having some degree of malocclusion (Foster, 1990). this will be discussed further 
in the section concerned with inter-individual variations.

2.3.5 Nasopharynx the bony nasopharynx appears to expand its volume pri-
marily through vertical growth, and there are some indications that this vertical 
growth is influenced by any soft tissue obstruction of the airway that may occur 
(tourne, 1991).

2.3.6 Soft tissues: Soft palate, lymphoid tissue, tongue the soft tissue structures 
which are most significant in terms of their effect on resonating cavity volume are 
the walls of the pharynx, the soft palate and related muscular arches, the lymphoid 
masses which form the adenoids and tonsils, the tongue, and the lips.

Pharyngeal walls Soft tissue development of the pharyngeal walls seems to have 
been little studied, but the muscular walls of the pharynx can be assumed to 
expand quite rapidly as an adaptation to the skeletal and postural changes which 
occur during infancy. As the head is gradually held in a more upright position 
with greater extension of the neck, and the larynx adopts a lower position in  
the neck, pharyngeal volume increases dramatically. At puberty there is another 
period of pharyngeal enlargement, which is more marked in males, as the larynx 
descends further. In old age, the general tendency for muscles to atrophy and  
for mucosal linings to degenerate throughout the body are likely also to affect 
the pharynx.

Soft palate Growth of the soft palate is most rapid during the first two years of 
life, continuing more slowly to the age of 18 years. Length increases from about 
20 mm at 3 months to 35 mm at 18 years of age, with a relatively smaller increase 
in thickness (kahane, 1988, pp. 26–7). Growth progresses in such a way that the 
velum remains about one third longer than the anterior–posterior dimension of 
the nasopharynx.

Tonsils and adenoids Growth of the tonsils and adenoids, in common with most 
lymphoid tissue, shows an unusual growth pattern, reaching a maximum before 
puberty, and thereafter declining in mass (Sinclair, 1978). tonsils and adenoids 
reach a maximum size at about 6 years, and then normally regress, becoming 
insignificant in adults. the discrepancy between this pattern of growth and that 
of the skeletal framework of the oral and pharyngeal cavities serves to exaggerate 
the effects of the skeletal growth spurt on the size of the resonating cavities.

The tongue the tongue, because of its flexible and mobile mass, is notoriously 
difficult to measure, which may explain the paucity of comment on tongue growth 
and development. As mentioned earlier, the tongue is entirely contained within 
the oral cavity at birth, lowering to a relatively stable position within the neck by 
about the fourth year of life (Laitman & crelin, 1975, p. 214). Later in childhood, 
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descent of the hyoid bone as the neck elongates allows the tongue to descend more, 
and further enlarges the oral cavity (Bosma, 1963, p. 101). At birth the tongue 
effectively fills the oral cavity at rest, but the facial skeleton enlarges relatively 
more than the tongue (Bosma, 1963, p. 101), so that the oral cavity gradually 
enlarges. Hopkin’s (1967) study of tongue dimensions suggested that the adult 
tongue is only twice the size of the newborn infant’s, but any two- dimensional 
representation of tongue size must be treated with some caution. the tongue 
grows differentially at its tip, acquiring what Bosma describes as a “limb like 
mobility.” eruption of teeth, enlargement of the oral cavity, and matura tion  
of chewing and swallowing patterns are all associated with a more retracted 
tongue posture.

Lips there is little specific reference in the literature to growth of the labial  
aperture and labial musculature, but kahane (1988) suggests that the facial muscles 
are better developed at birth than most other striated muscles, and links this to 
their importance in early feeding.

2.4 Summary of vocal apparatus changes occurring 
during the three phases of life

It may be helpful at this point to summarize the overall effect that all these  
changes have on vocal apparatus size and shape during childhood, adolescence, 
and senescence, as a lead into a discussion of the consequences of growth and 
change for speech production.

2.4.1 Birth to puberty It is between birth and puberty that the most obvious 
changes in size and configuration of the vocal tract occur. At birth, the respiratory 
system and the larynx are poorly developed, so that phonatory control is rather 
limited. the human vocal tract is similar to that of other mammals, in that the 
tongue is held forward within the oral cavity, the larynx lies fairly high in the neck, 
and the epiglottis can slide up to contact the soft palate. the pharyngeal space  
is thus very small, and does not constitute a modifiable resonating cavity of any 
significance during vocalization. the articulators in the oral region, i.e., the lips, 
jaw, and tongue, are mobile, but immature muscular control limits their voluntary 
use in modifying vocalizations. the lack of teeth during the first months of life 
also influences articulatory potential and may have an effect on tongue posture.

the most dramatic changes occur during the first five years. After this time, 
the configuration of the vocal tract changes more slowly, apart from the temporary 
changes in dentition as permanent teeth replace the primary dentition, which may 
have significant, though transient, effects on front oral articulation. By the end of 
the first decade of life the respiratory system and the larynx are becoming more 
mature, and the vocal tract approximates to its adult form. Muscular development 
and increased neuromuscular control allow progressively finer phonetic control 
of the vocal apparatus during speech.
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2.4.2 Puberty to maturity the most striking characteristic of vocal apparatus 
development during the adolescent years is the rapid increase in size of some 
areas, which is more marked in males, leading to the emergence of sexual dif-
ferentiation. the most significant sex-related differences which are evident by 
early adulthood are to do with overall size of the vocal apparatus, the relative size 
of the larynx, and the relative proportions of the resonating cavities. Both sexes 
show some growth in vocal tract size during this period, and full maturation  
of the larynx and respiratory system will influence the range of phonation avail-
able to each individual. A rapid reduction in the mass of lymphoid tissue forming 
the tonsils will affect the configuration of the oropharyngeal and nasopharyn-
geal areas. Growth of the vocal apparatus at puberty in girls can be seen mostly 
as a scaling up of the prepubertal vocal apparatus, but in males there are significant 
changes in the relative proportions of the vocal apparatus. the male larynx  
increases rapidly and disproportionately, and the pharyngeal cavity increases its 
size relative to the oral cavity.

2.4.3 Maturity to senescence General aging of the body is associated with some 
quite specific changes in the vocal apparatus. Respiratory function is impaired 
by connective tissue changes in the lungs and thoracic skeleton, and by degen-
eration of muscle and neuromuscular control. there are marked changes in the 
larynx, due to calcification of cartilages, muscular atrophy, and degenerative 
changes in the mucosal covering of the vocal folds. Muscular atrophy and mucosal 
changes will also affect the form and function of the supralaryngeal vocal tract, 
and the progressive loss of bone from the maxilla and mandible, together with 
loss of teeth, may alter the contours of the resonating cavities.

As illustration of the general morphological changes, Figure 5.10 shows a  
tracing of a lateral xeroradiograph of an adult male vocal tract, together with 
comparative tracings of lateral radiographs of the vocal tract at various stages 
during development.

2.5 Consequences of growth and change for speech 
production

Following this summary of organic changes during the life cycle, we can now 
draw some links between these and changes in phonetic output. there has been 
relatively little research in this area, partly due to the fact that it is very hard to 
extricate the relative contributions of organic and sociolinguistic factors when 
comparing different age and sex groups. the well-documented influences on 
verbal output of culture and style (e.g., Scherer & Giles, 1979) complicate research 
design.

this section offers a brief overview of reported age- and sex-linked differences 
in speech output which may be at least partially related to organic features,  
but the possibility of cultural determination cannot be excluded. It is well estab-
lished that gender can be accurately judged from auditory recordings both in 
adults (Schwartz & Rine, 1968; coleman, 1971), where there are obvious organic 
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bases, and in young children (Meditch, 1975; Lee et al., 1995; nairn, 1995), where 
potential organic determinants are less obvious. Age, too, is reasonably well judged 
on the basis of auditory recordings (e.g., Ptacek & Sander, 1966; Hartmann, 1979; 
Linville & Fisher, 1985). It seems likely that at least some of the features which 
allow sex and age identification do reflect organic differences, but the task of 
differentiating those strands of speech quality which are specifically influenced 
by organic changes in the vocal apparatus from those which are learned remains 
largely to be done.

there is a very extensive literature relating to age- and gender-related aspects 
of speech production, so the following summary is necessarily selective and  
reflects the balance of published research by focusing on suprasegmental  
aspects of speech. A useful summary of life-cycle changes in voice can be found 

Figure 5.10 changing proportions of the vocal tract with age. (a), (b), (c), and (d) are 
cephalometric tracing, and show no velic closure (adapted from kahane, 1988, p. 24).  
(e) is a xeroradiographic tracing, showing velic closure during production of [@].

(c) Age 7 years(b) Age 2 years(a) Age 6 months

(e) Adult male(d) Age 13.5 years
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in Mathieson (2001). For further discussion of the relationship between physical 
changes in old age and speech, see Linville (2000, 2004).

2.5.1 Phonation characteristics
Subjective impressions Subjective comments on phonatory quality are difficult to 
interpret, but do indicate some common life-cycle trends. Very poorly controlled, 
variable vocal behavior at birth becomes rapidly more consistent during the early 
years of life (Wäsz-Hockert et al., 1968; Stark et al., 1975). Phonation changes at 
puberty are more obvious in boys, who are having to adjust to much greater 
changes in laryngeal structure, and who are often described as having a “husky” 
or “hoarse” voice quality (Greene & Mathieson, 1989; Aronson, 1980), with pitch 
breaks and fluctuations (Mathieson, 2001). Adolescent girls may also display  
some “huskiness” during hormonal changes at puberty, and the same authors 
describe similar changes during menstruation and pregnancy in adult women. 
Such impressionistic descriptions of voice quality are difficult to evaluate, but 
“huskiness” and “hoarseness” may usually be interpreted as some combination of 
whisperiness, i.e., fricative turbulence of the airflow through the glottis, resulting 
from incomplete vocal fold closure (Laver, 1980) and perturbation of fundamental 
frequency and/or amplitude of the laryngeal waveform.

the voice in old age has been given such labels as “weak,” “tremulous,” “hollow,” 
“thin,” “hoarse,” and “breathy” (Helfrich, 1979; Greene & Mathieson, 1989), but 
the extent of deterioration in voice quality with age seems to be very dependent 
on the individual’s general state of health and fitness, and on the way in which the 
voice has been used throughout life (Ramig & Ringel, 1983; Greene & Mathieson 
1989, pp. 69–70; Linville, 2000).

Fundamental frequency there is a clear theoretical relationship between laryngeal 
size and mean fundamental frequency, and a considerable amount of empirical 
evidence to support the expected general trends (Fairbanks et al., 1949; Mysak, 
1959; Hollien & Jackson, 1967; Montague et al., 1974; Benjamin, 1981; see also 
Helfrich, 1979 for an extensive review). Figures 5.11a and 5.11b summarize some 
reported average speaking f0 at different ages, showing the different sex curves. 
these general trends do, of course, encompass considerable individual variation.

there seems to be general agreement that old age is associated with a slight drop 
in f0 in females, which may be due to several factors. Mass increase of the vocal 
folds due to edema, as reported by Honjo and Isshiki (1980), would certainly be 
expected to lower f0. A generalized loss of muscle tone, ossification of laryngeal 
cartilages, and hormonal changes in old age may all have some effect. the rela-
tionship between f0 and age is less clear in males. the overall trend of studies 
reviewed in Helfrich (1979, p. 82) was for a slight increase in f0 after the sixth 
decade of life, although not all studies reflect this (Wilcox & Horii, 1980). Increased 
f0 in older men has been attributed to increased stiffness of the vocal folds and vocal 
fold atrophy (Honjo & Isshiki, 1980) and to stiffening in the areas of vocal fold-
cartilage insertion (Paulsen et al., 2000). the cumulative effect of f0 lowering in 
females and f0 increase in males is a reduction in sexual differentiation of pitch.
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Once speech is established, f0 range seems to remain relatively constant during 
childhood, and then to increase between adolescence and adulthood (Helfrich 
1979, p. 84). It might be expected that reduced phonatory efficiency and flexibility 
in old age would be associated with decreased f0 range, but research findings  
are inconsistent, especially for male voices (Mysak, 1959; Ptacek et al., 1966; Hollien 
et al., 1971; Benjamin, 1981). It may be that different measurement procedures  
can partially explain this disagreement, but the sociolinguistic background and 

Figure 5.11 A graphic summary of reported speaking fundamental frequency (ƒ0) as a 
function of age.
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emotional state of speakers may also be important (Helfrich 1979, p. 84). Linville 
(2000), reviewing studies of the maximum f0 range that speakers are capable of 
producing, suggests that women do show a general pattern of f0 range reduction 
with aging. there may be some expansion at the lower end of the pitch range, 
probably due to increased vocal fold mass, but limitations at the higher end of 
the pitch range typically result in an overall decrease in f0 range.

Intensity there seem to be few reports on speech intensity changes during child-
hood, although it might be expected that increased respiratory efficiency would 

Figure 5.11 (continued)
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be associated with increasing maximum intensity. Similarly, intensity may be 
expected to fall as respiratory capacity decreases in old age (Ptacek et al., 1966). 
A complicating factor affecting habitual intensity in old age may be hearing loss, 
which could sometimes cause speakers to use inappropriately loud voices (Ryan 
& Burk, 1974; Helfric, 1979, p. 86). Studies in this area should therefore be careful 
to draw a distinction between maximum possible intensity and habitual intensity.

Waveform perturbations Pitch has been reported to be very unstable in infancy 
(Stark et al., 1975) and at puberty (Helfrich, 1979, p. 85), with rapidly varying f0. 
Several studies have found indications of increased pitch perturbation ( jitter) in 
aged voices (Benjamin, 1981; Linville & Fisher, 1985) although the increase may 
be rather small and jitter may be related more to general state of health than to 
chronological age (Ramig & Ringel, 1983; Ringel & chodzko-zajko, 1987; Orlikoff, 
1990). Intensity perturbation (shimmer) may also increase in old age (Ramig & 
Ringel, 1983; Beck, 1988).

Helfrich (1979, p. 85) attributes the pitch perturbations at all ages to lack of 
cortical control, but variations in the tissue layer structure of the vocal fold and 
the associated cartilaginous framework are also likely to be important, since these 
can affect the efficient functioning of the vocal fold as a vibrating body. this may 
be especially important in the elderly age groups, where the histology of the vocal 
folds and of the adjacent laryngeal cartilages may be markedly degenerate.

2.5.2 Resonance characteristics the dramatic changes in vocal tract size and 
configuration which occur in early childhood have direct consequences for the 
potential range of phonetic production, but it is extremely difficult to extricate 
the contributions of neuromuscular maturation, language development, and  
organic change to overall phonetic output of young children.

there are some indications that, at least for women, age-related changes in  
the resonating cavities of the vocal tract may have detectable acoustic effects on 
formant patterns and long-term-average spectra (Linville & Fisher, 1985; Linville 
& Rens, 2001). the authors suggest that these effects may be explained by con-
tinuing growth of the craniofacial skeleton in adulthood, and by a lowering of 
the larynx in old age, albeit this appears to be proportionately greater in men 
than in women.

3 Interpersonal Variation

the physical characteristics of any individual depend upon the precise patterns 
of growth during development. It is not feasible to attempt a full discussion of 
the mechanisms by which the timing, amount, and pattern of growth displayed 
by an individual are controlled, and the aim here is simply to outline some of  
the factors which are known to have some influence on growth, as illustration  
of the complexity of the growth process and the many points at which it may  
be disturbed.
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Factors which have been shown to influence growth fall into two classes:  
those which are endogenous to the individual, which generally means they are 
under genetic control, and those which can be loosely classified as environmental. 
Useful summaries of the genetic and environmental factors which may influence 
growth can be found in Sinclair (1978), tanner (1978), Rona (1981), and tanner  
et al. (1998). the relative contributions of endogenous and environmental factors 
is much disputed, and as with any nature/nurture debate, the results of studies 
in this area will depend on which factors are held constant. If individuals  
with similar or identical genetic makeup are compared, then it may be shown 
that environmental factors are responsible for dramatic differences in overall 
growth. If, on the other hand, environmental factors are held constant, then  
the enormous contribution of genetic factors may be clearly demonstrated.  
normally it is impossible to fully extricate the effects of endogenous and  
environmental influences, and both obviously play major roles in determining the 
final shape and size of an individual. Genetic factors will determine the maximum 
growth potential of each person, whilst environmental factors will determine the 
extent to which that potential is fulfilled. the influence of environmental and 
genetic factors is evident not only at the level of the individual, but also when 
geographically and ethnic ally distinct populations are compared (eveleth &  
tanner, 1991).

3.1 Sources of interpersonal variation

3.1.1 Endogenous factors Whilst studies of genetically identical twins make it 
clear that the genetic makeup of a person plays a major role in determining his 
or her overall size, shape, and rate of growth and maturation, investigation of 
which genes are responsible is hampered by the fact that the growth process 
involves so many stages at which genetic control of cells may affect growth. Very 
many genes play a part in the process, by controlling such factors as the rates of 
cell division, the rates of intercellular matrix synthesis, the rates of hormone 
production, or the sensitivity of cells to hormonal effects.

One growth phenomenon which has a clear genetic basis is the differentiation 
between males and females, including the timing of onset and the duration of the 
pubertal growth spurt and the earlier skeletal maturation (Sinclair, 1978, p. 142).

Hormonal factors, which play a major part in growth control, are ultimately 
under genetic control unless there is medical intervention of some sort. A very 
clear summary of hormonal control of growth is provided in tanner (1978, ch. 7), 
and further information can be found in tanner et al. (1998).

3.1.2 Environmental factors environmental factors which may be implicated 
in inhibiting growth potential include poor nutrition, low socio-economic status, 
emotional disturbance, large family size, being a younger sibling, and disease 
(Garn & clark, 1975; tanner, 1978; Lawson & Mace, 2008). there is also clear 
evidence that a general trend towards increased size and earlier maturity has 
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been operational in many countries over at least the last century (tanner, 1978, 
pp. 150–1; Rona, 1981). this trend seems to have slowed or stopped in Britain 
and some other countries, but is still continuing elsewhere. Various factors have 
been proposed as explanations for this phenomenon, including climatic change, 
a reduction in disease, improved nutrition, and genetic factors.

3.1.3 Integration and co-ordination of growth the growth process is something 
of an organizational miracle, and the resilience of development to adverse factors 
is extraordinary. Waddington (1957) used the term “canalisation” to describe the 
strong tendency for development to return to its original course if anything causes 
a temporary diversion in the normal stream of development. It is as if the archi-
tectural plans of the adult body are laid down in the genes, but the exact timing 
and sequence of the building stages needed to produce the adult form are fairly 
flexible. If development is disrupted for a while, later developmental stages can 
usually be modified to make up for lost time, through a “catch-up” growth phe-
nomenon. If the rate of catch-up growth is inadequate to allow full compensation 
for growth delay by the normal time of cessation of growth, then maturity may 
be delayed to allow a longer period of growth. One interesting feature of catch-up 
growth is that it is more efficient in females than in males, but the reasons for 
this are not clear (Sinclair, 1978, p. 158).

the mechanisms by which canalization and associated phenomena such as 
catch-up growth are controlled are very poorly understood, although it has been 
suggested that the pattern of growth and development is to some extent under 
neural control (tanner, 1978, p. 159). the widely varying growth patterns of dif-
ferent parts of the body and different tissue types must be coordinated most 
exactly if a properly proportioned body is to develop. Some physical characteris-
tics can be clearly linked to specific gene effects, but a certain amount of plasticity 
is necessary if these physical traits are to harmonize properly. Different parts  
of the face, as mentioned earlier, must exert some kind of mutual growth control 
if they are to fit together adequately. In general, the ability of parts of the body 
which are under different genetic control to grow in such a way as to form an 
integrated whole is remarkable, although major genetic imbalances may prevent 
normal development and integration. Down syndrome is an obvious example of 
such a major, global imbalance in growth and development, and this is discussed 
further below.

3.2 Illustrations of organic variations with  
phonetic relevance

two types of organic variation will be used to illustrate the way in which non-
standard anatomy may have implications for phonetic output. the first example 
concerns individuals who have dental malocclusions; these may be partially  
genetically conditioned, but environmental or behavioral factors may also play a 
role. the second concerns people with Down syndrome, whose genetic makeup 
causes a disturbance of craniofacial growth.
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3.2.1 Malocclusion A malocclusion is defined as the abnormal relationship of 
one or more teeth to adjacent teeth in the same jaw, or to their normal antagonist 
in the opposing jaw (Hopkin, 1978). the term is commonly used more loosely  
to describe any dento-facial anomaly, embracing variations in morphology and 
relationships of the jaws and related craniofacial structures which can affect  
occlusion of the teeth (i.e., the relative positions of upper and lower teeth when 
they bite together).

Malocclusions are worthy of comment in the context of this chapter because 
they are very common and also because there is a strong probability that vari-
ations in dentition will affect the fine detail of articulatory patterns, even if they 
do not cause overt speech abnormalities. Precise incidence figures are hard to 
give, since studies vary so much in their standards of normality, but it is likely that 
at least 50 percent of individuals display at least a mild degree of malocclusion 
(Hopkin, 1978; Foster, 1990). Many of these will involve only the misplacement 
of a few teeth, and do not result from significant growth imbalances between the 
mandible and maxilla, but they may still have subtle effects on both the auditory/
acoustic characteristics of some segmental articulations and on the precise nature 
of the muscular adjustments which are necessary to achieve any given lingual 
articulation. the effects of orthodontic treatment upon speech production should 
also be considered. In the short term, speakers may have to adapt articulatory 
patterns to the presence of intrusive orthodontic appliances. In the longer term, 
the desired occlusal rehabilitation may itself demand some modification of long-
established patterns of speech production.

the most commonly used classification of malocclusions was developed by 
Angle in 1899 (Foster, 1990), and is based on the antero–posterior relationship of 
the maxillary and mandibular dental arches. the three main classes are sum-
marized below.

class I: this class shows normal arch relationships, but malpositioning of one or 
more teeth.

class II: in this class the mandibular arch is posterior to the maxillary arch.  
this class is further subdivided according to whether all the maxillary incisors 
protrude abnormally (= division 1) or only the lateral incisors (= division 2).

class III: in this class the mandibular arch is anterior to the maxillary arch.

these types of malocclusion are shown schematically in Figure 5.12. In Britain it 
has been reported that Angle class I malocclusions, where the jaw relationship is 
essentially normal but there is a variable degree of crowding, spacing, or malposi-
tioning of teeth, accounts for about 44 percent of all malocclusions. the majority 
(52 percent) fall into Angle class II, while only 3–4 percent fall into class III 
(Foster & Day, 1974, cited in Foster, 1990). comparisons across different studies 
are complicated by variations in subject age and assessment criteria, but there is 
little doubt that the relative proportions of occlusal categories vary widely across 
differing ethnic and geographical populations. the reported percentage of Angle 
class III malocclusion ranges from nearly 17 percent in a kenyan population to 
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as low as 1.4 percent in Denmark (Solow & Helm, 1968; Garner & Butt, 1985; both 
cited in Uysal et al., 2005, p. 809). With regard to their implications for speech, 
Angle classes II and III are likely to be more important than Angle class I, because 
of disturbances in overall tongue-to-palate relationships.

the vertical relationship between the upper and lower incisor teeth may also 
be important for speech. the Angle classification suggests that in an ideal situ-
ation the lower edge of the upper incisor should lie level with the middle third of 
the lower incisor when the teeth are biting together (as in Figure 5.2). If there is 
less vertical overlap than this, this is described as reduced or incomplete overbite. 
the situation where there is a vertical gap between the upper and lower incisors 
is described as open bite.

Figure 5.12 A schematic representation of Angle classes of malocclusion. (Adapted 
from Hopkin, 1978)

(a) Angle class I

(b) Angle class II

(c) Angle class III
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the development of abnormal jaw relationships is interesting, because although 
familial trends and ethnic differences show the importance of genetic factors, there 
is also a large body of evidence suggesting that the development of occlusal pat-
terns is very sensitive to diet, behavioral habits, and to the influence of disturbances 
in structure and function of other parts of the vocal apparatus (Foster, 1990). 
Habits such as thumb or finger sucking, for example may distort both the denti-
tion and the palatal contour. chronic obstruction of the pharyngeal airway may 
also affect the occlusal pattern and incisor angle, with improvements in occlusal 
pattern being evident following removal of tonsils or adenoids. this may be partly 
due to the fact that mouth breathing reduces the usual restraining forces imposed 
by the labial musculature, and partly due to the adoption of unusual head and 
tongue postures in an attempt to maintain an open pharynx (Behlfelt, 1990; Linder-
Aronson et al., 1993). Malocclusion therefore offers a very clear illustration of the 
supremacy of the primary function of respiration over speech during development 
of the apparatus shared by the respiratory and speech mechanisms. the need to 
maintain an airway may result in a speech mechanism (and possibly a mastica-
tory system) which is not maximally efficient.

the relationship between speech output and specific patterns of malocclu-
sion has attracted a considerable amount of research attention (e.g., Jensen, 1968; 
Weinberg, 1968; Bloomer, 1971; Barrett & Hanson, 1978; Ruscello et al., 1985; Laine, 
1992; Vallino & tompson, 1993; konopska, 2006; Hassan et al., 2007). there is a 
clear consensus that malocclusion may affect speech output, but findings are 
somewhat variable. Hassan et al. (2007), in an extensive review of research into 
the effects of surgical correction of abnormal jaw relationships, conclude that there 
is a need for further research in this area, and that there is currently a lack of 
clear evidence linking speech output to specific patterns of occlusion, or relating 
speech improvement to specific types of corrective surgery. Several studies sug-
gest that speech is more likely to be affected in class III malocclusion (Laine, 1992; 
Vallino & tompson, 1993; konopska, 2006), but in general speakers seem to have 
an extraordinary capacity to compensate for malocclusal problems to produce 
acceptable speech. the findings of some studies of speech features associated with 
abnormal tongue-to-palate relationships are summarized in Figure 5.13. Although 
it is probably generally legitimate to view the reported speech features as being 
the result of dental anomalies, we should not make assumptions about the direc-
tion of the causative relationship. the arrangement of the dentition is itself con-
ditioned partly by the muscular forces acting upon the teeth, and so may be 
affected by habitual articulatory patterns. Laine et al. (1985), for example, note 
that the association between lateral articulation of /s/ and unusual spacing of 
the maxillary teeth could be because a habitual pattern of lateral articulation 
places high pressure against the central upper incisors and causes the spacing. 
Although they consider that speech anomalies are more likely to be the result of 
dental anomalies than the other way round, this cannot be taken for granted.

3.2.2 Down syndrome Down syndrome is characterized by the presence of  
an additional chromosome, and one of its effects seems to be a disruption of the 
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Figure 5.13 Phonetic features associated with malocclusion: some examples of  
relevant research.

Key findings Nature of speech  
assessment used

Author(s)

ANGLE CLASS II
Retracted placement of  
front-oral fricatives  
(becoming less retracted  
following corrective surgery)

Acoustic and  
electropalatography  
data before and after  
osteotomy

Wakumoto et al., 1996

“Interdental lisp” and  
“lateral lisp” more common

Perceptual assessment  
of speech quality

Blyth 1959, cited in  
Peterson-Falcone 1988, p. 450

/s/ is realized with more  
incisal opening; tongue tip  
may be protruded

Perceptual assessment  
of speech quality

Subtelny et al., 1964

Bilabial closure may be  
impaired

Perceptual assessment  
of speech quality

Bloomer, 1971; Witzel et al.,  
1980

ANGLE CLASS III
Advanced tongue tip/blade  
articulation (becoming less  
advanced following  
corrective surgery)

Acoustic and  
electropalatography  
data before and after  
osteotomy 

Wakumoto et al., 1996

Labiodentals may be  
realized as dentolabial;  
alveolar consonants may  
be realised as linguolabial

Perceptual assessment  
of speech quality

Witzel et al., 1980

/s/ may be produced with  
lower jaw position and  
retracted tongue posture

Perceptual assessment  
of speech quality

Guay et al., 1978

OPEN BITE/DECREASED OVERBITE
Less consistent closure for  
alveolar and velar plosives.

electropalatography cayley et al., 2000

More posterior contact
Affricates have longer  
duration

/s/ less acceptable Perceptual assessment  
of speech quality

Laine et al., 1985

SPACING OF MAXILLARY INCISORS
Advanced placement of  
alveolar sounds; lateral  
production of /s/

Perceptual assessment  
of speech quality

Laine et al., 1985
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narrow canalization of growth and development mentioned earlier. this results 
in increased variability in many physical characteristics. there are, nonetheless, 
some features of craniofacial anatomy which may be described as characteristic 
of the Down syndrome population. these are tabulated in Figure 5.14, together 
with predictions about the phonetic consequences which might be expected to 
result from these organic features. It should be noted that the prediction of a 
tendency towards an apparently “palatalized” quality is based on reports that  
the chromosomal imbalance in Down syndrome tends to result in palatal con-
striction of the vocal tract due to underdevelopment of the mid-face, with relatively 
normal development of the tongue and lower jaw. this contrasts with descriptions 
sometimes offered, which suggest that front oral constriction may be the result 
of an over-large tongue.

Figure 5.15 shows the results of a study of the vocal characteristics of a group 
of adult women with Down syndrome, compared with an age-matched control 
group, and it can be seen that many of these predictions are borne out by the 
findings. A full description of this study may be found in Beck (1988), but the 
results suggest that organic features in these speakers make a very substantial 
contribution to their overall speech quality.

4 Variation Resulting from Trauma or Disease

the vocal organs, in common with the rest of the body, have to withstand a  
constant barrage of attack. the vocal apparatus is particularly vulnerable to the 

Figure 5.14 characteristic organic features of the vocal apparatus in Down syndrome 
and predicted phonetic consequences.

Organic factor

Thick, everted lips

Maxillary underdevelopment

Short, narrow palate + normal or large
tongue

Pharynx reduced in anterior–posterior
dimension

Mucosal disorders affecting the vocal
folds

Generalized muscular hypotonia

Predicted phonetic
consequences

Protruded labial setting

Protruded jaw setting; tongue advanced
relative to palate and upper teeth

Advanced tip/blade articulations;
fronted and raised tongue body setting

Pharyngeal constriction

Irregular vocal fold vibration and poor
adduction → harshness, whisperiness

Lax tension settings, increased nasality,
open jaw, lowered larynx, minimized
range of articulation
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effects of environmental agents, sharing as it does the routes of ingress for both 
the respiratory and digestive systems. It is subject to invasion by infectious  
agents of various sorts, and has to withstand abrasion and chemical and thermal 
irritation caused by food passing through the mouth and pharynx as well as  
the effects of airborne irritants inhaled into the respiratory system. As an adapta-
tion to this, the mucosal lining of the vocal tract is highly efficient at repair and 
regeneration.

Although the body’s ability to repair and maintain its structure is extraordinary, 
tissues do vary in their ability to regenerate themselves. Disease processes and 
traumatic injuries themselves, and the defensive mechanisms marshaled by the 
body to combat disease or injury, may all involve some degree of organic change. 
Such change is complex and varied, and the range of alterations which may occur 
can be illustrated by reference to a few examples.

Figure 5.15 Observed vocal profile characteristics for 20 adult women with Down 
syndrome.
** indicates vocal characteristics which are significantly different from an age-matched control 
group.

Vocal setting

Lip spreading

Protruded jaw

Advanced tip/blade

Fronted tongue body

Raised tongue body

Pharyngeal constriction

Harshness

Whisperiness

Lax vocal tract

Tense larynx

Minimized range: lips

Minimized range: jaw

Minimized range: tongue

Nasal

Open jaw

Lowered larynx

Mean scalar
degree (Max. = 6)

0.70

1.60**

1.45

2.60**

1.50

1.40**

2.70**

3.70**

0.95**

1.60

2.20**

1.90**

3.00**

3.70**

0.75**

0.75

Prediction confirmed
(see Figure 5.14)

× Lip rounding expected

�

�

�

�

�

�

�

�

× Lax larynx expected

�

�

�

�

�

�
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Figure 5.16 A summary of characteristic mechanical changes in a variety of voice 
pathologies, indicating predicted patterns of phonation. (+) indicates that the  
mechanical change is sometimes, but not always, present; nL indicates that  
protrusion into the glottis is non-localized.

Pathology

Epithelial

hyperplasia

keratosis

carcinoma-in-
situ

squamous
carcinoma

verrucous
carcinoma

adult
papilloma

Lamina
propria

Reinke
edema

vocal nodules

vocal polyps:
sessile

acute
laryngitis

chronic
hyperplastic
laryngitis

fibroma

vocal polyps:
pedunculated

Mass
change
Mass increase
→ f0 decrease

+

(+)

+

+

+

+

+

+

+

+

+

+

Stiffness
change
Increased
stiffness → f0

increase

+

+

+

+

+

+

+

+

+

Protrusion
into glottis
Incomplete
adduction → 
whisperiness

(+)

(+)

+

+

+

NL

+

+

NL

NL

+

+

Asymmetry
Asymmetry of
mass, stiffness,
or contour → 
irregular vocal
fold vibration

+

+

+

+

+

+

(+)

(+)

+

(+)

Disrupted
tissue layer
geometry → 
irregular vocal
fold vibration

+

+

+

(+)

+

+
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4.1 Illustrative examples of the phonetic consequences  
of disease or trauma

Any organic change which results from disease or injury to the vocal apparatus 
may have implications for speech production if it alters the morphology of the 
vocal organs and the resonating cavities, or if it alters the consistency and mech-
anical properties of the tissues which form the vocal apparatus. tooth loss is a 
familiar example; the incisors are particularly vulnerable to traumatic injury, and 
their loss may cause minor difficulties with front oral articulations. these diffi-
culties are usually transient, as most people adapt quickly to changes in dentition, 
but subtle differences in fricative quality may continue. common examples  
associated with infection include inflammation of the tonsils, blockage of the 
nasal cavity, and laryngitis. More extreme, although fortunately less common, 
examples of disease-related changes include tumors of the tongue, pharynx, or 
larynx. In these cases, the surgical treatment itself may lead to much more severe 
phonetic disturbance.

4.1.1 Laryngeal disorders Phonetic output of the larynx is especially sensitive 
to trauma or disease because normal, regular arrangement of vocal fold tissues 
with varying degrees of stiffness and elasticity is essential for efficient, regular 
vibration. Any disruption of the tissue layers may interfere either with the mode 
of laryngeal vibration, or with the ability of the folds to adduct fully so as to limit 
air leakage during phonation (Hirano, 1981). Structural alterations of the vocal 
folds can be classified in terms of the mechanical alterations involved and hence 
the predicted mode of phonation which would be expected (Mackenzie et al., 
1991; Hirano & Bless, 1993), and these predictions can be tested. Figure 5.16 is a 
summary of the structural changes associated with some vocal fold pathologies, 
and two examples from this list can be used to illustrate a possible relationship 
between mechanical state and vibratory pattern, as measured from the acoustic 
laryngeal waveform. Figure 5.17 shows acoustic profiles for two women with 
contrasting vocal fold disorders.

case 1 (Figure 5.17a) is a woman with Reinke edema. this is a chronic condition, 
often associated with a history of smoking, characterized by fluid accumulation 
in the tissue at the glottal edge of both vocal folds, but without stiffening.  
the predicted acoustic consequence of such a symmetrical mass increase would 
be a reduced f0, without any necessary increase in jitter or shimmer, and it can 
be seen that the acoustic results fit the predictions, with mean f0 being the only 
acoustic parameter which falls outside 2 standard deviations of the normal control 
values.

case 2 (Figure 5.17b) is a woman with a benign unilateral sessile polyp on her 
vocal fold, causing an asymmetrical increase in mass with no significant stiffen-
ing. the presence of an asymmetrical mass increase would be expected to result 
in increased jitter and/or shimmer as well as a reduction in f0. Again, it can be 
seen that the acoustic results accord well with the predictions.
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Such relationships between phonetic output and structural state can be utilized 
in the assessment of voice disorder, and further discussions of the relationship 
between structural changes within the vocal folds and phonatory output can be 
found in Hirano (1981), Mackenzie et al. (1991), and Hirano and Bless (1993). 

Figure 5.17 Acoustic profiles of two women with vocal fold pathology.
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Although the examples given above illustrate pathological changes, which might 
not be typical of the general population, they differ only in degree from the  
familiar vocal fluctuations associated with temporary vocal fold inflammation 
caused by infection or excessive vocal effort.

Figure 5.17 (continued)
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5 Conclusion

this chapter has indicated some of the sources of variability within the human 
vocal apparatus and has given some illustrative examples of instances where 
known organic features may be linked to specific patterns of phonetic production. 
During our lifespan, each one of us will undergo a series of gradual changes in 
vocal anatomy and physiology which are the inevitable result of development 
and degeneration. Many processes are involved in the creation of such changes, 
and they will interact in subtly different ways so that each one of us is endowed 
with a unique vocal apparatus. In addition, the consequences of illness or trauma 
of various kinds may include alterations in the organic state of the vocal appar-
atus. these alterations may be transient, lasting for a few hours or days, as in 
vocal fold inflammation following sudden vocal misuse at a football match, for 
example, or they may be longer-term. In other words, day-to-day variations in 
vocal anatomy, in response to environmental factors and state of health, may be 
superimposed upon the types of inter-speaker differences which arise from  
normal variability in the cycle of development and dissolution.

Since the output of the vocal instrument at any given time depends upon its 
form and upon its potential for phonetic adjustment, anyone concerned with 
speech should be aware of the kinds of inter- and intra-personal variation in the 
vocal apparatus which may occur. the complex interplay between details of  
individual vocal tract architecture and speech production, both within the normal 
population and within the area of speech pathology, is largely unexplored.

the ability of widely differing speech production systems to produce utterances 
which, although different in terms of phonetic detail, are yet similar enough to 
allow cognitive recognition of linguistic “sameness” is remarkable, and prompts 
many questions to do with both the nature and the communicative importance 
of these subtle differences.

In simplistic terms, organically derived speech differences may fall into two 
categories. In the first, people with organically different vocal tracts might produce 
some utterances which appear perceptually to be genuinely identical, although 
the underlying muscular adjustments of the articulators are different. Acoustically 
this is feasible, since equivalent auditory outputs could theoretically be produced 
by different vocal tracts as long as the articulators are appropriately adjusted. to 
illustrate this, let us imagine two speakers who are organically identical except 
that speaker A has a high, arched palate, and speaker B has a rather shallow pal-
ate and hence a small oral cavity volume. Both might be able to produce the 
initial cV sequence of the word yam [jam] with a very similar acoustic output, 
but the mandibular and lingual movements in each case would be rather differ-
ent. Speaker A would have to make a relatively large upwards movement of the 
tongue to create sufficient approximation between the front of the tongue of the 
palate for the approximant [j], but would be able to produce a fairly open vowel 
without significant jaw opening being necessary to produce the required oral 
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cavity volume. Speaker B, on the other hand, would need less upward movement 
of the tongue to constrict the oral cavity for [j], but might need to lower the jaw 
quite markedly to facilitate sufficient tongue lowering for the vowel to be acous-
tically equivalent to that of speaker A.

the second type of difference occurs where two organically different speakers 
produce utterances which, whilst they may be perceived as phonetically similar 
enough to have linguistic equivalence, show minor differences in auditory quality. 
this is much more typical. Going back to the previous yam example, it is actually 
rather unlikely that speakers with very different palatal volumes will be able to 
produce speech which is really perceptually identical. the fact that speaker B has 
to lower his or her jaw to produce enough oral cavity volume for the vowel [a] 
is likely to have consequences for the degree of labial opening, and this may affect 
both the vowel and the nature of transitions to the final nasal consonant. this might 
well cause minor but detectable differences in the auditory quality.

Such hypothetical examples raise many interesting questions, which, if answered, 
could inform discussion of many problems in the field of phonetics. For example, 
how do morphological anatomical relationships within the vocal apparatus  
influence the dynamics and trajectories of articulatory movements? can we  
improve our understanding of the relationships between articulatory factors and 
acoustic output if we take individual organic characteristics into consideration? 
to what extent is an individual’s potential range of phonetic output constrained 
by his or her organic status? What are the implications of the trading relation-
ships between organic and phonetic factors in speech acquisition and speech 
pathology? What is the basis for the concept of phonetic quality in general  
phonetic theory?

We can begin to answer this last, pivotal, question for general phonetic theory 
by noting, following Laver (1994, pp. 426–7), that “the auditory quality of every 
speaker’s voice arises from the balance in that speaker between on the one hand 
organic effects of the dimensions and geometry of the vocal apparatus, and on 
the other the phonetic adjustments of that apparatus which the speaker habitually 
makes.” When a given phonetic quality is produced by two speakers with differ-
ent vocal tract dimensions, the balance between organic and phonetic contributions 
to voice quality will be different, but we can say that they share a configurational 
equivalence. Analogously, one could posit a phonatory equivalence between two 
speakers with whispery voice, where in one it was produced as a result of a 
learned, phonetic adjustment, and in the other by virtue of semi-paralysis of one 
vocal fold, preventing full closure of the glottis (Laver, 1994).

Organically-based speech differences are also interesting in the broader field  
of communication. We know little about the extent to which they impair intelli-
gibility and acceptability of speech. It is likely that for the majority of organic 
deviations intelligibility is less of a problem than acceptability. Listeners are very 
willing to make judgments about a wide variety of personal and social attributes 
on the basis of speech quality, including social, geographical and educational 
background, physical stature, personality and emotional state, as well as age and 
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gender (Laver, 1991; Scherer et al., 1991; thomson, 1995); such judgments may 
have profound implications for an individual’s own self-image, as well as for his 
or her interactions with others. Misattributions where, for example, a voice quality 
associated with an organic condition is interpreted as a paralinguistic signal,  
and vice versa, are probably fairly common. It is interesting to speculate to what 
extent lives may be affected by speech and voice qualities which are derived 
chiefly from organic states, and over which an individual has very little control. 
An obvious example would be that of a speaker whose voice, for some organic 
reason, was harsh. Given that harshness is a phonation type which is often inter-
preted as a signal of anger or aggression, it is entirely possible that such speakers 
might be unjustly judged as having aggressive personalities, with significant con-
sequences for daily interactions with listeners making such judgments. Similar 
but more subtle misattributions could well be common throughout the popula-
tion of speakers and listeners. We cannot, at the moment, begin to assess the 
potential misattributions and consequent distortions of self-image which might 
result from habitual speech patterns associated with such minor organic devia-
tions as an unusually small or large larynx, idiosyncrasies of palatal contours and 
their relationship with tongue volume, or dental malocclusion.

Some applications of speech science demand an especially good understanding 
of minor organic differences between speakers. the development of systems for 
automatic speaker verification and the rapidly burgeoning field of forensic phon-
etics, for example, might both benefit from a better appreciation of the phonetic 
limitations imposed by any speaker’s organic idiosyncrasies, as well as from an 
understanding of the phonetic implications of the commoner sorts of short-term 
organic fluctuation to which we are all prone.

As a closing note, it should be said that phoneticians may benefit from looking 
beyond the structures which are conventionally described as making up the vocal 
apparatus; these do not, of course, exist in isolation. Of particular phonetic inter-
est are the structures which provide physical support for the vocal apparatus, 
such as the spine and shoulder girdle. to demonstrate this, we need only consider 
how deterioration of postural support in old age may limit respiratory and phon-
atory activity in speech production (Lieberman, 1998; Mackenzie Beck & Laver, 
2004), exacerbating the age-related changes mentioned earlier. the effects of  
postural alignment on speech production are also of significance for phonetic 
measurement techniques which impose positional or gravitational constraints on 
speech production, such as ultrasound or MRI (Stone et al., 2007). An additional 
motivation for exploration of the relationships between postural support, speech 
output and gestural movements is that it may throw light on the physical coord-
ination of vocal and nonverbal channels of communication (Mackenzie Beck & 
Laver, 2004).

the increasing sophistication of measurement techniques within speech science, 
coupled with a heightened awareness of the importance of organic variation in 
shaping phonetic output, opens up a rich seam of research, with the potential to 
enhance our understanding of the way in which physical attributes can color 
speech and communication.
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6 Brain Mechanisms 
Underlying Speech  
Motor Control

HerMann aCkerMann and 
WolfraM Ziegler

1 Introduction

as compared to other domains of the human sensorimotor system, e.g., locomo-
tion or upper limb movements, fewer data on the cerebral organization of speech 
production are available so far. among others, these discrepancies are due to the 
more restricted opportunities for kinematic and electromyographic measurements 
at the level of the vocal tract. as a consequence, analyses of the brain mechanisms 
subserving articulatory and phonatory functions predominantly had to rely on 
perceptual as well as acoustic analyses of dysarthric deficits in patients suffering 
from focal cerebral lesions or neurodegenerative disorders restricted to a distinct 
functional system such as Parkinson disease or cerebellar atrophy (see, e.g., kent 
et al., 2000). However, these data often do not allow for unambiguous inferences 
on the neural mechanisms underlying motor aspects of speech production. as an 
alternative, electrophysiological stimulation and recording techniques during, e.g., 
surgery (craniotomy under local anesthesia) or preoperative diagnostic evaluation 
of epileptic subjects (subdural or deep electrodes) provide a more direct access 
to the brain structures subserving speech motor control. Yet, these procedures  
are confined to rather small patient samples and, in any given individual, to a 
limited segment of cortical or subcortical structures. functional imaging techniques 
such as positron emission tomography (PeT) or functional magnetic resonance 
imaging (fMri) now provide a means for the evaluation of task-specific activity 
across the whole brain volume, and these procedures also have been exploited 
during recent years for the study of the cerebral networks underlying speech 
production.

apart from methodological constraints, the investigation of the neurobio-
logical basis of human verbal behavior is further hampered by the absence of a 
homologous animal model (Barlow & farley, 1989). Primates, indeed, use acoustic 
signals for the sake of intra- and inter-species communication, besides visual 
display patterns such as facial affective expression or chest beating (Zimmermann, 
1992). and beyond emotional and motivational states, monkeys also have been 
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found capable of conveying referential information about environmental events 
such as the approach of a specific predator (e.g., Cheney & Seyfarth, 1996). in 
contrast to human speech, as well as the acquired songs of birds, the structure of 
subhuman primate vocalizations is, however, predominantly shaped by genetic 
information rather than the imitation of conspecifics (e.g., Jürgens & Ploog,  
1981). notwithstanding these discrepancies, monkey calls provide a model for 
the  investigation of some nonpropositional aspects of human acoustic communica-
tion, e.g., affective “vocal outbursts” such as laughing or crying. Since the acoustic 
speech signal conveys both propositional and emotional-prosodic information, 
any comprehensive model of the cerebral organization of spoken language must 
specify how and where the sound structure of verbal utterances, on the one hand, 
and vocal cues of affective/motivational states, on the other, are integrated into 
a coherent innervation pattern directed at the vocal tract (see Jürgens, 2002, figure 
10, for a recent approach in this regard). furthermore, the engagement of orofacial 
and pharyngeal structures in feeding activities precedes speech production both 
during phylo- and ontogenetic development (Hiiemae, 2000). as a consequence, 
the motor control mechanisms subserving, e.g., mastication, must be expected  
to constrain articulatory processes during speaking. or, in other words, non-
verbal orofacial and pharyngeal functions might provide resources exploited by 
speech production and, thus, appear to represent evolutionary preadaptations. 
for  example, the frame/content theory assumes the syllable structure of sentence 
utterances to have its origins in the “open–close” cycles of the jaw during pre-
verbal infantile orofacial behaviors such as suckling or chewing (“ingestion-related 
mandibular oscillations”), reminiscent of nonspeech motor patterns in subhuman 
primates (Macneilage, 1998).

This chapter will discuss the brain mechanisms of speech motor control based 
upon data derived from the three approaches referred to, i.e., electrical surface 
stimulation of the cortex, lesion studies in patients with neurogenic communication 
disorders, and functional imaging techniques, preceded by a review of experi-
mental studies in subhuman primates addressing the corticobulbar  representation 
of orofacial muscles as well as the cerebral correlates of their vocal behavior.

2 Macro- and Microstructural Characteristics of  
the Brain in Subhuman Primates and Man

a series of functionally linked features of the visual system, e.g., front-facing eyes, 
an expansion of the occipital cortex, etc., concomitant with prehensile and versa-
tile hands, separate the order Primates (literally “chieftains”) from other mammals, 
providing the basis for enhanced capabilities of visuomotor coordination (allman, 
2000). The living species of this taxon fall into six natural groups: (a) the lemurs 
of Madagascar, (b) the lorises and bushbabies, (c) the tarsiers, (d) the new World 
as well as (e) the old World monkeys, and (f) the apes including humans.  
a widely used classification schema divides the primates into two suborders,  
the prosimians (literally “before the monkeys”: lemurs, lorisies/bushbabies, and  
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tarsiers), on the one hand, and the monkeys as well as apes, characterized by 
distinct novel features (grade shift), on the other. as an alternative, strepsirhines 
(lemurs, lorises) and haplorhines (tarsiers, monkeys, apes, humans) have been 
considered separate branches of the primate phylogenetic tree.

Whereas the brain of our species is three times larger than expected, as com-
pared to anthropoid primates of the same body size, it consists, nevertheless, of 
“the same major cortical and subcortical structures, arranged in the same con-
figurations and composed of neurones with the same cell architectures” (deacon, 
1992, p. 115). furthermore, prosimians, monkeys, and apes exhibit the same basic 
cytoarchitectural organization of neocortex (isocortex), i.e., a sheetlike six-layered 
structure, representing an “innovation” of the mammalian brain (Butler & Hodos, 
2005). By contrast, hippocampal and olfactory cortex encompasses only three 
(“limbic cortex”), the adjacent transitional zones four to five layers. limbic and 
transitional areas together are often referred to as allocortex. each neocortical 
layer has a distinct set of connections with other parts of the brain. Based upon 
differences in cytoarchitecture, i.e., shape and arrangement of neurons, the cerebral 
cortex can be subdivided into a multitude of distinct regions. The most widely 
used map traces back to the work of Brodmann, published in 1909, hence, the 
designation Brodmann areas (Ba) (figures 6.1–6.4). Primary motor cortex (M1 = 
Ba 4) is characterized in anthropoids, among others, by prominent giant Betz 
cells within the lower portion of layer V and by the absence of an inner granular 
layer iV (Sherwood et al., 2004). roughly, M1 extends from the fundus of the 
central sulcus to the convexity of the precentral gyrus and shows a specific  
pattern of excitability in that low-amplitude electrical stimulation elicits simple 
movements or discrete contractions of (a portion of) a muscle. Since premotor 
Ba 6 also lacks an inner granular layer, the term agranular frontal cortex covers 
both Ba 4 and Ba 6. The latter zone also encroaches upon the medial wall of  
the frontal lobe (supplementary area 6 = SMa 6). Whereas SMa 6 displays a 
neocortical, i.e., six-layered structure, the adjacent mesiofrontal zones exhibit  
a transitional (Ba 32, dorsalmost aspect of Ba 24) or a limbic type (remaining 
portions of Ba 24) of cytoarchitecture.

Besides cortical regions, the cerebral network of motor control in humans  
encompasses the basal ganglia and the cerebellum. as their major part, the basal 
ganglia encompass several nuclei deep in the cerebral hemispheres, separated 
from the thalamus by the internal capsule, including the caudate nucleus and the 
putamen as well as the external and the internal segment of the globus pallidus 
(pallidum). Together, the caudate and the putamen constitute the neostriatum. 
Usually, two midbrain structures, the substantia nigra and the subthalamic nucleus, 
as well as the so-called ventral striatum (nuclus accumbens and olfactory tubercule), 
are also assigned to the basal ganglia complex. Various subcomponents of the 
caudate nucleus, the putamen as well as the ventral striatum, are embedded into 
separate parallel circuits, arising from and projecting back, via the thalamus, to 
distinct frontal areas. Whereas, e.g., the putamen predominantly serves motor 
functions, the ventral striatum is assumed to mediate emotional and motivational 
aspects of behavior.
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Figure 6.1 Schematic display of the four lobes of the left hemisphere of the human brain 
(flattened surface, gyri (cortical convolutions) and sulci (cortical furrows) not depicted).

The cerebellum, located within the posterior fossa of the skull, consists at the 
gross morphological level of two hemispheres, one at either side of a narrow 
midline ridge (vermis). deep to the convoluted outer mantle, three pairs of nuclei 
can be found. all information transfer to and from other components of the cen-
tral nervous system is restricted to three bilateral fiber tracts, i.e., the superior, 
middle, and inferior peduncles. among others, a dense projection of the trigem-
inal nuclei to the cerebellum has been documented (elias, 1990). furthermore, the 
two cerebellar hemispheres are interconnected each with the contralateral frontal 
lobe, a network assumed to serve feedforward motor control functions (e.g., 
guenther et al., 2006). These efferent projections traverse the superior peduncle 
(brachium conjunctivum) and target distinct thalamic relay stations.

at least in right-handers, core psycholinguistic functions, i.e., “the production 
and recognition of the form and literal meaning of words and sentences” (Caplan, 
1987, p. 359), depend upon the integrity of an anterior (Broca’s area) and posterior 
zone (Wernicke’s area) of perisylvanian cortex in the vicinity of the lateral sulcus 
of the left hemisphere. notwithstanding controversies about its exact boundaries, 
Broca’s area is assigned to the caudal portion of the inferior frontal gyrus (ifg), 
encompassing, as a rule, the opercular and (posterior parts of) the triangular ifg 
subcomponents, roughly corresponding at the cytoarchitectural level to Ba 44 and 
(parts of) Ba 45.1 Most noteworthy, Paul Broca (1861, p. 333) attributed articula-
tory functions (“exécuter la série de mouvements méthodiques et coordonnés”) 
rather than the “language faculty” to the inferior frontal convolution. in con-
trast to adjacent cortex, Ba 44 and 45 are characterized by particularly large 
pyramidal cells (magnopyramidal neurons) within deep layer iii (Hayes & lewis, 
1995). intraoperative electrical-stimulation tract tracing in humans under going 
surgical intervention for medically intractable seizures provided evidence for 
direct reciprocal functional connections between these posterior ifg segments 
and the orofacial precentral cortex (greenlee et al., 2004).
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Figure 6.2 (a) Major gyri and sulci of the lateral aspect of left-hemisphere (lH)  
frontal lobe. note, the inferior frontal gyrus (ifg) segregates into three components:  
an opercular (1), a triangular (2), and an orbital part (3). Sfg = superior frontal gyrus, 
Mfg = middle frontal gyrus, Prg = precentral gyrus, Pog = postcentral gyrus, STg = 
superior temporal gyrus, CS = central sulcus (rolandic sulcus), lS = lateral sulcus 
(Sylvian fissure). (b) Medial wall of lH frontal lobe: the posterior component of the Sfg 
houses the so-called supplementary motor area (SMa). The dashed line perpendicular 
to a plane through anterior and posterior commissure (aC–PC) roughly separates 
preSMa and SMa proper (SMap). aCC = anterior cingulate cortex, Parl = paracentral 
lobule, i.e., the medial extensions of Prg and Pog.
note: the shaded areas (horizontal lines) refer to the cortical areas, presumably, engaged in  
speech motor control (see section 10.1): bilateral primary motor cortex (figure 6.2a, upper shaded 
area), opercular part of left ifg and/or lower left Prg (figure 6.2a, lower shaded area), lH SMa 
proper (figure 6.2b), and the anterior insula at the bottom of lS (not shown). The locations of the 
first two regions, i.e., primary motor and frontal-opercular “speech cortex,” have been derived from 
the areas of maximum hemodynamic activation in a recent meta-analysis (fox et al., 2001).
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Figure 6.3 Schematic display of the cytoarchitecture of the neocortex of the human 
brain (modified after allman, 2000). each layer is characterized by a distinct pattern  
of connections with other cerebral components. Based upon differences, e.g., in the 
shape and arrangement of neurons, the cortex can be subdivided into a multitude  
of distinct regions.
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Figure 6.4 The most widely used map of cytoarchitectural cortical areas traces back  
to the work of Brodmann, published in 1909, hence, the designation Brodmann areas 
(Ba). neocortical components engaged in speech motor control include Ba 4 (filled 
black circles), Ba 6 (open circles), extending to the medial wall (SMa), and Ba 44  
(filled diamonds), corresponding, more or less, to the opercular part of inferior  
frontal gyrus.
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3 Acoustic Communication in Monkeys and Apes

The neurobiological control mechanisms underlying subhuman primate phonatory 
func tions have been most extensively studied in squirrel monkeys (Saimiri sciureus), 
a new World species with a rich repertoire of vocal behavior (for a review see, 
e.g., Jürgens & Ploog, 1981, as well as Jürgens, 2002). electrical stimulation was 
found to elicit calls within a broad area of cerebral structures, extending from  
the forebrain down to the lower brainstem. detailed analyses of concomitant 
behavioral and autonomic reactions as well as response latency measurements 
revealed, first, the anterior cingulate cortex (aCC) within the mesial wall of the 
frontal lobes and, second, the midbrain periaqueductal gray (Pag), including the 
adjacent tegmentum, to mediate primary, i.e., directly triggered stimulus responses 
(figures 6.5 and 6.6). a series of subsequent ablation experiments allowed for a 
further characterization of the cerebral correlates of acoustic communication in 
Saimiri sciureus. for example, bilateral damage to medial forebrain structures, i.e., 
the cingulate cortex around the rostral pole of the corpus callosum as well as, in 
dorso-caudal direction, the adjacent SMa face region, resulted in a diminished 
rate of spontaneous vocal behavior, in the presence of an undistorted acoustic 
structure of the produced calls (e.g., kirzinger & Jürgens, 1982). These mesiofrontal 
cerebral structures, thus, appear to predominantly mediate vocalizations triggered 
by an internal impulse, i.e., vocalizations with a strong volitional component, rather 
than responses to external events. By contrast, complete bilateral destruction of 

Figure 6.5 Sagittal section through the brain of a squirrel monkey. electrical 
stimulation of the black-shaded regions elicits natural, i.e., species-specific calls in these 
animals. The two stippled areas represent (i) the anterior cingulate cortex (aCC) within 
the mesial wall of the frontal lobe and (ii) the midbrain periaqueductal gray (Pag), 
including the adjacent tegmentum. at these locations, electrical excitation gives rise to 
artificial vocalizations. as a consequence, the two stippled areas seem to be directly 
engaged in motor aspects of call production. (adapted from Jürgens & Ploog, 1981)
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Figure 6.6 Schematic display of the hierarchical organization of the cerebral  
network subserving vocalizations in squirrel monkeys (i = lateral view of brain surface, 
ii–iV = coronoal slices through aCg, Pag, and brainstem (= stippled areas in 6.5),  
V = schematic display of the larynx). (adapted from Jürgens & Ploog, 1981)

the lower sensorimotor cortex, including the adjacent homologue of Broca’s area, 
does not compromise vocal behavior, although this procedure renders the animals 
unable to chew, lick, and swallow. finally, more recent investigations, using  
telemetric single-unit recording techniques in freely moving squirrel monkeys, were 
able to detect within the ventrolateral pons a vocal pattern generator responsible for 
the coordination of neural activity across the trigeminal, facial, and ambiguus nucleus 
during the production of frequency-modulated calls (Hage & Jürgens, 2006).

The cerebral network of vocal behavior, as delineated in Saimiri sciureus, extend-
ing from the medial forebrain via upper midbrain (Pag) to the lower brainstem, 
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also seems to support acoustic communication in old World monkeys. for  
example, electrical stimulation studies documented a rostral “cingulate vocalization 
region” adjoining the anterior pole of the corpus callosum (see West & larson, 
1995, for references). However, these species appear to be endowed with a more 
elaborate functional organization of the mesiofrontal areas supporting call  
generation. Whereas the various vocalizations of squirrel monkeys, more or less, 
represent genetically determined responses, macaques, by contrast, are capable, 
within some limits, of conditional vocal learning and of adjusting the structure 
of their calls, e.g., to reinforcement criteria. for example, bilateral aCC ablation 
yielded, if at all, a slightly reduced rate of spontaneous calls, but severely com-
promised conditioned vocal behavior (Sutton et al., 1974). and lesions superior 
and posterior to aCC, at the level of preSMa, resulted in significantly prolonged 
response latencies of stimulus-dependent conditioned vocalizations, in the pres-
ence of uncompromised nonvocal motor activities (Sutton et al., 1985). Similar to 
the squirrel monkey, however, damage to lateral aspects of the cerebral hemi-
spheres such as primary motor cortex or ventral premotor areas, including the 
homologue of Broca’s area, has no impact or just a minor impact upon acoustic 
communication in old World monkeys (e.g., aitken, 1981). as concerns apes,  
only sparse data about the cerebral correlates of acoustic communication are 
available. These primates seem to be endowed with an even more extensive  
cortical representation of call production than monkeys, since at least some  
studies reported electrical stimulation of inferior parts of the dorsolateral frontal 
surface to elicit vocalizations (see Sutton et al., 1974, for references).

So far, the contribution of the basal ganglia and the cerebellum, essential com-
ponents of the human central-motor system, to the vocal behavior of subhuman 
primates has rarely been explored. Stimulation of striatal components, as a rule, 
failed to elicit acoustic responses in rhesus macaques (Macaca mulatta; robinson, 
1967). However, bilateral damage to the cerebellum may compromise conditioned 
calls of this species, though quite variable effects could be observed across subjects 
(larson et al., 1978). By contrast, this procedure had no impact upon electrically 
elicited vocalizations in squirrel monkeys.

4 Cerebral Representation of Orofacial and 
Laryngeal Musculature in Subhuman Primates

4.1 Compartmentalization of primary and nonprimary 
motor cortex

neurophysiological investigations indicate primary sensorimotor cortex of primates 
to support the “fractionation” of movements (Brooks, 1986). This notion also holds 
true for the orofacial domain: Surface stimulation of motor cortex in monkeys and 
man was found to predominantly elicit activity of individual muscles rather than 
movement sequences (see Mcguinness et al., 1980, for references). The more recent 
technique of intracortical microstimulation (iCMS) allows for the application of 
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very small currents and, thus, for the analysis of the functional organization of 
motor cortex in greater detail. iCMS studies revealed a more elaborated micro- 
and macrostructural organization of the primary motor area as compared to 
earlier surface stimulation investigations. for example, the cortical face representa-
tion was found partially to enclose and to overlap with the smaller and more 
laterally localized regions of the jaw and tongue musculature. electrical stimula-
tion of these regions predominantly elicits contralateral activity. in addition,  
however, considerable ipsilateral muscle innervation could be documented as well.

in macaque monkeys, tongue, face, and jaw-opening muscles appear to be  
associated with a more dense M1 representation than jaw-closing movements 
(Murray & Sessle, 1992a, 1992b). and a variety of electrophysiological investiga-
tions point at a “functional dichotomy” between tongue, face, and jaw-opening 
movements, on the one hand, and jaw closing, on the other, at the level of primary 
motor cortex. These differences in the cerebral organization of various orofacial 
muscles might be preserved within the domain of speech motor control, con-
straining articulatory gestures. for example, kinematic measurements indicate 
lower- and upper-lip movements during speech production to represent different 
coordinative structures (see, e.g., Hertrich & ackermann, 1997a). Conceivably, at 
least some brain mechanisms of speech production, as documented by kinematic 
recordings, may reflect or even exploit organizational principles of motor cortex 
tracing back to our primate ancestors. as a further example, the tongue area  
of macaques appears to rather exclusively receive information from superficial 
mechanoreceptors of the face and the oral cavity (Murray & Sessle, 1992a). These 
data corroborate the suggestion of a minor contribution of muscle spindles to the 
control of articulatory gestures during speech production (e.g., abbs & Cole, 1982).

Besides primary motor cortex, the brain of rhesus monkeys ecompasses at  
least four further representations of face musculature, located within (a) SMa 6, 
(b) rostral as well as (c) caudal parts of the cingulate gyrus, and (d) ventrolateral 
premotor regions (for references see Morecraft et al., 2001). The latter component 
of premotor cortex immediately adjoins M1 in rostral direction and exhibits a 
higher threshold of excitability in unanesthetized animals. The face region of 
SMa, bound to the anterior pole of this structure, is smaller than the respective 
dorsolateral representation area of the frontal lobe. finally, the rostral and caudal 
cingulate face motor cortices are located within the cingulate sulcus. anterograde 
labeling studies demonstrated in macaque monkeys all these five corticobulbar 
pathways to project to the facial cranial nerve nucleus (Morecraft et al., 2001). 
However, different distributional patterns of the respective nerve terminals at  
the level of the brainstem could be detected. as in macaques, the convexity of 
the frontal lobes in new World monkeys was found to encompass two separate 
body representations, located within the primary motor area and ventral pre-
motor cortex, respectively (Preuss et al., 1996). Most noteworthy, both tracer  
and stimulation studies revealed sparse, if any, SMa neurons projecting to M1  
in those species (see Tokuno et al., 1997, for references). Thus, new and old  
World monkeys appear to differ in the degree of mesiofrontal representation of 
orofacial muscles.
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4.2 Organization of corticobulbar tracts and  
cranial nerve nuclei

The trigeminal motor (Vmo), facial (Vii) and hypoglossal (Xii) nuclei of the  
brainstem channel the innervation of most cranial nerve muscles and, thus, must 
be considered the final common output structure for a variety of quite different 
movement sequences such as affective expression or food intake. nucleus (nu.) 
Vii, including its accessory component, predominantly comprises multipolar α- 
motoneurones and houses few, if any, interneurons and g-motoneurons (Sherwood, 
2005). in accordance with this observation, spindles have been re ported to occur 
in the mandibular muscles, but at very low abundance within the lips and tongue 
(loucks & de nil, 2001; kent et al., 1990).

Since the enhanced capabilities of facial display in old World monkeys and in 
humans as well as the emergence of speech production in our species, presumably, 
pose increased demands on the versatility of facial musculature, differences in 
the structural and functional characteristics of the respective cranial nerve nuclei 
must be expected. in line with these suggestions, quantitative neuroanatomical 
studies across 102 individuals from altogether 47 primate species found a larger 
overall volume of the facial nucleus in humans than predicted on the basis of  
the data derived from nonhuman subjects (Sherwood et al., 2005). By contrast, 
nu. Vmo did not show these effects. Since the production of a variety of speech 
sounds requires fast and precise tongue movements, the respective motor cranial 
nerve nuclei should be more extensively supplied by corticobulbar fibers in  
humans than in apes (e.g., fitch, 2000). indeed, the size of the hypoglossal nucleus 
was found enlarged as compared to the nonhuman haplorhine regression line, 
using the medulla oblongata as an independent variable, but did not exceed the 
respective 95 percent confidence interval. furthermore, the data obtained from 
orangutans clearly exceeded the human measures. as a consequence, the human 
hypoglossal system cannot be considered a straightforward index of speech pro-
duction capabilities. These suggestions are further supported by the observation 
that the (absolute and relative) cross-sectional area of the bony hypo glossal canal, 
a parameter considered to reflect the number of efferent fibers of the respective 
brainstem nucleus, does not show systematic differences across a variety of  
primate species (e.g., Jungers et al., 2003).

Complex movement sequences of vocal tract muscles, such as respiration,  
swallowing, mastication, licking, gaping, coughing, yawning, gagging, vomiting, 
as well as speech production in humans, require precise spatio–temporal coordin-
ation of neural processes distributed across several brainstem nuclei. Central 
pattern generators (CPg) located within the medulla oblongata and the pons have 
been proposed to control at least five of these motor activities, i.e., respiration, 
swallowing, mastication, licking, and gaping (Sawczuk & Mosier, 2001). in addi-
tion, a vocal pattern generator recently has been documented in squirrel monkeys 
(Hage & Jürgens, 2006). Besides peripheral afferent input, these functional units 
are also the target of suprabulbar efferent neural signals and, presumably, repre-
sent relay stations for cortical control mechanisms, transforming, e.g., tonic input 
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from higher-order cerebral areas into a rhythmical output pattern. in contrast, 
learned movement “programs” rather than brainstem CPg must be assumed to 
subserve motor aspects of speech production.

apart from a single exception, i.e., rat vibrissae (grinevich et al., 2005), there 
is so far no evidence for direct cortical innervation of orofacial brainstem moto-
neurons in subprimate species such as the cat, and the respective pathways  
terminate within the reticular formation of the lateral tegmentum, housing, among 
others, CPg of orofacial movement sequences (e.g., kuypers, 1958a). furthermore, 
prosimians and new World monkeys are also exclusively endowed with indirect,  
i.e., polysynaptic, cortical input to cranial nerve nuclei (for references see  
Sherwood, 2005, and Sherwood et al., 2005). By contrast, neurophysiological and 
morphological studies found direct cortical projections to brainstem motoneurons 
in old World monkeys, great apes, and man (kuypers, 1958b, 1958c; Morecraft 
et al., 2001; Jürgens & alipour, 2002). Whereas the volume of the motor cranial 
nerve nuclei shows only rather slim differences across the primate phylogenetic 
lineage (Sherwood et al., 2005), considerable variation between these species  
seems to characterize the organization of the corticobulbar tracts (for a review see 
Sherwood, 2005). Presumably, the emergence of monosynaptic projections to the 
motor centers of the brainstem within the primate order enhances range and 
gradation of orofacial movements, allowing for more elaborated visual commu-
nication signals and providing the basis for voluntary control of orofacial motor 
activities (Sherwood et al., 2005).

5 Morphological Asymmetries of Primary and 
Nonprimary Motor Areas in Subhuman  
Primates and Man

a variety of data documented morphological population-level asymmetries of  
the planum temporale in terms of, e.g., a larger area at the left side, and these 
data have been assumed to be related to lateralization effects of speech/language 
functions. Similar investigations within the anterior perisylvian cortex proved to 
be more difficult and both postmortem as well as in vivo studies using, e.g., Mri 
scans yielded less consistent findings, because of methodological constraints and 
small sample sizes, among other things (see, e.g., Uylings et al., 1999). as a prin-
cipal shortcoming of any investigation of cerebral asymmetries based upon surface 
contour measures, sulcal landmarks show considerable variation across subjects 
and do not allow for reliable inferences on the size of cytoarchitectonic areas, the 
functionally relevant subdivisions of the cortex. More recent volumetric studies 
based upon histological criteria and thus, circumventing these difficulties, revealed 
a significantly enlarged size of left-hemisphere Ba 44, in the absence of compar-
able lateralization effects of Ba 45 (amunts et al., 1999; Ba 44: left-over-right in 
all ten subjects, Ba 45: left-over-right and right-over-left in five subjects each). 
These findings are relevant to investigations of the brain mechanisms of speech 
motor control, because clinical data indicate the opercular part of left-hemisphere 
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ifg to mediate higher-order aspects of articulatory performance (see below). as 
concerns the precentral gyrus, humans show a larger hand area, called the “knob,” 
of the hemisphere contralateral to the preferred upper limb (for a review see 
Hopkins & Cantalupo, 2004). no comparable morphological asymmetries have 
so far been reported for the orofacial region.

Using Mri techniques, the surface area of the Broca homologue in african  
great apes, bounded by the fronto-orbital and the inferior precentral sulcus, respect-
ively, was found to exhibit a left-over-right asymmetry in 20 out of a total of 27 
individuals (Cantalupo & Hopkins, 2001). Most noteworthy, these primates  
predominantly use the right hand within the context of referential and inten-
tional manual gestures, especially, when accompanied by vocalizations, and the 
respective individuals show a larger left-hemisphere ifg as compared to their 
non-right-handed peers (Halpern et al., 2005). By contrast, side preferences of 
upper-limb movements during (noncommunicative) feeding behavior in these 
species are correlated with asymmetries of primary motor cortex rather than the 
Broca homologue (Hopkins & Cantalupo, 2004). Because of a considerable macro- 
and microstructural interindividual variability at the level of opercular ifg in 
apes, these findings still must be considered with some precautions and require 
further support by cytoarchitecture-based volumetric studies.

Besides Broca’s area, the anterior insula (anterior insular cortex) has been assumed 
to pertain to the cerebral network of speech motor control (see below). Volumetric 
brain measurements based upon 3-d reconstructions of Mri scans revealed a 
consistent asymmetry of the size of intrasylvian cortex towards the left hemisphere 
in great apes and man (Semendeferi, 2000). as concerns our  species, furthermore, 
larger values than expected on the basis of allometric relationships derived from 
subhuman hominoids could be observed. However, all these observations need 
further support based upon quantitative analyses of larger samples.

6 Cortical Maps of Vocal Tract Muscle 
Representation in Humans

Using electrical surface stimulation of the brain during craniotomy, two compre-
hensive maps of body movements could be documented in humans, extending, 
first, across the precentral gyrus and, second, across SMa 6 within the medial wall 
of the frontal lobe (see Woolsey et al., 1979, for a review). The “homunculus” of the 
primary motor area was assumed to involve Ba 4 as well as adjacent portions of 
Ba 6 and to comprise a single topographic representation of the head and the body. 
More recent noninvasive techniques, based either upon transcranial electrical 
(application of brief, high-voltage pulses to the scalp) or magnetic stimu lation were 
also able to document an orderly arrangement of leg, hand, and face movements in 
medio-lateral direction at the level of motor cortex and even allowed for the dif-
ferential activation of upper face, lip, and tongue muscles, respectively (rödel et al., 
2003). finally, measurements of the hemodynamic responses to a variety of upper- and 
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lower-limb (single-joint excursions, motor sequences) as well as nonspeech orofacial 
activities (lip pursing) by means of fMri corroborated this organizational pattern 
of the motor strip (lotze et al., 2000). as expected, lip pursing yielded a highly 
symmetrical response pattern extending across the pre- and postcentral gyrus.

Several reports, published in the 1930s, noted instances of “grunts and groans” 
as well as “clear, sustained vowel cries” during intraoperative electrical surface 
stimulation of the lower motor strip in awake subjects (Penfield & roberts, 1959). 
Subsequent systematic “speech-area mapping” studies at the Montreal neuro-
logical institute within a program of surgical treatment of medically refractory 
focal epilepsy observed electrical stimulation of precentral and, less frequently, 
postcentral orofacial areas of either hemisphere to elicit vocalizations in terms  
of a “sustained or interrupted vowel cry, which at times may have a consonant 
component” (Penfield & roberts, 1959, p. 120). More recent investigations, based 
upon chronically implanted subdural electrode grids in patients with drug- 
resistant seizures, documented a rather broad “tongue area” across subjects, even 
in the absence of an organic lesion, extending across a distance of 7.5 cm (4.5 cm 
anterior and 3.0 cm posterior to the central sulcus) in rostro-caudal direction  
and encroaching, presumably, upon Bas 44 and 45 (Urasaki et al., 1994). Both 
arrest of alternating movements as well as involuntary excursions of the tongue 
(pulling back or lateral deviation) could be observed during electrical stimulation. 
it remains to be established how far technical constraints, e.g., current spread,  
account for the large primary motor tongue area or whether these data reflect a 
“multiplicity of movement representation,” instead of “punctuate localization,” 
within motor cortex (Murphy & gellhorn, 1945).

Besides the lateral surface, electrical stimulation of SMa and also the dorsal 
bank of the cingulate sulcus have been found to elicit involuntary vocal emissions 
(Penfield & roberts, 1959; see also Paus et al., 1993, p. 466). in parentheses, the 
designation “supplementary motor area” traces back to these observations. SMa 
effects may emerge at either side of the brain, more pronounced, however, in 
association with the language-dominant hemisphere. furthermore, application of 
this procedure to mesiofrontal cortex may elicit repetition of syllables and words, 
e.g., during counting. electrical stimulation of further rostral regions such as aCC 
fails, by contrast, to evoke involuntary vocal behavior in humans. as compared 
to precentral areas, SMa responses may show a more complex acoustic pattern, 
e.g., in terms of loudness and pitch fluctuations. it has been suggested, therefore, 
that this mesiofrontal area engages into the prosodic modulation of verbal utter-
ances (Penfield & Welch, 1951). as a clear-cut contrast to subhuman primates, 
thus electrical surface stimulation of both pre-/postcentral cortex and SMa may 
elicit involuntary vocal behavior in man. Production of intelligible words, however, 
was never observed. Since, furthermore, the observed involuntary cries, by and 
large, do not display the perceptual qualities of (well-articulated) speech sounds, 
a direct impact upon the motor execution apparatus rather than higher-order 
phonological operations must be assumed. Taken together, these data indicate the 
presence of cortical control mechanisms in humans acting upon phonatory func-
tions and, thus, laryngeal as well as respiratory motoneurons.
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apart from vocalizations, which were found to be restricted to the motor strip 
and SMa, electrical surface stimulation may result in “an inability to vocalize 
spontaneously” (“speech arrest”; Penfield & roberts, 1959). at the level of the 
right hemisphere, speech arrest emerged only within vocalization-related areas. 
By contrast, the respective susceptible zone of the language-dominant side en-
croaches upon ifg and temporoparietal regions (for a review of more recent data 
see ojemann, 1994). Principally, speech arrest could reflect disruption of either 
speech motor control mechanisms (“motor speech arrest”) or preceding higher-
order processes of language formulation such as the generation of the sound 
structure of verbal utterances. apart from pre- and postcentral areas, systematic 
exploration of perisylvian cortex found motor speech arrest to be restricted to a 
small segment of the third frontal convolution rostral to the motor strip, i.e., the 
cortical zone where orofacial motor responses could be elicited. at that location, 
electrical stimuli were found to interrupt all verbal utterances, irrespective of task 
condition, and to result in an inability to mimic single orofacial gestures (“final 
motor pathway for speech” of the cortex). Besides intraoperative procedures under 
local anesthesia, electrical surface stimulation can be performed via chronically 
indwelling subdural grids of electrodes during a patient’s preoperative electro-
corticographic evaluation. Subsequent investigations based upon this technique 
were able to corroborate this notion of a cortical “final motor pathway for speech” 
(lesser et al., 1984).

Hesitations or slurred speech were observed at about the same locations as 
speech arrest (posterior parts of the inferior frontal and lower half of the pre-
central gyrus), however, much less frequently (Penfield & roberts, 1959). and 
subsequent stimulation mapping studies reported sporadic instances of dysarthric 
deficits subsequent to stimulation of the lower motor strip (one in five patients 
tested; ojemann, 1979).

7 Electro- and Magnetoencephalographic 
Measurements of the Time Course of Brain 
Activity Related to Spreech Production

electro- and magnetoencephalographic techniques represent the most direct  
approach available in healthy humans to the investigation of the neural correlates 
of distinct sensorimotor or cognitive tasks. furthermore, given a multitude of 
adequately spaced channels as, e.g., in whole-head magnetoencephalography, 
functional brain maps can be computed on the basis of these data. Measure-
ments of evoked electrical potentials or magnetic fields at the scalp are a widely 
used approach to the study of speech sound perception (for a review see 
ackermann et al., 2006). So far, only a few electro- and magnetoencephalographic 
analyses addressing cerebral speech motor control have been conducted. record-
ings of the readiness potential preceding word utterances revealed, e.g., a bilateral 
distribution of slow brain negativity starting at about 1.5 seconds prior to the 
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onset of speech, significant left-lateralization effects being restricted to a very  
late time interval of the foreperiod (deecke et al., 1986). furthermore, neuro-
physiological investigations in epileptic patients using chronically implanted sub-
dural electrodes were able to record movement-related potentials associated with 
selfpaced tongue protrusions and vocalizations over left SMa (ikeda et al., 1992; 
only left side explored). Similar to the upper limbs, thus mesiofrontal areas encom-
passing SMa appear to participate in the control of internally triggered human 
orofacial movements and vocal behavior. The comparison of magnetic field changes 
bound to the production of visually triggered lexical items and vowel-like sounds, 
respectively, suggests preparation of verbal utterances to evolve across two steps 
that tentatively can be assigned to inferior dorsolateral frontal cortex (Broca’s area 
and its right-hemisphere analogue) and to primary sensorimotor areas, in the 
absence, however, of clear-cut lateralization effects (Sasaki et al., 1996).

8 Clinical Data: Compromised Motor Aspects of 
Speech Production in Focal Brain Lesions and 
Degenerative Diseases of the Central Nervous 
System (CNS)

8.1 Dissociations of verbal and nonverbal vocal tract 
motor functions

8.1.1 Speech production and swallowing The muscles engaged in speech pro-
duction also contribute to the oral and pharyngeal stages of swallowing. none-
theless, there is no straightforward relationship between dysarthric deficits and 
dysphagia in CnS lesions or diseases. indeed, patients with pseudobulbar palsy 
subsequent to bilateral damage to primary motor cortex or its efferent fiber tracts 
show a frequent co-occurrence of swallowing and speech impairments. in other 
central-motor disorders, e.g., Parkinson disease, dysarthria has been found to 
occur more frequently than dysphagia (Hartelius & Svensson, 1994). More speci-
fically, a comparative post-mortem analysis of 83 patients who had suffered from 
a variety of extrapyramidal diseases presenting with signs of Parkinsonism  
(Parkinson disease (Pd, idiopathic Parkinsonian syndrome, Morbus Parkinson), 
progressive supranuclear palsy, dementia with lewy bodies, multiple system 
atrophy, cortico-basal degeneration) reported similarly high rates of speech motor 
deficits across these conditions (72–100 percent). By contrast, the prevalence of 
dysphagia showed a quite heterogeneous distribution, extending from only  
21 percent in dementia with lewy bodies to more than 80 percent in progressive 
supranuclear palsy (Müller et al., 2001). and even though speech motor deficits 
consistently preceded the onset of swallowing problems in all patient groups, the 
temporal delay between these two disorders showed considerable variation, indi-
cating that different pathomechanisms are involved. furthermore, the syndrome 
of pure dysarthria, i.e., dysarthria without dysphagia, in stroke patients represents 
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a striking example for a dissociation between speaking and swallowing functions 
(kim et al., 2003; okuda & Tachibana, 2000). These findings cannot simply reflect 
enhanced demands on motor coordination during speech production, as compared 
to mastication or deglutition, since cerebrovascular disorders also may give rise 
to the reverse pattern, i.e., dysphagia without dysarthria (lee et al., 1999). for 
example, a recent study found 19 out of a total of 20 patients suffering from a 
Wallenberg syndrome due to lateral medullary infarctions to exhibit clinical signs 
of dysphagia, in the presence of less frequent voice abnormalities and unimpaired 
articulatory functions (aydogdu et al., 2001). furthermore, eMg recordings docu-
mented submental muscle activity in association with the pharyngeal phase of 
swallowing, but not other vocal tract activities. in these instances, dysphagia was 
assumed to reflect a disconnection of the left- and right-sided components of the 
respective brainstem CPg. obviously, disruptions of this system do not interfere 
with motor aspects of speech production. at least at some levels of the neuraxis, 
the network associated with swallowing functions may, therefore, be spared in  
dysarthric subjects, and vice versa.

8.1.2 Speech production and facial/vocal expression of emotions Vocal expres-
sion of affective states provides a further example of a clinical dissociation between 
speech production and nonverbal vocal tract functions. Thus, patients with pseudo-
bulbar palsy may show preserved voiced phonation and orofacial movements 
during laughter and crying, despite severely impaired or even abolished voluntary 
control of the muscles supplied by the lower cranial nerves. in these subjects, 
furthermore, compromised innervation of the vocal tract due to a disruption of 
the upper motor neuron may give rise to a release or disinhibition of non verbal 
affective vocalizations (“pathological laughter/crying”; see, e.g., ackermann, 2006). 
Conceivably, these emotional “bursts” are mediated by the “limbic vocaliza tion 
system” as delineated in subhuman primates (see above). Thus, two distinct  
cerebral pathways appear to act upon the motor nuclei of the lower cranial nerves 
in humans (“dual pathway” model of acoustic communication; larson, 1988).

8.2 Compromised motivational mechanisms of verbal 
communication: The role of mesiofrontal cortex

Patients suffering from left-sided SMa lesions may exhibit reduced spontaneous 
verbal behaviour, in the absence of any central-motor disorders of the vocal tract 
muscles and any deterioration of language functions. This pattern of disrupted 
acoustic communication has, by some authors, been considered a variant of 
transcortical motor aphasia (freedman et al., 1984). in addition, dysfluent, i.e., 
stuttering-like speech utterances in terms of sound prolongations and syllable 
repetitions have been observed in subjects with mesiofrontal lesions of the  
dominant hemisphere (ackermann, daum, et al., 1996; ackermann, Hertrich, et al., 
1996; Ziegler et al., 1997). furthermore, bilateral damage to mesiofrontal areas, 
encroaching, presumably, upon the anterior cingulate gyrus (aCg) and its projec-
tions to SMa, may give rise to the syndrome of akinetic mutism, characterized 
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by a lack of self-initiated motor activities, including speech production (for a 
review see ackermann and Ziegler, 1995). in consideration of these clinical data, 
the medial wall of the frontal lobes appears to mediate via aCg motivational 
aspects of verbal motor behaviour and SMa has been assumed to operate as a 
“starting mechanism of speech” (Botez & Barbeau, 1971).

apart from reduced spontaneous speech production, the verbal utterances of 
patients suffering from mesiofrontal lesions may be characterized by “flat” and 
monotonous intonation (rubens, 1975; Jürgens & von Cramon, 1982), resembling 
the syndrome of motor aprosodia subsequent to dysfunctions of the basal ganglia 
(Cancelliere & kertesz, 1990).

8.3 Impaired phonetic planning mechanisms in language 
production: The role of left-hemisphere inferior 
dorsolateral frontal and anterior insular cortex

8.3.1 Apraxia of speech The prearticulatory phase of spoken language produc-
tion is assumed to encompass, among others things, the generation of a motor 
program or a phonetic plan, providing the input to the execution apparatus (e.g., 
levelt et al., 1999). dysfunctions of this stage of speech motor control may give 
rise to the syndrome of apraxia of speech (aoS; see Ziegler, 2008, for a recent 
review). in the majority of cases, aoS arises from ischemic infarctions within  
the area of blood supply of the left medial cerebral artery and, hence, must be 
considered a syndrome of the language-dominant hemisphere. Several experi-
mental psycholinguistic studies indicate that this constellation reflects an impaired  
capability to plan speech movements at the level of syllable-sized or even larger 
linguistic units (aichert & Ziegler, 2004; Ziegler, 2005).

The neuroanatomic correlates of aoS have been a matter of dispute since  
the 1860s. Whereas Broca had assigned the “faculty of articulate language” to the 
posterior part of the left-hemisphere inferior frontal convolution, a region now 
bearing his name (Broca, 1861), this notion has repeatedly been challenged since 
then, mainly because damage to Broca’s area is not necessarily associated with 
persisting articulatory deficits (e.g., alexander et al., 1990).

8.3.2 Subcortical white matter déjerine (1891) assumed any impairments of 
the “faculty of articulate language” to reflect damage to fiber tracts connecting 
Broca’s area with brainstem motor centers. Contrary to this notion, however, the 
corticobulbar projections engaged in speech production most probably show a 
bilateral organization, and unilateral dysfunctions of this system can be compen-
sated for within rather short time intervals (Muellbacher et al., 1999). nevertheless, 
the suggestion that subcortical mechanisms may contribute to the development 
of aoS has been upheld until very recently. for instance, a review of 13 cases 
drawn from the literature, extended by four additional new observations, con-
cluded that besides the opercular part of ifg white matter structures beneath  
the inferior motor strip, including the anterior limb of the internal capsule of the 
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language-dominant hemisphere, participate in the simultaneous and sequential 
organization of motor actions into well-articulated speech (Schiff et al., 1983). 
furthermore, a subsequent comprehensive analysis of the pathways involved  
in severe aphasic nonfluency, reflecting at least partially an aoS component, 
proposed a significant contribution of two distinct left-hemisphere subcortical 
regions to the develop ment of persisting articulatory deficits: (a) the medial  
subcallosal fasciculus deep to Broca’s area, and (b) the middle portion of the 
periventricular white matter, beneath the mouth and face representation areas of 
primary  sensorimotor cortex (SMC; naeser et al., 1989). a subsequent fMri study, 
based upon four patients with severe persist ing nonfluent speech production, 
assumed damage to these white matter areas to result in transcallosal disinhibi-
tion of right-hemisphere primary motor cortex and SMa, thus compromising  
spoken language communication production (naeser et al., 2005).

8.3.3 Left inferior precentral cortex a series of case studies attributed the 
syndrome of aoS to a lesion of the primary motor representation area of the  
face, mouth, and larynx muscles within the language-dominant hemisphere (e.g., 
Tanji et al., 2001). in these instances, a unilateral upper motor neuron syndrome 
(UMnS; see, e.g., Urban et al., 2001) must be expected, characterized by, among 
other things, a paresis of the supplied musculature. However, first, dysfunctions 
of the upper motor neuron cannot explain the articulatory deficits of aoS. Second, 
while the predominantly bilateral organization of the speech-relevant components 
of the corticobulbar system usually allows for a compensation of unilateral dis-
orders within a few days or weeks (Muellbacher et al., 1999), many aoS patients 
show severe and persistent deficits of verbal communication.

8.3.4 Left anterior insular cortex damage to anterior parts of left-hemisphere 
insular cortex often has been assumed to impede speech motor functions (Mohr 
et al., 1978; Shuren et al., 1995). The most substantial evidence derives from a 
comprehensive investigation conducted by dronkers (1996), including 25 aoS 
patients and 19 nonapraxic subjects suffering from a single left-sided ischemic 
infarction each. a small region (precentral gyrus) of the anterior insula represented 
the area of maximum overlap of the lesions associated with speech motor deficits. 
By contrast, this region was found to be spared in the 19 nonapraxic patients. a 
series of subsequent single-case and group studies also reported aoS subsequent 
to a left-sided anterior intrasylvian lesion (e.g., nestor et al., 2003).

8.3.5 Broca’s area recently, Broca’s suggestion that “the faculty of articulate 
language” is bound to posterior ifg received new substantial support, based 
upon a large-scale study including 80 patients with left-hemisphere nonlacunar 
strokes, encroaching upon or sparing insular cortex (Hillis et al., 2004). all par-
ticipants underwent screening of speech motor functions within a time interval 
of 24 hours after stroke onset. This investigation thus also included subjects  
with transient disorders of verbal communication, a group which might have 
gone unnoticed in lesion studies based upon chronic aoS cases. furthermore, 
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diffusion- and perfusion-weighted Mri measurements were conducted in order 
to detect, apart from structural abnormalities, areas of hypoperfusion. Most  
noteworthy, aoS was not linked to lesions of the left-hemisphere anterior insula 
in this large sample of patients. rather, verbal apraxia was found to depend  
upon hypoperfusion of and/or structural damage to Broca’s area. in the absence 
of any morphological or hemodynamic changes at the level of posterior ifg, 
articulatory performance was unimpaired. Conceivably, the large MCa infarc-
tions, usually associated with chronic aoS, extend by virtue of the organiza-
tion of the cerebral vascular system to intrasylvian cortex. as a consequence, an 
association between aoS and damage to the anterior insula, though statistically 
reliable, does not necessarily represent a causative relationship. Based upon 
these find ings and suggestions, left-hemisphere posterior ifg rather than intra-
sylvian cortex appears to be crucially engaged in higher-order motor aspects of 
speech production.

8.3.6 Summary Based upon the available clinical literature, aoS cannot be 
unambiguously attributed to a circumscribed cerebral lesion. as an alternative 
model, the various regions found to be associated with this syndrome so far, i.e., 
left inferior precentral region, the opercular portion of ifg, as well as the anterior 
insular cortex, concomitant with the underlying white matter tissue, might con-
stitute a specialized motor network integrating simultaneous and sequential  
vocal tract movements into well-articulated speech (Schiff et al., 1983). it is well 
established that long-term practice of specific motor skills gives rise to a distinct 
functional reorganisation of rolandic motor areas (for a review see Ungerleider 
et al., 2002). Since adult speech capabilities are based upon extensive motor  
learning processes, these mechanisms may account for a specific contribution of 
left inferior precentral cortex to motor aspects of speech production. Whereas 
(unilateral) damage to these structures would spare elementary motor functions 
such as muscle strength, because of a mostly bilateral organization of the upper 
motor neuron system projecting to the lower cranial nerve nuclei, a dysfunction 
of any critical components of this network may compromise the complex interplay 
of articulatory gestures during verbal communication.

8.4 Impaired motor execution mechanisms engaged  
in speech production

8.4.1 Syndromes of paretic dysarthria: Disorders of the primary (Rolandic) 
motor cortex and its efferent corticobulbar pathways (upper motor neuron) 
damage to the efferent projections of the face, mouth, and larynx areas of primary 
(rolandic) motor cortex to the respective brainstem nuclei represents the most 
salient pathomechanism of dysarthric deficits in stroke patients. for example, an 
investigation of 68 consecutive subjects with a sudden onset of speech motor 
deficits subsequent to a single ischemic infarction was able to document in the 
majority of cases (49 out of 68) a lesion of corticobulbar fiber tracts at the level 
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of lower precentral cortex, centrum semiovale, internal capsule (genu and ventral 
part of the dorsal segment), cerebral peduncles, basis pontis, or the ventral ponto-
medullary junction (Urban et al., 2001). Since the brainstem nuclei subserving the 
innervation of vocal tract muscles receive input from both cerebral hemispheres, 
with the exception, by and large, of the lower face, unilateral dysfunctions of the 
upper motor neuron, i.e., primary motor cortex and corticobulbar tracts, usually 
fail to elicit persistent dysarthria. By contrast, bilateral damage to these structures 
either at the cortical or the subcortical level (e.g., pseudobulbar palsy) may give 
rise to the syndrome of spastic dysarthria, characterized by, among other things, 
slowed speaking rate, reduced range of orofacial movements, velar insufficiency, 
and hyper-adduction of the vocal folds. in its extreme, anarthria and/or aphonia 
may develop under these conditions, e.g., the foix-Chavany-Marie syndrome. in 
case of a supranuclear localization of the relevant lesion, orofacial, pharyngeal, 
and laryngeal reflex mechanisms must be preserved, and emotional mimic or 
vocal behavior remains intact as long as the efferent bulbar projections of mesio-
frontal motor areas are spared. By contrast, damage to the brainstem nuclei and 
the cranial nerves (lower motor neuron), engaged in the innervation of vocal tract 
structures, compromises both verbal and nonverbal functions of the respective 
muscle groups.

Unilateral damage to the corticobulbar system yields, as a rule, only mild and 
transient dysarthric impairments (see above), developing into, by and large,  
normal phonatory and articulatory functions within a time interval of several days 
to a few weeks (Urban et al., 1999). in order to further delineate the neural basis 
of these rapid recovery processes, Muellbacher and co-workers (1999) studied the 
role of the intact hemisphere in subjects suffering from a unilateral hypoglossal 
paresis after hemispheric stroke, using transcranial magnetic stimulation tech-
niques. in five out of a total of six patients, the abnormal conduction characteris-
tics of the crossed cortico-nuclear pathways, arising within the affected hemisphere, 
persisted even after complete recovery of tongue paresis. These observations  
suggest that pre-existing uncrossed motor pathways of the intact hemisphere 
participate in the compensation of these cranial nerve deficits. a subsequent  
investigation of lingual motor functions revealed the muscle fibers of either side 
of the tongue to receive the same information from each hemisphere in terms of 
inhibitory and facilitatory control signals. as a consequence, contra- and ipsilateral 
functions of the axial musculature engaged in speech production seem to depend 
upon a common cortical network, conveying identical signals to the brainstem 
motor nuclei on either side (Muellbacher et al., 2001). The notion that contralesional 
structures compensate for lost articulatory skills after unilateral infarctions has 
also been supported by a recent follow-up functional imaging study in a patient 
with left-hemisphere striato-capsular infarction: The emergence of a mirror-like 
reversal of hemodynamic activation at the level of motor cortex and cerebellum 
was found to parallel recovery of speech (riecker et al., 2002).

geschwind (1969) assumed left-hemisphere dominance of speech production 
to extend beyond linguistic aspects of language processing to the cortical areas 
steering vocal tract motor functions. This organizational pattern of neural control 
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mechanisms might avoid lateral competition during innervation of midline vocal 
tract muscles and, thus, prevent asynchronous input to the relevant brainstem 
nuclei. So far, however, clinical data provide only weak empirical support for  
this model. indeed, a recent study reported a relative dominance of left-sided 
lesions of the cortico-nuclear system in a group of 53 patients suffering from 
dysarthria after unilateral extra-cerebellar stroke (89 percent left- as compared to 
11 percent right-hemisphere involvement; Urban et al., 2006). in line with preceding 
reports, nevertheless, these findings point toward a considerable, i.e., non-negligible, 
subgroup of patients with transient speech motor deficits subsequent to right-
sided damage to the upper motor neuron (duffy & folger, 1996; Urban et al., 
1997, 2000).

8.4.2 Syndromes of hypo- and hyperkinetic dysarthria: Disorders of the basal 
ganglia Parkinson disease (Pd, also known as idiopathic Parkinsonian syn-
drome) is primarily characterized by progressive degeneration of dopaminergic 
pathways, arising within the substantia nigra and projecting to the basal  
ganglia. The salient motor signs of this disorder such as akinesia, bradykinesia, 
hypokinesia, and rigidity are assumed to reflect presynaptic depletion of this 
neurotransmitter at the level of the striatum. Tracing back to the work of darley 
et al. (1975), the same pathomechanisms, acting upon vocal tract muscles, are 
considered to be engaged in Pd dysarthria, giving rise to, among other things, 
monotonous pitch, reduced loudness, breathy and harsh voice quality, and impre-
cise articulation (see, e.g., duffy, 2005). Hence, these perceived speech motor 
deficits are lumped together into the syndrome of hypokinetic or rigid dysarthria. 
Whereas dopamine substitution and/or dopamine agonists have a significant 
impact upon, e.g., upper-limb motor functions, dysarthric deficits show, by con-
trast, a less pronounced or even missing responsiveness to this therapeutic  
approach. Similar discrepancies have been reported for surgical procedures such 
as the more recent technique of deep brain stimulation. as a consequence, these 
data point toward a significant contribution of nondopaminergic mechanisms to 
Pd dysarthria (Pinto et al., 2004, 2005).

Besides Pd, Huntington chorea (HC), an autosomal-dominant hereditary dis-
order, represents, within some limits, a further paradigm of a striatal dysfunction. 
Whereas the degenerative process, at least in the earlier stages of the disease, 
predominantly involves the caudate nucleus and the putamen, other components 
of the basal ganglia, the thalamus, the cerebellum as well as neocortical areas also 
will be compromised during further follow-up. The characteristic clinical signs 
of HC encompass choreatic hyperkinesia, personality changes such as increased 
irritability, and progressive decline of cognitive functions. Perceptual speech 
evaluation in these patients revealed, among other things, fluctuating pitch and/or 
loudness, involuntary vocalizations, and “overshooting” articulatory gestures, 
abnormalities assumed to reflect hyperkinetic activity of vocal tract muscles  
(duffy, 2005). The few available instrumental investigations of HC dysarthria, 
e.g., segment measurements at the acoustic speech signal and kinematic analyses 
of lower-lip movements, do not yet allow for unambiguous inferences on the 
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pathomechanisms of these speech motor deficits (see, e.g., Hertrich & ackermann, 
1994, as well as ackermann, Hertrich et al., 1997).

it is widely acknowledged that the various subcomponents of the basal ganglia 
are embedded into several parallel reentrant cortico–subcortico–cortical circuits, 
arising in distinct areas of the frontal lobes and projecting back via specific  
thalamic nuclei to their origin (delong & Wichmann, 2007). Based mainly upon 
anatomical labeling and tracing studies in subhuman species, there is experi-
mental evidence for up to five separate routes. roughly, the motor loop, the most 
widely studied pathway, includes primary motor cortex as well as several pre-
motor areas, including SMa, the putamen, a direct and an indirect pathway through 
the basal ganglia, and, finally, distinct thalamic nuclei. By contrast, cognitive  
capabilities are assumed to be associated with connections between prefrontal 
cortex and the caudate nucleus, whereas limbic-affective functions depend on 
projections of aCg to the ventral striatum. functional imaging data obtained in 
humans are consistent with at least a tripartite division of the striatum into motor, 
associative, and limbic zones (Postuma & dagher, 2006). The suggestion of parallel 
circuits running through the basal ganglia does not necessarily imply strictly 
segregated data processing. as an alternative, the “information funneling” hypo-
thesis proposes that the various loops enter these subcortical nuclear complexes 
via separate subcomponents of the neo- and ventral striatum, but converge towards 
the pallidum and/or substantia nigra (Parent & Hazrati, 1995). on these grounds, 
the implementation of affective prosody during speech production could be bound 
to a “cross talk” between limbic and motor circuits within the basal ganglia.

rather than neurodegenerative diseases such as Pd or HC, focal pathology 
might allow for more fine-grained correlations between the various cortico– 
striato–thalamo–cortical loops and different functional aspects of speech motor 
control. Unfortunately, the available data, based mainly upon subjects suffering 
from a striatocapsular ischemic infarction or basal ganglia hemorrhage, do not 
yet provide unequivocal topographic evidence in these regards. These lesions 
nearly always encroached upon the adjacent corticobulbar fiber tracts at the level 
of the corona radiata or the internal capsule, especially its anterior limb. as a 
consequence, the observed dysarthric deficits cannot be unambiguously assigned 
to the striatum, especially in the absence of a detailed auditory–perceptual eva-
luation of spoken language production (see, e.g., Bhatia & Marsden, 1994; as well 
as Weiller et al., 1993). notably, however, some patients showed severe and per-
sistent dysarthria even following unilateral damage to subcortical structures.

So far, only few data on the articulatory and phonatory dysfunctions in subjects 
with lesions confined to the basal ganglia have been reported. Whereas a patient 
suffering from an isolated lesion restricted to the left caudate nucleus exhibited 
severe speech motor deficits, as part of a choreatic syndrome (Hesselink et al., 
1987), other studies point at a rather limited contribution of this component of 
the basal ganglia to speech motor control (e.g., Caplan, 1990), in line with the 
suggestion that the caudate nucleus is embedded into the cognitive, rather than 
the motor cortico–striato–thalamo–cortical loop. Based upon a group of patients 
with capsulostriatal infarctions, Mega and alexander (1994) assumed hypophonic 
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and dysprosodic speech in these instances to reflect disruption of the basal  
ganglia motor circuit, especially, at the level of the putamen. Some clinical evidence 
for a participation of the left pallidum in motor aspects of speech production 
derives from the observation of dysarthric deficits, however, of a mostly tran-
sient nature, subsequent to hemorrhagic lesions of this basal ganglia component  
(alexander & loVerme, 1980). The reported profile of speech motor signs, i.e., 
“hypophonic” and “mumbling” verbal utterances, closely resembles the syndrome 
of hypokinetic dysarthria as observed in Pd. a similar constellation has also been 
noted in a case of bilateral ischemic damage to the thalamus (ackermann, Ziegler 
et al., 1993). Most presumably, the infarction encroached upon target areas of  
the efferent pallidal projections, giving rise, thereby, to a disruption of the cortico–
striato–thalamo–cortical motor loop.

8.4.3 Ataxic dysarthria and the role of the cerebro–cerebellar loop Speech 
motor deficits have been observed in a variety of cerebellar disorders, e.g., gunshot 
injuries, hereditary or sporadic degenerative diseases, and ischemic infarctions, 
predominantly within the territory of the superior cerebellar artery (for a review 
see ackermann & Hertrich, 2000). The classical description of cerebellar dysarthria 
emphasizes irregular articulatory breakdown, harsh voice quality, reduced speaking 
rate, and “scanning speech” as salient perceptual characteristics (ataxic dysarthria). 
relating articulatory and phonatory abnormalities in olivo-ponto-cerebellar atrophy 
to the distribution of infratentorial glucose metabolism, fluctua tions and irregu-
larities of speaking rate, pitch, loudness, and voice quality have been emphasized 
as the core signs of ataxic dysarthria (kluin et al., 1988).

especially in children, surgical resection of cerebellar midline tumors may give 
rise to transient mutism, arising, usually, within several days after inter vention 
and resolving across a time interval of up to a few months. More rarely, similar 
constellations have been observed in adults or in other pathological conditions, 
e.g., occlusion of the basilar artery (nishikawa et al., 1998). Since transient mutism 
does not necessarily develop into dysarthric deficits during further follow-up, 
this condition, most probably, does not exclusively reflect impaired motor control 
mechanisms (ozimek et al., 2004; see ackermann et al., 2007, for a recent review).

So far, discrepant data are available with respect to the topographic basis of 
cerebellar dysarthria. Whereas an early investigation reported a higher preval-
ence of articulatory and phonatory deficits in association with damage to the  
left hemisphere (lechtenberg & gilman, 1978), subsequent studies found a pre-
dominance of contralateral lesions (ackermann et al., 1992; Urban et al., 2006). 
furthermore, ataxic dysarthria appears to be predominantly bound to ischemia 
within the area of blood supply of the superior cerebellar artery (for a review, see 
ackermann & Hertrich, 2000). nevertheless, speech motor deficits have also been 
noted in lesions of more inferior portions of the cerebellum, though less frequently. 
as a consequence, the “localizing value” of cerebellar dysarthria is still a matter 
of controversy.

Besides the cerebellum proper, damage both to its afferent and efferent fiber 
tracts may compromise speech motor control mechanisms. during the early stages 
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of the disease, the articulatory and phonatory dysfunctions associated with  
friedreich ataxia reflect, presumably, a disruption of afferent pathways con-
veying sensory information arising in the vocal tract to the cerebellum (see, e.g., 
ackermann & Hertrich, 2000). in addition, ataxic dysarthria has been observed in 
a patient suffering from an ischemic meso-diencephalic lesion, obviously encroach-
ing upon efferent projections of the cerebellum to thalamic target nuclei (von 
Cramon, 1981).

9 Cerebral Networks of Speech Motor Control: 
Functional Hemodynamic Imaging Studies

9.1 Physiological background of positron emission 
tomography (PET) and functional magnetic  
resonance imaging (fMRI)

Based upon animal experimentation, an “automatic” increase of regional cerebral 
blood flow (rCBf) in response to local variations of neural activity was first  
suggested in the late nineteenth century (“neurovascular coupling”; for references, 
see ackermann, riecker et al., 2004). Thus, registration of hemodynamic changes 
should provide a feasible means for the identification of cerebral structures  
engaged in distinct sensorimotor or cognitive tasks.

early approaches such as the Xenon clearance technique used radioactive inert 
gases as rCBf tracers. a series of studies considered “automatic speech,” i.e., 
highly overlearned word strings such as the names of the months of the year, as 
an experimental paradigm of speech production (see ackermann, Wildgruber  
et al., 1997, for a review). Because of limited spatial resolution, these procedures 
provided only coarse topographic information. at the present time, PeT and fMri 
represent the two most important brain imaging techniques based on neuro-
vascular coupling mechanisms. alternatives such as near-infrared spectroscopy 
(nirS) have not yet been applied to speech motor control issues. PeT makes use 
of the unique radioactive decay characteristics of positrons, i.e., positively charged 
particles given off by the nucleus of unstable atoms such as 15o. emitted positrons 
lose their kinetic energy after traveling just a few millimeters in brain tissue and 
ultimately are attracted to the negative charge of electrons. annihilation of these 
two particles creates two very powerful photons that leave the respective area  
in exactly opposite directions. Because of their high energy, the photons easily 
exit the skull at the speed of light. during PeT scanning, the subject’s head is 
placed within a corona of radiation detectors, electronically coupled via so-called 
coincidence circuits. following the injection of a small amount of 15o-labeled 
water, the radioactive substance accumulates at the level of the cerebral cortex in 
direct proportion to local blood flow and, thus, local neural activity. if two detec-
tors record a photon simultaneously, i.e., within a specified time interval, the 
annihilation event must have occurred on the respective connecting line. These 
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collisions are counted and the data converted into an image of cerebral blood 
flow during the one-minute interval following injection. Besides rCBf, meta-
bolic processes such as glucose consumption also show a strong correlation with 
the degree of neural activity. Using a feasible biological probe, PeT also allows 
for the calculation of local cerebral metabolic rates for glucose (lCMrglc) within 
distinct brain structures. Because of a rather long delay between administration 
of the tracer and subsequent measurements, extending across tens of minutes, 
this method is of limited relevance for the study of speech motor control in  
normal subjects, but has been applied, e.g., to correlate the distribution of hypo-
metabolic areas with speech motor deficits in patients suffering from olivo-ponto-
cerebellar atrophy (kluin et al., 1988).

By contrast to PeT, the more recent fMri technology represents a completely 
noninvasive procedure, based on the detection of endogenous tissue contrasts. 
furthermore, this technique offers superior spatial resolution approximating that 
of anatomical Mr imaging. deoxygenated hemoglobin acts as a paramagnetic 
agent that compromises the T2*-weighted Mri signal. now, neural activity  
within circumscribed brain areas gives rise to a transient local increase in rCBf 
and/or blood volume. The enhanced oxygen supply surpasses the respective 
metabolic demands. fast Mri acquisition procedures allow for the monitoring of 
so-called magnetic susceptibility effects, reflecting the shift in the balance between 
paramagnetic deoxyhemoglobin and its diamagnetic variant oxyhemoglobin.  
Thus, neural activity can be detected indirectly as an increase in the local  
T2*-weighted Mri signals (blood oxygen level dependent (Bold) effect: more 
diamagnetic oxyhemoglobin = less paramagnetic deoxyhemoglobin = less dis-
tortion of T2*-weighted magnetic resonance signals). Besides hemodynamic  
PeT measurements, fMri thus also allows for the detection of local changes  
in cerebral blood flow, serving as an indirect parameter of neural activity. How-
ever, articulatory gestures during spoken language production may give rise  
to motion-induced Bold signal changes that, eventually, confound the effects  
of experimental tasks. Some early studies considered silent speech as a surrogate 
of overt verbal utterances, assuming both behaviors to be bound to overlapping 
networks of cerebral structures (e.g., Wildgruber et al., 1996). as an alternative, 
several procedures have been introduced that may disentangle speech-related 
movement artifacts and task-induced hemodynamic responses. for example, verbal 
utterances can be restricted to pauses of image acquisition, taking advantage  
of the physiological delay of the hemo dynamic response to a given task (gracco 
et al., 2005).

9.2 Cerebral correlates of the phonetic/articulatory  
stage of speech production

The first systematic account of the cerebral circuitry underlying speech motor 
control emerged as a byproduct of a PeT investigation of lexical aspects of single-
word processing (Petersen et al., 1989). Subjects were confronted with a set  
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of tasks of increasing complexity: (a) fixation of a sign appearing on a screen,  
(b) passive exposure to written or spoken english nouns, (c) spoken repetition of 
auditorily or visually applied items, and (d) generation of a verb semantically 
related to the presented noun (hierarchical subtraction design). it was assumed 
that subtraction of the hemodynamic responses to the second stage of performance, 
i.e., passive viewing of or listening to words, from the rCBf effects bound to the 
third level, i.e., loud repetition of the nouns, should isolate the brain areas related 
to motor aspects of speech production. Besides activation of SMa, although of  
a rather faint degree, bilateral responses of sensorimotor cortex and anterior–
superior portions of the cerebellum could be noted. furthermore, and quite  
unexpectedly, an activation spot “buried” in the depth of the lateral sulcus emerged, 
whereas, by contrast, both Broca’s area and basal ganglia did not show any sig-
nificant hemodynamic effects. in line with several sporadic obser vations (for 
references see ackermann, riecker et al., 2004), a subsequent PeT study based 
upon the repetition of auditorily applied nouns (versus stimulus anti cipation) 
was able to assign the intrasylvian response to the anterior insula (Wise et al., 
1999; significant effects restricted to the left side).

More than 80 functional imaging studies addressing single-word processing 
(picture naming, verb/noun generation, word/pseudoword reading and listening) 
have been published so far. Using these data, a recent comprehensive meta-
analysis tried to delineate the cerebral correlates of several distinct stages of speech 
production: lexical selection, phonological code retrieval, syllabification, phonetic/
articulatory processes, and self-monitoring (indefrey & levelt, 2004). as a basic 
assumption, this review suggested overt tasks to engage both syllabification and 
phonetic/articulatory operations, whereas silent verbal performance must be  
expected, more or less, to spare the latter stage. The contrast of overt (aloud) and 
covert (silent) conditions thus should allow for the delineation of motor aspects 
of speech production “downstream” to language formulation.

Comparison of the two modes of single-word production resulted in the identi-
fication of altogether 17 cerebral structures associated with phonetic/articulatory 
operations, 12 of them pertaining to the central-motor system, e.g., ventral parts 
of sensorimotor cortex, dorsolateral premotor areas, SMa, thalamus, cerebellum, 
and the midbrain. The remaining five brain regions, among others, right-hemisphere 
posterior ifg and occipital areas, lack a direct relationship to movement con-
trol. rather than phonetic/articulatory processing, most notably intrasylvian  
cortex was found to serve phonological code retrieval and Broca’s area to medi-
ate syllabification processes. at the lateral surface of the left hemisphere, the 
cortical area linked to motor aspects of speech production roughly encompasses 
the lateral third of sensorimotor cortex, bounded by the pre- and postcentral sulci 
as well as the Sylvian fissure, but sparing posterior ifg. as a consequence, this 
review failed to differentiate between primary motor and premotor/opercular 
components of speech motor control, a functional compartmentalization indicated 
both by clinical data and direct electrical cortex stimulation. furthermore, these 
data are at some variance with a probabilistic topographic description of the 
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“mouth region” or, to be more specific, the primary sensorimotor representation 
of all muscles engaged in speech production, based upon a series of functional 
imaging studies (overt speech tasks such as reading/repetition of single words, 
counting etc.; fox et al., 2001). The observed activation spots, extending within 
both hemispheres across a distance of about 2 cm along the three Talairach  
coordinates, were strictly separated from hemodynamic responses arising within 
Broca’s area (Ba 44) and the opercular portion of precentral gyrus (Ba 6; see 
figure 6.2a).

in order to obtain a more refined model of the compartmentalization of pos-
terior ifg and lower precentral convolution, a recent meta-analysis compiled 43 
functional imaging studies with a focus on the phonological level of speech pro-
duction (Vigneau et al., 2006). as a result, the lower frontal convexity was assumed 
to encompass three distinct levels of phonetic/articulatory processing, i.e., “an 
upper motor area for mouth motion control, a lower premotor area in the pre-
central gyrus that is dedicated to pharynx and tongue fine-movement coordination, 
and a sensory-motor integration region in the rolandic operculum” (Vigneau  
et al., 2006, p. 1419). However, visual inspection of the displayed maps reveals a 
rather continuous band of activation spots, and the observed hemodynamic  
responses within the lateral convexity of the frontal lobe do not segregate into 
three distinct clusters. Whereas precentral activation, indeed, encroaches upon 
the primary motor area of vocal tract musculature (see for comparison the prob-
abilistic description of the “mouth area” in fox et al., 2001), the separation of  
a “lower premotor pharynx and tongue region” subserving “fine-movement  
coordination” from a “sensory-motor integration region in the rolandic operculum” 
is not borne out by the presented data. it remains obscure, furthermore, how far 
“fine-movement coordination” and “sensory-motor integration” differ from each 
other in terms of motor control processes.

The meta-analyses referred to are based upon studies not specifically designed 
for the investigation of the cerebral correlates of the articulatory/phonetic stage 
of spoken language. as an alternative, more focused functional imaging studies 
can be expected to provide a more fine-grained display of the cerebral organiza-
tion of speech motor control. a widespread and mostly bilateral pattern of activa-
tion spots was found to be associated with the production of the isolated vowel 
/ah/, including precentral gyrus, mesiofrontal areas, posterior insula, superior 
temporal lobe, thalamus, basal ganglia, red nucleus, and the cerebellum (Sörös  
et al., 2006). Since this task had been contrasted with a rest condition, a variety of 
speech-unspecific responses must be expected, besides the cerebral correlates of 
articulatory/phonatory functions. for example, the authors refer to “self-awareness 
of movement” as an explanation of the observed bilateral recruitment of the 
posterior insula. furthermore, there is some evidence that rest conditions may 
represent a specific “activation state”, confounding the effects of experimental 
tasks (e.g., raichle et al., 2001). Comparison of CV utterances (/pa/, /ta/, or  
/ka/) and the polysyllabic item /pataka/ with the vowel task revealed activation 
spots within the temporal lobes (CV and /pataka/) as well as hemodynamic 
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responses of the basal ganglia and the cerebellum (/pataka/; Sörös et al., 2006). 
Whereas the rather extensive responses of the temporal gyri can be explained in 
terms of central-auditory and phonological processing, the additional subcortical 
Bold signal changes might reflect enhanced demands upon the control of vocal 
tract muscles in association with syllable sequencing (see below). Unexpectedly, 
production of the polysyllabic item elicited neither activation of premotor nor  
of the anterior insular cortex of the left hemisphere, though damage to these  
regions may give rise to severe disruption specifically of the polysyllabic variant 
of syllable repetition tasks.

9.3 Functional organization of the cerebral network  
of speech motor control: Some insights from 
functional imaging

9.3.1 The impact of syllable sequencing and syllable complexity upon hemo-
dynamic activation patterns during verbal tasks The available clinical data do 
not yet provide a coherent picture of the cerebral correlates of verbal apraxia (see 
above). Since this syndrome is assumed to reflect a deficit in the “programming” 
of vocal tract movements and since the demands on “motor planning” must be 
expected to increase with utterance length, a recent fMri study suggested that 
hemodynamic activation of the insula covaries with this parameter of spoken 
language (Shuster & lemieux, 2005). indeed, overt (versus silent) repetition of 
mono- and multisyllabic nouns was found to be associated with activation spots 
arising at the floor of the Sylvian fissure. Whereas, however, the longer items 
yielded significantly enhanced hemodynamic responses of the inferior parietal 
lobule, the precentral convolution (Ba 6), and posterior parts of ifg (Ba 44) of 
the left hemisphere, a comparable effect of intrasylvian structures did not emerge. 
although both the dorsolateral convexity of the frontal lobe and the insular cor-
tex in the depth of the lateral sulcus seem to pertain to the articulatory/phonetic 
network of speech production, these structures might subserve different control 
mechanisms.

The phonotactic rules of, e.g., the german or the english language allow for  
a variety of syllable onset structures (V, CV, CCV). Besides utterance length, in 
terms of the number of enclosed syllables, consonant clusters pose presumably 
higher demands on articulatory/phonetic control mechanisms as compared to 
CV units (aichert & Ziegler, 2004). a recent elaborate fMri study used four  
tri-syllabic items (/ta-ta-ta/, /ka-ru-ti/, /stra-stra-stra/, /kla-stri-splu/), system-
atically varied in sequence complexity (the same three versus three different  
items in a row) and syllabic complexity (CV versus CCCV onset) as test mater-
ials (Bohland & guenther, 2006). Since the experimental design included  
both “go” and “no go” trials, overt task performance could be contrasted with a 
state of being prepared to produce the same items. The “minimal” cerebral net-
work of overt speech production, in terms of the conjunction of hemodynamic 
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activation across the four test materials considered (versus baseline), was found 
to encompass, among other things, the post- and precentral gyrus, encroaching 
upon posterior ifg, the anterior insula, superior temporal cortex, SMa, the basal 
ganglia, thalamic areas, and the superior cerebellar hemispheres. Significant  
left-lateralization effects emerged at the level of intrasylvian cortex, by contrast, 
posterior ifg and, at variance with a preceding study (riecker et al., 2000b), 
sensorimotor cortex failed to display comparable side-differences of hemodynamic 
activation. The contrast of “go” and “no go” trials revealed, by and large, the  
same response pattern. an increase of stimulus complexity in either dimension 
yielded, as expected, enhanced activation of at least some components of the “basic 
speech network.” Since CC- and CCC-consonant clusters, as a rule, encompass 
more articulatory gestures than CV syllables, enhanced demands upon movement  
execution mechanisms must be expected. Under these conditions, a recruitment of 
further cortical areas such as parietal structures and additional left-lateralization 
effects within ventral premotor cortex could be observed. as an explanation,  
the low-frequency, hyper-complex syllables of the CCC-condition might pose  
additional demands on motor programming, giving rise to lateralized activation 
of parietal (sensory) and inferior-frontal (motor) components of the speech  
planning system.

9.3.2 Contribution of the basal ganglia and the cerebellum to syllable 
rate control

Hemodynamic rate–response functions as compared to the production of lexical 
items or pseudo-words, syllable repetitions represent a more direct probe of  
articulatory performance, lacking any significant impact of perceptual processes, 
grapheme–phoneme transformation, lexical or syntactic operations. furthermore, 
this task performed as fast as possible (oral diadochokinesis) has been claimed 
to represent a sensitive and, within some limits, a specific overall mea sure of 
dysarthric deficits (e.g., kent et al., 1987). for example, a reduced maximum syllable 
repetition rate has been observed in patients with spastic or ataxic dysarthria.  
By contrast, subgroups of patients with Wilson or Parkinson disease may even 
exhibit “speech hastening,” i.e., involuntary acceleration of speaking rate, while 
speech tempo, otherwise, is found largely unimpaired in these disorders (duffy, 
2005). in order to further elucidate the differential con tribution of the various 
components of the cerebral speech motor network to rate control, a fMri study 
of our group measured hemodynamic brain activa tion during syllable repetitions 
at different rates (2.0, 2.5, 3.0, 4.0, 5.0, 6.0 Hz), synchronized either to an auditorily 
applied pacing signal or produced in a self-paced manner (riecker et al., 2005, 
2006). Significant hemodynamic main effects, calculated across all repetition rates 
(versus passive listening to the ac oustic pacing signals), emerged within SMa, 
precentral areas, dorsolateral frontal cortex, including Broca’s region, anterior 
insula, thalamus, basal ganglia, and cerebellum. dorsolateral frontal and intra-
sylvian cortex as well as the caudate nucleus showed lateralized responses in 
favor of the left side, whereas the other components displayed a rather bilateral 
activation pattern (figure 6.7).
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Figure 6.7 Hemodynamic main effects during syllable repetitions (group averages) 
computed across six frequency conditions (gray spots), displayed on transverse sections 
of the averaged anatomic reference images (z = distance to the intercommisural plane;  
l = left hemisphere, r = right hemisphere). Significant responses emerged within SMa 
(first scan from left), bilateral sensorimotor cortex (second scan), bilateral basal ganglia, 
left anterior insula, left inferior frontal gyrus (third scan), superior (fourth scan) and 
inferior parts (fifth scan) of both cerebellar hemispheres.

Figure 6.8 Both cerebellar hemispheres exhibit a positive rate–response function, 
characterized, most notably, by a step-wise increase of the hemodynamic response at 
about 3 Hz. (from riecker et al., 2005)
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Since damage to these cerebral structures compromises verbal behavior, giv-
ing rise to dysarthria, apraxia of speech, or transcortical motor aphasia (see  
above), these findings are in good accord with clinical data. as a second step of 
signal analysis, hemodynamic rate–response functions were calculated. SMa 6, 
sensori motor cortex, anterior insula, and the cerebellar activation spots showed 
a positive linear rate–response relationship, i.e., the Bold signal increased in 
parallel with syllable repetition rate. a variety of functional imaging studies  
had revealed mass activation effects, i.e., a parallel increase of Bold response 
and motor demands, within the cortical hand representation area and SMa 6 
during finger tapping tasks and joystick movements (for references, see riecker 
et al., 2005). These data have been assumed to reflect a tight relationship be-
tween neuronal activity and movement velocity as documented, e.g., by single-
cell recordings within monkey motor cortex. Quite conceivably, the same  

Figure 6.9 group averages of hemodanymic activation across subjects, calculated 
separately for the six stimulus rates each. note, no. 1 refers to 2 Hz, 2 = 2.5 Hz, etc. 
(dark columns = right hemisphere, light columns = left hemisphere). Bilateral putamen/
pallidum and left caudate nucleus show a negative rate–response relationship. (from 
riecker et al., 2005)
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mechanisms are engaged in oral diadochokinesis tasks at the level of frontal and 
intrasylvian cortex.

in accordance with a previous investigation based upon silent (covert) syllable 
repetitions (Wildgruber et al., 2001), the cerebellar activation spots at either side 
showed, though less pronounced, a step-wise increase of the Bold signal between 
3 and 4 Hz (figure 6.8). Most notably a series of preceding acoustic studies of our 
group had revealed that syllable rate did not fall below a value of 3 Hz in patients  
with ataxic dysarthria during oral diadochokinesis and sentence production tasks  
(Hertrich & ackermann, 1997b). Taken together, these clinical and functional 
imaging data appear to indicate that the cerebellum “pushes” speaking rate beyond 
a level of about 3 Hz. Syllable repetitions and connected speech, indeed, may differ, 
at least to some extent, in their underlying motor control mechanisms. (see, e.g., 
Ziegler, 2002, for a further discussion). Hence, any inferences from brain activa-
tion data based upon syllable repetition paradigms to sentence production must 
be considered with some caution.

as a novel finding, parametric signal analysis revealed a negative linear  
relationship between syllable rate and hemodynamic response within bilateral 
putamen/pallidum as well as left caudate nucleus (figure 6.9). in accordance 
with these data, recent PeT studies reported an inverse relationship between a 
volume–mean normalized measure of rCBf and syllable frequency at the level 
of right caudate nucleus both in normal speakers and ataxic subjects (Sidtis  
et al., 2003, 2006). on a global scale, therefore, these subcortical structures seem  
to be characterized by a decline of hemodynamic activation in response to an 
increase of motor demands, at least during repetitive movements. Conceivably, 
the observed negative rate–response profiles reflect a more efficient organization 
of higher-frequency movements at the level of the basal ganglia. These sugges-
tions could explain why Pd, as a rule, fails to disrupt oral diadochokinesis  
tasks, in contrast to other central-motor disorders, and why this disorder eventu-
ally may even give rise to a “hastening phenomenon,” i.e., involuntary accelera-
tion of speech tempo (ackermann, gröne et al., 1993; ackermann, konczak et al., 
1997).

Preparation/initiation and movement execution during syllable repetition Besides the 
calculation of rate–response relationships, the time series of the Bold signal 
across syllable repetitions derived from the various components of the cerebral 
network of speech motor control were compared to each other (“functional con-
nectivity analysis”; for further details see riecker et al., 2005). Most notably, these 
areas segregated into two clusters (see figure 6.10): left SMa, Broca’s area, left 
anterior insula, and right cerebellar hemisphere, on the one hand, left SMC, left 
thalamus and basal ganglia, and right cerebellum, on the other hand, were found 
to be interconnected each by high (0.75–0.9) and very high (> 0.9) correlation  
coefficients).

To further characterize the temporal behavior of the functionally associated 
brain areas, a voxel-wise comparison of the measured Bold signal changes  
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with the canonical hemodynamic response function was conducted. SMC of  
either hemisphere displayed the expected time course of hemodynamic activa-
tion. as a rule, the onset of cerebral hemodynamic responses to a perceptual, 
motor or cognitive task is delayed by about two seconds, and the decline of the 
elevated Bold signal towards rest level starts at a similar interval after offset of 
stimulation or behavioral performance (figure 6.11). furthermore, visual analysis 
revealed a similar temporal pattern within the basal ganglia (left putamen/ 
pallidum and left caudatum), left thalamus as well as inferior aspects of the 
cerebellar hemispheres. Thus, this network seems to be engaged in motor ex-
ecution processes in terms of either the generation of motor control signals steer-
ing the “speech apparatus” or in the transmission and processing of reafferent 
input.

in contrast to this “motor execution loop,” the hemodynamic responses of the 
various components of the other cluster were characterized by an earlier onset 
and a shorter duration. Tentatively, this second network might be linked to pre-
paratory activities or movement initiation mechanisms (“preparation/initiation 
network”). Based upon these data, the two separate cerebellar activation spots 
appear to participate in different aspects of speech motor control. These findings 
are in accord with neuroanatomic tracer studies which revealed the cerebro- 
cerebellar pathways to be organized into several parallel closed loops (kelly & 
Strick, 2003).

Figure 6.10 Quantitative functional connectivity analyses: computed correlation 
coefficients across the time series of the Bold signal within the volumes of interest 
considered, i.e., the areas of a hemodynamic main effect (bold lines = correlation 
coefficient > 0.9, thin lines = 0.75–0.9, low and intermediate correlations not  
depicted).

Supplementary
Motor Area

(a)
Motor Cortex

Dorsolateral
Frontal Cortex Anterior Insula

Superior
Cerebellum

Motor preparation
initiation

Motor execution

Inferior
Cerebellum

Thalamus Putamen/
Pallidum

Caudatum



 Brain Mechanisms Underlying Speech Motor Control  237

9.4 Covert generation of verbal utterances  
(“inner speech”)

internal speech has been considered a pre-articulatory, but otherwise fully parsed 
speech code (levelt et al., 1999). as a consequence, the investigation of covert 
verbal utterances might provide a “window” into preparatory activities preceding 
actual performance of movement sequences and allow for the delineation of the 
cerebral correlates of motor programming or planning processes. These sugges-
tions must, however, be considered with some caution, since inner speech can be 
associated with subliminal activity of the tongue musculature (Sokolov, 1972).

in order to delineate the cerebral network mediating covert or imagined verbal 
utterances, an earlier fMri study asked subjects to produce automatic speech, i.e., 
the ongoing recitation of the months of the year. By contrast to the production  
of single nouns, this task provides an opportunity to address fluent or connected 

Figure 6.11 Upper panel: at the level of the motor cortex (bold line = left hemisphere, 
regular line = right hemisphere), the hemodynamic response shows a characteristic 
delay of 2 to 3 seconds with respect to task onset (horizontal bar = duration of the 
syllable synchronization task, extending across 6 seconds), then develops in a near-
plateau, and finally extends beyond the offset of syllable repetitions for several seconds, 
i.e., the well-established and characteristic temporal pattern of hemodynamic activation 
in response to a motor task or to sensory stimulation. at the level of the motor cortex,  
it can be expected that neural activity starts some milliseconds in advance of the onset 
of syllable repetitions. lower panel: Most notably, a different pattern can be observed  
at the level of SMa, indicating an engagement of this area in preparatory activities or  
in movement initiation. (from riecker et al., 2005)
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verbal output, in the absence of any relevant demands on lexical retrieval or 
syntactic processing. and since automatic speech can be expected to elicit a rather 
monotonous mode of speech production, no significant confounding impact of 
intonational suprasegmental patterns must be expected. as a control condition, 
participants reproduced a nonlyrical tune drawn from a serenade in order to avoid 
any retrieval of propositional materials. Whereas covert speech was found to  
elicit exclusive activation of left-hemisphere precentral gyrus as well as the con-
tralateral cerebellar structures silent singing resulted in an opposite response 
pattern encompassing right premotor cortex and superior aspects of the left  
cerebellar hemisphere (ackermann et al., 1998; riecker et al., 2000a).

High-frequency syllables, by definition, pertain to the most exercised motor 
activities and, therefore, should represent highly overlearned movement patterns. 
These syllable-sized articulatory programs (“mental syllabary”) are assumed to be 
stored within the premotor cortex of the language-dominant hemisphere (levelt, 
2001). Conceivably, the observed hemodynamic response of left-sided precentral 
areas during inner speech reflects activation of the assumed mental syllabary. 
Based upon this model, word forms comprising two or more syllables or phrases, 
extending across several lexical items, are not stored as prespecified motor  
routines, and the sequencing of syllabic units into larger utterances thus must be 
performed online during speech. Besides left-hemisphere premotor cortex, “inner 
speech” was found to be associated with significant hemodynamic activation of 
the contralateral cerebellar hemisphere. acoustic and kinematic analyses of ataxic 
dysarthria suggest the cerebellum provides a platform for the sequencing of syll-
ables and, thus, subserves the concatenation of the retrieved syllable templates 
into smooth, i.e., coarticulated utterances at a speaker’s habitual speech tempo (for 
a review see ackermann, Mathiak et al., 2004). as a consequence, the cerebellum 
might engage into the temporal syllabic organization of spoken verbal utterances 
even at a pre-articulatory level.

a recent fMri study found silent single-word repetition to be associated with 
a more widespread network of cerebral structures, including right-hemisphere 
areas, even in contrast to overt production of the same items (Shuster & lemieux, 
2005). Presumably, the much more restricted activation pattern during automatic 
speech reflects the simplicity of this task, lacking, e.g., significant demands upon 
lexical retrieval or prosodic modulation.

9.5 Comparison of verbal and nonverbal  
orofacial movements

early functional imaging studies of word processing had used a compound sub-
traction procedure in order to separate cognitive (lexical retrieval) and motor 
aspects (articulation/phonation) of spoken language production (e.g., Petersen et al., 
1989). as a probe of the validity of this approach, a more recent PeT study applied 
the principles of “decomposition logic” on speech motor control itself (Sidtis et al., 
1999). on these grounds, syllable repetitions might be conceived of as the “sum” 
of lip closure movements and laryngeal activity. Thus, the activation pattern bound 
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to phonation tasks (minus baseline) must be expected, e.g., to equal the difference 
in hemodynamic responses to lip gestures and syllable repetitions. Besides a 
baseline condition, i.e., subjects being quiet and awake, three activa tion tasks 
were considered for analysis: (a) iteration of the syllables /pa/, /ta/, and /ka/ 
as fast as possible, (b) sustained production of the vowel /a/, and (c) repetitive 
lip closures. The PeT measurements failed to document any task additivity under 
these conditions. Most notably, the allegedly less demanding tasks of sustained 
phonation and lip closure movements yielded more spacious activation spots 
within several regions than the ostensibly higher motor control demands linked 
to syllable repetitions. Two fMri studies also found nonspeech orofacial move-
ments to yield more extensive hemodynamic responses than linguistic test mater-
ials (Wildgruber et al., 1996: vertical nonspeech tongue movements, the lips being 
closed, versus highly overlearned word strings; riecker et al., 2000b: horizontal 
tongue movements, the mouth open, versus reiteration of nonsense test materials 
differing in articulatory/phonetic complexity). Presumably, the enlarged activation 
foci during horizontal tongue movements might reflect the increased effort bound 
to nonspeech orofacial tasks as compared to coarticulated mono- and polysyllabic 
items (“movement fractionation” versus “nonindividualized” motor control; see 
riecker et al., 2000b).

9.6 Summary
as a rule, functional imaging techniques found hemodynamic activation of SMa, 
ventral premotor and intrasylvian areas, primary sensorimotor cortex, and sub-
cortical central-motor structures (basal ganglia, thalamus, cerebellum) during  
the production/repetition of, e.g., nonlexical mono- or polysyllabic items. These 
findings are in line with clinical data, since dysfunctions of these structures are 
known to impair higher-order processes of speech motor control (movement plan-
ning or initiation) as well as the execution of articulatory/phonatory vocal tract 
functions. Beyond topographic information, furthermore, imaging techniques  
begin to provide insights into the functional organization of the various components 
of the cerebral network of speech motor control such as different rate–response  
relationships or a dual role of the cerebellum within this domain.

10 Conclusions

10.1 Cerebral network of speech motor control
disorders of the sensorimotor cortex, the basal ganglia, and the cerebellum,  
including the respective afferent and/or efferent fiber tracts, are characterized by 
distinct central-motor deficits that compromise, besides other domains, the inner-
vation of vocal tract muscles during speech production, giving rise to dysarthric 
deficits. By contrast, damage to SMa of the language-dominant hemisphere  
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spares articulatory and phonatory functions, but has been observed to result  
in a significant decrease of speech production. in consideration of the available 
electrophysiological data, this constellation presumably reflects a disruption of 
speech initiation mechanisms. finally, lesions of left-hemisphere rostral perisylvian 
cortex (premotor areas of the precentral and the inferior frontal gyrus) and/or 
ipsilateral anterior insula may give rise to verbal apraxia, a syndrome assumed 
to reflect a dysfunction of higher-order levels of speech motor control such as the 
compilation of a phonetic plan.

in line with these clinical data, functional imaging allowed for a separation of 
the various cerebral components of speech motor control into two subsystems. 
Calculation of the time course of hemodynamic activation in response to syllable 
repetitions indicates SMa, premotor, and intrasylvian cortex as well as superior 
aspects of the cerebellar hemispheres to be engaged in pre-articulatory activities 
of speech production (“preparatory loop”), whereas, by contrast, sensorimotor 
cortex, basal ganglia, thalamus, and the inferior cerebellum exclusively seem to 
participate in movement execution, i.e., the online control of vocal tract move-
ment patterns (“executive loop”). furthermore, preliminary evidence suggests the  
superior parts of the cerebellum to contribute to the sequencing of syllable strings 
during generation of a pre-articulatory verbal code (“inner speech”). Though the 
available data so far do not allow for an unambiguous differentiation of cere-
bral processing stages, the clinical, electrophysiological, and functional imaging 
findings, taken together, suggest the brain network of speech motor control to 
decompose into at least three functional subsystems:

Figure 6.12 dual-pathway model of the cerebral network subserving acoustic 
communication in humans: this schematic display aims at an integration of clinical  
data, findings from electrical cortical stimulation, and functional imaging studies.
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1 Starting mechanisms of speech production, initiating and maintaining an  
ongoing and fluent verbal stream, seem to depend upon mesiofrontal SMa  
of the language-dominant hemisphere.

2 Premotor areas of the precentral and inferior frontal gyrus of the left hemi-
sphere (rostral perisylvian or frontal opercular cortex, respectively), eventually 
including the ipsilateral anterior insula, participate in the construction of the 
phonetic makeup of an utterance prior to innervation of vocal tract muscula-
ture. further more, these structures appear to operate in concert with superior 
aspects of the cerebellum during the generation of a pre-articulatory verbal 
code (“inner speech”).

3 Motor execution, i.e., the online innervation of respiratory, laryngeal, and 
supralaryngeal muscles during speech production, seems to be bound to the 
bilateral corticobulbar system as well as the cortico-subcortical motor loops 
traversing the basal ganglia and the cerebellar hemispheres.

10.2 Speech production and vocal expression of emotions 
(affective vocalizations and affective prosody)

Pathways arising in aCg and projecting via midbrain structures and a pontine 
“pattern generator” to cranial nerve nuclei have been found to mediate vocal 
behavior of subhuman primates. Clinical data indicate this phylogenetically  
old “limbic vocalization system” to be still instrumental for the emotional expres-
sion in our species. for example, patients with anarthria and/or aphonia sub-
sequent to bilateral damage to the corticobulbar system nevertheless are often 
able to laugh and to cry. in spite of a paralysis of vocal tract muscles, these 
 movement patterns emerge unimpaired within the context of emotional ex-
pression (“automatic-voluntary movement dissociation”; Mao et al. 1989). as a 
consequence, two “channels” subserving acoustic communication target the  
cranial nerve nuclei in humans: a limbic network subserving affect ive vocaliza-
tions, and a corticobulbar system bound to speech motor control (“dual pathway” 
model; figure 6.12).

Most probably, the medial wall of the frontal lobes provides the interface be-
tween the limbic system of vocal behavior and speech motor control. first, there 
is evidence for reciprocal connections between aCg, the cortical control instance 
of vocal affective behavior, and SMa, supporting speech initiation processes. as 
a consequence, these mesiofrontal pathways might transform motivational drive 
for verbal communication into a mechanism releasing phonetic plans at precise 
times, maintaining ongoing verbal output. Second, aCg is assumed to repre-
sent the major cortical origin of the limbic basal ganglia loop. By contrast, the 
respective motor circuit arises in premotor areas of the frontal lobe. assuming 
“information funneling” at the level of the basal ganglia, these subcortical nuclei 
could provide the platform for the integration of emotional and information sound 
structure during speech production, enabling the implementation of affective 
prosody onto verbal utterances.
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noTe

1 according to its traditional definition, the frontal operculum (literally “frontal lid”) 
encompasses the lateral portion of the frontal lobe covering insular cortex, i.e., the most 
ventral aspect of the precentral gyrus and the caudal part of ifg. it should be noted, 
however, that often – as in this chapter – this term is restricted to the opercular, i.e., 
most posterior, component of the third frontal convolution.
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7 Development of Neural 
Control of Orofacial 
Movements for Speech

ANNe SMith

1 Introduction

the purpose of this chapter is to provide an integrative overview of studies of the 
development of the neuromotor processes involved in controlling articulatory 
movements for speech. Such a review is not currently available and seems warranted 
given the appearance over the past decade of a number of studies of prespeech 
and speech motor processes in infants, preschoolers, school-age children, and 
adolescents. there has been considerable interest in the processes underlying 
speech motor development in infancy and childhood for many years, but until 
recently, most investigators relied solely on measurements of the speech acoustic 
signal to infer underlying physiological processes. While many important insights 
into speech motor development arose from this work (e.g., Kent, 1976; Nittrouer, 
1993), direct measurements of articulatory movements in children and infants 
provide a new avenue to expand our knowledge of speech motor development. 
Fortunately over the past decade, a variety of technologies have become available 
which allow the noninvasive transduction of articulatory movements in children 
and adults. there also have been numerous advances in examining the development 
of respiratory and laryngeal behaviors in infants and children (e.g., Stathopoulos 
& Sapienza, 1993, 1997; Boliek et al., 1996, 1997; huber et al., 1999; Moore et al., 
2001; Connaghan et al., 2004). however, a comprehensive review that includes these 
components of the speech motor system is beyond the scope of the present chapter.

When a scientist or indeed a casual observer contemplates the act of speaking, 
the result is usually amazement at how speakers produce this complicated and 
multilayered output in such an apparently effortless and rapid manner. A con-
ceptual approach that helps to simplify the problem of speech motor control is 
illustrated in Figure 7.1. in a lower layer of this diagram, the groups of motor-
neuron pools (the neurons that innervate muscles) are shown. At this level, it is clear 
that for speech (or any other motor behavior) to be produced, the nervous system 
must generate sets of commands to drive these motorneuron pools. these com-
mand signals must be coordinated in time and space for the appropriate sequences 
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of muscle activation to occur. therefore, we can attempt to understand speech 
motor control processes by investigating where in the nervous system these neural 
commands to muscles are generated and how they are modified to achieve a 
variety of linguistic and metalinguistic goals.

Also included in Figure 7.1 are the centers involved in emotional vocalization, 
and another box representing central pattern generators (CPGs), networks of 
neurons in the brainstem that drive phylogenetically older behaviors such as 
mastication, respiration, and swallowing. these neural centers also have relatively 
direct connections to the motorneuron pools that we use for speaking. thus, if 
we think of the motorneuron pools as the soldiers that are put into action to 
control muscle contraction, there are several different “generals” that can com-
mand them to produce the quite distinctive behaviors of speaking, chewing,  
quiet breathing, and laughing. thus the speech control systems in the cortex  
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Vocal

controller

Cortical networks
Language
Processes/

Speech Motor
Controller

Articulatory
muscles

Motorneuron
pools

CPGs
(mastication/respiration)

Sensorimotor
centers

(BG, Cerebellum)

Laryngeal
muscles

Chest wall
muscles

Motorneuron
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Motorneuron
pools

??

??

Sensory Information

Figure 7.1 A schematic diagram of the many control pathways operating on the 
motorneuron pools that we use in speaking (BG = basal ganglia; CPG = central pattern 
generator).
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must interact with these older neural control centers in some way. how these 
interactions occur is a matter of some debate (thus the question marks about these 
connections in Figure 7.1). Some authors suggest that the older circuits, for example, 
for emotional vocalization, mastication, and respiration, are engaged by the speech 
control system, which takes advantage of these pre-existing neural connections 
(MacNeilage, 1998; Lund & Kolta, 2006). the speech controller is hypothesized to 
bias these circuits in a way that produces the muscle activation patterns for speech, 
rather than for chewing or laughing. Other authors (von euler, 1982; Moore & 
Ruark, 1996) suggest that the cortical networks involved in speech completely 
bypass these brainstem centers, arguing that the muscle activation patterns are 
radically distinctive for speech compared to the other behaviors and that speech 
is organized around entirely different (linguistic) goals. therefore they hypothesize 
that the emotional vocalization center and other CPGs are simply suppressed and 
bypassed when cortical networks are engaged for speech. Anyone who has tried 
to carry on a conversation while jogging will know, however, that when speech 
goals interfere with metabolic demands for oxygen, the two systems compete, 
and metabolic breathing wins the battle for control of the motorneuron pools. 
Finally, this issue of the relationship between speech cortical networks and the 
older CPG neural networks has also been an important one in the study of the 
development of speech motor control. Relevant to the present chapter, there is 
debate about whether speech processes develop out of pre-existing oral motor 
behaviors, such as sucking and chewing, or whether the development of speech 
motor control takes an entirely independent course (Moore & Ruark, 1996; Ruark 
& Moore, 1997; MacNeilage, 1998).

2 Components of Articulatory Motor Control

2.1 Central mechanisms for articulatory control
the cortical and subcortical networks involved in language formulation and the 
planning and production of speech in adults have been investigated in a large 
literature starting with clinical lesion studies and now greatly expanded by neuro-
imaging studies. interestingly, much more imaging work has focused on language 
processing, for example in verb generation tasks, rather than specifically on the 
prespeech planning and execution of speech movements (reviewed by indefrey 
& Levelt, 2000). in a recent functional magnetic resonance imaging (fMRi) study, 
Bohland and Guenther (2006) focused their investigation on prespeech motor 
planning and on execution. they investigated the preparation and production of 
nonsense syllable sequences varying in length and complexity. Both “go” (response 
preparation and execution) and “no go” (response preparation only) conditions 
were included, so the differences in networks involved in speech motor pre-
paration could be distinguished from those involved in overt speech production. 
Activations were observed in the areas of the brain that we would predict to  
be activated on the basis of earlier investigations, including bilateral activation of 
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pre- and postcentral gyri, ventral motor and sensory cortical areas, anterior super-
ior temporal cortex, medial premotor areas, supplementary motor area (SMA), 
the basal ganglia, the cerebellum, and the thalamus. Left lateralized activations 
emerged in the inferior frontal sulcus and anterior insula. Compared to the “no 
go” condition, the “go” condition resulted in significantly more bilateral activation 
in the primary sensorimotor areas representing lips, tongue, jaw, and larynx. this 
finding points to the critical role for these areas in generating the commands to 
the musculature for speech and integrating somatosensory feedback for online 
control of coordination of the articulators. Bilateral rather than a left lateralized 
activation is observed, because both hemispheres are involved in ongoing sensori-
motor control. in contrast in the preparation only “no-go” trials, a left lateralized 
response was observed in the ventral motor and premotor cortices. Bohland and 
Guenther hypothesized that preparation for speaking “primes” motor cortical 
cells primarily in the left hemisphere, while overt speaking requires bilateral 
sensorimotor control.

thus it is clear from studies of adults that, as shown in Figure 7.1, widely 
distributed cortical and subcortical networks are activated in the planning and 
production of speech. how and when do these widely distributed, highly specialized 
neural networks for speech production develop? the infant is not born with these 
networks in place. While functional imaging studies are more methodologically 
challenging, many structural imaging studies have been completed in infants and 
children. Advances in neuroimaging methods, especially MRi, have opened up 
the area of pediatric imaging. Lenroot and Giedd (2006) provided an excellent 
review of brain development in children and adolescents as revealed by morpho-
metric measures of gray matter and white matter from MRi scans. they include 
results from their own large-scale longitudinal study of typically developing  
children and adolescents at the National institute of Mental health. important 
for the present chapter is the finding that the growth of gray matter volume  
follows a regionally specific inverted U-shaped developmental curve. For example, 
in the frontal lobe, gray matter volume reaches its maximum at 11 years in girls 
and 12 years in boys, and temporal gray matter volume peaks at 16 years in boys 
and girls. in contrast, the amount of white matter in the brain generally increases 
throughout childhood and adolescence. Myelination and dendritic and axonal 
arborization continue well into middle age.

these volumetric studies have been very helpful in mapping the protracted 
development of the brain and the regional differences in developmental trajectories. 
Furthermore, these methods are now being employed to map the neural bases of 
a variety of developmental disorders. Jancke et al. (2007) found decreased white 
matter volumes and anomalous anatomy in a left-hemisphere fronto-temporal 
network that included both language and motor areas in a group of children (aged 
4–10 years) with developmental language disorder.

Another recently developed technique based on magnetic resonance scans is 
diffusion tensor imaging (Dti), which allows mapping of fiber tracts essential for 
interregional communication in the central nervous system (CNS); (Paus et al., 
2001). Many different laboratories are undertaking studies of children with normal 



 Neural Control of Orofacial Movements for Speech 255

developmental histories and children with a variety of atypical histories. Using Dti, 
Deutsch et al. (2005) studied children with a wide range of reading performance 
levels. they reported that in the left temporo-parietal region the white matter 
structure measured using fractional anisotropy (an index of the coherent struc-
ture of fiber tracts) correlated with behavioral indices of reading, spelling, and 
rapid naming performance. in adults who stutter there is evidence, based on 
Dti, that left-hemisphere fiber tracts that connect pre- and primary cortical motor 
areas are disrupted (Sommer et al., 2002). this methodology is extremely pro-
mising for future studies mapping the development of white matter tracts  
in normally developing children and in those with a variety of speech motor 
problems.

2.2 Peripheral mechanisms in articulatory control  
and coordination

2.2.1 Motorneuron pools and muscles As shown schematically in Figure 7.1, 
groups of motorneurons (motorneuron pools) located in columns in the brainstem 
innervate orofacial muscles. Muscles of the lips, jaw, and tongue are innervated 
by different cranial nerves: the facial, trigeminal, and hypoglossal nerves, respectively. 
in his review of the muscles involved in speech production, Kent (2004) emphasized 
the uniqueness of these muscles and their distinctiveness from limb muscles. even 
within the articulatory muscle system, there is a remarkable variety of muscle 
types and sensory receptors. For example, the jaw-opening and closing muscles 
operate around a joint, while the muscles of the lips form a sphincter and do  
not have any bony attachments via tendons. the muscles of the human tongue 
operate as a muscular hydrostat (Smith & Kier, 1989), a class of muscles that 
includes trunks, tongues, and tentacles. Kent provided an excellent review of the 
histochemical properties of the muscles involved in speech and noted that many 
of these muscles have heterogeneous fiber types and varying regional distributions 
of the different classes of fibers. Stal et al. (2003) investigated the fiber composi-
tion of three intrinsic muscles of the human tongue – longitudinalis, verticalis, and 
transversus – in four anterior to posterior regions using morphological, enzyme, 
and immunohistochemical techniques. All three muscles show a mix of slow, 
intermediate, and fast fibers, but small, fast fibers predominate in the anterior 
region, while larger diameter, slow and intermediate fibers are predominant in 
the posterior region. Many cranial muscles show this reversal in pattern compared 
to limb muscles, in which slow fibers typically are the smallest in diameter, and 
fast fibers are the largest. Stal et al. note, “this muscle fibre composition of the 
tongue differs from those of limb, orofacial and masticatory muscles, probably 
reflecting genotypic as well as phenotypic functional specialization in oral function” 
(p. 147). Given the differences between humans and other primates in fiber types 
and distribution in the muscles involved in speech (e.g., Sciote et al., 2003), it 
seems highly likely that many of the features of the human orofacial, lingual,  
and mandibular muscles evolved uniquely to meet the complex, rapid, low-force, 
positional demands of speech (Kent, 2004).
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2.2.2 Orofacial sensory information Many different kinds of sensory receptors 
are found in the muscles, skin, and connective tissues of the articulatory system. 
As with the histochemical properties of the cranial muscles, the nature of sensory 
innervation across lips, jaw, and tongue varies remarkably. Muscle spindles are 
densely supplied in the jaw-closing muscles (but are absent or sparse in jaw-opening 
muscles) and in the intrinsic tongue muscles (see A. Smith, 1992, for a review). 
Lip muscles lack muscle spindles (Stal et al., 1990). the vermillion borders, the 
intraoral mucosa, and the hairy skin of the face are densely innervated with a 
variety of mechanoreceptors. Direct recording using microneurography in humans 
has demonstrated that perioral and intraoral cutaneous receptors are activated 
during speaking (trulsson & Johansson, 2002). While such recordings have not 
been made in human jaw-closing muscle spindle afferents, it seems highly likely, 
based on recordings of monkey jaw muscle spindle afferents during voluntarily 
controlled jaw movement (Larson et al., 1983), that these receptors provide very 
precise information to the CNS about jaw-opening velocity and position during 
speech. Recordings from the low-threshold cutaneous receptors of the lips and 
mucosa show that in addition to being activated by direct contact with external 
objects, they signal contact between the lips, changes in air pressure associated 
with speech sounds, and deformations of the tissues resulting from movement 
(trulsson & Johansson, 2002). therefore they provide both exteroceptive and 
proprioceptive information.

it is clear that the CNS is receiving highly specific and dynamic exteroceptive 
and proprioceptive information during speech. in addition to signaling sensory 
information along central pathways, afferent fibers from these low-threshold 
mechanoreceptors also make reflex connections with cranial motorneuron pools. 
these pathways are illustrated in Figure 7.1. in general, the importance of these 
reflex pathways has been underestimated in research on speech motor control, 
and the clinical literature often makes the assumption that cranial reflex pathways 
are arranged in the same patterns classically described for antagonistic pairs of 
limb muscles. however, the anatomical data indicate that analogous circuitry (e.g., 
the ia inhibitory pathway to the antagonist) is unlikely, because antagonistic pairs 
of cranial muscles do not show the same sensory innervation patterns (e.g., 
jaw-closing muscles have spindles, while jaw-opening muscles do not). Another 
widespread clinical impression about oral motor reflexes is that they have power-
ful effects in the infant, and that these effects fade with development as reflex 
circuits are suppressed and overtaken by cortical originating control networks. 
As the review below will reveal, reflex effects of some classes of low-threshold 
mechanoreceptors in fact increase in gain during the childhood years.

2.2.3 Oral motor reflexes Muscle spindles in the human jaw-closing muscles 
have powerful excitatory effects on both their muscle of origin and bilaterally on 
all other jaw-closing muscles (Smith, Moore, & Pratt, 1985). Precise characteristics 
of the jaw-stretch reflex response in normal adults, including effects of varying 
frequency and amplitude of step and sinusoidal stretches, have been documented 
(Cooker et al., 1980). Very small step stretches to the mandible produce very 
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large electromyographic (eMG) and jaw-closing force responses at a very short 
latency, 8–10 ms. in a recent study (Finan & Smith, 2005) the same techniques were 
applied to assess stretch reflex responses in two groups of typically developing 
children (age 5–6 and 9–10 years) and young adults. Latency of the responses 
increased with age, but the 9 to 10-year-old group showed the largest amplitude 
of responses and the highest reflex gain, which was significantly larger compared 
to both the younger children and the adult group. this suggests an inverted  
U-shaped growth curve for jaw-stretch reflex gain and the interesting conclusion 
that, as children are learning and refining speech motor skills, reflex circuits actually 
have higher gains.

Afferent fibers from low-threshold perioral and intraoral mechanoreceptors also 
make reflex connections with jaw-closing and lip muscles. We undertook a series 
of studies of the effects of intraoral stimulation on the jaw-closing muscle system 
(Smith, Moore, Weber, et al., 1985; Smith et al., 1991; Wood & Smith, 1992). Reflex 
responses were measured as stimulus-linked changes in masseter eMGs and 
jaw-closing force measured against a background static biting level. the mechanical 
stimuli were small (1 mm) displacements of a servo-controlled smooth metal 
probe, which were perceived as light, innocuous gliding changes in contact. in 
our initial study we applied the innocuous mechanical stimulus to eight sites  
on the tongue dorsum and palate in a large group of young adults. Stimulation 
of the palate produced primarily suppressions of eMG and drops in jaw-closing 
force, while stimulation of the tongue, especially in anterior placements, typically 
resulted in excitatory eMG responses and increased jaw-closing force. this study 
revealed a set of spatially organized reflex responses of the jaw-closing muscles 
in response to light cutaneous stimulation. Such responses could not be interpreted 
as primarily of protective significance.

in later studies of reflexes of the jaw-closing system produced by the same  
innocuous mechanical stimulus, we tested groups of 7 to 8-year-old (Smith et al., 
1991) and 4 to 6-year-old children (Wood & Smith, 1992). the 7 to 8-year-old 
children had variable responses, with some showing adultlike eMG and force 
responses, while others showed extremely large and long-lasting jaw-closing  
responses to the stimulus. these large, long duration responses observed in some 
of the 7- and 8-year-old children were much larger than the reflex responses  
we had observed in our earlier study of adults. this led us to the hypothesis  
that 7–8 years is a transitional period in oral motor reflex development, with the 
very large responses at this age perhaps a sign of a less mature pattern present 
in some of the children. in a follow-up study of 4 to 6-year-old children (Wood 
& Smith, 1992), we tested the hypothesis that the younger children would have 
extremely high-gain cutaneous reflexes operating on the jaw-closing system.  
We were surprised to find that compared to the 7 to 8-year-olds, the younger 
children often had no response or responses that were much smaller than those 
of the 7- and 8-year-old children. this result is consistent with the findings for 
the jaw-stretch reflex, again suggesting an inverted U-shaped growth curve and 
that cutaneous oral motor reflexes develop along with the acquisition of speech 
motor skills.
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Another reflex circuit that has received attention in relation to speech produc-
tion is the perioral reflex, the response of lip muscles to innocuous mechanical 
stimulation of the vermilion border and/or perioral hairy skin (McClean & Clay, 
1994; Smith, Moore, McFarland, et al., 1985; Smith et al., 1987; Barlow & Bradford, 
1996). this short-latency response is typically a multi-component excitation of 
orbicularis oris to light mechanical stimulation. it is present in newborn infants 
(Barlow et al., 2001), and like the jaw-stretch and cutaneous jaw reflexes described 
above, a preliminary study of a small number of school-age children suggests that 
the perioral reflex response grows in amplitude over childhood (Barlow et al., 1993). 
in adulthood, the perioral reflex shows a highly localized spatial organization 
with responses highly dependent on the site of stimulation (Smith et al., 1987; 
Barlow & Bradford, 1996).

this review clearly leads to the conclusion that the motorneuron pools controlling 
the muscles involved in articulation can be powerfully affected by excitatory and 
inhibitory short-latency synaptic inputs arising from afferent feedback. Furthermore, 
rather than reflecting a set of primitive reflex circuits whose potency decreases 
over the childhood years, many of these brainstem reflex circuits have been shown 
to increase dramatically in gain in the school-age years. What role do these reflex 
pathways play in the control and coordination of speech movements in developing 
and mature oral motor systems? Unless a particular reflex pathway is suppressed 
during an ongoing movement, synaptic inputs arising from the circuit would  
be part of the synaptic drive affecting motorneuron pool excitability during that 
behavior. it might be useful to think of the synaptic drive to motorneuron pools 
during speech as arising from an “orchestra” of neural pathways, and the final 
“symphony” produced depends upon the mix of sources selected (e. Luschei, 
personal communication). Sherrington (1906) called the motorneuron pool “the 
final common pathway,” because it is the site of integration of all the synaptic 
inputs from the various sources, and ultimately determines the activity of muscles. 
Returning to the question posed above about the nature of these reflex effects 
during speech, we must conclude that the answer is not known. One study in adults 
suggested that perioral reflex pathways can be activated by light mechanical 
stimulation of the perioral skin during speaking, and thus this pathway could 
contribute to the excitability of orbicularis oris (Smith, Moore, McFarland, & 
Weber, 1985); however another study suggested that the perioral reflex pathway 
is suppressed prior to the onset of speech (McClean & Clay, 1994). the gain of 
the jaw-stretch reflex has not been studied prior to or during speech, however it 
seems likely that the high-velocity opening movements involved in speaking 
would produce intense activation of muscle spindle afferents, which in turn would 
excite jaw-closing muscles. this reflex excitation of the closing muscles during 
the opening phase of movement would be functionally appropriate, because jaw-
opening and closing muscles show highly co-activated patterns of activity during 
speech (Moore et al., 1988).

in our study of cutaneous reflexes of the jaw-closing system in 4- to 6-year-olds, 
we included a small group of children with speech delays (Wood & Smith, 1992). 
interestingly, this group had smaller, less mature reflexes compared to their typically 
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developing peers. Further work is needed to determine the significance of reflex 
pathways arising in low-threshold mechanoreceptors that are activated during 
speech, their developmental course, and their potential as indices of atypical oral 
motor and/or speech development. Finally, while i have chosen to emphasize the 
nature of brainstem reflex circuits, because they are often neglected in the speech 
motor control literature, there is also very little information generally about how 
children use somatosensory and/or auditory feedback centrally to shape the neural 
commands for speech arising from cortical networks.

2.2.4 Anatomical restructuring of the vocal tract during development Finally, 
no review of peripheral components of speech motor control and its development 
would be complete without mentioning the structural changes the vocal tract 
undergoes from infancy through childhood. these changes are so dramatic that 
the term “anatomic restructuring” has been used to describe these physical changes 
(Vorperian et al., 2005). While the nature and significance of these physical changes 
have been generally described for many years (e.g., Bosma, 1975; Kent, 1981), more 
recent studies using MRi have provided detailed, quantitative descriptions of the 
anatomic changes in the bony and soft tissue structures of the vocal tract from 
infancy through adulthood. Vorperian et al. (2005) used MRi to measure lip thickness, 
hard- and soft-palate length, mandibular depth and length, and overall vocal tract 
length. they analyzed scans from 63 infants and children, from birth to 81 months, 
and from 12 adults. the results revealed no sexual dimorphism in the infants and 
children and an extremely accelerated growth rate between birth and 18 months. 
the various soft and bony tissues they measured showed distinctive growth pat-
terns, with increasing vocal tract length predominantly due to growth of oral/
anterior structures during the first 18 months, while predominantly driven by 
growth of pharyngeal/posterior structures in later development. this anatomic 
restructuring with development means that the peripheral structures to be con-
trolled via articulatory muscle activations are changing over time, and the neural 
circuits providing the input to the cranial motorneuron pools must be slowly 
changing and adapting as these anatomic changes occur. Clearly this source of 
variation must be considered when interpreting results of physiologic studies of 
developing speech motor control processes (Vorperian et al., 2005).

3 Development of Speech Motor Processes

3.1 The emergence of early vocalizations and their 
relationship to pre-existing behaviors

the newborn possesses a behavioral repertoire that includes breathing, sucking, 
crying, and a variety of spontaneous movements. the basic patterns for repetitive 
movements, such as those in sucking, chewing, and breathing, arise in brainstem 
CPGs. in a special volume of the Journal of Communication Disorders, Lund and 
Kolta (2006) and Barlow and estep (2006) provided extremely helpful tutorials 
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on CPGs, prepared especially for readers interested in the relationship between 
the various CPGs and speech production. Lund and Kolta (2006, p. 382) state, 
“the systems that control innate repetitive movements in humans and other 
animals have two basic characteristics: they contain assemblies of neurons that 
are capable of generating a fundamental rhythm, and they include feedback systems 
that adapt the rhythm to the state of the internal and external environments.” 
this simple statement clarifies what was once a highly debated issue, whether 
there are behaviors that are solely under central control versus those that require 
sensory information in order to switch from one phase of movement to another 
(Gallistel, 1980). For many years it has been clear that circuits located in the 
brainstem can generate basic rhythmic movements in the absence of feedback. 
For example, Dellow and Lund (1971) demonstrated in the rabbit that the funda-
mental pattern of mastication, including coordinated movement of the jaw, lips, 
and tongue, can be generated by a brainstem CPG after all sensory inputs have 
been removed. however in a variety of studies of many different species and 
behaviors, it also has become clear that CPG-generated behaviors would not  
be adaptive unless their output was highly sensitive to the changing demands of 
the task. thus, even relatively “simple” behaviors such as breathing, chewing, 
and sucking in the infant arise from the ongoing, dynamic interaction of phy lo-
genetically old brainstem circuits with sensory information.

Recently, the critical importance of sensory information in modulating the activity 
of CPG-driven motor output has been shown in both full term and premature 
infants (Finan & Barlow, 1998; Barlow et al., 2004). these investigators developed 
a servo-controlled system to produce pressure changes in the nipple of a pacifier 
or “motorized nipple” (also called an “actifier,” Barlow & estep, 2006). the pattern 
of pressure changes was programmed to be similar to those characteristic of 
normal infant suck-cycle timing and amplitude. When the servo system was 
turned on, infants’ natural sucking behaviors became entrained to the rhythm of 
the actifier. it seems reasonable to assume that in the newborn, this innocuous 
intraoral mech anical stimulation produces activity in a wide population of mech-
anoreceptors located in the lips, tongue, and jaw. this highly salient, patterned 
sensory inflow to the CNS modulates the activity of the brainstem CPG generating 
the suck behavior, resulting in the entrainment phenomenon. A basic principle of 
neural systems is that “cells that fire together wire together” (this catchy phrase 
is often used by modern neuroscientists to capture hebb’s (1949) proposal of a 
fundamental neural mechanism underlying associative learning). We can postulate 
that this patterned, repetitive bursting behavior of the oral sensorimotor systems 
serves to develop and sculpt neural connections. the discovery by Barlow and his 
colleagues that infants respond and entrain their sucking to intraoral mechanical 
input has had important clinical implications. they also studied premature infants 
who had long periods of oral sensory deprivation because of respiratory problems 
(Barlow & estep, 2006). Within a relatively short time after these premature infants 
experience controlled oral stimulation via the actifier, an increase in natural sucking 
behavior occurs, which facilitates their ability to feed normally, a result which 
obviously has critical implications for their survival.
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Many of the earliest behaviors of the human infant, then, reflect the presence 
at birth of brainstem CPGs. As infants develop, so do their abilities to chew, and 
the transition to more solid food occurs during the 5–8 month period (Sheppard 
& Mysak, 1984). the development of chewing has been studied both cross-sectionally 
(Gisel, 1991; Kiliaridis et al., 1991) and longitudinally (Green et al., 1997). the 
basic pattern of chewing is already well established in infants at 12 months (Green 
et al., 1997), but the patterns of activation of synergistic and antagonistic muscle 
pairs become more consistent with development. One of the most remarkable 
findings from the developmental chewing literature is the that the duration of the 
masticatory cycle remains virtually unchanged (mean cycle duration is approxi-
mately 0.7 seconds) from the age of 12 months into adulthood (Kiliaridis et al., 
1991; Green et al., 1997). the details of the chewing cycle in terms of movements 
and muscle activity depend upon the nature of the food being chewed, evidence 
that the CPG output is modified to provide a pattern of activity appropriate for 
the food to be ingested.

 Of course the period of transition into chewing soft and more solid foods  
at 5–8 months is also a time of great change in infant vocal development (Oller, 
1980; Stark, 1980). it is during this time that infants show a dramatic drop in 
nonspeech-like vocalizations, such as cries and vegetative sounds, and an increase 
in speech-like vocalizations, including babbling (Nathani et al., 2006). One con-
troversial issue concerning the motor processes underlying the emergence of 
babbling and more advanced forms of vocalizations in infants at this stage is the 
role played by pre-existing neural circuitry for ingestive behaviors. MacNeilage 
and Davis (MacNeilage & Davis, 1990, 2000; MacNeilage, 1998), in their frame/
content theory of the evolution of speech production, propose that the funda-
mental organizational property of speech is the repetitive oral open–close cycle. 
they propose that the total open–close cycle represents a syllable, while the open 
and close phases represent segments, and vowels and consonants respectively. 
Furthermore, MacNeilage (1998) argues that these communication-related frames 
evolved from phylogenetically old ingestive behaviors involving mandibular  
oscillation, such as sucking and mastication. Resisting the argument that chewing 
is too simple to serve as a basis for the emergence of speech production, MacNeilage 
notes the complexities of the masticatory cycle and its highly adaptive nature 
related to ongoing task demands. thus, he proposes that the masticatory CPG is 
the perfect candidate for “tinkering with” by evolutionary processes to produce 
the articulatory open–close cycles of human speech.

this view also has been supported by a number of neuroscientists who have 
studied centrally patterned behaviors, including mastication (Lund & Kolta, 2006) 
and locomotion (Grillner, 1982). Lund and Kolta note that the brainstem CPG  
for mastication receives input from cortical areas, especially from the inferior 
lateral region of the motor cortex. the CPG itself includes a core group of neurons 
with intrinsic bursting properties, and reorganization of subpopulations of these 
neurons, which can be produced by changes in sensory feedback and/or central 
drive, results in highly specific, adaptive movement patterns. Furthermore the 
subpopulations of neurons that constitute the CPG supply controlling inputs not 
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only to muscles of the jaw, but also to muscles of the tongue and face; the  
CPG also biases reflex circuits to optimize the masticatory properties to ongoing 
demands. in sum, all of these features would seem to make this neural circuitry 
a perfect candidate for biasing by cortical networks to modulate its output to 
produce the rhythmic oral movements needed for dynamic control of the vocal 
tract during speech.

Seeking evidence in support of the frame/content theory, MacNeilage et al. 
(2000) compared the serial organization of infant babbling and early speech across 
10 languages. their analysis revealed four movement-related design features  
reflecting a “deep evolutionary heritage” operating on the pattern of infant vocal-
izations. these included the cyclical consonant–vowel alternation underlying the 
syllable (the “frame”), three within-cycle consonant–vowel co-occurrence preferences 
that were presumed to reflect biomechanical coupling properties of the articula-
tors, and two other features related to consonant repetition and ease of production. 
in summary, MacNeilage and his colleagues have been proponents of a model of 
the transition from prespeech to speech vocalizations in infants in which strong 
evolutionary influences provide biological constraints on the fundamental units 
and structure of human languages. the underlying neural substrate is hypothesized 
to make use of brainstem pattern generation circuitry which can be flexibly biased 
to produce a range of adaptive behaviors, possibly including speech (see dotted 
lines in Figure 7.1).

On the other hand, as shown in Figure 7.1, an alternative hypothesis is that the 
activity of the motorneuron pools involved in speech is driven directly from motor 
cortex, via pathways that bypass the brainstem CPGs for respiration and mastication. 
this point of view was argued strongly by von euler (1982), a neurophysiologist 
who made major contributions to delineating properties of the brainstem respiratory 
pattern generating circuitry. he argued strongly for complete separation of the 
control pathways for metabolic breathing and those involved in “voluntary” 
breathing, including speech breathing.

the view that the neural pathways for speech motor control do not arise  
from nor engage evolutionarily well-established brainstem networks for ingestive  
behaviors is also argued by Moore and colleagues (Moore & Ruark, 1996; Green 
et al., 1997; Ruark & Moore, 1997; Moore, 2004). this group was among the first 
to tackle the very difficult experimental task of obtaining physiological data,  
including both kinematic and electromyographic recordings, from infants and 
toddlers during early vocalizations and nonspeech oral motor behaviors. their 
publications provide many new insights concerning oral motor development.

Green and Wilson (2006) studied spontaneously produced orofacial movements 
of infants. Using a video-based system, they captured the motion of passive  
reflective markers attached to infants’ faces to track lip and jaw movements. their 
study is particularly impressive, because of the relatively large number (n = 29) 
of infants aged 1, 5, 7, 9, and 12 months who were studied cross-sectionally. Only 
spontaneous facial movements without any accompanying vocalization were analyzed. 
Kinematic parameters computed included movement space, movement speed, 
movement duration, and spatial and temporal coupling between pairs of markers. 
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All of the infants produced spontaneous facial movements during the recording 
sessions with the 5-month-olds producing, on average, the most (approximately 60). 
thus these investigators had a wide repertoire of spontaneous orofacial move-
ments to examine for most of the infants they recorded. During the first year of 
life, these spontaneous orofacial movements showed some systematic changes. 
the speed of movements increased, while the duration of the spontaneous move-
ment epochs decreased. Based on cross-correlational analysis, coupling of move-
ments across pairs of facial markers increased. Perhaps the most interesting 
finding from the study, however, was that there was no evidence for stereotypic, 
repetitive, spontaneous oral movements, such as a rhythmic opening and closing 
of the jaw. the spatial and temporal characteristics of the spontaneous movements 
were not patterned or rhythmic but instead were highly variable. the movement 
spaces also were highly variable across epochs of spontaneous behaviors. this  
is in contrast to, for example, the highly stereotypic, rhythmic spontaneous leg 
movements observed in infants, labeled “stereotypies” by thelen (1979; thelen 
& Smith, 1994).

this result might be interpreted as very compelling evidence upon which to 
reject the frame/content theory of early infant vocal development. however, as 
emphasized with italics above, it is important to note that Green and Wilson (2006) 
only analyzed spontaneous oral movements not accompanied by vocalization. 
the older infants in their study would have been babbling, and presumably  
would have produced vocalized orofacial behaviors during the recording session. 
these behaviors were not analyzed in this report, but these oral movement  
sequences accompanied by vocalization most likely would show repetitive, rhythmic 
cycles of opening and closing movement. One of the most well-documented and 
salient features of babbling is its rhythmic syllabic structure (Kent et al., 1991). 
this leads to the interesting hypothesis that repetitive oral open–close movement 
sequences emerge only when orofacial, laryngeal, and respiratory systems are 
coactivated in a coordinated manner. thus the nonvocalized, spontaneous 
oral motor behaviors described by Green and Wilson might be a distinctive 
class of spontaneous behaviors which bears little relationship to prespeech 
vocalizations.

Moore and Ruark (1996) recorded jaw-opening and closing muscle activity 
during spontaneous episodes of chewing, sucking, babbling, and speech in seven 
15-month-olds. After rectifying and smoothing the eMGs to create muscle activity 
envelopes for each task, they computed cross-correlations among pairs of antag-
onistic and synergistic jaw muscles. Surprisingly, they found that the coupling between 
muscle pairs was greater for later appearing behaviors such as variegated babbling 
and early word production. Coupling of muscle pairs for chewing and sucking 
was less strong. Furthermore, a qualitatively different pattern of jaw-muscle  
coordination was characteristic of chewing, reciprocal activation of opening and 
closing muscles, compared to speech, which involves a high degree of co-activation 
of antagonistic jaw-muscle pairs. thus, these authors found task-specific organiza-
tion of jaw-muscle coordination in 2-year-olds, which resembled patterns observed 
in adults in an earlier study (Moore et al., 1988). Using a similar analysis applied 
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to lip muscles in 2-year-olds, Ruark and Moore (1997) found that speech and 
nonspeech coordinative patterns of activation of lip muscles also were highly 
distinctive. they stated, “this level of coordinative specialization is consistent 
with . . . the accumulation of findings suggesting that children develop speech-
specific coordinative mechanisms very early in life. Although conclusive results 
are yet to be obtained, the present findings support the suggestion that speech 
emerges separately from extant oral motor behaviors, and failed to support the 
existence of redundancy in control mechanisms across tasks (p. 1384).”

As Ruark and Moore stated above, the evidence is not conclusive regarding  
the role of brainstem CPGs in the emergence of speech. Differences in activation 
patterns of muscles across tasks could arise from distinctive biasing of the neural 
assemblies that produce rhythmical jaw-, facial-, and tongue-muscle activity during 
mastication. in fact, as already noted above, a cardinal feature of CPGs is their 
adaptability in the face of different task demands. Obviously, we cannot record 
from brainstem neurons to determine whether the neural networks of the CPG 
active during mastication are also active during speaking. however, with improved 
imaging techniques that are providing more and more spatial resolution, investi-
gators may be able in the future to provide functional imaging data that can 
address this question.

Another approach to the issue of whether common control processes are engaged 
across distinctive motor behaviors, which has not been applied in pediatric  
populations, is to analyze the frequency content of eMGs of muscle pairs. in  
the respiratory system of humans (and rabbits, cats, and dogs) during metabolic 
breathing, there is a signature frequency of activity in brainstem neurons involved 
in pattern generation. this activity has been referred to as high-frequency oscilla-
tions or hFOs and occurs in the 60–110 hz band. Activity of respiratory nerves 
recorded in experimental animals is highly coherent (coherence values are com-
puted as the cross-correlation between two signals in the frequency domain) in 
this frequency band, and pairs of respiratory muscles in humans also show this 
highly coherent pattern during inspiration for metabolic breathing (Ackerson & 
Bruce, 1983). Smith and Denny (1990) recorded right- and left-diaphragm activity 
during speaking and metabolic breathing. We also recorded right- and left-masseter 
activity during speaking and chewing. We found that the signature band of coher-
ent diaphragmatic muscle activity was present in metabolic breathing as expected, 
but that coherence in this band was greatly reduced during speaking. We inter-
preted this result as an indication that the respiratory CPG still contributed some 
synaptic drive to the respiratory motorneuron pools during speech, but that this 
drive was greatly reduced compared to its amplitude during metabolic breathing. 
We also observed a highly coherent frequency band in right- and left-masseter 
activity in the 40–60 hz range during chewing. this coherent frequency band 
was also greatly suppressed during muscle activation for speaking. Again, results 
for both respiration and mastication indicated that while the CPGs for respiration 
and mastication are not completely bypassed, their activity is greatly reduced. 
Surface eMG electrodes were used in these experiments and thus they might be 
applicable in young children.
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Finally, the unresolved issue of whether the neural control mechanisms for speech 
take advantage of earlier existing ingestive and/or respiratory CPG circuitry is 
an important one for the field of speech/language pathology. there is an intense 
debate about the use of nonspeech oral motor tasks as part of therapy for speech 
disorders in both children and adults (Luschei, 1991; Weismer & Liss, 1991; Forrest, 
2002; Weismer, 2006). if the neural circuitry for speech is highly specialized and 
completely independent of neural control networks controlling nonspeech behaviors, 
some scientists and clinicians conclude that nonspeech-oriented therapies provide 
no rehabilitative benefit for speech, which is the target of the therapy. On the other 
hand, if the neural pathways involved in speech overlap those involved in non-
speech behaviors, a stronger case is made for the use of nonspeech oral motor 
approaches to facilitate reaching speech and/or language therapeutic goals. in any 
case, all neural systems affecting the timing and amplitude of muscle activity must 
operate through “the final common pathway,” to the motorneurons and out to the 
muscles. therefore, any task used to activate a muscle, whether it is a speech or 
nonspeech task, contributes to the health of the motorneurons and the muscle cells.

3.2 Speech motor development in children
Around 18 months of age, toddlers have a vocabulary of about 50 words, and they 
typically begin to produce two-word utterances at about this age (Brown, 1973). 
By 5 years, children are producing thousands of words in multiword utterances. 
the astonishingly rapid growth in the capacity of the speech production system 
to produce a variety of words, phrases, and sentences in the preschool years arises 
from a vast array of developing regional and inter-regional connections in the 
brain. the acquisition of new words continues well into adolescence, and studies 
of language perception using event-related potentials (eRPs) have demonstrated 
that some aspects of the neural networks underlying language processing are not 
adultlike until late adolescence (holcomb et al., 1992; Neville et al., 1992). Before 
studies of the control of articulatory movements in late childhood and adolescence 
were available, it was often assumed that speech motor control processes were 
fully mature by age 10–12 years (e.g., tingley & Allen, 1975). Recent studies, 
however, in which kinematic parameters of the articulatory system were measured 
in older children and adolescents, have demonstrated that the developmental 
time course for achieving mature, adult levels of speech motor control processes 
extends into late adolescence (Walsh & Smith, 2002; Cheng et al., 2007). Certainly 
the rate of change is much slower in the later years of the growth curve compared 
to the dramatically rapid rates of change in the preschool years (Smith & Zelaznik, 
2004); yet there are still significant differences in some motor aspects of the speech 
of 16-year-olds compared to that of young adults (Walsh & Smith, 2002). here  
we consider the protracted developmental course to adult speech motor control 
processes and some of the underlying factors that contribute to it.

3.2.1 Development of basic parameters of articulatory movement Amplitude, 
duration, and velocity are three fundamental parameters that can be measured 
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for any movement trajectory. these parameters have been assessed in studies of 
speech production in children and adults. intuitively, one would expect that 
smaller speakers, that is, children, would produce smaller speech movements 
compared to adults. Also, based on earlier acoustic and perceptual evaluations 
of children’s speech, it is well known that children are slower speakers compared 
to adults. therefore we also would predict that children would be moving at 
relatively low velocities, such that their speech movements are longer in duration.

Children do, in fact, produce articulatory movements for speech with lower 
velocities compared to adults (B. Smith and Gartenberg, 1984; B. Smith and 
McLean-Muse, 1986; A. Smith & Goffman, 1998), but a few early studies of small 
numbers of young children aged 4–7 years, who obviously have smaller orofacial 
structures compared to adults, suggested that young children produce oral move-
ments for speech of equal amplitude to those of adults (B. Smith & Gartenberg, 
1984; Sharkey & Folkins, 1985). Riely and Smith (2003) explored this issue directly 
by asking if a size principle operates in speech (e.g., that smaller speakers produce 
smaller articulatory movements). A size principle has been documented in locomo-
tion, such that stride length is directly related to limb length (e.g., Beck et al., 1981), 
suggesting that biomechanical factors play a major role in determining the kinematic 
parameters of gait. Such a relationship has been reported for speech by Kuehn and 
Moll (1976); they found a positive relationship between oral structure size and the 
amplitude and velocity of speech movements for a small number of adult speakers.

in a study involving a relatively large number of participants, we (Riely & 
Smith, 2003) collected lip and jaw kinematic data from thirty 5-year-olds and thirty 
young adults (15 males and females in each group). Following the guidelines of  
Farkas (1994), we also made anthropometric measures of a number of orofacial 
structures. A measure of the range of amplitude and velocity of oral movements 
was calculated from the entire movement trajectory for two short sentences, and 
standard peak measures of amplitude and velocity were made from selected 
single movements within the movement sequences for the sentences. the results 
of the study clearly indicated that there is not a size principle operating in speech 
production. there were the expected significant differences between 5-year-olds 
and young adults in the size of oral structures. While there was a trend for adult 
speech movement amplitudes to be larger than those of the 5-year-olds, this dif-
ference was not significant for the amplitude range measure, nor for the amplitude 
measures from single movements. there were no differences in movement amplitude 
between men and women or girls and boys. Furthermore, in within-group analyses, 
we did not find significant correlations in each age group between the speech 
kinematic variables and oral structure size measures. the velocity of the 5-year-olds’ 
speech movements was much lower than that of adults, about 50–70 percent  
of adult values. thus, we concluded that 5-year-olds’ speech movements reflect 
a large-amplitude, low-velocity style, which would be consistent with a motor 
control system that requires more time to plan movement sequences and one that 
has greater reliance on sensory feedback. We can also infer that biomechanical 
properties of the articulatory system do not account for fundamental differences 
in speech movement characteristics of young children and adults.
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Figure 7.2 the adult values for each measure are arbitrarily set to 100 percent so  
that we can compare the growth curves of three different variables, duration (average 
duration computed from two syllables), displacement, and velocity (both averaged 
across four lower-lip movements). Speech rate, as reflected in the syllable duration 
measure, is almost adultlike by age 12 years, but the speed and extent of oral 
movements for speech become adultlike much later.

how long during development do children continue to use this low-velocity, 
relatively high-amplitude speech movement style? earlier studies of small numbers 
of school-age children suggested that speech movements continue to be slow and 
relatively large during these years (A. Smith & Goffman, 1998), although the data 
are mixed, with B. Smith and McLean-Muse (1986) reporting that young children 
and adults had equal amplitudes and velocities of lip and jaw movements for 
speech. We (Walsh & Smith, 2002) recorded upper-lip, lower-lip, and jaw motion 
in four subject groups (n = 30/group, 15 females and 15 males in each group)  
of 12-, 14-, 16-year-olds, and young adults (aged 21–22).1 Participants produced 
a six-syllable sentence in a repetition task. We observed significant trends for 
increasing velocity and displacement of articulator movement beyond 16 years 
(see Figure 7.2), and there was also a significant decrease in total utterance duration, 
as well a decrease in the durations of syllables within the sentence with increas-
ing age.

to facilitate comparison of the developmental trajectories for the various  
measures we made, we plotted normalized growth curves for amplitude, velocity, 
and duration measures. in these plots, adult values for each measure were arbi-
trarily assigned a value of 100 percent, and younger subjects’ means were plotted 
as a percentage of the adult value. in Figure 7.2 (adapted from Walsh & A. Smith, 
2002) the relative growth curves are plotted for duration, velocity, and displacement 
of lower-lip (plus jaw) movements for groups of 30 participants aged 12 years to 
young adult. these measures were taken from two syllables (“Bob” and “pup”) 
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produced within a sentence context. the measures were averaged across the 
opening and closing movements for each of the two syllables. From this plot, it 
is clear that adolescents have higher speech rates compared to young children, 
because by age 12 years, durational measures were already 90 percent of the adult 
value. in contrast, at age 12, velocity of articulatory movement was only about 
60 percent of the young adults’ value, and movement amplitude was approxi-
mately 70 percent of the young adults’ value. in real terms, for example, 12-year-olds 
had a mean velocity of approximately 75 mm/s for the movements we measured, 
while for young adults, the mean velocity was approximately 120 mm/s. Average 
amplitude of movement increased approximately 2 mm over the period from  
12 years to young adult. these results show that at different points in the course 
of development, varying trade-offs between speech movement amplitude and 
velocity occur, and we have hypothesized that these are driven by the goal of 
increasing speech rate (Walsh & Smith, 2002; Smith & Zelaznik, 2004).

A number of authors have discussed changes in speech motor control processes 
after age 10–12 years as “refinements” of basic patterns that already have been 
well established (Green et al., 2002; Cheng et al., 2007). Our study, however, show-
ing as much as 30–40 percent increases in velocity and amplitude of articulatory 
movements between the ages of 12 and 21 years, suggests that rather dramatic 
changes are occurring during this late developmental period. Furthermore, the 
use of the term “refinement” suggests that basic patterns of behavior are the same, 
and that the developmental curve is a slowly changing trajectory always moving 
toward the adult state. in contrast to this view, our results suggest that movement 
amplitude for speech follows a U-shaped developmental trajectory. Speech move-
ment amplitude is relatively large in very young children, decreases in adolescence, 
and then increases again toward the young adult values. As noted above, one 
possible factor driving this pattern of amplitude change may be that achieving adult 
speech rate is a high priority of the speech motor control system, but adolescents 
apparently cannot produce a higher rate by simply increasing the velocity of 
articulatory movement as the 21–22-year-olds do. Sixteen-year-olds are still  
producing significantly lower velocity movements compared to young adults. thus 
in order to achieve a higher speech rate, they appear to be reducing articulatory 
displacements compared to the displacements they produced as younger children. 
Presumably teenagers age 12–16 years are capable of producing velocities of oral 
movements in the adult range in nonspeech tasks (but this should be tested 
empirically), and therefore there is no biomechanical or neuromuscular reason 
for the reduced velocities of speech in these age groups. this suggests that the 
lower velocities of speech movements are a result of immature cortical networks 
involved in language formulation, prespeech planning and/or execution. Obvi-
ously the work to date has employed limited speech samples, and future studies 
will need to replicate these findings in additional utterances and across additional 
articulators. it should be noted, however, that these recent studies of large numbers 
of participants have shown rather convincing developmental trends, which likely 
will require a change in our thinking about speech motor development during 
late childhood and adolescence.
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Our investigation of basic lip and jaw speech movement parameters and that 
of Cheng et al. (2007) of relative tongue and jaw motion in adolescence also reveal 
another interesting result: no sex differences have been found. We had predicted, 
based on anatomical growth curves showing that adolescent girls reach maturity 
in orofacial structural growth before boys (Farkas, 1994), that girls would show 
adultlike movement parameters and variability on these articulatory kinematic 
measures before boys. this was not the case. Cheng et al. (2007) and we (Walsh 
& Smith, 2002) found no differences between the adolescent girls and boys, nor 
were there any differences between the young adult men and women. these 
findings speak to the speculation of B. Smith and McLean-Muse (1986) that the 
development of adult speech output is delayed by physical growth and by the 
continued development of the neural systems involved in the formulation and 
planning of speech. the lack of differences in articulatory kinematic parameters 
and variability between adolescent boys and girls again suggests that the prolonged 
developmental course to mature adult speech production systems is primarily 
driven by the prolonged development of the neural networks involved in cognitive 
and linguistic processing in the brain (Walsh & Smith, 2002; Smith & Zelaznik, 
2004), rather than by peripheral growth factors.

Also relevant to this point is that clear sex differences in articulatory kinematics 
have been documented in 4- and 5-year-old children (Smith & Zelaznik, 2004). 
We found that boys lag girls in the consistency of their inter-articulator coordina-
tion in the production of short sentences. At this age there is no sexual dimorphism 
in craniofacial growth patterns (Vorperian et al., 2005) which again points to a role 
for central rather than peripheral factors driving this difference. these findings are, 
of course, in contrast to those for speech acoustic, laryngeal, and respiratory mea-
sures, because many sex-related differences, which are clearly related to anatomical 
size and growth factors, have been documented in these output measures (e.g., 
hoit et al., 1990; huber et al., 1999).

3.2.2 Nonuniform maturational profiles across articulatory structures? Another 
basic question about the development of articulatory movement control for speech 
is whether control of the various structures involved in speech follows a uniform 
developmental course. in section 2 above, the pronounced differences in anatomical, 
biomechanical, and neural innervation of the various articulators were noted. Given 
the remarkable differences in these characteristics for the jaw, tongue, lips, and 
velum, it seems reasonable to hypothesize that the development of the control  
of structures might be nonuniform. in other words, control of one articulator 
might be more adultlike earlier than control of another. From the frame/content 
theory (MacNeilage & Davis, 1990, 2000), the prediction would be made that the 
mandible would show more mature movement patterns earlier than other struc-
tures such as the lips and tongue.

Green et al. (2002) addressed the question of sequential development of arti cu-
latory control by recording upper-lip, lower-lip, and jaw motion in 1- and 
2-year-olds, 6-year-olds, and adults. All groups of speakers produced simple two-
syllable utterances such as “mama” and “baba.” Green et al. employed an innovative 
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within- and between-group movement pattern analysis which involved time and 
amplitude normalization of the displacement trajectories for each articulator.  
the normalized trajectories were then averaged to produce templates, which  
were compared by computing cross-correlations between pairs of templates on a 
within-subject basis, as well as within age groups, and finally across the three age 
groups. these analyses and measures of the variability of movement trajectories 
within groups clearly demonstrated that in the infants and children, control of 
the jaw is much more adultlike than control of the lips. thus these results support 
the frame/content proposal that jaw open–close cycles provide a basis for the 
subsequent development of the precise control of all the articulators needed  
to produce the full repertoire of sounds in the language (MacNeilage & Davis, 
1990, 2000).

there is also some evidence from studies of preschool and school-age children 
that jaw movements for speech are less variable compared to upper lip and lower 
lip movements (Sharkey & Folkins, 1985; B. Smith, 1995). We (Walsh & Smith, 
2002) examined the issue of nonuniform maturation of articulatory control in  
adolescence. Using a measure of the composite spatial and temporal variability 
of sets of normalized movement trajectories of upper lip, lower lip, and jaw for 
a short sentence, we found that movement variability was lower for young adults 
compared to all of the younger age groups, and that jaw trajectory variability was 
lower than that of upper lip or lower lip. however, we did not find evidence of 
a nonuniform rate of maturation across the three articulators during adolescence. 
the growth curves toward adult performance were parallel for the three structures 
during the period from 12–22 years, but it should be noted the endpoints for  
the three articulators were not equal. Composite spatiotemporal variability was 
lowest for the jaw and highest for the upper lip.

When considering the issue of nonuniform maturational profiles for specific 
articulators and the possibility that the jaw plays a key role early in prespeech 
vocalizations, it is essential to keep in mind that the lips have higher degrees  
of freedom of movement compared to the jaw. Jaw movements for speech are 
primarily in the vertical dimension and do not occupy a large percentage of the 
potential working space of the mandible (Ostry et al., 1997). Lip (and tongue) 
movements and shape goals and the underlying muscle contractions that produce 
them are extremely complex and multidimensional for speech (honda et al., 1995; 
honda, 1996; Gerard et al., 2003). this may explain why jaw-motion trajectories, 
from infancy on, display less variability in patterning compared to lip-motion 
trajectories. in other words, the lower trajectory variability for the jaw may reflect 
its inherently fewer degrees of freedom and the lower complexity (compared to, 
for example, the shape requirements of the tongue and lips) of the demands placed 
upon it for speech.

Another relevant point is that in the face area of the primary motor cortex, 
which presumably plays a major role in generating the motor commands to  
control articulatory muscle activity during speech, there is a mosaic of repeated 
representations of muscles of the lips, jaw, and tongue (huang et al., 1988). huang 
and colleagues reported that on a single electrode penetration, microstimulation 
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typically activates muscles of each of these structures. Given this kind of inter-
leaved representation, which is clearly ideal for the coordinated activities required 
of the articulators in speech, the idea that the maturation of control of individual 
articulators follows very distinctive courses seems unlikely to be correct. Perhaps 
an alternative hypothesis would be that in infants, pre-existing neural circuits, 
such as those involved in sucking and chewing, generate cyclic open–close jaw 
movements that provide a stable foundation for prespeech vocalizations. As infants 
begin to babble, the form of their vocalizations changes to become more speech-
like (Kent et al., 1991). it seems reasonable to hypothesize that at this point, 
cortical networks, possibly associated with syllable-sized units, are being formed. 
these cortical networks ultimately will be the predominant source of neural 
control for the speech musculature. this hypothesis is consistent with the data of 
Moore and Green and their colleagues showing the jaw to be dominant in early 
vocalizations of 1- and 2-year-olds (Green et al., 2000, 2002). As toddlers begin  
to produce more speechlike vocal output in babbling and single words, the  
coordinative patterns of the muscles involved in speech are quite distinctive  
from those used in sucking or chewing (Moore & Ruark, 1996; Ruark & Moore, 
1997). this finding is consistent with the idea that different sources of control (e.g., 
cortically originating networks) are beginning to be established.

3.2.3 Understanding the sources of variability in articulatory movements  
and coordination

Higher variability in younger speakers: an epiphenomenon of their slower speech rates? From 
the earliest studies in which direct measurements of children’s articulatory move-
ments were made by Bruce Smith and his colleagues (Smith & Gartenberg, 1984; 
Smith & McLean-Muse, 1986) and in earlier acoustic studies of children’s and 
adults’ speech, the issue of how to interpret differences in variability between 
child and adult speakers has been debated. One suggestion, repeatedly mentioned, 
is that the higher variability observed in many measures of children’s speech is 
simply an epiphenomenon (or statistical artifact) arising from children’s slower 
speech rates (B. Smith et al., 1983; Crystal & house, 1988); thus reflecting a general 
principle that slower speakers tend to be more variable speakers. this parsimonious 
explanation for differences in variability between immature and mature speakers 
should be rejected on the basis of results from many recent studies, which have 
shown clear dissociations between speech rate and variability measures (B. Smith, 
1992; Maner, Smith, and Grayson, 2000; Smith & Zelaznik, 2004).

One example of such a dissociation is plotted in Figure 7.3. the data used to 
generate these plots are from our large-scale study of children, adolescents, and 
young adults aged 4–22 years (Smith & Zelaznik, 2004). if differences in speech 
rate fully accounted for differences in speech variability measures, plots of speech 
rate as a function of age should parallel plots of variability measures. in the  
example in Figure 7.3, a speech rate measure, the mean duration (and SeM) of 
two short sentences (“Mommy bakes pot pies” and “Buy Bobby a puppy”) for 
30 speakers in each age group is plotted (triangles). Also plotted for each age 
group is a consistency of coordination measure, the lip aperture variability 
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index (circles, mean and SeM for each group computed across the two sentences). 
this index reflects the consistency in the pattern of upper-lip, lower-lip and jaw 
coordination for 10 productions of each sentence. the two sentences were produced 
in a repetition task.

From the plot in Figure 7.3, it can be seen that from age 4 years to young adult-
hood, the average duration of the two sentences decreases from approximately 
1.45 seconds to 0.9 seconds. if speech rate in syllables per second is computed 
from these measures, this dramatic reduction in sentence duration translates into 
an increase in rate from 3.8 syllables/second in 4-year-olds to 6.1 syllables/second 
in young adults. interestingly, there is a plateau in the speech rate function, with 
no increase in rate (no decrease in average sentence duration) occurring from age 
7–12 years. this plateau in speech rate is very surprising, given the dramatic 
changes in a variety of cognitive abilities, including motor abilities, that occur 
over this developmental period. Returning to the graph of Figure 7.3, it is clear 
that oral motor coordination for speech, as reflected by the lip aperture variability 
index, becomes much more adultlike in the period from 7–12 years. this is a 
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Figure 7.3 the lip aperture variability index (a composite measure of spatial and 
temporal variability computed for 10 repetitions of a sentence) averaged across two 
sentences (“Mommy bakes pot pies” and “Buy Bobby a puppy”) and the average 
duration of the two sentences are plotted as a function of age. As children mature,  
their variability on repeated productions of the sentences and the duration of the 
sentences drop dramatically (i.e., speech rate increases). the two growth curves  
show very different slopes in various developmental periods; thus demonstrating  
that changes in speech movement variability with maturation are not simply an 
epiphenomenon of increasing speech rates.
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compelling example of a dissociation between variability and speech rate. there 
are periods of time when the two plots are parallel, for example in the 4- to 
5-year-old data, there are parallel increases in speech rate and decreases in vari-
ability. however, the nonparallel segments of the growth curves clearly demon-
strate that changes in variability cannot be explained as an epiphenomenon or 
statistical artifact of overall speech rate. As a caveat, we note that these data are 
derived from a repetition task for two short sentences, and that as such, they may 
not reflect naturally produced, spontaneous speech. this, however, is a necessary 
limitation of any study in which physiological or acoustic parameters are measured 
for identical utterances produced by different speakers. in addition, we note that 
this variability measure is based on the average of coordination indices computed 
for the entire movement sequences for 10 repetitions of each of two sentences, 
which would seem to be an improvement over earlier studies, in which kinematic 
measures typically were made for single movements, and duration or rate measures 
were often reported for single words, and in some cases single speech segments. 
in fact, we have made extensive use of the method of time- and amplitude-
normalizing sets of single articulator or inter-articulator trajectories produced  
for a single utterance over multiple repetitions (method described in Smith, et al., 
1995 and 2000). An index of the composite spatial and temporal variability 
computed for these sets of trajectories has proved to be a useful indicator of 
within-subject and between-group differences in speech motor performance.

in the above example, the question was whether differences in speech movement 
variability between groups of speakers of varying ages could be accounted for 
by differences between groups in average speech rates. One can also ask whether 
within a given age group, the slower speakers tend to be more variable in output. 
to address this question, correlations between the average duration and the average 
lip aperture variability index for the two sentences were computed for each of the 
six age groups whose data were plotted in Figure 7.3. Scatter plots of lip aperture 
variability and duration are shown for two age groups, the 12-year-olds and 
4-year-olds, in Figure 7.4. As these plots suggest, there was not a significant  
correlation within groups between mean sentence duration and mean lip aperture 
variability. Correlations between speech rate (sentence duration) ranged from a 
low of 0.02 for the 4-year-olds to the highest value of -0.23 for the 14-year-old 
group. the correlation between the two measures was not significant for any of 
the age groups.

Decreasing movement variability with age: an index of neuromotor maturation? having, 
hopefully, helped to put to rest the assertion that developmental changes in  
measures of speech variability simply reflect changes in speech rate, i return to the 
main issue at hand, which is: many investigators, including the present author, 
have interpreted the greater variability often observed in children’s data to be a 
sign of the operation of immature motor control systems. thus, the general phe-
nomenon of decreasing variability observed with age, described in many studies 
in the sections above, commonly has been interpreted as a sign of the maturation 
of the speech motor control systems. Stathopoulos (1995) strongly objected to this 



274 Anne Smith

general interpretation of decreasing variability with increasing age; she presented 
acoustic, aerodynamic, and respiratory kinematic data from 72 participants ranging 
in age from 4 years to adults. She reported a very large number of physiological 
and acoustic measures and found that significant age differences were present for 
only a subset of the measures. Furthermore, within that subset, statistical analysis 
revealed that the 4-year-olds primarily accounted for the age effect. Stathopoulos 
argued that, given the generally accepted view that variability is an index of 
neuromotor maturation, she would have to conclude that 6-year-olds possess 
adultlike speech production systems. She therefore rejected the idea that declin-
ing variability is always or even usually a hallmark of maturation toward the 
adult state and instead suggested that when studying variability as an index of 
maturation, different subcomponents of the system may show very different  
maturational profiles. it should be noted, however, that the experimental data on 
which Stathopoulos based her argument were derived solely from measurements 
made on repeated trains of a single syllable (/pa, pa, pa/). therefore one might 
argue that she studied a “speech” production task that would be least likely to 
reveal age-related differences.
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Figure 7.4 Scatter plots of a speech coordination variability index, lip aperture 
variability, computed for 10 repetitions of a sentence (averaged across two short 
sentences) plotted as a function of sentence duration (again averaged across the  
two sentences) for thirty 4-year-olds and thirty 12-year-olds. it is apparent that there  
is no correlation between these two measures. thus within an age group, more variable 
speakers do not tend to be the slower speakers of the group. Note the large range in 
sentence duration, from about 1.0–2.2 seconds in the 4-year-olds and the much smaller 
range in sentence duration in the 12-year-olds, about 0.8–1.2 seconds.
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in any case, Stathopoulos made a useful theoretical argument, and as pointed 
out above, significant differences in developmental trajectories have been reported 
for the different subsystems involved in speech and for different measures within 
a single subsystem. When studying variability in speech output as an index of 
neuromotor maturation, observed between- or within-group differences in vari-
ability must be placed within the appropriate context. Regardless of these points, 
declining variability and increasing accuracy classically have been viewed as 
hallmarks of maturing motor systems and of successful motor learning in the 
limb motor control literature (Schmidt, 1988). the influential work on the appli-
cation of dynamical systems theory to motor development by esther thelen and 
her colleagues (thelen & Smith, 1994) has also emphasized the necessity of con-
textualizing interpretations of higher or lower levels of variability. For example, 
higher variability often has been viewed as an undesirable feature of motor con-
trol systems, but as thelen and Smith pointed out, over the course of development, 
variability may provide a flexible substrate from which new patterns of behavior 
may emerge. Furthermore, variability is not a unidimensional construct, and as 
we will discuss in more detail below, many sources of variability contribute to 
the observed output variations. Recent models and experimental approaches to 
motor development in the limb literature have emphasized the need to uncover 
the relative importance of multiple contributing sources to movement output 
variability over the course of development (Davids et al., 2006).

this is the point of view that we have taken in interpreting our kinematic studies 
of the development of articulatory control and coordination (Walsh & Smith, 2002; 
Smith & Zelaznik, 2004). it would not be desirable for children to produce speech 
movements with the almost machinelike consistency of adults. Children need 
flexibly organized motor control systems, so that they can acquire new patterns, 
e.g., new words and/or new languages. in addition, while we have argued that 
peripheral biomechanics are not the only factors driving the prolonged maturation 
of speech motor control processes in adolescence, certainly children’s speech motor 
control systems must make adaptations as craniofacial growth occurs (Vorperian 
et al., 2005).

to interpret the higher variability we have observed in children and adolescents, 
we (Smith & Zelaznik, 2004) have also relied upon Bernstein’s definition of the 
development of motor coordination as “the process of mastering redundant degrees 
of freedom of the moving organ, in other words its conversion to a controllable 
system” (1967, p. 127). he proposed that the degrees of freedom for movement 
are reduced through the soft assembly of muscle synergies, also referred to as 
coordinative and/or functional synergies. Functional synergies (the term we have 
used) are fundamental units of the control of movement, and they consist of 
collectives of muscles or motorneurons that in turn control muscle contraction 
(Bernstein, 1967; Gelfand et al., 1971). in speech, given the complexity of the 
movements to be produced and the necessity of recruiting specific subpopulations 
of the motorneurons within a motorneuron pool (honda et al., 1995), the idea  
of motorneurons (or motor units – a motor unit is a single motorneuron plus  
the muscle fibers that it innervates) rather than muscles as the basic elements 
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constituting functional synergies is appealing. the repeated coactivation of col-
lectives of motor units results in the formation of synergies, which are organized  
to achieve functional goals. For example in babbling, motor units of upper-lip, 
lower-lip, and jaw muscles would be repeatedly coactivated, for example, for the 
syllable /ba/. With repeated activation, the synergistic group of motor units would 
be linked to the goal of producing the acoustic output for /ba/. As children mature, 
these functional synergies become more stable, and there is less variability in the 
pattern of recruitment of motor units to achieve the behavioral goal.

in the developmental limb motor control literature, many investigators (e.g., 
Crossman & Szafran, 1956; Schmidt et al., 1979; Van Galen et al., 1993) have sug-
gested that one source of variability in the recruitment of motorneurons is a global 
factor, “neuromotor noise.” Neuromotor noise is postulated to arise from a variety 
of sources, including a background of unpatterned synaptic inputs to motor-
neuron pools and from the motor commands generated to achieve movement goals. 
Both sources of neuromotor noise, the background, unpatterned synaptic inputs 
and the variability of motor commands generated by the CNS, are hypothesized 
to be greater in young children. With maturation, neuromotor noise is hypothesized 
to decrease, which contributes to the increased consistency of motor output seen 
in adults (Smits-engelsman & Van Galen, 1997; Yan et al., 2000).

the nature and sources of variability in motor output have been extensively 
discussed in the limb motor control literature (Davids et al., 2006). With regard 
to motor development, another important perspective is that sources of movement 
output variability operate over different time scales (Newell et al., 2001). Neuro-
motor noise is hypothesized to operate over a long developmental time scale, 
such that the level of variability contributed by neuromotor noise is relatively 
constant on a day-to-day or even week-to-week basis. in other words, 7-year-olds 
on average will show higher movement variability than 12-year-olds. Other sources 
of variability operate over very short time scales, for example, within a single 
experimental session (Newell et al., 2001, 2006; Deutsch & Newell, 2004). Further-
more, during development the operation of the distinct sources of variability  
may change. For example, Deutsch and Newell (2004) demonstrated that chil-
dren can exhibit short-term improvements in motor performance, becoming more  
accurate and faster within a single experimental session. Age-related differences 
in short-term changes in movement output variability are hypothesized to reflect 
differences in the way children and adults use a variety of feedback loops and 
potential differences in the way the systems’ degrees of freedom are controlled 
to achieve movement goals (Newell et al., 2006). Finally, these investigators have 
also used spectral analysis to explore the possibility that the structure of move-
ment variability arises from both stochastic and deterministic processes (Deutsch 
& Newell, 2003).

these issues are just beginning to be addressed within the developmental speech 
motor control literature. to our knowledge, our laboratory was the first to explore 
experimentally the possibility that short-term motor learning effects would be 
observed in a speech production task in children and adults. We (Walsh et al., 
2006) assessed the potential role of short-term plasticity by examining performance 
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on a novel nonword learning task. Learning effects were measured by computing 
the consistency in coordination over repeated productions of a higher-level (lip 
aperture) and a lower-level (lower-lip–jaw) functional synergy. this experimental 
approach was derived from our earlier study (Smith & Zelaznik, 2004), in which 
we hypothesized that lip aperture is a higher-order synergy compared to the 
lower-lip–jaw synergy, because lip aperture control has important acoustic effects, 
while the relative lower-lip–jaw motions do not. this hypothesis was supported: 
for all age groups studied, the higher-order synergy showed less variability across 
repeated sentence productions compared to the lower-order synergy. this was 
true, despite the fact that the lip aperture synergy involves the relative motions 
of the upper lip, lower lip, and jaw, while the lower-lip–jaw synergy involves 
only two articulators. (to understand the idea of higher- and lower-level functional 
synergies, consider the analogy of clapping your hands 10 times. For each clap cycle, 
we plot the trajectory over time of the inter-hand distance, which is analogous to 
lip aperture, and we plot the trajectory of relative motion of the right wrist and 
elbow, alogous to lower lip–jaw. We would expect that the inter-hand difference 
trajectories would be much more consistent from cycle the cycle than the within-arm 
wrist–elbow difference trajectory.)

in the novel nonword learning task, participants heard novel nonwords in random 
order and were instructed to repeat the word after hearing it. there were five novel 
nonwords and they ranged from one (“mab”) to four syllables (“mabshaytiedoib”). 
With increasing length, phonological complexity of the nonwords also increased. 
the analysis was designed to determine whether the early repetitions of the novel 
nonwords were more variable in inter-articulator coordination compared to the 
later repetitions. For each of 10 repetitions of each word, the lip aperture and  
the lower-lip–jaw difference signals were computed. the sets of early (first five) 
and late (last five) trajectories were compared on variability and duration. All 
participants (twenty young adults and twenty 9–10-year-olds) correctly produced 
all of the novel nonwords.

Our results confirmed that speakers of different ages have different speech motor 
learning characteristics. the young adults showed no changes in lip aperture 
or lower-lip–jaw coordinative patterns over the course of experiment. Variability 
for both upper- and lower-level synergies and nonword duration did not change 
over early and late productions for young adults. As predicted, the higher-order 
synergy showed less variability across all nonwords in both groups. Unlike the 
adults, the 9- and 10-year-olds showed a pronounced practice effect within the 
experimental session. Coordination variability for the lip aperture signal was 
significantly lower for the children’s last five productions. this effect was dramatic 
and was most pronounced for the longer and more complex nonwords. A parallel 
result was observed with regard to duration of the nonword productions for  
the children: the duration of the last five trials was significantly shorter than the 
duration of the first five. these results demonstrate that young children learning 
novel words show rapid and dramatic decreases in movement variability and 
increases in the speed of the sequential movements necessary for articulating the 
novel nonwords. in this case, children were able to simultaneously improve in 
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consistency of motor execution, while speeding up the execution process. interest-
ingly, with regard to our hypothesized higher- and lower-order synergies, the 
motor learning effect was observed only for the higher-order synergy, lip aperture. 
Lower-lip–jaw coordination, the lower synergy, did not become more consistent 
over the early to late trials. this result provides additional evidence that lip 
aperture is a higher-order synergy, and that lip–jaw coordination is adjusted to 
more consistently achieve a higher order-control variable, that is, the distance 
between the lips.

the results of our experiment support a role of neuromotor noise, which oper-
ates over a relatively long time scale, in speech production. the 9- and 10-year-olds 
were more variable than the young adults on all measures, and their level of 
performance on the improved later trials did not reach adult values. this suggests 
that there are sources of variability that, even with practice, prevent younger 
speakers from attaining adultlike performance levels. the question could be raised 
whether, if given enough practice trials, the children would reach adult levels of 
consistency and speed. We suggested that this is unlikely, because even when 
children and adults repeat familiar well-practiced utterances, such as “Mommy 
bakes pot pies,” children are more variable and slower speakers. Our results also 
support the idea that there are sources of movement output variability that operate 
on shorter time scales compared to neuromotor noise. the improvement the 
children showed in the consistency of coordination of the upper lip, lower lip, 
and jaw and in the rate of nonword production occurred over the 30-minute 
experimental session. the five nonwords were randomized, so this was not simply 
a result of an improvement over repeated, sequential productions of the words. 
We would suggest that this improvement reflected systematic changes in cortically 
originating motor commands to the motorneuron pools. With just five practice 
trials, children were already becoming more consistent in generating the motor 
commands necessary to produce this novel sequence. these observations are 
consistent with the model proposed by Newell and his colleagues, suggesting 
that there are sources of movement variability that can be observed to change 
over short time scales (Newell et al., 2001).

Another interesting issue that arises from the study of short-term motor learning 
in speech is whether adults would show short-term motor learning effects if they 
produced nonword stimuli that were more difficult. We are addressing this issue 
in a follow-up study (Sasisekaran et al., in press), and the results indicate that 
similar short-term motor learning effects are present in young adults when the 
novel nonwords are longer and phonologically more complex. it seems likely that 
the stimuli in our first study were easy, such that adults were at ceiling in the 
early trials, and therefore showed no improvement from early to late trials.  
Another interesting question concerning these short-term changes in speech pro-
duction performance within a single experimental session is whether they represent 
speech motor learning. in other words, have changes in synaptic connections 
occurred, such that on retesting the next day, participants would retain the 
improved performance observed on the later trials of the day 1 testing. in our second 
experiment, participants returned for second-day testing, and it is clear that speech 
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motor learning does occur. the early trials of participants, both 9–10-year-olds 
and young adults, on the second day show greater consistency compared to their 
early trials on day 1.

in summary, the recent literature on speech and limb motor development reveal 
that movement trajectory or inter-effector coordinative variability typically  
decreases as humans mature. Variability is not unidimensional and must be  
interpreted within the context appropriate for the task under study and the ages of 
the subjects. the time courses over which reductions in variability occur, short- and 
longer-term, can reveal many significant aspects of the underlying maturational 
processes. Recent studies demonstrating the extremely prolonged developmental 
course to adult levels of speech motor control and coordination are intriguing, 
and the relationship of this developmental trajectory to the growth curves char-
acteristic of other skills, e.g., language processing abilities, will be significant areas 
for future investigation.

3.3 Theoretical issues and models of speech motor 
development

there is general agreement among those who have written about speech motor 
development that the process involves the formation of neural mappings among 
motor, somatosensory, and auditory systems (Kent et al., 1991; Callan et al., 2000; 
Smith & Goffman, 2004; Guenther, 2006; Smith, 2006). the earliest speechlike 
vocalization of infants is babbling, in which the canonical syllable appears, followed 
by repetitive canonical babble and variegated canonical babble (Oller, 1980; Stark, 
1980; Kent & Bauer, 1985). Kent et al. (1991) proposed a model of early vocal 
development in which they applied edelman’s theory of neural group selection 
(edelman, 1987, 1989) to postulate how these mappings might be generated. they 
suggested that the production of even a simple sound, such as a syllable, would 
activate a variety of sensory “receptor sheets,” including static and dynamic  
intraoral mechanoreceptors, pressure and flow receptors, and auditory pathways. 
For each sensory modality, a sensory map would be formed, and with repetition 
of the syllable, the various sensory maps would be correlated with one another 
and with the motor map that produced the behavior. As we noted earlier, “neurons 
that fire together, wire together” – thus neural connections would develop to form 
these functionally linked maps arising from the infant’s vocal behavior. Kent  
et al. suggested that, in addition, sounds made by others, such as parents, are 
also represented in the auditory receptor sheets and associated map. “Re-entrant” 
or repetitive signaling of this type would ultimately lead to the establishment  
of phonetic categories, which would be defined, not by the specific sensory infor-
mation generated by the category of behavior, but by the correlations among the 
various maps. this kind of model, the authors noted, avoids the problem of 
postulating invariant motor or sensory representations of speech sounds. this is 
an important feature of any model attempting to account for developing or adult 
speech motor control, because the ubiquity of variability is a cardinal feature of 
speech production (e.g., MacNeilage, 1970).
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Written in 1991, the model of early vocal development proposed by Kent and 
his colleagues presaged later, more formal neural network models of speech. 
Guenther (1995) proposed the DiVA (D = directions in orosensory space, i = into, 
V = velocities of, A = articulators) model for speech sound acquisition. Like the 
Kent et al. model, the DiVA model posits that babbling is an action–perception 
cycle, and that with repetition, cyclic babbling behaviors tune the speech production 
system by establishing mappings among reference frames (orosensory, acoustic, 
and motor). Like the speech production theory of Perkell and his colleagues, 
which focuses on adult speech motor contol (Perkell et al., 1995, 2000), the DiVA 
model posits a major role for auditory targets, and the phoneme is the basic unit 
of production. After the babbling phase, the DiVA model can produce phoneme 
strings entered as input by the user (Guenther, 1995).

in our discussion of linguistic units and models of speech motor development 
(Smith & Goffman, 2004; Smith, 2006), we proposed a preliminary model of speech 
motor development which also included the idea that mappings between various 
neural systems must occur during speech acquisition. in addition to orosensory, 
acoustic, and motor linkages, however, we proposed that bidirectional linkages 
from motor to linguistic representations must be formed as toddlers begin to 
produce first, words, then longer utterances. in general then, there appears to be 
agreement that speech motor development entails the establishment of a variety 
of connections among the various neural centers involved in language formulation, 
speech motor control, and sensory representations. Beyond this basic premise, the 
speech motor development literature is extremely diverse in the theories, models, 
and/or frameworks used to generate experimental questions and to discuss the 
resulting data. Aside from the DiVA model, there are no formal models that  
attempt to elucidate the course of speech motor development. therefore, in the 
sections that follow, i consider critical issues likely to be relevant to future 
theoretical approaches to speech motor development.

3.3.1 Units of production: the language–motor interface there is one period 
during human development when the basic unit of speech production seems clear. 
When the infant begins to babble, the unit of production is clearly the syllable 
(in my view, but note that the DiVA model of Guenther originally assumed 
phonemes as the input unit during the babbling stage, though later descriptions 
of the DiVA model indicate the input is a “speech sound,” which can be a phoneme, 
a syllable, or a word (Guenther, 2006)). One can return to the chapter by Kent 
and his colleagues (1991) for an insightful discussion of the role of the syllable in 
infant vocal development. they note that all units of speech production, including 
syllables, “present interpretive difficulties across and within levels of observation. 
A major factor in these difficulties is the attempt to impose segmentation on what 
is often a continuous motor pattern. But of all the candidates for behavioral 
analysis of vocal development, the syllable appears to be the most practical and 
the most commonly used” (Kent et al., 1991, p. 136). they consider the syllable 
to be the fundamental unit of early infant vocalization, and that the generation 
of sequences of syllables gives rise to the rhythmic structure of early infant 
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vocalizations. Within this context, they defined the syllable as “a grouping of 
motor adjustments, highly variable in composition from one syllable to another, 
that is associated with the auditory perception of the fundamental prosodic 
unit” (p. 137). in the babbling stage then, the unit that serves as a basis for the 
mappings among the oral sensory, auditory, and motor systems is proposed to 
be the syllable.

We have hypothesized (Smith & Goffman, 2004; Smith 2006) that the nature of 
mappings between linguistic, auditory, and motor networks changes over the 
course of development. As suggested above, the syllable is the most likely unit of 
babbling. As the toddler enters the single word and multiword period of develop-
ment, we proposed that multiple units emerge as the basis for neural mappings. 
in the toddler, syllables, words, and word combinations would serve as bases for 
mappings. in 4- and 5-year-olds, we proposed that phonemes, syllables, words, 
and phrases would serve as units of interface among the systems. in adults, we 
hypothesized multilayered mappings between linguistic units and the motor system. 
in other words, there is no privileged unit of production in the adult system, and 
as the child matures, he or she acquires these multilayered mappings.

the data to support this proposal comes from experiments from our laboratories 
and others to suggest that motor output is intimately shaped by the linguistic goals 
of the speaker. We have examined the relationship between motor output and 
linguistic units for many different sizes of units, including the phoneme, syllable, 
word, phrase, and sentence levels (reviewed in Smith & Goffman, 2004; Smith, 
2006). Goffman and her colleagues have also demonstrated clear effects of prosodic 
goals on the details of speech movement output (Goffman, 1999; Goffman et al., 
2006, 2007). One compelling example, which supports the idea of the parallel 
operation of many units of production, comes from our study of coarticulation 
in 5-year-old children and adults (Goffman et al., submitted). Participants produced 
three pairs of sentences (10–15 repetitions of each) that varied only in an utterance 
internal vowel (e.g., “Mom has the goose/geese in the box”). We measured the timing 
and amplitude of the lip rounding gesture for /u/ relative to the duration of the 
lip movement sequence for the entire utterance. For both children and adults, the 
lip rounding gesture had broad influences on the lip movement sequence for  
the entire sentence, with the rounding gesture continuing for 50–60 percent of 
the sentence duration. Adults showed less variable rounding gestures, but the 
influence on the entire utterance was similar across age groups.

Returning to Figure 7.1, we note that in order to produce the sentence, “Mom put 
the goose in the box,” the brain has to generate motor commands to activate the 
appropriate muscles with exquisite control of the timing of their activation. What 
this experiment reveals is that the neural commands to the lip muscles involved 
in the rounding gesture are modified across a large portion of the sentence in 
relation to the identity of a single vowel in the middle of the sentence. Adults and 
5-year-olds make a similar modification in terms of the temporal organization of 
the gesture. thus these findings suggest that by 5 years of age, children are already 
using multiunit speech production planning strategies. in order to produce this 
long-lasting change in the motor commands for the sentence specifically attached 
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to a single segment, the speaker would need to have at least a phrase-level motor 
plan. this result, in combination with an earlier study (Goffman & Smith, 1999) 
showing that children as young as 4 years produce phonetically specific oral move-
ment patterns for consonants that vary only by a single feature (e.g., “ban”/“pan”), 
supports the claim that by 4–5 years, children are using multiple planning units 
in speech production.

Our multiunit view may seem at odds with models of speech production that 
propose a privileged or basic unit of production planning, often the phoneme 
(e.g., Perkell et al., 2000), or the syllable, for example, the syllabary of Levelt and 
Wheeldon (1994). On the other hand, the suggestion that some units may be more 
prominent, “more fundamental” than others does seem reasonable. in my view 
the syllable is a good candidate as the “most basic” unit, because of its connection 
to the open–close oral movement cycle and its appearance as the first speech-like 
vocalization of infants. in any case, from the point of view we have taken (Smith 
& Goffman, 2004; Smith, 2006), as the child matures, stored commands can be of 
varying lengths, from syllable, to word, to phrase, to sentence length. i am certain 
that many Americans have extremely stable, stored motor commands for the 
phrases, such as “hi, how are you,” and “have a nice day.”

in summary, future theoretical work on speech motor development must address 
the gap between language production models that ignore the motor system and 
speech motor control models that ignore the language system. this is a difficult 
gap to bridge, but by studying the unfolding relationship between motor output 
and the linguistic and metalinguistic goals of the speaker as children mature, 
future theorists will have a better chance to understand how linguistic constructs 
are transformed into muscle contraction and movement.

3.3.2 Factors driving the protracted developmental course to mature speech 
motor control A comprehensive account of speech motor development must 
consider the long developmental trajectory for attaining adultlike speech motor 
control processes. in addition to the protracted developmental course for speech 
motor control, some periods in development are marked by very rapid changes 
toward the adult end product, while in other intervals, for example, the period 
from 7–12 years, plateaus in some aspects of performance are observed. it seems 
likely that in various developmental periods, the factors that drive either rapid 
or relatively slow speech motor development vary.

Compared to girls, 4- and 5-year-old boys are less mature in the consistency  
of inter-articulator coordination (Smith & Zelaznik, 2004). this sex difference 
disappears by age 7, and in terms of consistency of coordination and speech rate, 
we observed no sex differences in any of the other age groups we studied. the 
fact that preschool boys lag girls in articulatory coordinative development is  
not surprising, given that girls are often shown to be better in verbal tasks, but 
the reasons for this difference in development are unknown. in the burgeoning  
neuroimaging literature, in which large groups of children are being imaged in 
cross-sectional and longitudinal studies, many sex differences in brain develop-
ment have been documented. these include different developmental trajectories 
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for global measures, such as white and gray matter volumes, and differences  
in specific regional measures (Lenroot & Geidd, 2006). in their study of 200  
normal children, Wilke et al. (2007) reported that girls have a proportionally 
higher gray matter volume in a very distinct area in the left inferior frontal gyrus, 
a difference not observed for the right homologous area. this finding is consistent 
with a number of anatomical and functional imaging studies pointing to neuro-
physiological bases for sex differences in verbal tasks (harasty et al., 1997; 
Plante et al., 2006).

the idea that speech motor control processes continue to mature post puberty 
would have been surprising some years ago. Now it is widely recognized that 
adolescence is a time of very significant development behaviorally and cognitively, 
and there is clear evidence that brain development continues well into the twen-
ties (see review by Blakemore & Choudhury, 2006). For speech motor control, it 
is important to note that the frontal lobe continues to show increased myeliniza-
tion throughout adolescence, which would contribute to faster conduction speeds 
allowing more rapid inter-regional communication among neural populations 
(Giedd et al., 1996, 1999). Furthermore, there is an increase in white matter in the 
left arcuate fasciculus during adolescence, and the corpus callosum undergoes 
regionally specific changes until the mid-twenties (& and Choudhury, 2006). Given 
these results, it is not surprising that 16-year-olds are not yet adultlike in speech 
motor control processes. We suggested that there are trade-offs during adolescence, 
such that higher rates of speech are achieved at the expense of more variable 
coordinative patterns. Also, we noted that given that girls and boys do not differ 
in articulatory motor control during the adolescent years, the protracted course 
of articlulatory motor development apparently is not related to craniofacial growth. 
Rather, we hypothesize that the continued maturation of the brain is a primary 
factor delaying maturation of speech motor control processes to adult levels.

Another interesting issue that future models of developing speech motor  
control must address is individual differences. Much of the focus of this chapter 
has been on between-group effects, and the developmental growth curves under 
discussion reflect changes in group means and variability with maturation. As 
Figure 7.3 shows, however, there are dramatic differences between individuals 
within an age group as is evident for the thirty 4-year-olds and thirty 12-year-olds 
whose data are plotted. Some of the 12-year-olds have coordinative consistency 
(as measured by the lip aperture variability index) equal to adult levels (in the 
10–15 range). Some 12-year-olds, however, have coordinative consistency indices 
equal to that of some of the 4-year-olds (19–25 range). the 4-year-olds have a 
remarkable dispersion of speech rate. What accounts for these individual differ-
ences? Future studies in which measures of speech motor control, language abilities, 
and general cognitive abilities are obtained in addition to neuroimaging data for 
the same subjects will be necessary to explore the potential factors contributing 
to these differences between individuals in speech motor performance.

3.3.3 The role of feedback and the nature of stored motor commands there 
is general agreement that auditory and somatosensory feedback play a critical 
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role in the development of speech motor control processes (e.g., Kent et al. 1991; 
Guenther, 1995), and it is well known that normal speech production patterns 
cannot be established in the absence of auditory information. Furthermore, there 
is also general agreement that with maturation, speech motor control becomes 
primarily under feedforward control, that is, driven by stored neural commands 
for speech movement sequences. the nature of what is stored and how these 
stored motor commands relate to linguistic units is, as noted above, a matter of 
debate. Despite the general agreement about the importance of sensory informa-
tion in developing speech motor control, almost nothing is known about the 
details of how and when somatosensory and/or auditory information is used to 
shape ongoing motor output, to build internal models of movement goals, and 
to tune feedforward commands.

in general, speech production systems of children are slower, and it has been 
noted that this is consistent with a feedback-based control system (e.g., Riely & 
Smith, 2003). As children mature, they become faster speakers and their move-
ment output patterns become much more consistent from trial to trial. Presumably, 
during maturation children are establishing stored motor commands for speech 
production, and they are relying less and less on feedback. in order to understand 
how this process of shifting from feedback to feedforward control unfolds in 
development, experiments are needed to manipulate feedback and examine the 
effects on motor output. Adults can compensate automatically online to mechanical 
perturbation of the articulators as well as to alterations and auditory feedback 
(reviewed in A. Smith, 1992). While a few preliminary studies of children’s re-
sponses to bite block perturbations have been completed using acoustic analyses, 
the results of the studies are mixed (Baum & Katz, 1988; edwards, 1992). it would  
be useful in future studies to examine the effects of altered somatosensory and 
auditory feedback on the variability of movement output in children at different 
ages. in addition, studies of novel word learning could incorporate altered feed-
back conditions and address the question of the role of sensory information in 
establishing new patterns of output.

3.3.4 Neuroplasticity and sensitive periods for speech motor learning A primary 
source of evidence for the existence of sensitive periods for speech motor learning 
comes from the well-known fact that the ability of humans to learn new languages 
and to achieve near-native accents in them decreases as we mature into adulthood. 
in general the loss of capacity to acquire new languages with aging has been  
attributed to a sensitive or critical period for language acquisition, such that with 
maturation there is a loss of plasticity in the neural systems involved in language 
learning (see references cited by Flege et al., 1999). While this explanation seems 
intuitively appealing, the issue of age-related changes in second language (L2) 
performance is a complicated one. the sensitive period hypotheses for L2 per-
formance changes have not been specific with regard to what particular abilities are 
lost (Flege et al., 1999). For example, the inability to achieve a near-native accent in 
L2 could be due to a loss of plasticity in speech motor output circuitry, a decrement 
in the ability to auditorily discriminate L2 sounds, a loss of ability to create new 
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perceptual representations of sounds, and/or a decrement in the ability to translate 
stored auditory representations into speech motor commands (Flege et al., 1999). 
Flege and colleagues have completed many experiments designed to test the 
sensitive (or critical) period hypothesis, and with regard to accent, the data do 
not support a strictly maturational explanation. they therefore prefer an alternative 
explanation for the age-related decline in L2 pronunciation accuracy, which is  
that the greater the stability of the first language (L1) phonetic system, the more 
interference L1 has on L2 learning. As children mature into adolescence and young 
adulthood, the L1 phonetic system becomes extremely stable, and new patterns 
of phonetic output are more difficult to achieve. they also note that the difficulties 
in acquisition of L2 morphosyntax may be affected by a different set of factors 
compared to those that determine accent.

Perhaps, if one considers the sensitive period hypothesis within the framework 
proposed by Knudsen (2004), some of the issues suggested above become clearer, 
and one could propose the combined operation of both sensitive periods and  
L1 interference in the age-related decline in L2 performance. Knudsen notes that 
while we tend to think of sensitive periods in terms of behavior, they are actually 
properties of neural circuits. in his enlightening article, Knudsen provides a variety 
of examples of sensitive periods in development, including those of human lan-
guage, birdsong, visual representation in monkeys, filial imprinting in ducks  
and chickens, and auditory processing of spatial information in owls. he defines 
the term sensitive period as one that “applies whenever the effects of experience 
on the brain are unusually strong during a limited period in development” (p. 1412). 
in some of the animal models mentioned above, changes in the neural circuitry 
that arise during sensitive periods, in other words the changes that underpin 
learning, have been mapped out. these involve axonal elaboration and synapse 
formation in addition to axon and synapse elimination. the metaphor Knudson 
uses to explain stable neural circuits is relevant for the present discussion of speech 
motor learning. he invokes a stability landscape in which experience shapes 
troughs or wells of stable behaviors over development (note the similarity to the 
stability landscapes of thelen & Smith, 1994). Once a highly stable neural circuit 
has been formed, there is a loss of plasticity in that circuit. “After a sensitive 
period has ended, many independent mechanisms that support plasticity continue 
to operate. the amount of plasticity that persists in a mature circuit varies widely, 
depending on the circuit’s function. the plasticity that remains enables mature 
circuits to modify their patterns of connectivity within the enduring constraints 
established as a result of experience during a sensitive period” (Knudsen, 2004, 
p. 1417). Adults have passed the sensitive period for speech motor learning, but 
they retain some degree of plasticity. Applying Knudsen’s framework, learning new 
behaviors, such as a second language, requires more attention and effort after the 
sensitive period has passed, and the new behavior may be atypical (e.g., retention 
of an L1 accent) due to influences of previously established neural circuitry.

Also relevant to the observation that accent and morphosyntax may show dif-
ferent age-related performance trajectories in L2 learning (Flege et al., 1999) is 
Knudsen’s observation that complex behaviors such as language result from  
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the interactions of multiple hierarchies of neural circuits. therefore, he suggests  
it will be difficult to identify critical or sensitive periods based on behavioral 
measures. As discussed above, widely distributed neural circuits contribute to 
language production, including cognitive, linguistic, motor, and sensory circuits. 
the different circuits are likely to undergo different developmental trajectories 
and thus display distinctive sensitive periods. he notes that while the neural 
circuitry involved in semantic analysis remains highly plastic throughout life, the 
L2 data strongly suggest that the neural hierarchies involved in phonetic processing 
lose a great deal of plasticity with maturation to adulthood. As another example, 
Weber-Fox and Neville (1996) concluded from studies of event-related brain  
potentials recorded in language processing tasks that there is a sensitive period 
for acquiring the syntax of a language. these ideas are important to bring to bear 
on interpreting data in speech motor control experiments. For example, in a recent 
study we hypothesized that speech coordination variability would be higher for 
L2 compared to L1 in bilingual Bengali–english speakers. At first, we were sur-
prised to find that movement variability assessed in L1 (Bengali) and L2 (english) 
was equal and independent of age of immersion in L2 (Chakraborty et al., 2008). 
Despite the fact that many of the speakers had a pronounced accent in L2, their 
movement variability in L2 was low and typical of adult levels of performance in 
L1 for native speakers. this suggests that the strongly accented L2 production is 
also highly stable, and that the neural circuitry underlying it has lost plasticity. 
Furthermore, there are strong interference effects on L1 of L2.

the idea of sensitive periods for speech motor learning is also supported by the 
experience of young cochlear implant recipients in learning to produce speech. the 
younger the recipient, the more likely he or she is to produce speech that is highly 
intelligible, and after age 4–5 years, high degrees of intelligibility typically are 
not attained, even after many years of implant use (Peng et al., 2004). ertmer et al. 
(2007) assessed vocal development in a prospective longitudinal study of seven 
children who received cochlear implants between 10 and 36 months of age. these 
infants and toddlers, for the most part, had passed the age at which babbling 
begins when they received their implant; however most of them proceeded from 
babbling through the normal stages of vocal development. interestingly, though, 
relative to the sensitive period hypothesis, the older implant recipients in this study 
(30 and 36 months) achieved all the milestones of complete vocal development 
in the shortest time frame. Apparently, these older toddlers were still young enough 
to take maximum advantage of the new input, and they did so in a very rapid man-
ner given their more mature overall cognitive developmental levels. taken together, 
the results of these two studies suggest that there is a sensitive period which extends 
through 3 to 4 years of age when optimal gains in speech production abilities can 
be made in response to auditory inputs. As our technical ability to record movement 
and muscle activity during early vocal behavior improves, our understanding of 
the operation of sensitive periods for speech motor development should expand.

3.3.5 Other theoretical issues and conclusion there are many other issues that 
will be relevant for future modelers of speech motor development. Many of these 
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have been discussed at some length in earlier sections of this chapter, for example, 
the need to understand the sources of variability in speech movement output and 
their differing time scales of operation, and the issue of the relationship between 
the neural systems that generate speech movements and those that generate other, 
earlier appearing motor behaviors using the same output pathways.

As a final note in this discussion of future theories of speech motor develop-
ment, i would like to point out that one of the most astonishing conclusions one 
reaches after completing a review of this literature is that there is a real paucity 
of studies of oral motor development for speech. there are very few laboratories 
doing work in this area, and this is surprising given the importance of normal 
speech development in human experience. in contrast, there are many more  
investigators studying the development of a variety of limb movements, from 
gait, to finger tapping, to precision and power grip. the recent literature on power 
grip, in fact, would serve as a good model of what the future might hold for the 
study of the development of speech motor processes. My summary of the research 
on power grip is based on the review provided in halder et al. (2007).

early behavioral studies of the development of power grip performance under 
visual feedback revealed that younger participants were slower in reaction time 
to produce a target force, slower in rise times to the target, and more variable in 
achieving the target. the developmental course of the increasing abilities of young 
children and adolescents to produce power grip was mapped out in many studies 
of children from 3 years through adolescence. A series of functional imaging 
studies completed on adults in the period from the late 1990s to the early 2000s 
demonstrated the extensive neural network involved in producing power grip 
under visual control. it involves the contralateral primary sensorimotor cortex, 
the ipsilateral cerebellum, the superior parietal cortex, the ventrolateral thalamus, 
occipital, and premotor regions. in addition to mapping the network involved  
in visually guided power grip, imaging studies also confirmed a linear relation-
ship between activity in motor regions and the level of the target force. electro-
encephalographic (eeG) studies were completed to examine movement related 
potentials, which were also found to be sensitive to force parameters.

these studies provided the experimental foundation for the 2007 develop-
mental study of halder and colleagues, a large Swiss team. in this study power 
grip performance was studied in 17 participants in each of three age groups  
(9–11 years, 15–17 years, and young adults) in both functional magnetic resonance 
imaging and eeG recording sessions. thus this team had detailed motor output 
measures (e.g., reaction time, target force achieved, rising slope), excellent spatial 
resolution of the activated neural networks from the fMRi data, and excellent 
temporal resolution of the neural activation patterns preceding and during per-
formance of the power grip task from the eeG data. their developmental study 
replicated the results of earlier studies in adults showing an extended neural 
network involved in producing a power grip under visual feedback. the spatial 
distribution of the network was consistent over all the age groups studied. the 
expected activation patterns in relation to increasing target force levels were also 
observed in all the age groups studied. they also replicated earlier developmental 
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findings with regard to slower reaction times and shallower slopes in the force 
trajectories.

these authors were able to conclude that the spatial distribution of the power 
grip network matures early in development. interestingly, however, a network 
that is robustly deactivated when performing the power grip task in adults showed 
little or no deactivation in the younger groups. the younger groups also showed 
substantially higher amplitude task-related premovement potentials, and the eRPs 
in the feedback interval were also much larger in children and adolescents. these 
results suggest that children and adolescents show less focused neural activity in 
relation to performance of the visually guided power grip task. thus, as humans 
mature from adolescence to young adulthood, the neural circuits involved in 
power grip continue to undergo changes until the neural activity is much more 
task specific. From the details of this study, which are not reviewed here, we know 
the specific brain regions showing greater activation and lesser deactivation in 
the younger participants, and we know the time course of increased activation 
in the younger participants in relation to perrformance of the task.

it seems clear that much more is known about the neural control of power grip 
generation over development than is known about the development of neural 
control of orofacial movements for speech. We have begun the stage of making 
detailed behavioral observations of speech motor output over many developmental 
periods, and imaging studies in adults are beginning to map the neural networks 
involved in prespeech planning and production (Bohland & Guenther, 2006). 
Obviously, there are technical difficulties involved in imaging during performance 
of a motor task that takes place in the head, which makes it more difficult to study 
speech movements with imaging and eeG approaches. however, signal processing 
methods that reduce noise and artifact contamination of data are improving. in 
any case, the work by halder and colleagues may be seen as a map of what the 
future holds for the study of speech motor development. in addition to the nature 
of the experiment, which allowed detailed assessment of the motor output at the 
periphery along with excellent spatial and temporal resolution of the accompany-
ing central nervous system activity, an important aspect of this study is the research 
team itself. Advances in understanding the neural control of speech motor develop-
ment will depend upon assembling similar research teams who can make multi-
leveled observations of both peripheral speech motor output and the neuronal 
activity generating that output in young children, adolescents, and adults.

NOte

this investigation, as well as those of Riely and Smith (2003) and Smith and Zelaznik, (2004) 
was part of a large study of the development of speech motor control in typically develop-
ing children and young adults in which 240 participants were tested on the same protocols. 
this and other work from our laboratory described in this chapter was supported by grants 
from the Nih’s National institute on Deafness and other Communication Disorders.
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1 The Problem

The young child’s ability to integrate physiology and cognition to achieve phono
logical competence for linguistic communication is a unique human achievement. 
Controversy continues regarding the nature of structural categories underlying 
mature language competence. Theories suggesting graded perception based  
on frequency and context (Bybee, 2001; Pierrehumbert, 2003) seek to challenge 
Universal Grammar (UG) based notions of universal underlying representations 
(e.g., Prince & Smolensky, 1993, 2004). Whatever the nature of the adult phonology, 
the child’s acquisition of an ambient language phonological system implies two 
distinct necessities. The young child must marshal maturing production, perception, 
neural, and cognitive capacities to perceive and produce the sounds, sequences, 
and prosodic regularities of the ambient language. Cotemporally, a stable know
ledge base for connecting speech forms with meaning in communicative exchanges 
must be mastered. The link of developing peripheral capacities with growth in 
ambient language knowledge, memory, and retrieval capacities enables children 
to master the necessity of conveying an ever broadening set of ideas to an increas
ingly diverse set of listeners. The central problem of modeling speech acquisition 
is focused on validly conceptualizing the nature of this process.

2 The Broader Context

The “nature”–“nurture” debate is a subject of a continuing controversy related  
to the origins of complex capacities in young humans; simply put, where does 
knowledge come from and how does it grow in childhood? “Nature” refers to an 
understanding of human infants as endowed at birth with categories of knowledge 
to assist them in developing understanding of their world. This perspective is in 
the nativist philosophical tradition of Descartes (1824) and Kant (1924). In the 
nativist view, adults and infants share the same capacities and view the world in 
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largely the same way, although certain abilities clearly take time to mature. In 
contrast, the “nurture” philosophical tradition emerges from work by empiricist 
philosophers, including John Locke in the seventeenth century (Locke & St John, 
1854) and William James in the nineteenth century (1890), who both proposed 
that development comes from the senses and reflects learning. Adults are mature 
and infants are considered naïve, so that all of the knowledge of the world must 
be gained through learning by the growing infant from the environment.

Debate on this fundamental topic of scientific inquiry forms a basic philosophical 
difference in epistemological study of the origins of knowledge in acquisition of 
complex systems. It has, as well, been consistently present in theoretical proposals 
on speech acquisition. These two quite diverse interpretations have been pursued 
in separate research programs considering acquisition of the complex system 
embodied in development of speech perception and production capacities to  
support phonological knowledge. There has been little philosophical overlap in 
underlying conceptualization of the process of acquisition between these two 
perspectives.

Linguistic study of the acquisition phase of synchronic sound patterns in lan
guages has been related to the general issue of “learnability” (e.g., Pesetsky, 1999). 
Traditional linguistic inquiry adheres strongly to a nativist perspective on the 
origins of phonological knowledge. Here there is relatively more emphasis on 
acquisition as emblematic of the child’s abstractly represented knowledge of  
phonology rather than consideration of peripheral production or perceptual struc
tures and their function. recent treatments considering the potential role of input 
and function (Newmeyer, 1998) depart from earlier, more strictly adhered to 
philosophical emphases on modularity (Chomsky & Halle, 1968; Fodor, 1983).

From a phonetic, or more empiricist perspective, Lindblom (2004) has noted the 
complex relationships between the child’s physical capacities and the linguistic 
description of an utterance. He has emphasized the need to understand the unit 
of speech production in circumstances where speech is a dynamic event (Kohler, 
2000) necessarily characterized by coarticulation (see Hardcastle & Hewlett, 1999, 
for a review). Lindblom (1992) voices the general tenor of phonetic approaches 
in suggesting that understanding of phonological acquisition should derive “from 
starting points that are motivated by knowledge independent of the facts to  
be explained” (Lindblom, 1992, p. 135). In contrast to phonological interpreta
tions centered on abstract knowledge, phonetic perspectives emphasize early 
biobehavioral capacities of the production, perception, and neural subsystems. 
Less emphasis is placed on connections between mature language forms and the  
process of acquisition of those forms. We will consider the implications of these 
diverse conceptualizations of speech acquisition in this chapter.

Study of speech acquisition as it is embodied in speech production skill marshaled 
for linguistic communication has applications across a variety of scientific disciplines. 
In recent treatments of the acquisition of speech production skill, connections 
have been made to questions about the evolution of speech capacities from both 
linguistic (e.g., Newmeyer, 1998; Blevins, 2004) and phonetic perspectives (e.g., 
StuddertKennedy, 1998; MacNeilage & Davis, 2000). The question of evolution 
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of speech production capacity in early hominids leading to generative linguistic 
communication capacities in modern speakers is related to deeper levels of ex
planation for patterns found in modern languages. The acquisition phase of these 
capacities in young children enables a look at this system when it is in a simple 
form providing a site for consideration of origins. The acquisition paradigm has 
been taken into account within contemporary phonological, phonetic, syntactic, 
and general cognitive science perspectives on language origins.

Speech acquisition in human infants also provides a site for considerations of 
boundary values for human language capacities relative to nonhumans (Hauser, 
1996; Hauser et al., 2002). Hauser (1996) asserts that ultimate understanding of 
why human communication systems exhibit unique design features differing  
from other animals necessitates that “language” be defined as a communication 
tool rather than as a formal symbolic structure organized around syntax. Hauser  
et al. (2002) have proposed that recursiveness forms the boundary that separates 
human from nonhuman phonological capacities. They propose an abstract linguistic 
computational system, and a broader faculty of language includ ing both the abstract 
computational system and sensorymotor (i.e., phonetic) and conceptual (i.e., 
semantic and pragmatic) systems with which that system interacts. Their proposal 
illuminates the heart of the dialogue on what constitutes the boundary value for 
human language and illustrates the power of acquisition study as a tool in this 
area of scientific inquiry.

Applied concerns regarding underlying bases of developmental speech disorders 
also reflect the conceptual dichotomy manifest in understanding the typical course 
of speech acquisition (see Baker, 2006, for a review). Simply put, what is the  
appropriate focus of clinical remediation in conditions where children do not 
develop ageappropriate intelligibility for spoken language? A knowledge system; 
or a set of behavioral capacities; or both? Conceptualization of the typical course 
of speech acquisition provides a necessary backdrop for clinical intervention in 
providing a picture of behaviors appropriate for a child’s chronological age.

3 Contemporary Theoretical Perspectives  
on Speech Acquisition

Consideration of the underlying nature of the speech acquisition process falls 
within the scope and interests of a number of distinct scientific disciplines.  
Exploring the claims and paradigms of available theoretical perspectives is basic 
to characterizing the contemporary scholarly landscape. In addition, this type  
of overview points to new directions for generating an integrative view of how 
young humans acquire the biobehavioral action and the perception and neural
cognitive knowledge capacities to support intelligible speech production for  
linguistically based social communication functions.

Contemporary acquisition theories are predominantly found in phonology (e.g., 
Prince & Smolensky, 1993; Archangeli & Pulleyblank, 1994) and phonetics (e.g., 
Lindblom, 1992; MacNeilage & Davis, 1993; vihman, 2000). An additional dimension 



302 Barbara L. Davis

of phonetic study strongly emphasizes the essential need to incorporate functional 
social pressures in conceptualizing the driving forces underlying speech acquisition 
(e.g., Locke, 1993; Oller & Greibel, 2008).

Approaches to the acquisition of knowledge available from cognitive science 
have also been applied to considering emergence of various complex knowledge 
systems in humans. Computer learning algorithms (e.g., de Boer, 2001, 2005) and 
neural net models (e.g., rumelhart & McClelland, 1986) have fuelled the develop
ment of new ways of considering mechanisms underlying the process of acquisi
tion. The burgeoning area of modeling studies centered in artificial intelligence 
(Kirby, 1999), and robotics (Steels, 2006) contributes additional new methodologies 
for understanding the course of change in a complex system as it is reflected in 
the human speech acquisition process. In these modeling paradigms, the “pressures” 
on an emerging complex system can be observed over countless “generations”  
of change. These paradigms have facilitated broadening the scope of inquiry  
to consideration of mechanisms underlying the process of speech acquisition. 
Selforganization (Kauffman, 1995), learning (Guenther, 1995; Guenther & Perkell, 
2004), and linguistic processing variables including memory (Gathercole & Baddeley, 
1993) and lexical retrieval (Edwards, Beckman, & Munson, 2004) have been con
sidered. These diverse perspectives within cognitive science seek understanding 
of phonological acquisition via domaingeneral cognitive mechanisms available 
for supporting the emergence of complexity. Almost no notice is given to the 
production system. Perception mechanisms are largely equated with frequency 
of input as the major factor underlying learning of environmental regularities 
from the ambient phonology.

Paradigms employed for evaluation of historical and contemporary theoretical 
conceptualizations of acquisition illustrate the disparate and often quite philo
sophically dissimilar standards of evidence used to test hypotheses across 
intellectual disciplines. Both the quantity and quality of information considered 
as providing support within diverse theoretical perspectives differ. Corpora range 
from small sets of example data illustrating underlying rules (e.g., Goad & rose, 
2003) to extremely large bodies of data used to evaluate systemwide patterns 
and how they emerge over time (e.g., Davis & MacNeilage, 1990; de Boer, 2001).

3.1 Formalist phonological perspectives
Phonological theories represent a consistent strand of proposals on acquisition  
of sound patterns in languages. The conceptual basis for phonological theories 
rests on the Platonic premise of innate knowledge. Plato was the first to propose 
innateness as a solution to the problem of describing the origins of knowledge. 
Platonic philosophy counted “essences” as foundational building blocks necessary 
to construction of knowledge of the world. This approach is characterized in 
contemporary terms as “Essentialism” (e.g., Gelman, 2003). In this view, categories 
can be considered to be natural kinds by their “essence.” These natural kinds  
are based in nature. They capture many of the regularities of their component 
elements. In the context of speech acquisition, nasal consonants /m/, /n/, and 
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/ng/ are considered to be a natural class or kind based on the congruence of 
their nasal production characteristics. Natural kinds are said to be discovered by 
the child. From the essentialist perspective, such categories are characterized as 
being highly stable in the environment. In the domain of language, natural kinds 
are said to enable children to more readily notice some types of environmental 
categories, such as living things.

Although quite diverse in a wide variety of aspects, phonological perspectives 
on acquisition share the view that a competence based system driven by a priori 
form underlies a child’s expression of phonological knowledge. Abstract repre
sentations of language regularities are found in the child’s “underlying represen
tation” and are “parameterized” by experience (Stemberger & Bernhardt, 1999). 
Blevins (2004) suggests a set of “phonological primitives” in UG that include 
distinctive features, segments, length, and prosodic categories (mora, syllable, 
foot, etc.). However, the membership and nature of the set of these phonological 
primitives differs across available theories. These stored mental representations, 
whatever their nature, are said to have “psychological reality,” as they are not 
precisely specified relative to neural instantiation.

Contemporary phonological theories have diversified from those of early  
perceptually based theorists ( Jakobson, 1968) and the classic linear generative 
phonology proposed by Chomsky and Halle (1968). Current constructions of 
phonological theory center largely on approaches such as optimality theory (OT) 
(e.g., Prince & Smolensky, 1993; Bernhardt & Stemberger, 1998), grounded phon
ology (Archangeli & Pulleyblank, 1994), and prosodic phonology (McCarthy & 
Prince, 1993). Compared with the linear feature strings of classic linear generative 
phonology (Chomsky & Halle, 1968), these newer conceptualizations include 
syllablelevel prosodic effects and incorporate units of of sizes different from the 
phoneme in underlying representations. Within OT (Prince & Smolensky, 1993), 
for example, a series of mentally coded “constraints” on phonology and morpho
syntax are proposed as interacting to guide production of possible wellformed 
output. Phonological constraints such as “*complex onset” and “no coda” lead 
speakers to avoid complexity. These constraints are generally hypothesized to  
be innate and universal (e.g., Dekkers, van der Leeuw, & van de Weijer, 2000). 
However, some OT proposals suggest that constraints are phonetically grounded 
(e.g., Bernhardt & Stemberger, 1998). Constraints can be violated and rankings 
can vary across languages and over time within speakers leading to the variation 
observed across languages and in acquisition (Bernhardt & Stemberger, 1998).

Markedness forms a central construct of phonological theory from early pro
posals (Trubetzkoy, 1929; Greenberg, 1966) through contemporary theory (Prince 
& Smolensky, 1993). In this conceptualization, frequency of occurrence is the main 
underlying metric for designating a sound as marked. Unmarked members of a 
phonological system are more basic. They appear earlier in acquisition and are 
more frequent in language inventories. Presence of more marked phonemes  
hierarchically implies presence of less marked phonemes. Frequency is accorded 
an explanatory status, implying a circularity whereby frequency descriptions of 
posited underlying forms are said to provide explanation. Other recent treatments 
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of frequency have explored perceptual processing of language regularities via 
rapid learning mechanisms (rose, 2009).

research paradigms evaluating phonological perspectives on acquisition have 
generally centered on relatively small corpora to illustrate either underlying  
representations or rules that mediate between underlying representations and  
observable output (e.g., Stemberger & Bernhart, 1999; Goad & rose, 2003; Pater, 
Stager, & Werker, 2004). Generally, the size of the corpora is not as important  
as the ability to generate parsimonious rules for observable linguistic structures 
in the child’s output. Prelinguistic behaviors are of far less interest within phono
logical theory, with the consequence that the starting point for phonological  
considerations of acquisition begins when children produce identifiable word
based forms.

3.2 Functionalist phonetic perspectives
Phonetic approaches have focused on biological characteristics of the developing 
child and the ways in which these capacities contribute to emergence of complex 
speech output patterns. These approaches have been extremely diverse in both 
comprehensiveness and in paradigms employed for evaluation of hypotheses. 
They are broadly contrasted with phonological approaches in looking for biological 
explanation for acquisition patterns within peripheral anatomy and physiology 
embedded in the social function of speech forms for the young child. Movements 
of the organism in time and space are proposed as an important potential source 
of input for building eventual mental knowledge categories to support linguistic 
communication rather than a starting point characterized by presence of underlying 
representations as in phonological approaches.

The status of acquisition research from functional phonetic perspectives could 
presently be characterized as a mosaic of data and information about peripheral 
subsystem capacities during the process of speech acquisition. Diverse perspec
tives are employed to consider the speech acquisition process. No single approach 
or paradigm represents phonetic approaches to emergence of phonology in the 
same way that the original linear and newer OT and prosodic approaches represent 
formalism.

Classic phonetically oriented transcription and acoustic studies of the first year 
of life (e.g., Oller, 1980; Stark, 1980; Holmgren et al., 1986; Koopmansvan Beinum 
& van der Steldt, 1986; Kent & Bauer, 1985; StoelGammon, 1985) and of phonetic 
output patterns in the early word period (Bickley et al., 1986; vihman et al., 1986; 
roug et al., 1989; Davis et al., 2002) have detailed the course of vocal development 
in the prelinguistic and early word periods. Studies of early vocal output have 
shown a remarkable continuity within as well as similarity across infants. In some 
conceptualizations, these behavioral patterns have been termed a “motor core,” 
based on the links between production system characteristics and vocal patterns 
(Locke, 1983; MacNeilage et al., 2000) as well as in their relationships to patterns 
in languages (Maddieson, 1986; MacNeilage et al., 1999). recent crosslanguage 
studies have confirmed the generality of these early vocal patterns in studies of 
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infants in a variety of language environments (Teixeira & Davis, 2002; Lee, 2003; 
Kern & Davis, 2009). In contrast, other perspectives on this period have emphasized 
individual variation in acquisition profiles (vihman & velleman, 2000). Studies 
of later periods are far less well represented in phonetically oriented research 
from a production system perspective (although see Smith et al., 2000).

The diverse paradigms employed to evaluate peripheral capacities present a 
mosaic of findings. Motor speechoriented kinematics (Smith & Goffman, 1998), 
EMG (Green et al., 1997) and MrI (e.g., Fitch & Giedd, 1999; vorperian et al., 
2005) have been employed to detail emergence of speechrelated movements and 
infer emerging speech motor control processes. Transcriptional or acoustic ana
lyses are very commonly employed to describe behavioral patterns, with the goal 
of making inferences from perceptually apparent speech forms about potential 
physiological and or cognitive explanations for the child’s output repertoire  
(e.g., Davis et al., 2002).

Areas as diverse as prelinguistic oral motor development (e.g., Green et al., 2002; 
Moore et al., 2001), respiratory capacity (Boliek et al., 1996, 1997; Moore et al., 
2001), and articulatory system structure and function (Kent & vorperian, 1995) 
have been explored. vocal tract models have also been employed to simulate the 
ways in which articulator control is properly characterized relative to the size and 
shape of the developing vocal tract across development (e.g., Ménard et al., 2004; 
Boë & Maeda, 1997; Callan et al., 2000). In somewhat older children, kinematic 
paradigms have been employed to link peripheral movement measurements with 
establishment of linguistic categories (e.g., Smith et al., 2000).

Socialfunctional components have also been integrated into phonetic con
ceptualizations relative to consideration of functional pressures driving speech 
acquisition (Locke, 1993; Oller, 2000). “Functional” refers broadly to the necessity 
for the child to use communication tools (here vocal forms recognizable to members 
of the speech community) to achieve needs in the environment. Both Locke and 
Oller emphasize an integrative approach including biobehavioral capacities and 
the social function of emerging vocal forms for the young child. This emphasis 
is congruent with functionally oriented cognitive approaches focused on syntactic 
acquisition (e.g., Tomasello, 1998), emphasizing the importance of the communica
tive function of language in emergence of complexity in young children. In this 
socialcognitive view on the driving forces for acquisition, language is seen as 
founded within social communication. As applied to phonetic aspects of speech 
acquisition, the conceptual claim is that biobehavioral capacities are necessary, 
but not sufficient to model the speech acquisition process in young children; 
social pressures are also a necessary component of the process.

Phonetic paradigms focusing on behavioral output across acquisition empha
size the earliest periods of vocal development relative to phonological theories 
which typically begin by consideration of languagebased patterns. This relative 
emphasis on early stages of acquisition implies a need for consideration of differ
ences between precursor behaviors and pre-requisite behaviors when evaluating early 
vocal forms proposed as leading toward ambient language complexity. Precursors, 
in this sense, are those behaviors proposed as occurring earlier in the process of 
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acquisition, but for which there is no clear way of testing whether they may form 
necessary prerequisites for more complex languagebased forms. For example, 
early vocalizations in the first months of life (e.g., prolonged vowellike sounds) 
are certainly precursor behaviors to complex behavioral forms occurring later in 
development. However, there are no paradigms to falsify the hypothesis that they 
are necessary pre-requisites for later phonological development. At present, phonetic 
perspectives do not clearly address this important conceptual requirement for 
producing falsifiable hypotheses. One major challenge for phonetic science is to 
consider this issue as crucial for building valid and comprehensive hypotheses 
for acquisition of mature speech production capacities. Emphasis on initial phases 
of the process of acquisition may be a necessary step in the development of fruitful 
comprehensive hypotheses. A goal of phonetic science in considering acquisition 
as an emergent process must be to move toward a coherent conceptualization 
synthesizing across varied areas of development as well as across diverse para
digms. Several contemporary approaches can be described to illustrate ways that 
contemporary phonetically oriented theories address production, perception, and 
cognitive processes supporting speech acquisition.

One productionoriented phonetic perspective, the frame/content (F/C) theory 
(MacNeilage & Davis, 1993; Davis & MacNeilage, 1995; Davis et al., 2002), has 
attempted to generate a more comprehensive set of theoretical predictions about 
serial tendencies in speech acquisition. In this perspective, earliest vocal sequences 
are enabled by rhythmic jaw oscillations without independent movements of 
tongue or other active articulators from the onset of babbling (e.g., “bababa”). 
Within syllables, open and close aspects of the jaw produce consonant and vowel 
percepts without place or front–back change for consonants or vowels (e.g., /ba/, 
dae/, or /ku/). Across syllables, manner and height changes are predicted to 
predominate over place and front–back changes for consonants and vowels (e.g., 
/daedi/, not /daedu/, and /bawa/ over /baku/), based on rhythmic jaw cycles 
and little independent movement of other articulators. These patterns have been 
tested in English (Davis & MacNeilage, 1995) and a variety of languages (Kern 
& Davis, 2009) and have proved strongly, although not universally, characteristic of 
output patterns in babbling and early words. These jawcycle dependent patterns 
are predicted to differentiate into eventual “content” or segmental elements (e.g., 
“b” or “d”) as the child’s production mechanism matures, enabling individual 
movement patterns for phonemes in sequences consistent with increase in pressure 
to produce more complex language forms for intelligibility. The unit underlying 
output is considered to be a holistic syllablelike unit based on jaw oscillation 
that progressively differentiates (Fentress, 1984) into flexible capacities for pro
gramming individual segments. The F/C theory does not make explicit predictions 
related to perceptual or cognitive capacities and has been tested to date only in 
babbling and early words.

Lindblom (1992) has proposed a “reuse” hypothesis to explain how a phono
logical system may emerge resulting from early development of the lexicon. In 
Lindblom’s view, when the child consistently uses a small number of spoken 
forms, holistic patterns are interpreted as gestalt motor scores. The segmentation 
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of these holistic patterns into smaller units defines articulatory scores, which are 
said to be composed of anatomically distinct components. Each articulatory  
pattern is stored in a distinct neuronal space. Once stored, such patterns are not 
stored again, but marked for appropriate lexical access. New segments emerge 
as a result of pressure toward economy of the memory storage system. For  
example, suppose that a child produces speech forms like [didi], [meme], and 
[baba]. In articulatory space, these forms are represented by both levels of jaw 
opening and levels of tongue position. Each specification is linked to its own type 
of closure movement: d_d_, m_m_, and b_b_. Once these articulator spaces are 
saved, because of the memory constraint, additional potential reuse of patterns 
of jawtongue movement would result, making a number of forms accessible for 
production in combination with the available vowel types. Lindblom (1992 argues 
that these forms are derived not because there is central organization, but because 
they emerge in a selforganized way from the interactions of perception and 
mental storage capacity.

vihman’s “articulatory filter” model (1993) posits that babbling and early word 
patterns are intrinsically related to the infant’s use of production capacities,  
evidenced in output forms termed “vocal motor schemes” (vMS), to select salient 
lexical output. vihman and colleagues’ experimental perception studies (dePaolis, 
2006) have tested the hypothesis that when one or more vMS are established in 
infant output, it is possible to measure differential attentional responses to series 
of short sentences featuring nonwords which include an infant’s own unique 
vMS. Early word output forms are based on the infant’s continuing experience 
of the general match between vMS frequently produced in babbling and salient 
words available from input (vihman & Kunnari, 2006). Selection of salient words 
to attempt based on available vMS resonates with the biomechanical basis of 
babbling postulated by Davis and MacNeilage (Davis et al., 2002) and adds a 
cognitive perceptual component to early word selections.

“Gestural” phonology (Browman & Goldstein, 1992) presents a different approach 
seeking to neutralize the competence–performance dichotomy of phonological 
theory. It is based on action theory (e.g., Kelso et al., 1986; Saltzman & Munhall, 
1989), where speech articulators are viewed as cocoordinative structures operating 
within an interactive system to produce goaldirected action, each constrained by 
membership in the structure. Phoneme “targets” take the form of locations and 
degree of constriction of targets in the vocal tract. “Speech and phonology are 
low and high dimensional descriptions of a single (italics ours) complex system” 
(Browman & Goldstein, 1992 p. 180). No translation is necessary between aspects 
of the system, as cognitive and motor aspects are integral to one another. The 
wellknown “gestural scores” represent gestures (e.g., velum open/closed, lips 
closed/open). Notes and phase relationships between gestures are representative 
of the time domain. Acquisition is characterized by undifferentiated syllables, 
followed by differentiation into individual articulatory gestures (the “particulate 
principle,” StuddertKennedy, 1998; Abler, 1989). via selforganization, the child’s 
behavior is proposed as converging on oral, velic, and laryngeal constrictions 
shared by both child and communication partner as human speakers. Imitative 
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visual/auditory “attunement” is seen as driving this process where children re
cover their communication partner’s degree of articulator constriction from acoustic 
and visual input within communicative interactions. As in phonological approaches, 
gestural research has largely involved transcriptional or acoustic analysis (e.g., 
Nittrouer et al., 1989).

3.3 Auditory input perspectives
Auditory perceptual studies have a rich and varied history in establishing char
acteristics of the infant auditory system at birth as well as refinements toward 
the ambient environment by the second half of the first year. Categorical perception 
demonstrated by Eimas et al. (1971) as well as a large body of subsequent research 
demonstrates that languages differ in ways that infants can detect at birth. By the 
second half of the first year, infants demonstrate sophisticated learning abilities 
for ambient language sequences (e.g., Saffron et al., 1996) as well as reduction in 
abilities to process nonnative contrasts (Werker & Tees, 1984), indicating at least 
a phonetic level of readiness to process ambient language patterns. Stager and 
Werker (1997) showed a decrease in perceptual focus in the early word period 
relative to babbling, suggesting a general link between perception and production 
as the child begins to associate language forms with meanings. However, the link  
of this robust body of early perceptual results, demonstrating a rich complex of 
supportive capacities, to what infants do in terms of speechrelated actions has 
rarely been considered.

Guenther’s “DIvA” model (1994; Guenther & Perkell, 2004) represents a con
temporary attempt to achieve comprehensive synthesis of auditory perceptual, 
production system, and neural correlates underlying earliest phases of speech 
acquisition. The primary focus of Guenther’s model is in auditory planning  
of speech movements; goals of speech movements are founded in auditory tem
poral space according to his conceptualization. Movement planning represents  
a mapping between articulation movements and their neurally coded auditory 
consequences. Guenther employs computational modeling, with a set of neurons 
illustrating putative neural representations as model parameters. Parameters are 
said to be tuned during a “babbling” phase when random articulator movements 
provide auditory feedback used to train neural mappings. These neural mappings 
emerge over time as phoneme representations. One important aspect of Guenther’s 
model is his conceptualization of convex region targets (adapted from Keating, 
1990), where phoneme targets are seen as occurring in multidimensional regions 
rather than as points. He proposes that consideration of phoneme targets as  
regions rather than discrete points enables accommodation of important speech 
phenomena including coarticulation, and contextual variability characteristic  
of infant vocalizations as well as adult connected speech patterns. Guenther’s 
model has been tested on babbling and produces phonemelike regions. He does 
not address later speech acquisition stages. His perspective suggests that the  
locus of speech acquisition lies in neurally coded auditory representations and 
deemphasizes the role of the infant production system in determining early  
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vocal forms as is suggested in perspectives such as the F/C theory (MacNeilage 
& Davis, 1993).

3.4 Cognitive science perspectives
Contemporary theoretical perspectives from cognitive science have typically addressed 
mechanisms underlying acquisition of knowledge structures and centered on 
other aspects of language than speech or phonology. In contrast with phonological 
and phonetic perspectives, the emphasis is strongly placed on “how” acquisition 
occurs rather that what patterns of output are apparent. Connectionist modeling 
(e.g., Elman et al., 1996) represents the beststudied proposal within this genre 
relative to speech acquisition. The emphasis in neural network connectionist per
spectives is on modeling of neural systems, proposed as being the seat of mental 
activities underlying instantiation of complex knowledge structures. Like Guenther’s 
DIvA model, heavy conceptual prominence in understanding knowledge acquisi
tion is placed on perceptually driven learning. There is a lack of emphasis both 
conceptually and in modeling structures on motor and social influences on the  
developmental process. All neural networks include units (defined variously) 
activated by input of varied kinds. Learning via activation of component units is 
the critical mechanism by which these networks are modified. Activation results 
in changing weights. Learners are assumed to weigh specific differing inputs, such 
as phonemes or words, according to their frequency of occurrence and to generate 
the neural underpinnings of a phonological system based on a critical mass of 
information. While neural net models do not produce a comprehensive picture 
of the course of acquisition, a strength of such paradigms is their potential power for 
prediction of learning mechanisms in acquisition of complex knowledge structures.

Stemberger (Stemberger & Bernhardt, 1999) has proposed a connectionist model 
of phonological acquisition in which segments are taken to be the basic unit. 
Children omit segments in words and clusters, or most often substitute segments 
as they engage in phonological learning. Superpositional memory is a key char
acteristic of Stemburger’s model. Partially overlapping phonological and seman
tic units are activated in the representation of words. Superpositional memory 
provokes interactions between the representations of words and promotes a  
regular system. representations of groupings for similar units are referred to as 
a “gang” and can cause other groupings of units to access the same units, even 
if they are not present in the input. This process is a “gang effect.” Superpositional 
memory and gang effects influence the accessibility of units. Units will become 
highly accessible because there are overlapping representations (due to super
positional memory) and gang effects favoring retrieval of specific target repre
sentations. Learning (conceptualized as a change in the level of accessibility), 
occurs based on differences in difficulty of sound production and shifts in the type 
and token frequency of a unit. Systematization is observed in many of the com
mon production patterns observed in child speech; children’s cup, which requires 
three slots, may lose one, resulting in /key/. To correct such an error, an increase 
in the level of activation is needed. Once the activation level is increased, the new 
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threeslot model will serve as the attractor state. Stemberger’s analysis is of interest 
as an attempt to consider actual child data in considering predictions of neural 
net models for speech acquisition. More commonly, modeling paradigms center 
on simulations to demonstrate system learning and do not consider actual child 
data relative to how behavioral correlates of systems unfold.

Cognitively oriented proposals centered on later developmental periods for 
speech accuracy include “neighborhood density” approaches (Edwards et al., 
2004). This work is based on Luce and colleagues’ “Neighborhood Activation” 
model of spoken word recognition (Luce, 1986; Luce & Pisoni, 1998), whereby 
words are organized in memory into “similarity neighborhoods” based on their 
frequency of occurrence in the language and the density of words in their lexical 
neighborhood. In adults, words occurring often in the language from sparse 
lexical neighborhoods (i.e., few phonemically similar words, or lexical neighbors 
with which to compete for lexical selection) are recognized faster and more  
accurately than words occurring infrequently from dense lexical neighborhoods 
(i.e., many similar sounding words with which to compete for lexical selection). 
The construct of neighborhood density emphasizes linguistic processing and  
retrieval issues above the level of peripheral perceptual and production system 
operations, focusing on psycholinguistic processes rather than neural variables 
supporting cognition. Incorporation of linguistic processing variables emphasizes 
the “functional load” of cognitive processing as foundational to emergence of 
intelligible speech. This inclusion implies that speech acquisition is not modular 
in the sense portrayed in phonological treatments but based on a complex system 
necessarily including cognitive processing. The size of the child’s lexicon is con
sidered integral to accuracy of retrieval for phonological forms. Like many other 
models related to the process of speech acquisition presented in this chapter, this 
particular model is not inclusive of the whole process of acquisition, only of the 
phase of the process related to full emergence of word intelligibility. It strongly 
emphasizes the interface of the lexicon with phonological processing, presenting 
a challenge to hypotheses of modularity common in phonological theories.

4 Summary

Contemporary theoretical perspectives and research paradigms considering the 
nature of speech acquisition emerge from a widely varied milieu of philosophical 
traditions on the origins of complex knowledge. Synthesis will await some resolu
tion of the philosophical foundations from which these diverse perspectives emerge. 
As well, considerations of the whole process of acquisition and how varied avail
able proposals encompass that process forms a necessary part of an overarching 
synthesis. The challenge for contemporary study of phonological acquisition is to 
continue multidisciplinary interactions in spite of the lack of coherence of present 
proposals. With continued exposure, these paradigms can begin to achieve a true 
scholarly level of crossfertilization with the comprehensiveness necessary to move 
toward a coherent theory of speech acquisition.
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9 Coarticulation and 
Connected Speech Processes

Edda FarnEtani and  
daniEl rECaSEnS

1 Speech Contextual Variability

1.1 Coarticulation
a fundamental and extraordinary characteristic of spoken language, of which we 
speakers are not even conscious, is that the movements of different articulators 
for the production of successive phonetic segments overlap in time and interact 
with one another: as a consequence, the vocal tract configuration at any point in 
time is influenced by more than one segment. this is what the term “coarticulation” 
describes. the acoustic effects of coarticulation can be observed by means of 
spectrographic analysis: any acoustic interval, auditorily defined as a phonetic 
segment, will show the influence of neighboring phones in various forms and 
degrees. these effects are usually not audible, which is why their descriptive and 
theoretical study in various languages became possible only after physiological 
and acoustical methods of speech analysis became available and widespread  
during the last 40 years.

table 9.1 shows how coarticulation can be described in terms of: (1) the main 
articulators involved; (2) some of the muscles considered to be primarily respon-
sible for the articulatory movements; (3) the movements that usually overlap in 
contiguous segments; (4) the major acoustic consequences of such overlap. as for 
lingual coarticulation, the tongue tip/blade and the tongue body can act quasi-
independently as two distinct articulators, so that their activity in the production 
of adjacent segments may overlay in time.

Jaw movements are not included in the table since the jaw contributes both to 
lip and to tongue positioning and, therefore, may be considered part of the labial 
and lingual subsystems. Mandibular movements are analyzed especially when 
the goal of the experiment is to establish the role of the jaw in shaping the vocal 
tract and thus distinguish between active and passive tongue or lip movements, 
or to investigate how the jaw contributes to or compensates for coarticulatory 
variations.
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Examples of coarticulation in terms of muscle activity and of articulatory move-
ments are given in Figures 9.1 and 9.2. they show overlapping activity both at 
the level of commands and that of execution.

data from Hirose and Gay (1972) illustrate coarticulation at the myomotoric 
level. Electromyographic activity of four muscles during the production of the 
sequences /@pIb/ and /@pIp/ indicates that the activity of orbicularis oris for the 
production of the first /p/ is overlapped by the activity of the genioglossus for 
the production of the following front vowel. Moreover the activity of the laryngeal 
muscles responsible for abducting and adducting the vocal folds also overlap: the 
onset of lateral cricoarytenoid activity (lCa, adducting) occurs when the posterior 
cricoarytenoid activity (PCa, abducting) is at its peak, that is, at the middle of 
the /p/ closure.

Figure 9.1 describes tongue-tip–tongue-body coarticulation in the /kl/ cluster 
of the English word weakling, analyzed with electropalatography (EPG) and  
synchronized with oral and nasal airflow and with the acoustic signal (from 
Hardcastle, 1985). the sequence of the EPG frames (sampled every 7.5 ms) describes 
the articulation of the /kl/ cluster: it can be seen that the tongue-body closure 
for the velar consonant is overlapped by the tongue-tip/blade gesture for the 
following /l/, detectable by a light front contact as early as frame 130. the follow-
ing frames show complete overlap of /k/ and /l/ closures for about 20 ms.

Figure 9.2 is an example of velar and lingual coarticulation in the sequences 
/'ana/ and /'ini/ in italian, analyzed with EPG and oral/nasal flow measurements 
(Farnetani, 1986). as for velar coarticulation, the nasal flow curves (continuous 

Table 9.1 Coarticulation: levels of description

Articulators Muscles Articulatory activity Acoustic consequences

liPS Orbicularis  
oris/risorius

lip rounding/ 
spreading

Formant changes

tOnGUE Genioglossus,  
and other  
extrinsic and  
intrinsic lingual  
muscles

tongue front/back  
and high/low  
displacement

Formant changes

VElUM levator palatini Velum lowering nasal formants and 
changes in oral  
formant structure

larYnX Posterior  
cricoarytenoid/ 
lateral  
cricoarytenoid,  
interarytenoid

Vocal fold  
abduction/ 
adduction

Signal (a)periodicity
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thick lines) indicate that in /'ana/ the opening of the velopharyngeal port for the 
production of /n/ occurs just after the acoustic onset of the initial /a/ and lasts 
until the end of the final /a/; in /'ini/ there is only a slight anticipation of velopha-
ryngeal opening during the initial /i/, but after /n/ the port remains open until 
the end of the utterance. thus, velar C-to-V coarticulation extends both in the 

Oral airflow
(l/p filter 40 Hz)

AC2C1 C2 R1 R2

20 l/m

40 ms

0122 0130 0131 0133 0142

Time

Nasal airflow
(l/p filter 40 Hz)

Accelerometer
signal
(l/p filter 400 Hz)

Tongue
Contact
Patterns

Figure 9.1 Oral and nasal flow curves, acoustic signal, and synchronized EPG activity 
in the production of the English word weakling within phrase. (From Hardcastle, 1985)
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Figure 9.2 acoustic signal, oral and nasal flow curves, and synchronized EPG  
curves during /'ana/ and /'ini/ produced in isolation by an italian subject. (From 
Farnetani, 1986)
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anticipatory and in the carryover direction in the sequence /'ana/, while extend-
ing mostly in the carryover direction in the sequence /'ini/. the two EPG curves 
represent the evolution of tongue-to-palate contact over time. it can be seen that 
during tongue-tip/blade closure for /n/, tongue-body contact is much larger in 
the context of /i/ than in the context of /a/, indicating that the tongue-body 
configuration during the consonant is strongly affected by the vowels. these  
patterns describe V-to-C lingual coarticulation, that is, the effect of the vowel on 
the articulation of the consonant.

these examples clearly show that speaking is coarticulating gestures. the cen-
tral theoretical issues in the studies of coarticulation concern its origin, function, 
and control. Coarticulation has been observed in all languages so far analyzed, 
and can be considered a universal phenomenon, even if it appears to differ among 
languages. Before exploring these issues, the assimilatory and connected speech 
processes will be discussed at some length in the next sections.

1.2 Assimilation
assimilation refers to contextual variability of speech sounds, by which one or 
more of their phonetic properties are modified and become like those of the  
adjacent segment. are assimilation and coarticulation qualitatively different pro-
cesses, the former reflecting an auditory approach to phonetic analysis, and the 
latter an instrumental articulatory/acoustic approach? the answers are various and 
controversial. Standard generative phonology (Chomsky & Halle, The Sound Pattern 
of English, 1968) makes a clear-cut distinction between assimilation and coarticula-
tion. assimilation pertains to the domain of linguistic competence, is accounted 
for by phonological rules, and refers to modifications of features defined as the 
minimal categorical-classificatory constituents of a phoneme; hence, assimilatory 
processes are part of the grammar and are language-specific. Coarticulation, by 
contrast, results from the physical properties of the speech mechanism and is 
governed by universal rules; hence, it pertains to the domain of performance  
and cannot be part of the grammar. Chomsky and Halle include as coarticulation 
effects “the transition between a vowel and an adjacent consonant, the adjustments 
in vocal tract shape made in anticipation of subsequent motions, etc.” (1968,  
p. 295).

Quite often context-dependent changes involving the same articulatory structures 
have different acoustic and perceptual manifestations in different languages so that 
it is possible to distinguish what can be considered universal phonetic behavior 
from language-particular rules. a classic example is the difference between vowel 
harmony, an assimilatory process present in a limited number of languages such 
as Hungarian, and vowel-to-vowel coarticulation, a process attested in a number of 
languages and probably present in all (Fowler, 1983). in other cases, cross-language 
differences are not easily interpretable, and inferences on the nature of the under-
lying production mechanisms can be made by manipulating some of the speech 
parameters, for example segmental durations. in a study of vowel nasalization 
in Spanish and american English, Solé and Ohala (1991) were able to distinguish 
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phonological (language-specific) nasalization from phonetic (universal) nasaliza-
tion by manipulating speech rate. they found a quite different distribution of the 
temporal patterns of nasalization in the two languages as a function of speak-
ing rate: the extent of nasalization on the vowel preceding the nasal consonant 
was proportional to the varying vowel duration in american English, while it 
remained constant in Spanish. a temporal increase of nasalization as vowel 
duration increases in american English must be intentional, i.e. phonological; on 
the other hand, the short, constant extent of nasalization in Spanish must be an 
automatic consequence of the speech mechanism, as it reflects the minimum time 
necessary for the lowering gesture of the velum.

But a strict dichotomy between universal and language-specific variations fails 
to account for the many cross-language data showing that coarticulation differs 
in degree across languages. a typical example is Clumeck’s study on velar coar-
ticulation, which was found to differ in temporal extent across all the six languages 
analyzed (Clumeck, 1976). in this case, what criterion can be used to decide in 
which language the patterns are unintentional and automatic, and in which they 
are to be ascribed to the grammar?

likewise, within a given language, context-dependent variations may exhibit 
different articulatory patterns which can be interpreted either as the result of 
different underlying processes, or just as quantitative variations resulting from the 
same underlying mechanism. For example, Figure 9.3 shows the variations in the 
articulation of the phoneme /n/ as a function of the following phonetic segment, a 
palatal semivowel (in /anja/) and a postalveolar or alveolopalatal affricate con-
sonant (in /antSa/). the utterances are pseudowords produced in isolation by an 
italian speaker, and analyzed with EPG.

in each graph the two curves represent the evolution of the tongue-to-palate 
contact over time. We can see that in /anja/, as the tongue tip/blade (continuous 
line) achieves maximum front contact for /n/ closure, the tongue body (dashed 
line) moves smoothly from /a/ to /j/ suggesting overlapping activity of two 
distinct articulators, and two distinct goals. in /antSa/, instead, the typical /n/ 
configuration has disappeared; the front contact has decreased by some percent-
age points, and the back contact has appreciably increased; the cluster seems to 
be produced with one tongue movement. these differences may indicate that two 
distinct processes are at work in the two utterances: anticipatory coarticulation 
of /j/ on /n/ in the former, and place assimilation of /n/ to /tS/ in the latter.

Current theories of coarticulation have controversial views on whether there 
are qualitative or quantitative or even no differences between assimilatory and 
coarticulatory processes. it will be seen that at the core of the different positions 
are different answers to the fundamental issues addressed above, i.e., the domain, 
the function and the control of coarticulation.

1.3 Connected speech processes
in speech, the phonetic form of a word is not invariable but can vary as a function 
of a number of linguistic, communicative, and pragmatic factors (e.g., information 
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structure, style, communicative situation). these variations are generally referred 
to as “alternations,” and the phonetic processes accounting for them have been 
termed “connected speech processes” (Jones, 1969; Gimson, 1970). according to 
Gimson (p. 287), these processes describe the phonetic variations characterizing 
continuous speech when compared to a word spoken in isolation. the author 
makes a detailed list of connected speech processes in English: assimilation of 
place, manner, and voicing; reduction of vowels to schwa in unaccented words; 
deletion of consonants and vowels. according to the author, the factors that con-
tribute to modify the phonetic properties of a word are “the pressures of its sound 
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Figure 9.3 EPG curves during /anja/ and /antSa/ produced by an italian subject. 
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environment or of the accentual or rhythmic group of which it forms part,” and 
the speed of the utterance.

Kohler (1990) proposes an explanatory account of connected speech processes 
in German. Basing his analysis of German on the differences between careful and 
casual pronunciation of the same items, the author arrives at the conclusion that 
the so-called connected speech processes are a global phenomenon of reduction 
and articulatory simplification. these processes include /r/ vocalization to [å] 
(when not followed by a vowel), weak forms, elision, and assimilation. From an 
analysis of the sound categories undergoing such changes, he infers that connected 
processes result from articulatory constraints, such as minimization of energy, 
which induce a reorganization of the articulatory gestures. He also proposes a 
formalization of the processes in terms of sets of phonetic rules, which generate 
any reduced segmental pronunciation.

the two accounts, although substantially different in their perspectives, have 
in common the assumption that connected speech processes imply modifications 
of the basic units of speech, i.e., elimination and replacements of articulatory 
gestures, changes in articulation places, etc. Hence, the main difference between 
connected speech processes and the phonological assimilations described in  
section 1.2 is that the latter occur independently of how a word is pronounced, 
while the former occur in some cases (e.g., in rapid, casual speech), but are absent 
in others (Chomsky & Halle, 1968, p. 110).

recent theories of coarticulation also consider connected speech processes and 
propose their own accounts, as will seen below in section 2.6.

2 Theoretical Accounts of Coarticulation

2.1 Pioneering studies: Joos’ overlapping  
innervation theory

that speech is a continuum, rather than an orderly sequence of distinct sounds 
as listeners perceive it, was pointed out long ago (Sweet, 1877, cited by Wood, 
1993). Sweet saw speech sounds as points “in a stream of incessant change” and 
this promoted the view that coarticulatory effects result from the transitional 
movements conjoining different articulatory targets, and reflected acoustically in 
the transitions to and from targets. Menzerath and de lacerda (1933), to whom 
the term “coarticulation” is attributed, showed that segments can be articulated 
together, not merely conjoined to each other. the pioneering acoustic analysis of 
american English vowels conducted by Joos (1948) revealed that vowels vary as 
a function of neighboring consonants not only during the transitional periods  
but also during their steady state. referring to temporal evolution of the second 
formant, Joos observed that “the effect of each consonant extends past the middle 
of the vowel, so that at the middle the two effects overlap” (p. 105). in his the-
oretical account of the phenomenon, he contests the “glide” hypothesis, which 
attributes coarticulation to the inertia of vocal organs and muscles: since no shift 
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from one articulatory position to another can take place instantaneously, a transi-
tion intervenes between successive phones. Joos proposes instead the “overlapping 
innervation wave theory” (p. 109): each phonetic segment command is an invari-
ant “wave” that “waxes and wanes smoothly”; “waves for successive phones 
overlap in time.”

as will be seen below, these early hypotheses on the sequential ordering of 
speech segments have been highly influential in the development of coarticulation 
theories.

2.2 Coarticulation as a component of the Grammar
the evolution of featural phonology after Chomsky and Halle (1968) is marked 
by a gradual appropriation of coarticulation into the domain of linguistic 
competence.

2.2.1 The theory of feature spreading daniloff and Hammarberg (1973) and 
Hammarberg (1976) were the promotors of the “feature-spreading” account of 
coarticulation. the view that coarticulation is a pure physiological process due 
to mechano-inertial constraints of the speech apparatus entails a sharp dichotomy 
between intent and execution, and implies that articulators are unable to carry 
out the commands as specified. the way to overcome this dichotomy is to assume 
that coarticulation itself is part of the phonological component. the arguments 
in support of this assumption are: (1) phonology is prior to phonetics, i.e., the 
phonology component underlies the phonetic implementation of speech sounds; 
(2) phonological segments are abstract entities, and cannot be altered by the 
physical speech mechanism; (3) the speech mechanism can only execute higher 
level commands. Hence, the variations associated to coarticulation must be  
the input to the speech mechanism. How? Segments have inherent and derived 
properties. these latter result from coarticulation, which alters the properties of 
a segment. Phonological rules stipulate which features get modified, and the 
phonetic representation, which is the input of the speech mechanism, specifies 
the details of articulation and coarticulation.

the departure from Chomsky and Halle’s view of coarticulation was probably 
necessary in face of emerging data on anticipatory lip protrusion (daniloff & Moll, 
1968) and velar coarticulation (Moll & daniloff, 1971) showing that coarticulatory 
movements can be initiated at least two segments before the influencing one. 
these findings revealed that coarticulation is not the product of inertia. another 
reason (Hammarberg, 1976) was that coarticulation cannot be accounted for by 
universal rules, owing to interlanguage differences.

Why does coarticulation occur? the function of coarticulation is to smooth out 
the differences between adjacent sounds: coarticulatory modifications accommo-
date the segments so that the transitions between them are minimized. in daniloff 
and Hammarberg’s view anticipatory coarticulation is always a deliberate process, 
while carryover coarticulation is in part the effect of inertia and in part a feedback 
assisted strategy that accommodates speech segments to each other.
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2.2.2 Henke’s articulatory model the articulatory model of Henke (1966) best 
accounts for experimental data on the extent of coarticulation. it contrasts with 
another well-known account of coarticulation, the “articulatory syllable” model, 
proposed by Kozhevnikov and Chistovich (1965). this model is based on data  
on anticipatory labial coarticulation in russian, where segments appeared to 
coarticulate within, but not across CnV sequences. Unlike the CnV model, Henke’s 
model does not impose top-down boundaries on anticipatory coarticulation;  
instead, input segments are specified for articulatory targets in terms of binary 
phonological features (+ or -), unspecified features being given the value 0.  
Coarticulation rules assign a feature of a segment to all preceding unspecified 
segments by means of a look-ahead scanning mechanism. the spread of features 
is blocked by a specified feature: for example the feature [+nasal] will be antici-
pated to all preceding segments unspecified for nasality.

2.2.3 Feature specification and coarticulation: Coarticulatory resistance While 
a number of experimental results are compatible with the hypothesis of feature 
spreading and the look-ahead mechanism, many others contradict the spatial 
and/or the temporal predictions of the model. First, the model cannot explain the 
extensive carryover effects observed in a number of studies on V-to-V coarticulation 
(for example, Magen, 1989; recasens, 1989). Other disputed aspects of the theory 
are:

1 the adequacy of the concept of specified versus unspecified features for blocking 
or allowing coarticulation;

2 the hypothesis that a look-ahead mechanism can account for the temporal 
extent of anticipatory coarticulation.

as for the first issue, it appears that segments specified for a contradictory feature 
in asymmetric VCV sequences can nonetheless be modified by coarticulation. data 
on lip rounding in French (Benguerel & Cowan, 1974) and English (Sussman & 
Westbury, 1981) indicate that in an /iCnu/ sequence type, lip rounding for /u/ can 
start during /i/. also, data on lingual coarticulation show that tongue dis-
placement towards a vowel can begin during a preceding cross-consonantal 
vowel even if the two vowels are specified for conflicting features, for example, 
F2 and tongue-dorsum lowering effects from /a/ on /i/ (Öhman, 1966, for Swedish 
and English; Butcher & Weiher, 1976, for German; Farnetani et al., 1985, for  
italian; Magen, 1989 for american English). Most interestingly, these transcon-
sonantal V-to-V effects appear to vary in degree across languages, indicating that 
the same vowel categories are subject to different constraints that favor or dis-
favor coarticulatory variations in different languages (see Manuel & Krakow,  
1984, comparing Swahili, Shona and English; Manuel, 1987, comparing three 
Bantu languages; Choi & Keating, 1991, comparing English, Polish, russian, and 
Bulgarian).

as for phonologically unspecified segments, some experimental data are com-
patible with the idea that they completely acquire a contextual feature. Figure 9.4 
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Figure 9.4 Velar movement observed with fiberscope during Japanese utterances 
containing the vowel /e/ in oral and nasal contexts. (From Ushijima & Sawashima, 
1972)
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(from Ushijima & Sawashima, 1972) illustrates how, as predicted by the feature-
spreading model, the Japanese vowel /e/ unspecified for nasality acquires the 
nasality feature in a symmetric context. the figure shows the amount of velum 
height during the vowel /e/ in Japanese, surrounded by oral consonants (panel a), 
by nasal consonants (panel c), and in a mixed environment (panel b). it can be 
seen that during /e/ the velum is as high as for the oral consonants in (a), and 
as low as for the nasal consonants in (c): in both cases the velum height curve 
runs nearly flat across the vowel. instead, in the asymmetric example (b) the curve 
traces a trajectory from a high to a low position during the /e/ preceded by /s/ and 
the reverse trajectory during the /e/ followed by /d/. the symmetric sequences 
show that /e/ is completely oral in an oral context and completely nasalized  
in a nasal context, indicating that this vowel has no velar target of its own but 
acquires that of the contextual phonetic segment(s). the trajectories in the asym-
metric sequences do not contradict the hypothesis that this vowel has no target for 
velar position, but contradict the assumption that contextual features are spread 
in a categorical way. accordingly, /e/ would have to be completely nasalized 
from its onset when followed by a nasal, and completely oral when followed by 
an oral consonants, and this does not seem to occur.

Many other data indicate that phonologically unspecified segments may none-
theless exhibit some resistance to coarticulation and, therefore, are specified for 
articulatory targets. English data on velar movements (Bell-Berti, 1980; Bell-Berti 
& Krakow, 1991) show that the oral vowels are not articulatorily neutral to velar 
height, and have their own specific velar positions even in a non-nasal environment. 
as for lip position, Engstrand’s data (1981) show that in Swedish /u-u/ sequences 
with intervocalic lingual consonants, protrusion of the upper lip relaxes during 
the consonants and the curve may form a “trough” between the vowels, suggesting 
that such consonants are not neutral to lip position. troughs in lingual muscle 
activity during /ipi/ were first observed by Bell-Berti and Harris in their 1974 
study (see further below for a different account of troughs).

Subsequent research on lingual consonants in Catalan, Swedish, and italian 
(recasens, 1984a, 1984c, 1987; Engstrand, 1989; Farnetani, 1990, 1991) revealed that 
consonants unspecified for tongue-body features coarticulate to different degrees 
with the surrounding vowels. as for coronals, those studies show that the amount 
of tongue-body coarticulation tends to decrease from alveolars to postalveolars, and 
from liquids (provided that /l/ is clear and the rhotic is a tap or an approximant) 
to stops to fricatives.

Figure 9.5 is an example of how different consonants coarticulate to different 
degrees with the surrounding vowels /i/ and /a/ in italian, as measured by EPG. 
the trajectories represent the amount of tongue-body contact over time during 
the coronals /t/, /d/, /z/, /S/ and clear /l/ and the bilabial /p/ in symmetric VCV 
sequences. the /iCi/ trajectories exhibit troughs of moderate degree for most 
consonants; /z/ shows the largest deviation indicating that the production of this 
consonant requires a lowering of the tongue body from the /i/ position. in the 
context of /a/, the consonants /p/ and /l/ coarticulate strongly with this vowel, 
as they show little or no contact, while for /t/, /d/, and /z/ the tongue body 
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needs to increase contact to about 20 percent. during /S/, tongue-body contact 
reaches the same value, i.e., between 50 and 60 percent, in the two vocalic contexts, 
indicating that this consonant is maximally resistant to coarticulation.

the overall data on tongue-body V-to-C coarticulation indicate that no alveolar 
consonant fully coarticulates with the adjacent vowels, which suggests the pres-
ence of a functional and/or physical coupling between tip/blade and body. the 
differences in coarticulation across consonants can be accounted for by consonant-
specific manner constraints: fricatives must constrain tongue dorsum position to 
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ensure the appropriate front constriction and the intraoral pressure required for 
noise production; the production of stops and several laterals imposes lesser 
constraints, and allows for a wider range of coarticulatory variations.

the notion of coarticulatory resistance was introduced by Bladon and al-Bamerni 
(1976) in an acoustic study of V-to-C coarticulation in /l/ allophones. their data 
indicated that coarticulatory variations decrease from clear to dark to syllabic /l/. 
these graded differences could not be accounted for by binary feature analysis, 
which would predict complete blocking of coarticulation in the case of dark /l/ 
since this consonant variety is specified as [+back]. the authors propose a numerical 
index of coarticulatory resistance to be attached to the feature specification of each 
allophone. a subsequent study on tongue-tip/blade displacement in alveolar 
consonants in clusters (Bladon & nolan, 1977) confirmed the idea that feature 
specification alone cannot account for the observed coarticulatory behavior. the 
coarticulation resistance scale has been developed more recently by the degree of 
articulatory constraint model of coarticulation or daC (section 2.5.4 below).

all these studies show that the assignment of contextual binary features to 
unspecified segments through phonological rules fails to account for the presence 
versus absence of coarticulation, for its graded nature, and for the linguistically 
relevant aspects of coarticulation associated with this graded nature, i.e., the dif-
ferent degree of coarticulation exhibited by the same segments across languages. 
Explanation of these facts must be carried out in terms of articulatory, aerodynamic-
acoustic, and perceptual constraints and, therefore, requires factors outside the 
world of phonological features.

2.3 Coarticulation as speech economy
2.3.1. Adaptive variability in speech the theoretical premise at the basis of 
lindblom’s theory of speech variability is that the primary scope of phonetics is 
not to describe how linguistic forms are realized in speech, but to explain and 
derive the linguistic forms from “substance-based principles pertaining to the use 
of spoken language and its biological, sociological, and communicative aspects” 
(liljencrants & lindblom, 1972, p. 859). accordingly, in his theory of “adaptive 
Variability” and “Hyper-/Hypo-speech” (lindblom, 1983, 1989, 1990), phonetic 
variation is not viewed as mere consequence of inertia in the speech mechanism, 
but rather as a continuous adaptation of speech production to the demands of 
the communicative situation. Variation arises because production strategies change 
as a result of the interaction between system-oriented and output-oriented motor 
control. Some situations will require an output with a high degree of perceptual 
contrast, others will require less perceptual contrast and will allow more variability. 
thus, the acoustic characteristics of the same item will exhibit a wide range of 
variation reflected along the continuum of over- to under-articulation, or hyper- to 
hypo-speech.

2.3.2 Low-cost and high-cost production behavior What is the function of 
coarticulation within the hyper–hypo framework? Coarticulation, manifested as 
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a reduced displacement and a shift of articulatory movements towards the con-
textual phonetic segments, is a low-cost motor behavior, an economical way of 
speaking. its pervasiveness indicates that the speech motor system, like other 
kinds of motor behavior, is governed by the principle of economy.

in his study on vowel reduction, lindblom (1963) introduced the notion of 
acoustic target, an ideal context-free spectral configuration which, in the case of 
vowels, is represented by the asymptotic values towards which formant frequen-
cies aim. lindblom’s study showed that targets are quite often not realized: his 
data on CVC syllables indicated that the formant frequency values at vowel 
midpoint change monotonically with changes in vowel duration. at long vowel 
durations, formants tend to reach the target values; as vowel duration decreases, 
the formant movements are reduced and tend to shift towards the values of the 
adjacent consonants. this target undershoot process is shown in Figure 9.6.

its continuous nature reveals that vowel reduction is an articulatory process, 
largely dependent on duration, rather than a phonological process. indeed, the 
direction of the change towards the segmental context, as well as different degrees 
of undershoot as a function of the extent of the CV transitions (i.e., vowel reduc-
tion is minimal when the consonant-to-vowel distance is small), indicate that 
reduction is ruled by a coarticulatory rather than by a centralization mechanism 
leading towards a schwa-like configuration.

lindblom’s account of the relation between duration, target undershoot, and 
coarticulation was that reduction is the automatic response of the motor system 
to an increase in the rate of the motor commands. When successive commands 
on one articulator are issued at very short temporal intervals, the articulator has 
insufficient time to complete the response before the next signal arrives, and has 
to respond to different commands simultaneously, thus inducing both vowel 
shortening and reduced formant displacement. Subsequent research showed that 
the system response to high rate commands does not automatically result in  
reduced movements (Kuehn & Moll, 1976; Gay, 1978), and that reduction can 
occur also at slow rates (nord, 1986). these studies indicated that speakers can 
adapt to different speaking situations and choose different production strategies 
to avoid or to allow reduction/coarticulation.

in the revised model of vowel undershoot (Moon & lindblom, 1994), vowel 
duration is still the main factor, but variables associated with speech style, such 
as the rate of formant frequency change, can substantially modify the amount  
of formant undershoot. the model is based on an acoustic study of american 
English stressed vowels produced in clear speech and in citation forms, i.e., in 
overarticulated versus normal speech. data on vowel duration and F2 indicate 
that vowels tend to be longer and less reduced in clear speech than in citation 
forms. a second finding is that clear speech is in most cases characterized by 
larger formant velocity values than citation forms. this means that the degree of 
context-dependent undershoot depends on speech style and tends to decrease 
with an increase in velocity of the articulatory movements. in this model where 
the speech motor mechanism is seen as a second-order mechanical system, it is 
proposed that undershoot is controlled by three variables reflecting the articulation 
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strategies available to speakers: duration, input articulatory force, and time con-
stant of the system. an increase in input force and/or an increase in speed of the 
system response (i.e., a decrease in stiffness) contribute to increase the movement 
amplitude/velocity, and hence to decrease the amount of context-dependent  
undershoot. thus, there appears to be an undershoot-compensatory reorganization 
of articulatory gestures in clear speech.

2.3.3 Natural speech as a low-cost strategy the experiment carried out by 
lindblom et al. (1975) shows that a low-cost strategy, characterized by coarticulatory 
variations, is the norm in natural speech. the authors analyzed apical consonants 
in VCV utterances. Using a numerical model of apical stop production, they 
showed that the best match between the output of the model and spectrographic 
data of natural VCV utterances produced in isolation is a tongue configuration 
always compatible with the apical closure but characterized by a minimal displace-
ment from the preceding vowel. in other words, the experiment shows that among 
a number of tongue-body shapes that facilitate tongue-tip closure, the tongue 
body always tends to take those requiring the least amount of movement and an 
adaptative behavior to the articulatory configuration of the adjacent vowels.

lindblom’s hypothesis, that the more speech style shifts towards the hypo-
speech pole the larger will be the amount of coarticulation, is confirmed by a 
number of studies on connected speech: Krull (1987, 1989), for Swedish; duez 
(1991) for French; Farnetani (1991) for italian.

2.3.4 The Locus equation metrics as a measure of coarticulation locus equa-
tions were conceived by lindblom (1963), who defined them as linear regressions 
of the onset of the F2 transition on the F2 target, measured at the vowel nucleus. 
He formulated locus equations as F2 onset = K F2vowel + c, where the constants 
K and c are the slope and the intercept, respectively. lindblom showed that the 
data points were aligned at about the regression line and that the slope and the 
intercept varied as a function of consonant place of articulation.

Krull (1989) pursued lindblom’s locus equations experiments. Most importantly, 
she found that the variations of slope and intercept as a function of consonant 
place in CV syllables were proportional to the extent of coarticulation between 
the vowel and the preceding consonant, such that flatter slopes indicate a more 
invariant locus and steeper slopes an increase in coarticulation. in other words, 
locus equation data are strongly related to the underlying coarticulatory behavior. 
Krull also found for CVC sequences that prevocalic stop consonants undergo 
stronger anticipatory vowel effects than postvocalic consonants undergo carryover 
vowel effects.

in a later study, Chennoukh et al. (1997) reported that locus equations depend 
on consonant place and on degree of coarticulation. Moreover, in a series of  
experiments conducted by Sussman and colleagues locus equations have been 
shown to account for degree of coarticulation in different conditions: coarticulation, 
obtained by locus equations, decreases in VC versus CV utterances with a stop 
consonant due to the greater articulatory precision in the production of prevocalic 
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than of postvocalic consonants (Sussman et al., 1997); slopes are identical for 
single and geminate open syllables and lower for closed syllables (Sussmann & 
Modarresi, 2003); even though there is less coarticulation for a coda stop in VC 
and C##V sequences than for a syllable onset stop in CV sequences, the locus 
equation slopes for the across-syllable and word-boundary conditions still differ 
as a function of place of articulation (Modarresi et al., 2004).

lindblom et al. (2002) have proposed a novel interpretation of troughs repeatedly 
observed in speech. a trough is described as an apparent discontinuity of anti ci-
patory coarticulation that takes the form of a momentary deactivation of tongue 
or lips movement after the first vowel in a VCV sequence. this event, according 
to lindblom et al. (2002), could suggest a segment-by-segment activation pattern, 
as opposed to a V-to-V trajectory with an independent and superimposed con-
sonant gesture as proposed by Öhman (1967).

2.4 The window model of coarticulation
Keating (1985, 1988a, 1988b, 1990) formulated an articulatory model which, in the 
author’s opinion, can account for the continuous changes in space and time  
observed in speech as well as for interlanguage differences in coarticulation. Keating 
agrees that phonological rules cannot account for the graded nature of coarticu-
lation, but she contests the assumption that such graded variations are to be ascribed 
to the speech production mechanism (Keating, 1985). Her proposal is that all 
graded spatial and temporal contextual variations be accounted for by the phonetic 
rules of the grammar.

2.4.1 The windows input to the window model is the phonological representa-
tion in terms of binary features. For a given articulatory or acoustic dimension, 
a feature value is associated with a range of values called a window. Specified 
features are associated with narrow windows and allow for little contextual vari-
ation; unspecified features are associated with wide windows and allow for large 
contextual variation. Windows are connected by interpolation functions called 
“paths” or contours. Paths should represent the articulatory or acoustic variations 
over time in a specific context (see Figure 9.7 showing some selected sequences 
of windows and contours).

Wide windows specify very little about a segment. On this crucial point,  
Boyce et al. (1991) argue that, if supposedly unspecified segments are associated 
in production with characteristic articulatory positions, it becomes hard to recon-
cile the demonstration of any kind of target with the notion of underspecification. 
the authors propose instead that phonologically unspecified features can influence 
speech production in another way: they may be associated with cross-speaker 
variability (as shown by their lip protrusion data during unspecified consonants) 
and with cross-dialectal variability.

2.4.2 Cross-language differences according to Keating, interlanguage differences 
in coarticulation may originate from phonology or from phonetics. Phonological 
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differences occur when, for a given feature, phonological assimilatory rules  
operate in one language and not in another. Phonetic differences are due to a dif-
ferent phonetic interpretation of a feature left unspecified. Speech analysis will 
help determine which differences are phonological and which are phonetic.

in a study of nasalization in English using airflow measurements, Cohn (1993) 
compared nasal flow contours in nasalized vowels in English with those of nasal 
vowels in French and of nasalized vowels in Sundanese. Vowel nasality is phono-
logical in French and described as the output of a phonological spreading rule  
in Sundanese. Cohn found that in the nasalized vowels of Sundanese the flow 
patterns have plateau-like shapes very similar to the French patterns; in nasalized 
English vowels, instead, the shapes of the contours describe smooth trajectories 
from the [-nasal] to the [+nasal] adjacent segments. the categorical versus gradi-
ent quality of nasalization in Sundanese versus English indicates that nasalization 
is the output of phonological assimilatory rules in the former language and results 
from phonetic interpolation rules in the latter.

Manuel (1987) disagrees with Keating’s tenet that all phonetic changes have to 
be accounted for by grammatical rules simply because they are not universal. 
referring to interlanguage differences in V-to-V coarticulation, Manuel proposes 
that language-particular behavior, apparently arbitrary, can itself be deduced from 
the interaction between universal characteristics of the motor system and language-
specific phonological facts such as the inventory and distribution of vowel phon-
emes. Her hypothesis is that V-to-V coarticulation is regulated in each language 
by the requirement that the perceptual contrast among vowels be preserved, i.e., 
by output constraints, which can be strict in some languages and loose in others. 
there ought to be more coarticulatory variations in languages with smaller vowel 
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Figure 9.7 Windows and paths modeling articulator movements in three-segment 
sequences (selected from Keating, 1988a). the effects of narrow vs. wide windows  
on the interpolation contours can be observed in both the symmetric (1, 2) and the 
asymmetric (3, 4) sequences.
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inventories, where there is less possibility of confusion, than in languages with a 
larger number of vowels, where coarticulation may lead to articulatory/acoustic 
overlap of adjacent vowel spaces. this hypothesis was tested by comparing  
languages with different vowel inventories (Manuel & Krakow, 1984; Manuel, 
1987, 1990). results of these studies support the output constraints hypothesis. 
thus, if the output constraints of a given language are related to its inventory 
size and to the distribution of vowels in the articulatory/acoustic space, then no 
particular language-specific phonetic rules are needed since different degrees of 
coarticulation across languages can be predictable to some extent.

2.5 Coarticulation as coproduction
the coproduction theory has been elaborated through collaborative work of  
psychologists and linguists, starting from Fowler (1977, 1980, 1985), Fowler et al. 
(1980) and Bell-Berti and Harris (1981). in conjunction with the new theory, Kelso 
et al. (1986), Saltzman and Munhall (1989) and Saltzman (1991) have developed 
a computational model, the task-dynamic model, whose aim is to account for the 
kinematics of articulators in speech. input to the model are the phonetic gestures, 
the dynamically defined units of gestural phonology, proposed as an alternative 
to features by Browman and Goldstein (1986, 1989, 1990a, 1990b, 1992).

the present account centers on four topics: the nature of phonological units, 
coarticulation resistance, anticipatory labial and velar coarticulation, and the daC 
model of coarticulation.

2.5.1 The dynamic nature of phonological units the central point of Fowler’s 
criticism of feature-based theories (Fowler, 1977, 1980) is the dichotomy between 
the abstract, discrete, and timeless units posited at the level of language know-
ledge, and the physical, continuous, and context-dependent articulatory movements 
at the level of performance. in other words, she contests the assumption that what 
speakers know about the phonological categories of their language is substantially 
different from the units they use when they speak. according to Fowler, all current 
accounts of speech production need a translation process between the abstract 
and the physical domain: the speech plan supplies the spatial targets to be reached 
and a central clock specifies when the articulators have to move to the targets 
(“the articulator movements are excluded from the domain of the plan except  
as it is implied by the different successive articulatory positions”; Fowler, 1977, 
p. 99). an alternative proposal that overcomes the dichotomy between linguistic 
and production units and gets rid of a time program separated from the plan,  
is to modify the phonological units of the plan. the plan must specify the act to 
be executed, not only describe “an abstract summary of its significance” (Fowler 
et al., 1980, p. 381). the production units, the articulatory gestures, must be planned 
actions serially ordered, specified dynamically and context-free. it is their specifica-
tion in terms of dynamic parameters (such as force and stiffness) that automatically 
determines the kinematics of speech movements. Gestures have their own intrinsic 
temporal structure, which allows them to overlap in time when executed, and 
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the degree of gestural overlap is controlled at the plan level. So gestures are not 
altered by adjacent gestures but coproduced with them. Figure 9.8 taken from 
Fowler and Saltzman (1993) illustrates the coproduction of articulatory gestures.

the activation of a gesture increases and decreases smoothly in time, and so 
does its influence on the vocal tract shape. in the figure, the vertical lines delimit 
a temporal interval (possibly corresponding to an acoustic segment) during which 
gesture 2 is maximally prominent, i.e., it has maximal influence on the vocal tract 
shape, while the overlapping gestures 1 and 3 have a weaker influence. the influ-
ence of gesture 2 is clearly less before and after this interval during its initiation 
and relaxation period, respectively.

the view of gestures as intervals of activation gradually waxing and waning 
in time, echoes the early insight by Joos (1948) who proposed the “innervation 
wave theory” to account for coarticulation (section 2.1 above).

2.5.2 Coarticulation resistance articulatory gestures are implemented by coordina-
tive structures, i.e., by transient functional dependencies among the articulators 
that contribute to a gesture. these constraints are established to ensure invariance 
of the phonetic goal. For instance, upper lip, lower lip, and jaw are functionally 
linked in the production of bilabial closures, so that one will automatically com-
pensate for a decreased contribution of another due to perturbation or coarticulatory 
variations (see löfqvist, this volume).

How are coarticulatory variations accounted for within the gestural framework? 
according to Fowler and Saltzman (1993), variations induced by coproduction 
depend on the degree to which the gestures share articulators, i.e., on the degree 
of spatial overlap. When subsequent gestures share only one articulator, such as 
the jaw in /VbV/ sequences, the effects of gestural interference will be irrelevant, 
and temporal overlap between vocalic and consonantal gestures will take place 
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Figure 9.8 representation of a sequence of three overlapping gestures. (From Fowler & 
Saltzman, 1993)
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with minimal spatial perturbations. the highest degree of spatial perturbation 
occurs when two overlapping gestures share the articulators directly involved  
in the production of gestural goals, and impose competing demands on them. 
Browman and Goldstein (1989) and Saltzman and Munhall (1989) propose that the 
phasing of gestures may be context-free and that the output of a gestural conflict 
may be simply a blend of the influence of the overlapping gestures. according 
to Fowler and Saltzman (1993), the outcome of gestural blending depends on the 
degree of “blending strength” associated with the overlapping gestures: “stronger” 
gestures tend to suppress the influence of “weaker” gestures, while the blending 
of gestures of similar strength will result in an averaging of the two influences. 
in agreement with experimental findings (Bladon & nolan, 1977; recasens, 1984b; 
Farnetani & recasens, 1993; Fowler & Brancazio, 2000), Fowler and Saltzman’s 
account of coarticulatory resistance implies that gestures with a high degree of 
blending strength resist interference from other gestures, and at the same time 
themselves induce strong coarticulatory effects. On this account, the highest degree 
of blending strength appears to be associated with consonants requiring extreme 
constrictions and/or placing strong constraints on articulator movements, while 
a moderate degree of blending strength appears to be associated with vowels.  
a compatible proposal may be found in lindblom (1983), according to which 
coarticulatory adaptability, maximal in vowels and minimal in lingual fricatives, 
varies as a function of the phonotactically based sonority categories.

the coproduction account of coordination and coarticulation also implies that 
speakers do not need to perform a continuous feedforward control of the acoustic 
output and consequent articulatory adjustments. likewise, cross-language differ-
ences do not result from online control of the output. languages may differ in 
degree of coarticulation in relation to their inventories, but these differences are 
consequences of the different gestural set-up, i.e., the parameters that specify the 
dynamics of gestures and their overlap, which are learned by speakers of different 
languages during speech development.

2.5.3 Anticipatory extent of labial and velar coarticulation according to the 
coproduction theory, articulatory gestures have their own intrinsic duration. Hence, 
the temporal extent of anticipatory coarticulation must be constant for a given 
gesture. Compatibly, Bell-Berti and Harris (1979, 1981, 1982), proposed the “frame” 
or time-locked model of anticipatory coarticulation on the basis of experimental 
data on lip rounding and velar lowering. the model states that the onset of an 
articulator movement is independent of the preceding phone string length and 
occurs at a fixed time before the acoustic onset of the segment with which it is 
associated.

Findings reported in other studies, however, are more consistent with the look-
ahead model (section 2.2.2) and reveal that the onset of anticipatory lip rounding 
or anticipatory velar lowering is not fixed but extends as a function of the number 
of neutral segments preceding the influencing segment (see daniloff & Moll, 1968 
and Sussman & Westbury, 1981 for lip rounding coarticulation, and Moll & daniloff, 
1971 for velar coarticulation). Yet, other results on velar coarticulation in Japanese 
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(Ushijima & Sawashima, 1972; Ushijima & Hirose, 1974) and in French (Benguerel 
et al., 1977a, 1977b) indicate that velar lowering for a nasal consonant does not 
start earlier in sequences of three than of two oral vowels preceding the nasal.

an important finding of Benguerel et al. (1977a, 1977b), apparently disregarded 
in the literature, was the distinction between velar lowering associated with the 
oral segments preceding the nasal, and a subsequent more rapid velar lowering 
for the nasal which causes the opening of the velar port. Bladon and al-Bamerni 
(1982) reported similar findings on velar coarticulation in CVnn sequences in 
English: speakers seem to use two production strategies, either a single velar 
opening gesture, or a two-stage gesture whose onset is aligned with the first oral 
vowel and whose higher velocity stage is coordinated with the nasal consonant. 
Perkell and Cohen (1986) and Perkell (1990) were the first to observe two-stage 
patterns in lip rounding movements, which converge with Bladon and al-Bamerni’s 
observations: in /iCnu/ utterances there was a gradual onset of lip protrusion 
linked to the offset of /i/, followed by an increase in velocity during the consonants 
and an additional protrusion motion closely linked with /u/ and quite invariant. 
the authors interpreted the composite movements of the two-stage patterns  
as a mixed coarticulation strategy, and proposed a third model of anticipatory 
coarticulation, the hybrid model. according to this model, the early onset of the 
protrusion movement would reflect a look-ahead strategy, while the rapid increase 
in protrusion at a fixed interval before the rounded vowel would reflect a time-
locked strategy. Figure 9.9 compares the three models of anticipatory coarticulation. 
Perkell’s data on three English subjects indicated that two of the three subjects 
used the two-stage pattern and, therefore, were consistent with the hybrid model 
(Perkell, 1990).

Boyce et al. (1990) argue that many of the conflicting results on the extent of 
anticipatory coarticulation stem from the assumption that phonologically unspeci-
fied segments are also articulatorily neutral (see section 2.2.3): a number of  
studies have attributed the onset of lip rounding or velar lowering to anticipatory 
coarticulation without testing first whether or not the phonologically neutral 
contextual phonetic segments had specific lip or velar target positions. data on 
velar lowering for vowels in nasal and oral contexts reported by Bell-Berti and 
Krakow (1991) show that the early onset of velar lowering in two-stage patterns 
is associated with the characteristic velar positions of the oral vowels, while the 
second stage is associated with the production of the nasal consonant; therefore, 
the two-stage patterns of interest do not reflect a mixture of coarticulation strat-
egies but simply a vocalic gesture followed by a consonantal gesture. Moreover, 
the study shows that the patterns of velar movement are not random but depend 
on speech rate and on the number of vowels in the string, e.g., the two-movement 
pattern prevails in longer versus shorter utterances.

in a subsequent study on four american speakers, Perkell and Matthies (1992) 
tested whether the onset of the initial phase of lip protrusion in /iCnu/ utterances is 
related to consonant-specific protrusion targets as proposed by Boyce et al. (1990), 
and whether the second phase starting at the maximum acceleration event is 
indeed stable as predicted by the hybrid and coproduction models, or else is 
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itself affected by the number of consonants. in agreement with Boyce et al. (1990), 
the movement patterns in the control /iCni/ utterances showed consonant-related 
protrusion gestures (especially for /s/), while those in the /iCnu/ utterances 
exhibited earlier labial activity when the first consonant in the string is /s/. Both 
data confirm that the consonant contributes to the onset of lip movement. the 
analysis of the second-phase movement, i.e., of the /u/-related component of  
lip protrusion, revealed that the interval between the acceleration peak and the 
onset of /u/ tended to vary as a function of consonant duration for three subjects  
(although the correlations were very low, with r2 ranging from 0.057 to 0.35). 
according to the authors, the timing and the kinematics of this gesture reflect the 
simultaneous expression of competing constraints, that of using the same kine-
matics (as predicted by the time-locked model), and that of starting the protrusion 
gesture for /u/ when it is permitted by the relaxation of the retraction gesture 
for /i/ (as predicted by the look-ahead model). the variability between and within 
subjects would reflect the degree to which such constraints are implemented. 
also, according to data for French (abry & lallouache, 1995), the lip-protrusion 
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movement measured from acceleration maximum to protrusion maximum varies 
in duration as a function of the consonant interval; however, in disagreement 
with the look-ahead model, its duration does not decrease from the /iC1y/ utter-
ance type to the utterance /iy/; in other words, lip protrusion can expand in time 
but cannot be compressed.

the possibility that the slow onset of the lip-protrusion movement occurring 
around the offset of /i/ may reflect a passive movement due to the relaxation  
of the /i/ retraction gesture rather than an active look-ahead mechanism has not 
yet been explored. Sussman and Westbury (1981) did observe for /iCnu/ sequences 
that lip protrusion started before the onset of orbicularis oris activity, and sug-
gested that this movement might be the passive result of the cessation of risorius 
activity and simply reflects a return of the lips to the neutral position.

as it might be expected, cross-language studies indicate that anticipatory  
coarticulation varies in timing and amplitude across languages. Clumeck (1976)  
observed that the timing and amplitude of velar lowering varies across the six 
languages analyzed; lubker and Gay (1982) showed that anticipatory lip protru-
sion is much more extensive in Swedish than in English; an investigation on lip 
rounding in English and turkish conducted by Boyce (1990) indicated that, while 
the English patterns were consistent with the coproduction model, the plateau-like 
protrusion curves of turkish rendered lip-rounding coarticulation a phonological 
process.

2.5.4 The DAC model of coarticulation the degree of articulatory constraint 
or daC model of coarticulation has been proposed by recasens, mostly with  
data for the Catalan language, in order to deal with the complexity of lingual coar-
ticulatory effects in speech (recasens et al., 1997; recasens, 2002). it claims that 
the size, temporal extent, and direction of lingual coarticulation are conditioned 
by the severity of the requirements imposed on the tongue for the production of 
vowels and consonants. Vowels and consonants are assigned specific daC values. 
thus, front vowels are more constrained than low and back rounded vowels in 
line with the biomechanical properties involved in displacing the tongue dorsum 
upwards and frontwards, and the least constrained vowel is schwa since it is has 
no clear articulatory target. differences in degree of constraint are available for 
consonants as well: the daC value is highest for consonants requiring much 
articulatory precision in the performance of frication for lingual fricatives, trilling 
for the alveolar trill, and tongue predorsum lowering and tongue postdorsum 
retraction for dark /l/; labials are least constrained since the tongue body does 
not intervene essentially in their production.

an increase in degree of articulatory constraint causes an increase in coar-
ticulatory resistance and coarticulatory dominance, i.e., in the strength of the 
coarticulatory effects from and onto the adjacent segments, respectively. thus,  
in comparison to the less constrained alveolar /n/, the alveolopalatal /ê/ is less 
coarticulation-sensitive to tongue-dorsum lowering effects from /a/ and exerts 
more prominent tongue-dorsum raising effects on this vowel. On the other hand, 
alveolopalatals are subject to depalatalization by more constrained consonants 
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involving tongue-dorsum lowering and retraction (lingual fricatives, the alveolar 
trill, dark /l/), while palatalization of the latter consonants by alveolopalatals is 
less prone to occur (recasens & Pallarès, 2001).

a relevant aspect of the daC model concerns patterns of coarticulatory direction. 
it shows that vowels and consonants usually favor a particular coarticulatory 
direction over another, i.e., anticipation or carryover, based on the displacement 
and temporal characteristics of the lingual gestures involved. thus, dark /l/ favors 
anticipation (the tongue lowers and backs in anticipation of the tongue-tip raising 
gesture for this consonant), while alveolopalatals such as /ê/ may favor the  
carryover component over the anticipatory component (which is in line with the 
articulatory configuration for this consonant being /n/-like at closure onset and 
/j/-like at closure release). When the complex coarticulatory interactions in VCV 
sequences are taken into consideration, vowel effects turn out to be affected by 
consonantal effects at the temporal site where the two coarticulation types conflict 
with each other. therefore, the prominence of the vowel-dependent anticipatory 
effects decreases with an increase in the degree of consonant-dependent carryover 
coarticulation, while the strength of the vowel-dependent carryover effects varies 
inversely with the salience of the consonant-dependent anticipatory component. 
Consequently, dark /l/ allows more anticipatory than carryover tongue-dorsum 
raising effects from /i/ (as shown in the top graph of Figure 9.10), and the alveo-
lopalatal /ê/ more carryover than anticipatory tongue-dorsum lowering effects 
from /a/ (as shown in the bottom graph of the figure). trends in vowel-dependent 
coarticulatory direction may also be predicted for VCV sequences with consonants 
showing less clear patterns of C-to-V coarticulatory direction provided that suf-
ficient attention is paid to their manner requirements and tongue-body configuration 
characteristics.

data on the temporal extent of coarticulation have led to proposals by the daC 
model about the role of planning and mechanical factors in speech production. 
in contrast with previous accounts (see section 2.5.3), they show that vowel  
anticipatory effects in tongue contact and displacement in VCV or longer VCVCV 
sequences are not planned to start invariably at the same moment in time. instead, 
they begin earlier when the immediately preceding consonant and/or the trans-
consonantal vowel are relatively unconstrained than when they are highly con-
strained, e.g., when V1 is /a/ and the consonant is labial or alveolar than when 
V1 is /i/ and the consonant is alveolopalatal. among highly constrained consonants, 
as pointed out above, those that exert less C-to-V carryover allow more vowel 
anticipation than those that exert more prominent C-to-V carryover effects, both 
during the consonant and the preceding vowel. this is not to say, however, that 
anticipatory effects do not involve any planning at all: anticipatory effects turn 
out to be more fixed than carryover effects, though influenced to some extent  
by the articulatory requirements for the contextual segments. Carryover effects, 
on the other hand, are more variable because they are conditioned by inertia and 
by the biomechanical requirements for the contextual segments, and may be 
particularly long if resulting from articulatory overshoot (e.g., in the sequence  
/iêV/ where /i/ and /ê/ reinforce each other).
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the daC model has confirmed Fowler and Saltzman’s notion that gestures 
specified for competing demands prevail over or are overriden by other gestures 
depending on gestural strength (see section 2.5.2). indeed, differences in daC 
value between the two consonants in a consonant cluster may account for changes 
in place of articulation in CC sequences composed of dentals, alveolars, and  
alveolopalatals produced with a tongue-front articulator (recasens, 2006). three 
scenarios may take place here: regressive assimilation in unconstrained + con-
strained consonant sequences, by which C1 adapts completely to the C2 place of 

V1 V2C

C-to-V V-to-V

Figure 9.10 Schematic representation of C-to-V and V-to-V effects in VCV sequences 
with dark /l/ (top) and alveolopalatal /ê/ (bottom). (From d. recasens and M. d. 
Pallarès (1998) “an electropalatographic and acoustic study of temporal coarticulation 
for Catalan dark /l/ and German clear /l/,” Phonetica, 55, 53–79. reproduced with 
permission from S. Karger aG, Basel.)
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articulation during its entire duration; blending in unconstrained + unconstrained 
consonant sequences through the addition of the closure extent for the two con-
sonants; two separate place of articulation targets for C1 and C2 and possible 
C1-to-C2 carryover coarticulation effects in constrained + unconstrained sequences. 
Clear /l/ and dark /l/ do not undergo some or any of these three processes, which 
reveals that laterality may also contribute significantly to an increase in articulatory 
constraint. the model may also explain syllable-position-dependent differences 
in the same consonant cluster structures just referred to (recasens, 2004): when 
not subject to the coarticulatory influence of other highly constrained consonants, 
more unconstrained consonants show less closure or constriction fronting and 
less dorsopalatal contact syllable-finally than syllable-initially; highly constrained 
consonants, on the other hand, do not exhibit such syllable-position-dependent 
articulatory effects.

2.6 Connected speech processes
2.6.1 Articulatory model according to Browman and Goldstein (1990b, 1992), 
gestural phonology provides an explanatory and unifying account of apparently 
unrelated speech processes (coarticulation, allophonic variations, alternations) 
requiring a number of separate phonological rules in featural phonology. Here 
the phonological structure of an utterance is modeled as a set of overlapping 
gestures specified on different tiers (see Figure 9.11 for the vocal tract variables). 
Gradient variations in overlap, or quantitative variations in gestural parameters, 
can account for a large number of allophonic variations as a function of stress and 
position, as well as for the alternations observed in connected speech. Connected 
speech processes such as assimilations, deletions, and reductions or weakenings 
can be accounted for by an increase in gestural overlap and a decrease in gestural 
amplitude. in casual rapid speech, subsequent consonantal gestures can so far 
overlap as to hide each other when they occur on different tiers, or to completely 
blend their characteristics when they occur on the same tier. Hiding gives rise to 
perceived deletions and/or assimilations, while blending gives rise to perceived 
assimilations. For example, the deletion of /t/ in a rapid execution of the utter-
ance “perfect memory” is only apparent; X-ray trajectories reveal the presence of 
the /t/ gesture, overlapped by the following /m/ gesture. Figure 9.11 shows a 
schematic gestural representation of part of the utterance “perfect memory” spoken 
(a) in isolation and (b) within a fluent phrase.

in the figure the extent of each box represents the duration (or activation 
interval) of a gesture. it can be seen that within each word articulatory gestures 
always overlap, but in version (b) the labial closure for the initial /m/ of word 2 
overlaps and hides the alveolar gesture for the final /t/ of word 1. according  
to the authors, hidden gestures may be extremely reduced in magnitude or com-
pletely deleted. as pointed out by Browman and Goldstein (1990b, p. 366): “Even 
deletion, however, can be seen as an extreme reduction, and thus as an endpoint  
in a continuum of gestural reduction, leaving the underlying representation  
unchanged.”
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An example of within-tiers blending is the palatalization of /s/ followed by a 
palatal in the utterance “this shop”: the articulatory analysis should show a smooth 
transition between the first and the second consonant, not the substitution of the 
first by the second. Finally, in CVCV utterances with unstressed schwa as first 
vowel, the gestures on the consonantal tier can overlap the schwa gesture so far as 
to completely hide it, giving the impression of deletion of the unstressed syllable.

2.6.2 Experimental data Consistently with both gestural theory and Lindblom’s 
hyper-/hypo-speech account, an increase in coarticulation and reduction in rapid, 

Figure 9.11 Representation of the phonological structure of the utterance “perfect 
memory” produced in isolation (a) and in continuous speech (b). Vocal tract variables 
are from top: tongue body, tongue tip, and lips. (From Browman & Goldstein, 1989)
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fluent speech has been found to hold in a number of acoustic and articulatory 
studies (see section 2.3.2).

the proposition that position-dependent allophonic variations proceed con-
tinuously rather than categorically is supported by experimental data on contrast 
neutralization. this approach differs from generative phonology which accounts 
for contrast neutralization through rules that delete the feature(s) responsible for 
the contrast. an acoustic-perceptual experiment on vowel contrast neutralization 
in devoiced syllables in Japanese shows that contrast is not completely neutralized 
(Beckman & Shoji, 1984): listeners are able to recover the underlying vowels /i/ 
and /u/, possibly from coarticulatory information present in the preceding con-
sonant. in an acoustic-perceptual study on neutralization of the voicing contrast 
in word-final obstruents in German, Port and O’dell (1985) found that voicing is 
not completely neutralized and that listeners are able to distinguish the voiced 
from the voiceless consonants with better-than-chance accuracy.

also the majority of English data on alveolar-velar place assimilation in con-
nected speech reported so far is consistent with the proposition that the nature 
of the segmental adaptive changes is gradient. EPG studies on VC-CV sequences, 
where C1 is an alveolar stop (Kerswill & Wright, 1989; Wright & Kerswill, 1989; 
nolan, 1992), show an intermediate stage between absence of assimilation and 
complete assimilation, which the authors refer to as residual alveolar gesture. it 
is also shown that the occurrences of partial and complete assimilations increase 
from careful/slow speech to normal/fast speech. Most interestingly, the rate of 
correct identification of C1 decreases, as expected, from unassimilated to assimi-
lated alveolars, but never falls to zero, suggesting that also in the cases of appar-
ently complete assimilation where lingual alveolar contact is absent, listeners can 
make use of some residual cues to the place distinction. the data are in agreement 
with the hypothesis that in English the assimilation of alveolars to velars is a 
continuous process. this is confirmed by recent research on alveolar nasal + velar 
stop clusters (Hardcastle, 1994).

Other data (Barry, 1991; nolan et al., 1993) challenge some of the assumptions 
of gestural phonology. the cross-language study by Barry (1991) on English and 
russian alveolar–velar clusters confirms that assimilation in English is a graded 
process. in russian, instead, assimilation never occurs when C1 is an oral stop; 
when C1 is a nasal, assimilation may be continuous or categorical depending  
on syllabic structure. data on /s#S/ sequences reported by nolan et al. (1993) do 
show intermediate articulations between two-gesture and one-gesture patterns, 
as predicted by gestural phonology. accordingly, the one-gesture or static patterns 
should reflect complete spatio-temporal overlap, i.e. they should show a blending 
of the /s/ and /S/ influences and a duration comparable to that of a single con-
sonant. Contrary to this hypothesis, preliminary results indicate that the static 
patterns have the spatial characteristic of a typical /S/, and are 16 percent longer 
than an initial /S/. recent EPG and durational data on italian clusters with  
C1 = /n/ followed by an oral C1 differing in place and manner of articulation 
suggest that both categorical and continuous processes may coexist in a language, 
the occurrence of the ones or the others depending on cluster type and individual 
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speech style. Moreover, the finding that in italian the alveolar–velar assimilation 
in /nk/ clusters is always categorical indicates, in agreement with Barry (1991), 
that the assimilatory process for the same cluster type may differ qualitatively 
across languages (Farnetani & Busà, 1994). also, as pointed out by the daC model 
(section 2.5.4), different predictions appear to be needed for sequences of con-
sonants produced with close and distant primary tongue articulators; in particular, 
complete place adaptation appears to be an efficient strategy for the implementa-
tion of two consecutive consonants produced with the same or a close articulator 
and differing in manner of articulation requirements.

3 Summary

this excursus on the problem of contextual variability shows, on one hand, the 
incredible complexity of the speech production mechanism, which renders the 
task of understanding its underlying control principles so difficult. it shows, on 
the other hand, the enormous theoretical and experimental ongoing progress, as 
reflected in continuously evolving and improving models, and in increasingly 
rigorous and sophisticated research methodologies.

We started with the questions of the origin, function, and control of coarticula-
tion. at the moment there is no single answer to these questions. For generative 
phonology, assimilations, connected speech processes, and coarticulation are dif-
ferent steps linking the domain of competence with that of performance, with no 
bottom-up influences from the physical to the cognitive structure of the language. 
For both the theory of “adaptive variability” and the theory of gestural phonology 
the origin of coarticulation lies in speech (in its plasticity and adaptability for the 
former, in its intrinsic organization in time for the latter). Both theories assume that 
the nature of speech production itself is at the root of linguistic morpho-phonological 
rules, which are viewed as adaptations of language to speech processes, sometimes 
eventuating in historical sound changes. However, there is a discrepancy between 
the two theories on the primacy of production vs. perception in the control of 
speech variability. Gestural phonology considers acoustics/perception as the  
effect of speech production, whilst lindblom’s theory of “adaptive variability” 
sees acoustics/perception as the final goal of production, hence perception itself 
shapes production.

two general control principles for speech variability have been repeatedly advo-
cated: economy (by lindblom and by Keating) and output constraints (advocated 
by lindblom for the preservation of perceptual contrast across styles within a 
language and extended by Manuel to account for interlanguage differences in 
coarticulation).

if we confront the various articulatory models with experimental data, it seems 
that the overall results on coarticulation resistance are more consistent with the 
gestural model than with other models, although certain patterns of coarticulation 
resistance could be better explained if aerodynamic/acoustic constraints, in addition 
to articulatory constraints, were taken into account (Sussman & Westbury, 1981; 
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Engstrand, 1983). the challenging hypothesis of gestural phonology that connected 
speech processes are not substantially different from coarticulation processes (i.e., 
are continuous and do not imply qualitative changes in the categorical underlying 
units) is supported by a large number of experimental results. However, recent 
data, based on both spatial and temporal parameters, indicate that assimilation 
can also be a rule-governed categorical process.

as for anticipatory coarticulation, no model in its present version can account 
for the diverse results within and across languages: the review shows that articu-
latory structures and languages differ both quantitatively and qualitatively in  
the way they implement this process. lingual coarticulation appears to be subject 
to a more restricted set of mechanisms than labial and velar coarticulation which 
calls for models (such as the daC model) relying on detailed information about 
the articulatory constraints involved in the production of specific vowel and 
consonant types. languages differ considerably in the anticipatory coarticulation 
strategies for lips and velum. thus, English and Swedish seem to differ quantita-
tively in lip-rounding anticipation (lubker & Gay, 1982), while the plateau-patterns 
observed in some languages (Boyce, 1990; Cohn, 1993) suggest that the process 
is phonological in some languages and phonetic in others. Most intriguing in the 
data on anticipatory coarticulation are the discrepancies among the results for the 
same language, as those on vowel nasalization in american English (cf. Moll & 
daniloff, 1971 vs. Bell-Berti, 1980, vs. Solé & Ohala, 1991). Such discrepancies 
might be due to different experimental techniques, or the different speech material 
may itself have conditioned the speaking style or rate and hence the coarticulatory 
patterns. the discrepancies might also reveal actual regional variants, suggesting 
ongoing phonetic changes, yet to be fully explored.
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10  Theories and Models of 
Speech Production

AnderS LöfqviST

“The purpose of models is not to fit the data but to sharpen the questions.”
Samuel Karlin (11th r. A. fisher Memorial Lecture,  

royal Society, 20 April 1983)

1 The Speech Signal and Its Description

for the purpose of the following presentation, it is convenient to view speech as 
audible gestures. A speaker creates variations in air pressure and air flow in the 
vocal tract by making valving actions with different parts of the vocal tract: the 
glottis, the velum, the tongue, the lips, and the jaw. The changes in pressure and 
flow give rise to the acoustic signal that we hear when perceiving speech. Most 
of the variations in the acoustic signal are made intentionally by the speaker to 
convey linguistic information. Other properties convey what is called paralinguistic 
information, such as attitudes and emotions, social and geographical dialect  
characteristics. in addition, there are properties reflecting biological characteristics 
of the speaker such as sex and age. The resulting acoustic signal is thus shaped 
by contributions from many different sources that are all overlaid on each other. 
The fact that listeners can usually identify these different sources suggests that 
they are recoverable from the acoustic signal.

in describing speech and language, it is common to use one of two modes that 
can be referred to as the linguistic and the dynamic mode (see Pattee, 1977, for a 
further elaboration of this distinction). in the linguistic mode, the units of language 
are described without a temporal domain. for example, most phonological descrip
tions use a set of symbols that can be arranged in different ways to produce 
different messages. Although the primitives used for this type of analysis vary 
depending on the theoretical framework being adopted, the units are commonly 
described as being discrete and serially ordered. The dynamic mode is used for 
describing articulatory and acoustic properties of speech. Here, the focus is  
on the timevarying properties of articulatory movements and/or the spectral 
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characteristics of the speech signal. This necessarily implies a temporal domain. 
The linguistic units of speech can no longer be described as discrete, since a salient 
feature of speech production is that the units show considerable articulatory influence 
and overlap. This is commonly referred to as coarticulation, coproduction, blend
ing, or aggregation (cf. farnetani & recasens, this volume). Thus, the movements 
associated with different production units blend seamlessly with each other and 
in the articulatory record there are no boundaries between units. Consequently, 
the movements necessary for the production of a given unit differ according to 
its context, and likewise its acoustic properties vary according to context. A further 
result of this overlap is that at any one point in time, the vocal tract is an aggre
gate of different production units (cf. fowler & Smith, 1986; Saltzman & Munhall, 
1989; Löfqvist, 1990). The obvious acoustic consequence is that a single temporal 
slice of the signal contains influences from several production units (see fant, 
1962, for an early discussion).

Throughout the history of the study of speech, much effort has been devoted 
to arguments about these two modes of description (cf. Ohala, this volume). One 
famous depiction of their different natures is provided by Hockett (1955), who 
makes an analogy between speech production and a row of raw easter eggs  
on a conveyor belt, being smashed between the two rollers of a wringer. The 
implication is that the units of speech are distinct and serially ordered (perhaps 
also invariant and displaying their essential properties) before they are all smeared 
together in the process of articulation: “The flow of eggs before the wringer repre
sents the impulses from the phoneme source; the mess that emerges from the 
wringer represents the output from the speech transmitter” (Hockett, 1955, p. 210; 
italics added.) We should note that Hockett does not imply that it is impossible 
to recover the original eggs that went into the mess. He duly comments that an 
inspector examining the passing mess could “decide, on the basis of the broken 
and unbroken yolks, the variously spreadout albumen, and the variously colored 
bits of shell, the nature of the flow of eggs which previously arrived at the wringer” 
(p. 210) and further notes that the inspector represents the hearer.

While Hockett’s easter egg analogy would seem to represent an extreme case, 
it is not unique. rather, it represents a class of theories which have been called 
translation theories, because they view speech production as translating a mental 
representation into something completely different during the process of articula
tion (cf. fowler et al., 1980; fowler, 1993). Hockett’s view is also understandable 
from its epistemological context. The discovery of coarticulation was made around 
the beginning of last century, and Menzerath and de Lacerda (1933) published 
the first systematic treatise on the subject. not only did they show large contextual 
variability for productions of the same sound, but they also showed, as had  
others before them (see Hardcastle, 1981; Kühnert & nolan, 1999; farnetani & 
recasens, this volume, for historical reviews), that it was impossible to draw 
boundaries between sounds in the articulatory record. These findings caused some 
consternation among speech scientists, since it had often been assumed that the 
same sound would be articulated in the same way irrespective of its context – an 
assumption that seems to reappear at certain intervals over time. Hence, the search 
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was on to find the invariant, or essential, properties of the phoneme in produc
tion (or acoustics). in a review of the production efforts, Peter Macneilage neatly 
sums up the shift in emphasis that has come to dominate work on speech motor 
control:

it becomes clear that the more basic problem in speech production theory is not the 
one considered central to most theorists; namely, why articulators do not always 
reach the same position for a given phoneme. it is, How do articulators always come 
as close to reaching the same position as they do? One of the main conclusions of 
this paper is that the essence of the speech production process is not an inefficient 
response to invariant central signals, but an elegantly controlled variability of response 
to the demand for a relatively constant end. (Macneilage, 1970, p. 184)

Before continuing, we should also note another shift of emphasis in the study 
of speech motor control. Much work in speech physiology was carried out within 
a paradigm in which two general issues dominated: chain versus comb models 
for the serial ordering of articulatory movements, and the role of peripheral 
feedback in speech production (Lashley, 1951; Kozhevnikov & Chistovich, 1965; 
Keele, 1968; see Kent, 1976, for a review of these issues). Briefly, in a chain model, 
the central motor commands to the articulators to produce a segment were sup
posed to be triggered by feedback from the periphery upon the completion of the 
articulatory movements for the previous one. in a comb model, the commands 
to the articulators for successive segments were assumed to be sent according to 
a plan or temporal scheme. in practice, one limitation in this approach was a 
tendency to subsume the question of feedback under the question of serial order, 
and phrase the alternatives as either a chain model incorporating feedback or a 
comb model without feedback. Of the two remaining alternatives, one was perhaps 
automatically ruled out, i.e., a chain model without feedback, but the possibility 
of a comb model incorporating feedback was not generally explored, in spite of 
the wealth of physiological studies of sensorimotor mechanisms (e.g. Granit, 1970; 
Matthews, 1972). in such a model, the role of feedback would not necessarily  
be limited to the sequencing of movements but rather would be important in  
the shaping of movements as well (as will be discussed in section 2.7 in terms  
of internal models). A further limitation was an insistence that signals from per
ipheral receptors go to higher centers with the resulting problem of apparently  
inadequate loop time. Another possibility could be that information from the 
periphery goes to lower levels of the nervous system such as the spinal cord or 
the brainstem; we will later explore the idea that these levels may play a crucial 
role in integrating signals from the periphery with signals from higher centers.

While coarticulation has been taken as a fundamental characteristic of speech 
and the basis for the rapidity with which information can be conveyed (Liberman 
et al., 1967), it is also likely a fundamental characteristic of most motor activities. 
Presumably, the reason why it has received so much attention in speech science 
is that speech can, at one level, be described as a succession of discrete segments, 
making it possible to study how the “canonical” forms of these segments are 
altered in the process of articulation. very similar patterns of contextual variability 
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can be found in typing. in typing, the goal is to produce a sequence of keystrokes, 
and it may thus be easier to define the targets in typing than in speech production. 
The movements of the fingers towards the keys show large contextual variability 
in both space and time (Salthouse, 1986). for example, successive keystrokes are 
made faster by fingers on alternate hands than by fingers on the same hand. The 
likely reason is that when alternate hands are used, there is no conflict between 
the fingers used for the strokes, since the two hands can operate independently. 
The time needed for a keystroke depends on the context in which a character 
occurs. The range of these contextual influences in typing appears to be limited 
to two or three characters. in contrast, coarticulatory influences in speech have 
been claimed to span up to six segments, but the size of the temporal window 
for coarticulatory influences remains under debate (cf. farnetani & recasens, this 
volume). The differences between strokes made by the same or alternating hands 
in typing are similar to coarticulation in speech, where the different parts of the 
vocal tract can operate relatively independently of each other.

2 Concepts and Issues in Movement Control

during speech, parts of the vocal tract are briefly coupled in a functional manner 
to produce the acoustic characteristics of speech sounds. for example, the production 
of the bilabial voiceless stop /p/ requires the following set of actions. The lips 
are closed by joint activity of the jaw and the lips. The velum is elevated to seal 
off the entrance into the nasal cavity. The glottis is widened and the longitudinal 
tension of the vocal folds is often increased to prevent glottal vibrations. These 
articulatory actions all contribute to a period of silence in the acoustic signal and 
an increase in oral air pressure associated with the stop consonant. Speech pro
duction thus involves control and coordination of different parts of the vocal tract. 
How this is achieved is not well understood. Speech motor control should properly 
be seen as an instance of the control of coordinated movements in general. As a 
preliminary to this discussion, we shall briefly review a line of experiments on 
speech production that will provide a suitable empirical and experimental back
ground. After this review, the remaining parts of this section discuss a number 
of issues in the control of movement and their implications for speech motor 
control.

2.1 What happens when speech movements are perturbed?
daily activities such as walking and picking up and moving objects often require 
rapid actions to cope with unexpected events such as stumbling or hitting an 
object with the hand. One valuable experimental paradigm for understanding 
movement coordination and control is to introduce unexpected perturbations to 
motor acts in a systematic manner. in a standard experiment, a subject is attached 
to a small motor that can be activated during some trials to generate a brief load. 
The rationale for this research is that the nature and time course of the response 
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to the load may reveal the motor organization and reflex structure of the motor 
act. This paradigm has been applied to different types of motor behavior in  
humans such as posture control (e.g., nashner & McCollum, 1985), hand and 
finger movements (e.g., Traub et al., 1980; rothwell et al., 1982; Cole et al., 1984), 
and respiratory control (newsom davis & Sears, 1970). A number of studies have 
also used this method to study speech motor control (folkins & Abbs, 1975;  
folkins & Zimmermann, 1982; Abbs & Gracco, 1984; Kelso et al., 1984; Gracco & 
Abbs, 1985, 1988, 1989; flege et al., 1988; Shaiman & Abbs, 1987; Shaiman, 1989; 
Munhall et al., 1994; Savariaux et al., 1995; Saltzman et al., 1998; Gomi et al., 2002; 
Honda et al., 2002; Shaiman & Gracco, 2002).

from these speech perturbation studies, some general conclusions can be drawn. 
first, compensations are rapid. electromyographic responses can occur 20–30 ms 
after load onset. The latency is not fixed, however, but depends on when the  
load was applied with respect to onset of activity in the muscles responsible for 
the movement in question (Abbs et al., 1984). The short latencies suggest that  
the responses are not due to reaction time processes. Second, compensations are 
mostly taskspecific. That is, they are neither stereotypic nor evident throughout 
the system, but rather tailored to the needs of the ongoing motor act. for  
example, when the jaw is loaded during the transition from a vowel to a bilabial 
stop, compensatory responses are made in the upper and lower lips to achieve 
the labial closure. On the other hand, when the jaw is loaded during the transi
tion from a vowel to a dental fricative or a dental stop, a response is seen in the 
tongue (Kelso et al., 1984; Shaiman, 1989). Similarly, a load applied to the upper 
lip only elicited lowerlip responses for a bilabial stop /p/, but not for a labio
dental fricative /f/, where the upper lip does not contribute to the constriction 
(Shaiman & Gracco, 2002). We should add a word of caution here, however, since 
task specificity is not always consistent across speakers. in particular, one of the 
subjects in the study by Shaiman (1989) showed increased lowerlip movement 
in addition to jaw and tongue compensatory movements when the jaw was per
turbed during the utterance /ædæ/, which does not require lip activity. Similarly, 
the study by Kelso et al. (1984) found increased upperlip eMG activity in per
turbed productions of /bæz/. Third, compensations are flexible and distributed 
among articulators involved in a specific task. Thus, when the jaw is loaded in 
the production of a bilabial stop, responses can occur in the jaw itself and/or in 
the upper and lower lips (Shaiman, 1989). fourth, compensations are functional 
and effective in the sense that the intended goal is normally achieved. for  
example, Munhall et al. (1994) perturbed the lower lip at the transition from  
the first vowel to the medial bilabial voiceless stop in the utterance /i'pip/. The 
system was able to overcome the load, making the intended closure of the vocal 
tract and increasing the air pressure in the oral cavity: recordings of oral pressure 
revealed no differences in pressure between load and control productions.

While the results of these studies clearly indicate that the articulatory system 
is capable of rapid and functional responses to external loads, such loads may, 
nevertheless, affect the timing between different articulatory systems (Löfqvist  
& Gracco, 1991; Saltzman et al., 1998). for example, Munhall et al. (1994) also 
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examined laryngeal responses to lowerlip perturbations during the production 
of a voiceless bilabial stop. in addition to lip and jaw actions to achieve the labial 
closure, a laryngeal response was evident by a delay of the onset of glottal abduction, 
measured relative to the onset of the preceding vowel. This delay was presum
ably made to maintain lip–larynx coordination at the onset of labial closure,  
and resulted in an increased acoustic duration of the preceding vowel. However, 
the period of bilabial closure for the stop was shortened by the perturbation  
while the laryngeal abduction–adduction movement increased in duration. The 
normal phasing between the oral and laryngeal movements was consequently 
disrupted at the release of the oral closure. As a result, voice Onset Time increased 
in the perturbed trials since it depends in part on the timing between the  
oral and laryngeal events in stop production (e.g., Löfqvist & Yoshioka, 1984; 
Löfqvist, 1992).

2.2 Planning and execution of movements
While it is convenient to discuss movement control in terms of a plan and its 
execution, there is reason to believe that a clear separation between plan and 
execution is often not possible. One problem here concerns the representations 
used in speech planning. Current phonological representations would seem to 
require a great deal of detail to be filled in during the conversion into a phonetic 
representation, in particular temporal information. Another issue is how much 
motoric detail a plan can contain, an issue that will be taken up in more detail 
in section 2.3. Theories of speech planning have often used cases of speech errors, 
slips of the tongue or spoonerisms, as evidence. An example of such an error is 
when someone says “queer old dean” instead of the intended “dear old queen.” 
Based on analysis of such speech errors, several models of the speech planning 
process have been proposed (e.g., Garrett, 1980; Levelt, 1989; dell et al., 1993). 
These findings obviously suggest that utterances are planned, since it would 
otherwise be difficult to explain how an upcoming word could be exchanged with 
one that is preceding it. Both words would have to be activated at the same time 
for such an exchange to occur. Still, the nature of this plan is not clear. Using 
Hockett’s easter egg analogy, the plan in these models of speech production would 
seem to correspond to the organization of the eggs before they are smashed  
between the rollers. That is, the smashing process does not appear to be part of 
the plan.

2.3 Distributed control
The nervous system is made up of a complex network of interacting neurons and 
centers at different levels of the system. in motor control, one important function 
must involve integrating signals from higher centers with signals from the  
periphery which indicate the current situation. This involves selecting the appro
priate muscles, activating them to a suitable degree, and establishing a proper 
sequence of activation. The integrative function for limb control is located in the 
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spinal cord (cf. Humphrey & freund, 1991; McCrea, 1992). Only at this level is 
all the relevant information present. The activity of the neural pool in the spinal 
cord is constantly changing as a function of central and peripheral inputs. Hence, 
a given central command will have different results depending on the current 
state of the pool. from the perspective of movement planning and execution, the 
executive and integrative function is thus played by lower levels of the nervous 
system. indeed, it is not entirely clear that a general division between central and 
peripheral processes is possible. A metaphor would be that an intended move
ment is realized successively in more motoric detail as it is passed down through 
the system until it reaches the final common path from the motor neurons to the 
muscles. Speech production would seem to share the same form of control, where 
the brainstem plays the integrative role. The rapid and functional compensations 
following perturbations to articulators are in agreement with such a distributed 
system.

2.4 Coordinate spaces
One persistent problem in movement control concerns the coordinate space in 
which movements are planned and represented (see Hollerbach, 1990, for a general 
discussion, and Munhall et al., 1991, for discussion of speech movements). in 
unrestrained reaching movements, the hand usually traverses a relatively straight 
path in an extrinsic cartesian coordinate system. if the same movement is described 
in an intrinsic coordinate system represented by the joint angles of the shoulder 
and elbow, a plot of elbow angle versus shoulder angle typically shows a curved 
path. One can similarly compare articulator path shapes observed during speech 
production in extrinsic versus intrinsic coordinates. for example, jaw movements 
can be represented in extrinsic or intrinsic coordinate space, where the latter  
involves at least rotation and translation of the jaw, possibly also yaw. for tongue 
movements, the situation is even more complex. due to its mechanical linkage to 
the jaw, movements of the tongue are partly due to jaw rotation and translation, 
and partly to the activities of intrinsic and extrinsic tongue muscles. Moreover, 
the tongue has a hydrostatic skeleton, like an elephant’s trunk, unlike the joints 
of the legs, the arms, and the jaw (cf. Smith & Kier, 1989; Stone, this volume).

Straightpath trajectories in extrinsic space have often been cited as evidence 
that movements are planned in extrinsic space. for speech, this argument can 
possibly be bolstered by the fact that the result of the speech production process 
is a timevarying acoustic signal. it has been argued that speech movements are 
controlled with respect to such acoustic effects. The acoustic effects depend on 
the transfer function of the vocal tract. Planning and control of speech movements 
in an acoustic coordinate system seem plausible. We should perhaps add, however, 
that tongue movements usually do not follow straight lines in extrinsic coordinate 
space but rather show curved paths (Houde, 1968; Perkell, 1969; Kent and Moll, 
1972; Schönle, 1988; Munhall et al., 1991; Löfqvist & Gracco, 1999, 2002).

However, one traditional cause for concern is that control in extrinsic space 
requires the motor control system to solve the socalled inverse problem. A solution 
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to the inverse problem entails going backwards from the desired movement trajec
tory to the muscle forces required to produce the movements. in arm movement 
control, the inverse problem involves mapping backwards from the desired move
ment goal in extrinsic space to the required muscular forces. for speech, the same 
mappings would be involved, perhaps with the added step of going from acoustic 
coordinates to vocal tract coordinates. The inverse problem is mathematically 
illposed in the sense that it is unclear whether a solution exists, is unique, and 
depends continuously on initial conditions (Tikhonov & Arsenin, 1977). One com
ponent of the inverse problem for arm movements is that the arm has excess 
degrees of freedom – seven (e.g., Alexander, 1992). excess degrees of freedom in 
this context imply that the number of controlled spatial variables for the arm is 
less than the number of controlled joint angular variables. in such a case, the 
mapping from spatial variables to joint variables is indeterminate, since the same 
final position of the hand can be achieved by very many possible combinations 
of joint movements and, consequently, of very many different combinations of 
muscle activity patterns (there are 22 distinct muscles in the arm). in speech, the 
problem is the onetomany mapping from acoustic signal to vocal tract area 
function as well as the excess degrees of freedom of the articulatory system. 
Models of speech production arguing for acoustically based targets would assume 
implicitly that speech movements are planned in acoustic space. interestingly, 
when the acoustic properties of the vocal tract are changed experimentally, e.g., 
by having subjects wear a dental prosthesis, speakers do not compensate imme
diately for the induced changes (Hamlet & Stone, 1976, 1978; Baum &, Mcfarland, 
1997; Munhall & Jones, 2003). rather, such a manipulation requires some time for 
adjustment, possibly indicating that an inverse mapping has to be solved anew. 
These results might superficially seem to contradict the finding of immediate 
compensations when jaw movements are constrained by a biteblock held between 
a subject’s teeth (Lindblom et al., 1979; Lubker, 1979; fowler & Turvey, 1980). 
note that the biteblock does not necessarily change the transfer function of the 
vocal tract in the same way as a dental prosthesis.

Studies using parallel processing (Jordan, 1990; Jordan & rumelhart, 1992) sug
gest that the traditional computational concerns about the inverse problem may 
be exaggerated. We should also remember that speech and most other skilled 
movements are highly learned motor activities. depending on what definition we 
use for mastering speech, it takes human infants two or three years to acquire it. 
Thus, in many instances of movement control, the motor system may not have 
to perform an exhaustive inverse computation, since learning can reduce the 
number of possible actions. in addition, speech is continuous and the changes in 
the vocal tract transfer function are slow, so that there is a continuity constraint 
in the sense that abrupt changes do not occur. furthermore, much of the discus
sion about the inverse problem has received input from the field of robotics, but 
natural systems may take a loan on physics and evolution to solve this problem. 
Brains and nervous systems are not generalpurpose devices, but rather special
purpose devices that have evolved to solve ecologically significant problems in 
a world governed by relatively stable and predictable physical forces.
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in an attempt to alleviate the inverse problem, some investigators have argued 
that motor control is formulated in terms of muscular coordinates. One such 
model is the equilibriumpoint model (Asatryan & feldman, 1965; feldman, 1966; 
see Bizzi et al., 1992, and commentaries for a review; Ostry et al., 1996; Perrier  
et al., 1996). According to the equilibriumpoint model, the target of the movement 
is specified by the length and stiffness of agonist–antagonist muscle pairs work
ing across a joint. This specification is made via central commands. We noted 
above that the tongue is a muscular hydrostat lacking joints. equilibriumpoint 
control of the tongue would nevertheless seem possible. By specifying relation
ships between the three major extrinsic tongue muscles the tongue can be moved 
up and down, forward and backward. Control of tongue shape can similarly  
be made by changing the relation between on the one hand the transverse and 
vertical muscles, and on the other hand the longitudinal muscles. There is some 
experimental evidence for such a control model. for example, Bizzi and colleagues 
(Polit & Bizzi, 1979) studied arm movements in monkeys who had been deprived 
of sensory information from the arm. The animals could still reach a visually 
presented target using the arm without kinesthetic or visual feedback about arm 
position. They could even do so when the arm was momentarily perturbed in 
the opposite direction, slowing the movement. initially, it was thought that the 
target was set once and for all before the initiation of movement. in a later study 
(Bizzi et al., 1984), the perturbation was applied in the opposite direction during 
the reaching task. That is, the perturbation moved the arm towards the target 
position and thus assisted the movement. Contrary to expectations, this did not 
result in the arm reaching the target faster. instead, after the perturbation had 
been released, the arm moved away from the target and returned to the position 
on its trajectory before the perturbation was applied. Hence, the whole trajectory 
is apparently not specified at the onset of movement but rather continuously 
updated.

Using an equilibriumpoint approach, the muscles controlling movement in a 
joint can be modeled as a massspring system. This has certain attractive features 
(cf. Cooke, 1980). One of them is that movement will proceed in the face of tran
sient perturbations (cf. section 2.1). Another one is equifinality, i.e., the intended 
goal will be reached from different initial conditions. An influential model of 
speech motor control is built on similar ideas (Saltzman & Kelso, 1987; Saltzman 
& Munhall, 1989).

Before concluding this section, it is worth noting that people working with 
vowels tend to propose an acoustic/perceptual coordinate system, while those 
working with consonants prefer a system based in articulation. The reason is that 
vowels can easily be described in acoustic terms, while consonants are more readily 
described by their articulation, since they are produced with contacts between 
articulators. for example, results presented by Löfqvist and Gracco (1997) showed 
that the lips were moving at close to their peak velocities at the instant of labial 
closure for a bilabial stop consonant. The high velocity at the impact resulted in 
tissue compression making the airtight seal for the stop consonant. in addition, 
mechanical interactions between the lips were observed, with the lower lip pushing 
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the upper lip upward due to its higher velocity. These results were compatible 
with the idea of a virtual target for the lips that would have them move beyond 
each other. Such a control strategy would ensure that the lips will make a closure 
irrespective of variations in their onset positions. The idea of a virtual target can 
also be applied to other consonants, since whenever two articulators meet, one of 
them is of soft tissue, e.g., the tongue contacting the hard palate during a lingual 
consonant. The results for tongue movements presented by Löfqvist and Gracco 
(2002) are thus compatible with the idea of a virtual target for the tongue in making 
a stop closure.

2.5 Coordinative structures
The speech perturbation studies suggest another property of movement control. 
in coordinated action, the level of control is not the individual muscles but rather 
taskdependent groupings of muscles. for example, perturbations to the jaw dur
ing the formation of a labial closure are compensated for by any combination of  
lip and jaw activity. it thus appears that individual articulators can be flexibly 
marshaled during speech to perform the intended closure in the vocal tract (cf. 
Gracco & Abbs, 1986).

Such taskdependent groupings of muscles have been called coordinative structures 
or synergies. This particular view of movement control owes much of its initial 
formulation to the russian physiologist n. Bernstein (Bernstein, 1967). further 
discussion and elaboration of these concepts are found in Gelfand, Gurfinkel, 
fomin, et al. (1971), Turvey (1977, 1991), Kelso et al. (1980), Kugler et al. (1980), 
and Lee (1984). A synergy is defined as “those classes of movements which have 
similar kinematic characteristics, coinciding active muscle groups and conducting 
types of afferentation” (Gelfand, Gurfinkel, Tsetlin, et al., 1971, p. 331). According 
to Lee (1984), synergies can be defined by coherent patterns of muscle activity 
and/or movement, and in terms of spatial, temporal, and scaling properties. 
Spatially, the same set of muscles should be activated. in the temporal domain, 
synchronicity, stable order, or stable phase relationships should hold between 
events. relations among events should demonstrate a scaling relationship. Such 
a definition requires appropriate measurements for a synergy to be recognized. 
for speech, the arguments for synergies have mostly been based on temporal and 
spatial relationships between muscle and/or movement patterns. As will be dis
cussed in section 3, there are some intriguing experimental problems in defining 
synergies using timing and scaling properties. The most convincing evidence  
for coordinative structures would appear to come from the perturbation studies 
reviewed in section 2.1. in particular, a theory of coordinative structures predicts 
taskspecific responses.

Coordinative structures should be seen as linkages between muscles that are 
set up for the execution of specific tasks. for example, Kelso et al. (1983) had 
subjects make flexion–extension movements of the index finger in synchrony with 
stressed and unstressed syllables. They noted a coupling between speech and 
finger movements. When producing a stressed syllable, the subjects also increased 
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the amplitude of the finger movements. Similarly, when the finger was mech
ani cally perturbed, a change in the acoustic speech signal was also observed. The 
authors argue that these findings can be accounted for by a coordinative structure 
comprising the vocal tract and the hand, set up for the execution of a specific 
task. Thus, when one member of the synergy was perturbed, other members also 
showed a change. We should note that the functionality of this particular coupled 
change is not entirely clear. Perhaps we should entertain another interpretation 
of these results.

Movements such as walking and swimming are rhythmic, and such movements 
can be effectively modeled by coupled oscillators producing many different patterns 
of organization (cf. Cohen et al., 1988; see also Stewart & Golubitsky, 1992, ch. 8, 
for a discussion of locomotion in terms of coupled oscillators). According to the 
oscillator model, a perturbation to a coupled system would manifest itself through
out the system. This class of models is very powerful for simulating coordinated 
rhythmic movements such as those found in locomotion, swimming, and chewing. 
The question arises, however, whether such rhythmic patterns are a property of 
normal speech movements.

One attractive feature of coordinative structures is that they can provide a 
principled solution to the problem of controlling many degrees of freedom. We noted 
above that the arm has several degrees of freedom, and this provides flexibility in 
the control of arm movements but also introduces the problem of indeterminacy 
in managing all the degrees. A coordinative structure can be described as a set of 
constraints between muscles that are set up to make the set of muscles behave as 
a unit. Thus, control is simplified in the sense that the individual muscles need 
not be controlled independently of each other but rather as a functional unit.  
it is obvious, however, that while control may be simplified at one level, com
plexities arise on other levels. if coordinative structures are taskspecific and set 
up for brief periods of time to execute a given movement, there must be a way 
for the system to keep track of these different coordinative structures, to put them 
together and break them apart at the appropriate time.

2.6 A gestural approach to speech production
records of speech movements generally show a succession of opening and closing 
movements at different locations in the vocal tract. One approach to understand
ing speech motor control is to posit underlying gestures as the building blocks 
of speech. A gesture can be defined briefly as a class of functionally equivalent 
movement patterns (cf. Saltzman & Munhall, 1989). Again, a word of caution is 
in order, since introducing underlying representations always carries a certain 
risk – such representations have a tendency to show an unprincipled rate of 
multiplication. Parsimony and a judicious use of Occam’s razor are often desirable 
in science, although we are also well advised to keep in mind that the famous 
razor has been described as an instrument used by scientists to cut their own 
throats. Still, using gestures as underlying representations has certain advantages. 
it can possibly bypass the translation problem by providing the underlying 
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linguistic units with more motoric detail. in this view, a segment should be viewed 
as a set of gestures (see Löfqvist, 1990, for a defense of the segment).

Munhall and Löfqvist (1992) examined how the two successive laryngeal  
movements in the utterance “Kiss Ted,” for the /s/ and the /t/, were affected by 
variations in speaking rate. At a slow rate, two independent movements were 
found. At fast rates, a single movement was observed. interestingly, at inter
mediate rates, a blend of the two gestures was seen. These blends could be  
reasonably well modeled by adding together two underlying gestures at different 
degrees of overlap. By varying speaking rate, it was thus possible to view the 
gestures both in isolation and as aggregates. Hence, the assumed underlying 
gestures could be readily observed. Similar effects of speaking rate on velar move
ments have been presented by Boyce et al. (1990).

Using underlying gestures to account for movement control is not a new idea. 
Aiming movements have often been shown to be composed of a number of  
submovements (e.g., Woodworth, 1899). Here, a large initial movement is followed 
by smaller corrective movements. it has been suggested by Milner and ijaz  
(1990) that irregularities in the tangential velocity of aiming movements can be 
accounted for by linearly superimposing submovements to create a single com
posite movement. Similarly, when a subject is suddenly required to switch to a 
new target after a reaching movement has started, the initial movement is not 
aborted. rather, a second movement is blended with the first one (flash, 1990), 
and the resulting tangential velocity of the movement can be modeled by  
adding two underlying movements. for speech, öhman (1966, 1967) showed 
evidence of gestural blending in vCv sequences when the vowels and medial 
consonant shared the same articulator: in the sequences /aga/ and /igi/, the 
tongue shape during the closure for the /g/ is a blend of the gestures for the 
vowels and the consonant (see Saltzman & Munhall, 1989, for simulation of 
such patterns using gestural blending). Thus, blending of gestures may be  
a general strategy that the motor system applies in implementing successive 
elements of movements.

2.7 Internal models
if an articulatory pattern is to be maintained and transmitted across generations 
of speakers, the pattern would have to either be recoverable by auditory or audio
visual means, or follow from general principles of biomechanics and motor control. 
for example, the larynx is not visible and it would thus appear that the only way 
to master linguistic contrasts involving the larynx is by listening to the sound 
produced and relating it to the sounds of other members of the linguistic com
munity. Thus, a hearing impairment affects both babbling (Oller & eilers, 1988) 
and speech development (Smith, 1975). Also adults who lose part or all of their 
hearing change their speech (e.g., Waldstein, 1990; Lane & Webster, 1991; Leder 
& Spitzer, 1993; Schenk et al., 2003). The role of auditory feedback in speech used 
to be examined in such “natural experiments,” i.e., persons with congenital or 
adventitious hearing impairment. However, technological advances have made 
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it possible to manipulate the auditory feedback that a speaker hears from his own 
voice without any significant time delay.

There are basically two types of experimental approaches to altering f0 feedback. 
One of them is to introduce a sudden upward or downward shift in the perceived 
signal. in this kind of experiment, the majority of the responses are opposite, i.e., 
the subject responds by shifting his/her fundamental frequency in the opposite 
direction to the altered f0. However, a varying number of following responses also 
occur, i.e., where the produced f0 is altered in the same direction as the modifica
tion. An alternative procedure is to gradually shift the fundamental frequency 
over a number of trials, and examine the change point for the shift. in addition 
to the expected opposite change in f0, studies using this paradigm also report an 
aftereffect, i.e., after normal auditory feedback has been restored, the subject 
continues to produce an f0 similar to the one used in the experimental condition

Many studies have examined manipulations of fundamental frequency in both 
running speech and sustained phonations under different experimental conditions 
(e.g., Kawahara, 1995; Burnett et al., 1998; donath et al., 2002; natke & Kalveram, 
2001; natke et al., 2003; Jones & Munhall, 2000). This technique has also been 
applied to tone languages such as Mandarin, where a tight control of fundamental 
frequency is necessary to produce tonal contrasts (e.g., Jones & Munhall, 2002; 
Xu et al., 2004). The results of these studies suggest that responses to altered 
auditory feedback can occur 120–200 ms after the onset of the modification. Both 
response magnitude and latency are affected by the nature of the speech task. 
Similar online changes in voice output have also been observed in experiments 
where the voice amplitude has been shifted (HeinksMaldonado & Houde, 2005; 
Bauer et al., 2006).

This technique has also been used to alter the spectral contents of the speech 
signal by changing formant frequencies during whispered (Houde & Jordan, 1998, 
2002) and voiced (Purcell & Munhall, 2006a, 2006b; villacorta et al., 2007) speech. 
in these experiments, the change in formant frequency has been made gradually 
over a number of stimuli. in response to the altered spectral properties of the 
signal, subjects change formants in the opposite direction to the manipulation, 
and an aftereffect is also observed. in response to manipulation of f0, amplitude, 
or formants, the compensation made by the subject is never complete, but only 
a fraction of the change. The interpretation of these studies is usually framed in 
terms of an internal model that the speaker has of the relationship between vocal 
tract changes and acoustics (e.g., Guenther, 1995; Perkell et al., 1997; Kawato, 1999; 
Tremblay et al., 2003; Tin & Poon, 2005). for speech, such a model maps the rela
tionship between articulatory movements and the acoustic signal. for the model 
to be maintained, it has to be updated. Thus, a loss of hearing will eventually 
affect speech output, although the details of the time course of the decay of the 
internal model is unknown. The studies gradually modifying auditory feedback 
show that the model is being changed during the course of the experiment, and 
also that an aftereffect exists. That is, the model remains in the changed state for 
a period of time until it returns to the initial, unperturbed, state. A study by Jones 
and Keough (2008) compared the responses of singers and nonsingers to altered 
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auditory feedback during singing. Only the singers showed an aftereffect, thus 
suggesting that singers rely more on an internal model than nonsingers for the 
control of fundamental frequency. in contrast, the rapid shift of the perceived 
fundamental frequency in the pitch shift experiments indicates that this effect is 
most likely in part an automatic reflex, since the temporal windows involved are 
too short to affect an internal model.

in addition to auditory feedback, there is also somatosensory feedback from 
different types of receptors in muscles and joints. By applying a force in the  
forward direction during jaw movements in speech, Tremblay et al. (2003) showed 
that subjects initially made more jaw protrusion than normally but that they 
eventually gradually adapted to the changed force field and made normal jaw 
protrusion. When the force field was back to normal, subjects showed an after
effect by making less jaw protrusion than normally. These kinematic adaptations 
were not due to auditory feedback, since acoustic analysis showed no effects of 
the altered force field. interestingly, the adaptation only occurred during normal 
or silent speech, but not for nonspeech movements.

3 Serial Control of Speech Movements

during normal speech production, movements of the articulators have to be made 
in the proper sequence to produce an acoustic signal that transmits the intended 
message. figure 10.1 shows aerodynamic and articulatory records of three produc
tions of the utterance “it’s a papaya,” spoken at a conversational rate. The top trace 
shows the air pressure in the oral cavity; there are three local increases in pressure 
associated with the voiceless consonants of the utterance. The middle trace shows 
the vertical movements of the lower lip; the lip moves upwards for the labial 
closure of the two bilabial stop consonants. The bottom trace shows the opening 
in the glottis. The glottis opens three times for the production of the voiceless 
consonants; the glottal movements for the stop and the fricative in /ts/ blend 
together. The signals for the three productions have been temporally aligned at 
the first peak glottal opening, associated with the cluster /ts/. The duration of 
the three productions differ. A change in utterance duration is evident in all three 
signals for that utterance. That is, movements of the lower lip and the glottis  
as well as the increase in oral air pressure all shift together. This is, in a sense, 
selfevident, since if it did not occur, speech would break down. The temporal 
coordination between articulatory movements has to be maintained within certain 
limits for speech to be intelligible, across changes in speaking rate. How this 
temporal cohesion is achieved is not well understood, however. it has been sug
gested that variations in speaking rate result in a scaling between the different 
articulatory movements that are involved in the production process. This suggestion 
is based on the following theoretical view. if someone is writing a word on a 
paper with a pencil or on a blackboard with a piece of chalk, different parts of 
the body are used. When the word is written on paper, writing involves movements 
of the hand and around the wrist; when it is written on the blackboard, the arm 
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moves around the shoulder joint. Since the written pattern on the blackboard  
can be seen as a scaled version of the one on paper, it has generally been argued 
that there is a single underlying representation of the movement pattern that is  
instantiated by different parts of the body using a scaling relation. The alternative 
view, that each pattern is stored as a separate entity, is at least intuitively implaus
ible and inefficient. Thus, the claim is that the pattern is stored as a “generalized 
motor program” that can be reparameterized (see Schmidt, 1975). A generalized 
motor program predicts that when variations in speed and amplitude of a move
ment complex occur, the relationship between the individual movements should 
remain virtually unchanged. The reason is that a submovement interval should 
maintain a constant proportion of the whole movement interval. Hence, the model 
is usually referred to as a proportional duration model (see Heuer, 1991, for a 
general discussion of such models). initially, several studies claimed that propor
tional timing was indeed found for motor activities like locomotion (Shapiro  
et al., 1981), handwriting (viviani & Terzuolo, 1980), typing (Terzuolo & viviani, 
1979), and speech (Tuller & Kelso, 1984).

Figure 10.1 records of three repetitions of the utterance “it’s a papaya.” The curves 
represent, from top to bottom, oral air pressure, lowerlip displacement, and glottal 
opening.
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Gentner (1987) proposed a stronger test of proportional duration by examining 
whether the ratio between one movement interval and the duration of the whole 
movement sequence is unrelated to the duration of the whole movement sequence. 
The proportional duration model predicts that this should be the case, since the 
duration of all the components of a movement sequence should maintain a con
stant proportion of the overall duration. Studies applying this statistical analysis 
suggest that proportional timing does not occur in speech or any other motor 
activity that has been examined (cf. Sock et al., 1988; Wann & nimmoSmith, 1990; 
Löfqvist, 1991). The slope of the regression usually deviates from zero. One meth
odological uncertainty facing students of speech timing should be mentioned in  
this context. Studies of temporal phenomena by necessity have to break up the 
flow of articulatory movements into discrete intervals for measurement. To delimit 
these intervals, movement onset and offset, and peak velocity of movement are 
commonly used. it is, of course, possible that these events are not the ones that the 
nervous system uses for controlling movements. Kelso et al. (1986) suggested that 
the proper metric for constant relative timing is phase as measured on a phase plane, 
rather than ratio of articulatory intervals, and presented some evidence in support 
of this notion. in a phase plane representation, position is plotted against velocity. 
in a sequence of a vowel + labial consonant + vowel, a phase plane plot of the 
jaw or the lower lip shows an elliptical orbit. Using this kind of representation, 
movement onsets for different articulators can be defined in terms of phase rela
tionships. further studies have, however, failed to replicate their findings (Lubker, 
1986; nittrouer et al., 1988; nittrouer, 1991). These results have implications for 
theories of speech motor control based on coordinative structures. When discussing 
coordinative structures in section 2.5, we noted that a definition based on temporal 
relations requires fixed intervals or scaling among components. One interpretation 
of scaling is proportional timing and this, as we have seen, does not appear to occur, 
or at least the scaling is not linear. An important task for speech motor control is 
to define the metric that governs temporal relations among speech movements.

Speech movements thus show temporal cohesion even though they do not  
appear to follow a proportional duration model. What are the rules governing this 
cohesion? Admittedly, not very much is known about this problem, although a 
reasonable assumption is that intervals that are important for the integrity of the 
speech signal will show relatively less variability than others. An experiment by 
Saltzman et al. (1992) tried to shed some light on this issue using the perturbation 
paradigm discussed above (see also Gracco & Abbs, 1989). As a subject was pro
ducing the pseudoword /pæsæpæpple/, a mechanical load was applied to the 
lower lip, pulling the lip downwards; the load was applied at different points  
in time during the production of the utterance. They found that the temporal 
intervals between the successive bilabial closing movements for the stop con
sonants were systematically affected by the perturbation. Most of the timing 
changes occurred during the lipopening phases of these intervals; these phases 
are associated with the production of the vowels. The closing phases were rela
tively resistant to temporal distortion, suggesting that their durations were, in 
some sense, more actively controlled.
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in discussions about timing control of speech movements, a confusing issue 
has been whether timing is intrinsic or extrinsic. According to an extrinsic timing 
model, time is metered out by a central clock or time keeper that is, in a sense, 
outside the movement itself. Proponents of intrinsic timing argue that time may 
not be represented outside the movement but is rather inside it (cf. fowler, 1980; 
Kelso & Tuller, 1987). it seems safe to conclude that the solution depends on the 
level of description being adopted. According to the equilibriumpoint model  
of movement control, the endpoint of the movement is specified in terms of the 
relationship between the stiffness or activation thresholds of agonist and antagonist 
muscles. The duration of the movement trajectory thus depends on the dynamical 
system defined among muscles, and there may be no timing device keeping track 
of the progression of the movement. in this sense, time is not represented outside 
the movement by a time keeper but is rather intrinsic to it. However, for move
ments to be properly executed and sequenced, the equilibrium points have to be 
reset continuously. These changes have to be made at the appropriate points in 
time and the system must have some timekeeping mechanism to make them. At 
this level, the time keeping should thus more properly be considered extrinsic.

What are the properties of the clock or time keeper? Again, applying mechanical 
perturbations to movements may provide some clues. for rhythmic movements, 
phase resetting analysis can be used (see Winfree, 1980, and Glass & Mackey, 1988, 
for a general discussion). in this type of experiment, one measures the temporal 
shift that is introduced by a perturbation relative to the timing pattern of the 
preperturbation rhythm. if a phase shift is found, the implication is that a central 
clock does not drive the periphery in a unidirectional manner. rather, the central–
peripheral coupling is bidirectional, since feedback from the periphery affects 
the clock. Studies of rhythmic finger movements (Kay et al., 1991) suggest that 
mechanical perturbations do introduce shifts in the phasing of such movements. 
results reported by Saltzman (1992) indicate that this is also the case for speech, 
at least when the speech task consists of the repetition of a single consonantvowel 
syllable. Saltzman et al. (1998) reported results from a series of phaseresetting 
studies of speech production that investigate whether intergestural temporal  
cohesion is greater within segments than between segments. in this experiment, 
the coordinated gestures were bilabial closing and laryngeal devoicing gestures 
for /p/s in successive syllable onsets. The phaseresetting techniques are used  
to determine whether perturbations delivered during an ongoing rhythm have a 
permanent effect (i.e., phase shift) on the underlying temporal organization of the 
rhythm. in such studies, what is measured is the amount of temporal shift intro
duced by the perturbation, relative to the timing pattern that existed prior to the 
perturbation. The finding of a postperturbation, steadystate phase shift using this 
method would support the hypothesis that there exists a central timing network 
that both drives the articulatory periphery and whose state is altered (phaseshifted) 
by feedback specific to events at the periphery.

The perturbations used in this study consisted of a downward pull on the lower 
lip that was delivered via a paddle resting on the lower lip and that was connected 
to a torque motor. The results led to several conclusions. first, the steadystate 
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analyses of the speakers’ repetitive utterances indicated that “permanent” phase 
shifts existed for both the lips and the larynx after the system returned to its  
preperturbation steadystate rhythm. These results support the hypothesis that 
central intergestural dynamics can be reset by peripheral articulatory events. Such 
resetting was strongest when the downwardly directed lowerlip perturbation 
was delivered near the initiation or acceleration portion of the actively controlled 
bilabial closing gesture for /p/. Second, analyses of the transient portions of the 
perturbed cycles of the repetitive utterances indicated that perturbationinduced 
steadystate phase shifts were almost totally attributable to changes occurring 
during the first two perturbed cycles. Third, in addition to the steadystate shifts 
in the timing between successive bilabial closing and laryngeal devoicing gestures 
for /p/, steadystate shifts in the relative phasing of gestures were also demon
strated. However, the individual temporal shifts of the bilabial and laryngeal 
gestures were an order of magnitude larger than the relative temporal shift  
between these gestures, and the lips and larynx appeared to be phaseadvanced 
as a relatively coherent unit. Thus, these results not only demonstrate a resetting 
of a central “clock” for these utterances, but also imply that intergestural cohesion 
is greater within segments (i.e., between labial and laryngeal gestures during each 
/p/) than between segments (i.e., between labial or laryngeal gestures in the /p/s 
of successive syllables), as has been hypothesized by Byrd (1996), Löfqvist (1991), 
nittrouer et al. (1988), Saltzman and Munhall (1989) (see also Gracco & Löfqvist, 
1994). The notion of segment used here entails that the closing and opening  
of the lips together with the opening and closing of the glottis is made within  
a segment consisting of a stop consonant. in contrast, the intervals between suc
cessive lip openings and glottal openings are associated with different vowel and 
consonant segments.

4 Summary

The theoretical and empirical approaches to speech production that we have 
discussed in this chapter converge in their focus on understanding how the dif
ferent parts of the vocal tract are flexibly marshaled and coordinated to produce 
the acoustic signal that the speaker uses to convey a message. A variety of experi
mental paradigms are currently being applied to the problem of coordination and 
control in motor systems with excess degrees of freedom. Progress in speech motor 
control is likely to benefit from input from other areas of movement control and 
in using a combined strategy of empirical studies and mathematical modeling.
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11  Voice Source Variation  
and Its Communicative 
Functions

ChrISter Gobl and  
aIlbhe ní ChaSaIde

1 Introduction

this chapter deals with acoustic aspects of phonation and explores how phonation 
is exploited in speech communication. the early sections focus on the voice source 
signal, which is typically defined as the airflow, or volume velocity, through the 
glottis. It varies in a periodic way which reflects the rapid opening and closing of 
the vibrating vocal folds. the source for voiceless sounds is not dealt with here.

In running speech the voice source signal is constantly modulated, and these 
modulations carry different kinds of information to the listener. Some of these 
variations are substantial and are clearly heard by the listener as shifts in voice 
quality, say as between modal and breathy voice. Some of the modulations are 
not perceived in this way, but contribute in other ways, either to the meaning of 
the message, or to our ability to identify the social or individual characteristics 
of the speaker. In the later sections of this chapter, we discuss the various deter-
minants of voice source variation, and their role in linguistic, paralinguistic,  
sociolinguistic, and extralinguistic strands of spoken communication.

the glottal airflow constitutes the input signal to the vocal tract which acts as 
an acoustic filter. the configuration of the supraglottal vocal organs determines 
the specific resonance characteristics of this filter. For a given source signal, a 
large number of segments may be differentiated from each other on the basis  
of the particular patterning of resonances and anti-resonances that different  
supraglottal filters impart.

Figure 11.1 shows schematically the speech production process for two vowels 
[u] and [i]. In this illustration, the (amplitude) spectrum of the source is identical 
in both cases: it contains all harmonic components and has a constant slope of 
–12 db per octave. this means that the amplitude of the harmonics decreases 
monotonically with increasing frequency, so that for every doubling of frequency, 
the amplitude has dropped by 12 db. We should note that this is the ideal case. 
the true source spectrum does not have a constant slope, and may present local 
dips depending on the precise shape of the glottal pulse.
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the filtering effect of the vocal tract, referred to as the transfer function, is rather 
different for the two vowels, due to the different positions adopted by the tongue 
and the lips. Source harmonics which fall at or near the peaks of the transfer 
function will be amplified by the filter. harmonics which do not come near to the 
peaks will not be amplified and may be attenuated. Consequently, the output of 
the filter, i.e., the oral airflow, has a spectrum exhibiting peaks and valleys rather 
than the relatively evenly falling source spectrum, and these determine the dif-
ferent segmental qualities of the sounds we hear (in this instance the difference 
between [u] and [i]). Finally, the radiated sound pressure has a spectrum that is 
tilted by approximately +6 db per octave in comparison to the spectral slope of 
the oral airflow.

the illustration in Figure 11.1 is of an idealized source which is assumed to be 
constant for the two vowels. In real speech, the source varies dynamically in a 
way that reflects the configuration of the glottis, the degree and type of any laryn-
geal tension that may be present, the respiratory effort being used, and even the 
aerodynamic consequences of any supraglottal stricture. Gobl (1988) illustrates 
how the source may vary in the course of a single utterance spoken with a neutral, 
modal mode of phonation. the variation is even greater if the speaker chooses to 
switch between different modes of phonation (e.g., breathy voice, creaky voice, 
etc.) as is often done for paralinguistic signaling of emotion and attitude. different 
speakers may also vary considerably in terms of the habitual type of phonation 
they use.

over the years, much work has been carried out on the acoustics of the filter, 
which corresponds to much of the segmental differentiation of place and manner 

Figure 11.1 a schematic illustration of the speech production process for the vowels 
[u] and [i].
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of articulation. Concerning the voice source, a good deal is known about f0 vari-
ation, and how it varies as a function of intonation, tone, and stress. relatively 
little is known about other aspects of the voice source and how it varies in speech. 
there are of course many studies on the intensity variation of the speech signal. 
although the amplitude of the speech output to some extent reflects the amplitude 
of the source, one should bear in mind that the total amplitude of the speech 
output is a function of both source and filter.

In the next section, ways of analyzing and measuring the voice source are 
discussed. this is followed in section 3 by brief illustrations of how the source 
varies for a number of different voice qualities. In section 4 we give an overview 
of the factors that determine voice source variation in speech and language.

2 Analyzing the Voice Source

2.1 Obtaining glottal flow: Inverse filtering
Most experimental studies of the voice source have been based on inverse filtering. 
this technique is effectively a reversal of the speech production process. the speech 
signal is passed through a filter whose transfer function is the inverse of the 
supraglottal transfer function. In principle this yields the voice source in its pre-
filtered form, as the filtering effect of the vocal tract is canceled. Figure 11.2 illustrates 
this process in the frequency domain – in terms of the signal’s frequency components 
– and in the time domain – in terms of the glottal airflow, or its derivative. Cancela-
tion of lip radiation is not shown here for reasons that are explained below.

the inverse filter should contain a specification of the frequencies and band-
widths of the anti-resonators (complex-conjugate zeros) required to cancel the 
formants (complex-conjugate poles) of the vocal tract transfer function at any 
given instant in time. It is important to use the right number of anti-resonators 
for the inverse filter, appropriate to the signal bandwidth as determined by the 
sampling frequency. the average spacing between the formants (poles) is deter-
mined by the length of the vocal tract: for a typical male with a vocal tract of  
17.5 cm we can expect one formant on average per 1,000 hz. So, for example, 
given a sampling frequency of 10 khz (i.e., signal bandwidth of 5 khz) and a 
vocal tract length of 17.5 cm, the number of anti-resonators should be 5. the 
specification of the precise frequency and bandwidth is very critical for the lower 
formants, especially F1. any error here will result in some distortion of the  
glottal pulse. Minor errors in the higher formants have little effect on the main 
pulse shape and its corresponding frequency spectrum (Gobl, 1988).

an all-pole function adequately describes the transfer function for many sounds 
such as vowels. For certain sounds such as nasals and laterals the vocal tract 
transfer function contains zeros as well as poles and in principle these zeros should 
be canceled by the inclusion of corresponding poles in the inverse filter. as it is 
often difficult to estimate the zeros of the transfer function, most researchers tend, 
in practice, to use an all-pole model for all sounds. although this simplifies the 
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inverse filter specification, it does mean that sounds whose spectrum contains 
zeros are less accurately filtered. how this simplification may affect voice source 
estimates for nasalized speech is explored in Mahshie and Gobl (2003).

to obtain the true glottal flow from the speech pressure wave, the filtering  
effect of the sound radiation at the lips needs to be canceled as well. the radiation 
characteristics can be relatively accurately approximated by a first order differen-
tiation (see, however, Fant, 1960, pp. 44–5, for a more detailed description). the 
spectral consequence of the differentiation is a relative boosting of higher frequencies 
by 6 db per octave. this effect can easily be canceled by a simple integration of 
the signal (a real pole at zero frequency), as this is the inverse of differentiation. 
If the effect of the lip radiation is not canceled, the output of the inverse filter 
will correspond to the differentiated glottal flow, also referred to as the glottal 

Figure 11.2 Schematic representation of inverse filtering in the frequency and time 
domains.
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flow derivative. Many researchers opt to work with this signal rather than the 
true glottal flow. the emphasis of higher frequencies by 6 db per octave permits 
a more precise modeling of the spectral slope of the source signal. the strength 
of the glottal excitation as determined by the maximum flow discontinuity at 
glottal closure is also more easily obtained (see further section 2.4). It is also 
convenient for resynthesis purposes to combine the lip radiation with the source: 
one does not need first to remove it and then reintroduce it.

Inverse filtering based on the speech pressure waveform can yield detailed 
temporal and spectral information. however, the recording equipment and room 
are critical, and shortcomings in either condition can lead to artifacts in the  
measurements (see, for example, discussion and comments in ladefoged et al., 
1987). Ideally, an anechoic chamber should be used, although a well-damped 
“semi-anechoic” studio is generally also adequate. the recording equipment must 
preserve the phase characteristics of the signal even at very low frequencies.  
to achieve this, the choice of microphone and amplifiers is critical. high-quality 
digital or FM recordings are recommended, avoiding any built-in filters, data 
compression techniques, etc. which may introduce phase distortion. analogue 
tape recorders distort the phase: however, suggestions have been made as to how 
this might be compensated for (holmes, 1975; hunt, 1978; ljungqvist and Fujisaki, 
1985; hedelin, 1986). recordings generally require some high-pass filtering to 
remove the inevitable intrusion of some inaudible low-frequency pressure fluctua-
tions in the recording room. It is essential to ensure that this filtering is done using 
a filter with linear phase response.

Inverse filtering can also be carried out on recordings of oral airflow. In this 
case, a special airflow mask with a built-in differential pressure transducer is used: 
many studies have employed the circumferentially vented pneumotachograph 
mask designed by Martin rothenberg (rothenberg, 1973). When oral airflow is 
inverse filtered, the output is an estimate of the true glottal flow. If the differ-
entiated glottal flow is required, a first order differentiator (a real zero at zero 
frequency) is added to the inverse filter. the main advantage of using oral airflow 
recordings is that absolute values of the airflow rate can be measured, which is 
not possible from recordings of the speech pressure wave. this is particularly 
useful for measuring the “dC-leakage” during phonation where the glottal cycle 
lacks complete closure during the so-called closed phase. the main disadvantage 
with this approach arises out of the limited frequency response of the mask. even 
with the specially designed rothenberg mask, the frequency response is limited 
to slightly over 1 khz (see badin et al., 1990; hertegård & Gauffin, 1992). as a 
consequence, it does not provide for detailed spectral analysis of the source.

For a successful source analysis, it is of course essential that the estimate of  
the vocal tract transfer function be accurate. Many of the systems proposed for 
estimating the inverse filter involve fully automatic procedures, typically based 
on linear predictive coding (lPC) in one form or another. Unfortunately, they 
often do not yield satisfactory results for detailed source analysis, particularly 
where the vocal tract filter is undergoing rapid change or where the source  
involves a nonmodal mode of phonation. at present, the most accurate source 
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signal is obtained by using a method where the user interactively fine-tunes the 
formant frequencies and bandwidths of the inverse filter. Figure 11.3 is a slightly 
modified screen display illustrating the time and frequency domain information 
which guides the user in canceling the formant peaks (in the frequency domain) 
and corresponding formant oscillations (in the time domain). the upper window 
shows the speech waveform, with a cursor marking the pulse under analysis. the 
second and third windows show (a) the speech waveform and (b) the inverse 
filter output (the differentiated glottal flow) for this pulse. the lowest window 
shows the corresponding spectra for (a) the speech waveform and (b) the  
differentiated glottal flow. the points marked as crosses in the lowest window 
indicate the formants, determining the complex zeros of the inverse filter. each 
of these points can be moved in a horizontal or vertical direction to manipulate 
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Figure 11.3 (Modified) Screen display illustrating an interactive inverse filtering method.
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the frequency and bandwidth respectively. With each manipulation, the screen is 
instantaneously updated to show the new inverse filtered waveform (b) and its 
spectrum (b). For further details on this particular implementation, see Gobl and 
ní Chasaide (1999a).

at present no automatic procedure can achieve the level of accuracy that the 
trained researcher can. Using the combined time and frequency information, many 
aspects of the source can be measured more accurately than would otherwise be 
possible. Yet there are also disadvantages with this method. In fine tuning the 
filter, it is sometimes necessary to compromise between the time and frequency 
information, and here it is vital that a consistent approach be adopted. this of 
course demands considerable skill and experience, and entails a risk that different 
experimenters will adopt different strategies leading to inconsistent results. even 
with a trained user, there is some risk of circularity with this procedure. as the 
experimenter has certain expectations of what the glottal flow should look like, 
it could lead to an avoidance of unlikely-looking but valid pulse shapes. but 
probably the greatest problem of all is that the manual interactive method is not 
suited to the analysis of large amounts of data. as the analysis typically proceeds 
on a pulse-by-pulse basis, it is very time-consuming. this, and the high degree 
of vigilance needed, has resulted in these types of studies being limited to small 
amounts of carefully analyzed data.

2.2 Voice source models
as stated above, the output signal of the inverse filter is an estimate of the glottal 
airflow or its derivative. Visual inspection may yield a first gross impression of 
some characteristics, whether the voicing is efficient, breathy, etc., but for fine 
comparisons precise measurements are required. In several studies these measure-
ments were carried out directly from the estimated source signal (e.g., huffman 
1987; hertegård & Gauffin, 1991; holmberg et al., 1988; löfqvist & McGowan, 
1991; laukkanen et al., 1997; alku et al., 2002). an alternative method involves 
matching a parametric source model to the pulses obtained from the inverse  
filtering, and deriving the measurements from the modeled waveform.

For this approach to be successful, it is important that the model be a good 
representation of the true source and that it be flexible enough to capture the 
important variations that may occur. traditionally, the voice source in parametric 
speech synthesis was implemented as a low-pass filtered impulse train (e.g., 
liljencrants, 1969; Klatt, 1980). the only control parameters of this simple type 
of voice source are f0 and the amplitude of the impulse. Its main drawback is that 
the spectral slope cannot be controlled: it is always perfectly regular, falling off 
monotonically at 12 db per octave. another drawback is that the phase charac-
teristics of the filtered impulse are very different from that of the typical glottal 
pulse. the impulse response of the low-pass filter is time-reversed in comparison 
to the typical glottal waveform. this means that the main discontinuity of the 
waveform (corresponding to the main excitation) occurs at the rising branch rather 
than at the falling branch of the glottal pulse.
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these drawbacks resulted in an inflexible and often unsatisfactory voice  
quality in this type of speech synthesizer, and prompted the development of more 
elaborate voice source models. these models all have a larger number of control 
parameters and a more accurate representation of the glottal waveform. they are 
therefore more capable of capturing the frequency characteristics (e.g., the spectral 
slope and the phase characteristics) of the natural glottal waveform.

2.2.1 The Liljencrants-Fant (LF) model a model which has gained popularity, 
and which is used below for a number of illustrations, is the lF voice source 
model presented in Fant et al. (1985). In addition to f0, this model has four para-
meters to control the shape of the glottal pulse.

the model is made up of two segments, as determined by the mathematical 
expressions shown in Figure 11.4. note that these expressions define the pulse 
shape in terms of differentiated glottal flow, U′g(t). however, by integrating the 
basic lF model expressions, we can also generate lF model pulses which relate 
directly to glottal airflow, Ug(t). the lower waveform of Figure 11.4 shows examples 
of two lF model pulses of differentiated glottal flow, whereas the upper waveform 
shows the corresponding glottal flow pulses.

the first segment of the model is a sinusoidal function that increases exponen-
ti ally in amplitude from the time point of glottal opening to, to the time point  
of main excitation te. three parameters determine the shape of this segment:  
(1) ωg = 2πFg where Fg is the frequency of the sine function, (2) α which determines 
the rate of the amplitude increase and (3) e0 which is a scale factor.

the second segment is an exponential function which is used to model the flow 
from the time point of the main excitation, te, to the time point of glottal closure, 
tc. this part of the glottal cycle is termed the return phase and determines the 
residual airflow, or “dynamic leakage,” after the main excitation when the vocal 
folds close. In the lF model, the control parameter of the return phase is ta. ta 
is a measure of the “effective duration” of the return phase, and is determined 
by the projection on the time axis of the tangent at time te (see Figure 11.4).

the description of the lF model assumes that tc = to, i.e., the time point of glottal 
closure is the same as the time point of glottal opening for the forthcoming  
pulse period. this implies that the model lacks a closed phase. In practice, for 
reasonably small ta values, the exponential curve will fit closely to the zero line, 
providing to all extents and purposes a closed phase. this saves one parameter 
without any significant loss in flexibility. Furthermore, in order to unambiguously 
determine the pulse shape, the four lF parameters e0, α, ωg and ta are com-
plemented by a requirement of “area balance,” which means that the positive 
area of the lF pulse (from to to tp), should equal the negative area (from tp to tc). 
In terms of the true glottal flow (i.e., the integrated lF pulse) this means that the 
base-line of consecutive pulses is kept constant. (For more detailed descriptions 
of this model, see Fant et al. 1985; Fant, 1995; and Gobl 2003.)

2.2.2 Other voice source models numerous other parametric voice source models 
have been proposed in the literature (e.g., rosenberg, 1971; rothenberg et al., 1974; 
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Fant 1979a, 1979b, 1982; ananthapadmanabha, 1984; hedelin, 1984; Fant et al., 
1985; ljungqvist & Fujisaki, 1985; Price, 1989; Klatt & Klatt, 1990; Qi and bi, 1994; 
Veldhuis, 1998). these models can be divided into two groups on the basis of 
whether they model the true glottal flow pulse or the differentiated glottal  
pulse. they also differ in the number of parameters and in the functions they  
use to gener ate the glottal pulse. another important difference among them  
concerns whether or not they include a segment to model the return phase of  
the glottal pulse.

Fairly detailed comparisons of some of these voice source models can be found 
in ananthapadmanabha (1984) and in ljungqvist and Fujisaki (1985). Figure 11.5 
summarizes some of the important features of seven different models.
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Figure 11.5 Waveforms and equations for seven proposed voice source models.  
(after ananthapadmanabha, 1984; and ljungqvist & Fujisaki, 1985)
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2.3 Measuring the glottal signal: Source model matching
as mentioned earlier, a method of extracting source measurements involves  
matching a voice source model to the inverse filter output, and deriving the 
measurements from the modeled waveform. this procedure has certain advantages 
over measuring parameters directly from time and amplitude points of the inverse 
filter output. First of all, the model matching allows us to take both time and 
frequency domain information into account, as the spectrum of the model can be 
calculated. this is particularly useful for capturing features which have important 
spectral consequences, but which are difficult to measure accurately directly from 
the waveform (e.g., the return phase). a further advantage is that the modeled 
source signal can be quickly implemented in synthesis, and in principle this should 
facilitate perceptual testing of the various parameters measured.

as with inverse filtering, the matching of the model can be done automatically 
(e.g., ananthapadmanabha, 1984; Chan and brookes, 1989; Strik and boves, 1994; 
Fröhlich et al., 2001), but present automatic algorithms do not always yield reliable 
results. again, more accurate measurements are obtained if a manual interactive 
approach is adopted as can be illustrated in relation to Figure 11.6, the screen 
display which guides the user in the matching process.

the mid panel of this figure shows the inverse filtered waveform (differentiated 
glottal flow) for the pulse specified in the top panel. Superimposed on this pulse, 
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one can also see a matched lF pulse (thick line), whose contour is determined by 
four time points (vertical lines) and one amplitude point (horizontal line), which 
are manually set by the experimenter. the four time points are: (1) the time of glottal 
opening, to; (2) the time of peak glottal flow, tp; (3) the time of the excita tion, te; 
(4) the time point on the basis of which the return phase is estimated, tr (equals 
te + ta). the amplitude point (5) is the amplitude of the excitation, ee. the spectrum 
corresponding to the inverse filtered pulse is shown in the bottom panel and 
superimposed on it is the spectrum of the lF model pulse (thick line). the model 
pulse is optimized by making fine adjustments to the time and amplitude points in 
order to find the best overall agreement in both the time and frequency domains.

2.4 Some important voice source parameters
the lF parameters outlined in section 2.2 determine the overall shape of the 
glottal pulse. For our analysis, we need to measure very specific aspects of this 
waveform, i.e. those aspects that are thought to be acoustically and perceptually 
important, and which can be more readily related to the underlying physiological 
events. once the matching procedure has been satisfactorily completed, these 
source parameters can be calculated. We outline some of the most important 
parameters here, illustrating in Figure 11.7 how changes in the glottal waveform 
affect the acoustic spectrum. one must remember however that it is difficult to 
give a very precise specification of the spectral consequences of the individual 
source parameters, as they frequently interact in complex ways. one should also 
remember that the precise definition to a certain extent depends on the model 
used. here we define the parameters in terms of the lF model, which was used 
for a number of illustrations later in this chapter.

Fundamental frequency, f0 the fundamental frequency = 1/t0, where t0 is the 
fundamental period, which is the duration of the glottal cycle as defined by the 
time between the main excitation of two consecutive glottal pulses.

Excitation strength, EE the ee value is closely related to the overall strength of 
the glottal excitation. It is defined as the negative amplitude of the main excitation, 
which occurs at the time-point of maximum discontinuity of the glottal flow signal. 
this time-point (te) normally coincides with the maximum slope of the falling 
branch of the glottal pulse, i.e., ee is typically given by the most negative value of 
the differentiated glottal flow. at the production level it is determined by the speed 
of closure of the vocal folds and by the airflow through them. at the acoustic level 
it corresponds closely to the overall intensity of the source signal. a change in ee 
essentially causes a corresponding amplitude change in all source components, 
with the exception of the very lowest components, parti cularly the first harmonic. 
thus, this parameter is the one that most resembles the amplitude parameter  
of the simple impulse source. however, the amplitude of the lowest components 
is largely determined by the pulse shape, and therefore varies less with changes 
in ee.

Dynamic leakage, RA the dynamic leakage is the residual flow during the 
return phase, which occurs from the time of the excitation to the time of complete 
closure (or maximum closure if there is a dC leakage). In terms of the true  
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Figure 11.7 the voice source parameters ee, ra, rK, and rG, in terms of the true and 
differentiated glottal flow, showing how changes in these parameters affect the acoustic 
spectrum (for explanations, see text).
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glottal flow, the return phase shows up as a “rounding of the corner” of the  
closing branch of the pulse. the ra value is a measure of the effective duration 
of the return phase, ta, normalized to the fundamental period, t0. thus, ra is 
equal to ta/t0, and in terms of the lF model, ta is approximately the time 
constant of the exponential function modeling the return phase (see Figure 11.4). 
at the production level, ra relates to the sharpness of the glottal closure, that is, 
to whether the vocal folds make contact in an instantaneous way or in a more 
gradual fashion along their entire length and depth. differences in dynamic leak-
age are important acoustically because they affect the slope of the source spectrum. 
the frequency characteristics of the exponential function of the return phase are 
approximately those of a first order low-pass filter. the cutoff frequency, Fa, is 
inversely proportional to ta: Fa = 1/(2πta) = f0/(2πra), i.e., the cutoff frequency 
of the filter is inversely correlated with the amount of dynamic leakage.

Open quotient, OQ the open quotient is the proportion of the glottal cycle for 
which the glottis is open. In terms of the source spectrum, it mainly affects the 
amplitude of the lower components. In particular, there is a close correspondence 
between the oQ value and the amplitude of the first harmonic: note however 
that the degree of correspondence varies in a way that depends on the values of 
the parameters rG and rK (see below). a related parameter which tends to covary 
with the open quotient is UP, the peak volume velocity of the glottal pulse (labeled 
as a, a, and U0 respectively in the first three glottal models of Figure 11.5).

Glottal frequency, FG the glottal frequency is a characteristic frequency of the 
glottal pulse shape during the open phase (Fant, 1979a), and in terms of the lF 
model, FG = ωg/(2π) (see Figure 11.4). FG can be determined by the time period 
of the opening branch of the glottal pulse as 1/(2tp). an alternative expression of 
this parameter is rG, which is FG normalized to f0, so that rG = FG/f0. rG tends 
to vary inversely with oQ and UP, and consequently, a high rG is found with 
attenuated levels of the lowest end of the source spectrum. For very high rG val-
ues, the glottal frequency may approach the frequency of the second harmonic (h2), 
and contribute to boosting its level. a high rG and a relatively stronger h2 tend 
to be characteristic of tense or pressed phonation. low rG values are found where 
UP is high, where it contributes to boosting h1. thus rG contributes (with oQ 
and UP) to the relative amplitude of h1 and h2 in the speech output, a measure 
frequently used in the linguistic literature (see more on this in section 2.5).

Glottal symmetry/skew, RK In comparison to the underlying glottal area function, 
the glottal flow pulse is typically skewed to the right, i.e., the opening phase tends 
to be longer than the closing phase. this skewing of the glottal pulse would appear 
to be due to the inertive load of the vocal tract (Fant, 1982; rothenberg, 1983). the 
acoustic consequences of pulse skewing are somewhat complex. It affects mainly 
the lower part of the source spectrum so that a more symmetrical pulse shape has 
the effect of boosting the lower harmonics. however, the degree of skewing also 
determines the depth of the notches (weakened or missing harmonics) in the source 
spectrum: the more symmetrical the pulse, the deeper the spectral dips. the loca-
tions of the notches are determined by the open quotient together with the pulse 
shape (cf. Flanagan, 1972, pp. 236–42). Considerable attention has been given to 
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the effect of glottal pulse skewing. however, it may be the case that the perceptual 
importance of the skewing has been relatively overestimated. Skewing is typically 
highly correlated with the excitation strength, and its perceptual contribution is 
easily confused with that of the excitation strength. the risk of such confusion is 
particularly high if a voice source model is used which lacks direct control of the 
excitation strength. In other words, we would suggest that the excitation strength 
is fundamentally a more important parameter than the skewing of the pulse.

Aspiration noise, AH In addition to the quasi-periodic sound source produced 
during phonation there are also varying degrees of turbulence noise produced at 
or near the glottis, typically referred to as aspiration noise. the modeling of this 
noise source is often not explicitly included in parametric voice source models. 
the importance of mixed excitation (periodic excitation mixed with aspiration 
noise) has been mentioned on several occasions (e.g., Pandit, 1957; dolansky & 
tjernlund, 1968; Fujimura, 1968; rothenberg, 1974; ladefoged & antoñanzas-
barroso, 1985; Klatt, 1986; hunt, 1987; Gobl & ní Chasaide, 1988; Gobl, 1989), but 
the noise component is difficult to estimate quantitatively. however, even when 
not directly part of the model, a noise generator can always be used together with 
it to provide the noise component of the voiced excitation. Issues like the actual 
spectral content of the aspiration noise, strategies for controlling the level of  
aspiration noise, and the question of how to modulate the noise within a glottal 
period have been discussed by, for example, rothenberg (1974), rothenberg et al. 
(1974), Makhoul et al. (1978), Klatt and Klatt (1990), and Gobl (2006).

the pulse-to-pulse stability of source parameters is also an important factor  
in determining voice quality. traditionally, measures such as jitter and shimmer 
have been used to quantify pulse-to-pulse variation. Jitter is the random variation 
in f0 and shimmer equals fluctuations of the pulse-to-pulse amplitude. Shimmer 
is often measured from the speech waveform amplitude, which can lead to errors 
as it is to some extent influenced by source-filter interaction effects. Ideally, shimmer 
should be estimated directly from amplitude measures of the glottal waveform, 
for example, ee. high levels of jitter and shimmer have often been found to  
correlate with hoarse voice. note, however, that other source parameters are also 
likely to exhibit instability in certain circumstances, a fact which is probably also 
of perceptual importance. For examples, see the illustration of a pathological voice 
in Figure 11.16 and of a normal creaky voice in Figure 11.9.

Gobl (1988) has shown that many of the above mentioned source parameters 
tend to covary. ee is highly correlated with the negative amplitude of the speech 
waveform and other source parameters are often correlated with ee. For example, 
the return phase typically varies inversely with ee, so that if the excitation is 
weaker, ra is higher. there is generally also covariation between ra and rK, so 
that a long return phase (and a low ee) corresponds to a more symmetrical pulse 
shape. Several of these tendencies have been corroborated by subsequent work 
(Pierrehumbert, 1989; Fant, 1995, 1997) but are not invariably present as indicated 
in Gobl and ní Chasaide (1992) and ní Chasaide and Gobl (2004a).

as our state of knowledge increases, it may become possible to predict many 
of the source parameters from a few basic ones. For example, Fant (1995, 1997) 
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has proposed a global pulse-shape parameter Rd, which takes into account some 
of the natural covariation between some of the parameters. From the Rd value, 
default values can be predicted for parameters such as ra and rK using formulae 
derived from linear regression analysis (for further details see Fant, 1995; Gobl, 
2003). a similar parameter has also been proposed by alku et al. (2002), the  
“normalized amplitude quotient” naQ.

Rd and naQ are both based on the “declination time” Td (Fant, 1979a) normal-
ized to the fundamental period. It has been suggested (e.g., alku et al., 2002)  
that these global parameters are measures that correlate well with the tense–lax 
dimension of voice quality differentiation. note that Td is derived from ampli-
tudes measured from the glottal flow signal and its derivative (Td = UP/ee, see 
Figure 11.4). Such amplitude-based parameters may be more robust for automatic 
processing than time-based parameters – i.e., parameters defined by specific timing 
events in the glottal waveform – such as oQ, rK, and rG, which are sensitive to 
the errors in the estimation of the inverse filter that frequently arise in automatic 
source analysis systems. an extended set of amplitude-based parameters has been 
described in Gobl and ní Chasaide (2003a), which includes approximations of 
oQ, rK, FG, and rG derived from amplitude measures and f0.

2.5 Spectral measurements relevant to the voice source
In the preceding section, we have concentrated on time domain measurements 
of the glottal source, linking these to their expected spectral consequences. Frequency 
domain measurements can also be carried out on the output of the inverse filter. 
as is probably clear from the description of source parameters above, one may 
need to distinguish the very lowest frequencies from higher regions in any attempt 
to characterize and compare source spectra. the picture can be further complicated 
by the appearance of spectral notches, or even additional subglottal pole/zero pairs. 
Specific glottal pulse shapes (very symmetrical) can give rise to notches, and 
might be found, for example, in breathy voice. Furthermore, the more the glottis 
is abducted, the greater the coupling to the subglottal system and the greater the 
likelihood of subglottal resonances showing up in the source spectrum.

the spectral tilt is probably the most fundamental parameter one would want 
to measure in the voice source spectrum. obtaining it is not always a simple 
matter as was demonstrated in early studies by Jackson et al. (1985, 1986), who 
explored the possibility of fitting a single regression line to source spectra. one 
possible method for comparing source spectra which takes account of changing 
levels in different frequency regions is illustrated in Figure 11.12, and explained 
in section 3. a complicating factor with regard to spectral tilt concerns the mixed 
excitation of quasi-periodic and aperiodic sources. In estimating the tilt of the 
voice source spectrum, we would ideally want to measure the slope due to the 
shape of the quasi-periodic pulses, without the influence of any other sources 
such as the aspiration noise source. For example, voice qualities such as breathy 
and whispery voice typically have a relatively steep spectral slope (see further 
section 3), but this increase in the tilt can be obscured by the aspiration noise. If 
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the aspiration noise source is sufficiently strong, it may cause a relative boosting 
of higher-frequency components in the spectrum, thereby masking the increased 
spectral tilt of the quasi-periodic voice source.

Spectral measurements based on the speech output signal can also be useful. 
For identical speech items, differing only in voice quality, average spectra (as in 
Figure 11.11) or even long-term average spectra can help to demonstrate source 
differences. a measure frequently used is the comparison of the amplitude level 
of the first harmonic (h1) with the level of some higher-frequency component.  
a comparison of h1 and F1 levels has been used in a number of studies (see,  
for example, Kirk et al., 1984, 1993; ní Chasaide & Gobl, 1993; and Figure 11.10 
below). another popular measure has involved the comparison of the level of  
the first two harmonics (see, for example, Fischer-Jørgensen, 1967; bickley, 1982; 
Maddieson and ladefoged, 1985; blankenship, 2002). a very dominant h1 has 
been widely found to be highly correlated with a breathy mode of phonation 
whereas a relatively strong h2 can be correlated with tense or creaky voice.

Measurements based on the speech output waveform are particularly attractive 
to linguists working in the field, in that they do not require the level of technical 
facilities which the execution of inverse filtering and model matching require. 
however, it is important to bear in mind that although these types of measurements 
reflect differences in the source spectrum, they are also sensitive to other factors 
and can therefore not be used to infer the actual slope of the source spectrum. It 
is important for the experimenter to be aware of the other factors that can affect 
the level of different frequencies of the output spectrum, as the speech materials 
must be carefully chosen to take account of them. First of all, the frequencies of 
the formants affect their amplitude levels, and so a comparison of, for instance, 
h1 and F1 levels would clearly not be appropriate across different vowel qualities. 
Formant levels are also partially determined by the formant bandwidths, which 
reflect the degree of damping present. a high degree of damping is found where 
there is little or no closed phase in the glottal pulse, as, for example, in breathy 
voice. Supraglottal factors also affect the degree of damping, and thus the formant 
bandwidths. In any case, formant bandwidths affect the levels of the output 
spectrum in a way that does not directly reflect the levels of the source spectrum.

all of these spectral measures are also sensitive to f0 differences or, more precisely, 
to any shift in the ratio of f0 to F1 frequencies. For example, the comparison of h1 
and h2 levels may be a valid measure when F1 is high and f0 low. however, when 
F1 is low or f0 is high (or in the worst case where both of these factors pertain), the 
levels of h1 or h2 may be boosted depending on their proximity to the F1 peak. 
In such cases the relative levels of h1 and h2 are influenced by filter as well as by 
source factors, and so are no longer reliable indicators of the mode of phonation.

by compensating for the main influence of the vocal tract, estimates can be obtained 
which are less sensitive to differences in vowel quality. For instance, Stevens and 
hanson (1995) have proposed measures from the speech output spectrum referred 
to as H1* – H2* and H1* – A3*. H1* and H2* are adjusted measures of the amplitudes 
of H1 and H2, which take into account the main effect of the F1 transfer function 
on the amplitude of these harmonics. A3* is an adjusted measure of A3, the  
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amplitude level of the third formant, in which the effect of F1 and F2 variation has 
been compensated for. In other words, these measures involve a simplified inverse 
filtering process, where only the main effects of the vocal tract filter are canceled. 
hanson (1995, 1997) has used these measures for analyzing the glottal source charac-
teristics of female speakers. More recently, Iseli and alwan (2004) have presented 
a more comprehensive formulation for correction of harmonic amplitude levels, 
in order to further reduce the effects of the vocal tract filter on these measures.

3 Some Commonly Occurring Voice Qualities

as a backdrop to section 4 we present here a brief sketch of a few commonly 
occurring voice qualities. the aim is not only to show how these voice qualities 
may differ acoustically, but also to illustrate different kinds of measurements that 
are useful. the voice qualities we deal with are modal voice, breathy voice, whis-
pery voice, creaky voice, tense voice, and lax voice, as described in laver (1980, 
1994). note that although we are concerned here only with the laryngeal aspects 
of voice quality, the last two mentioned may involve greater or lesser degrees of 
tension in the entire speech apparatus, and not purely of the phonatory system. 

the physiological descriptions here are in terms of three hypothesized para-
meters of muscular tension; adductive tension, medial compression, and longi-
tudinal tension (see illustration in Figure 11.8 from laver, 1980). these determine 
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Figure 11.8 three laryngeal parameters of muscular tension as described in laver (1980).
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the configuration and tension settings of the vocal folds, and interact with aero-
dynamic factors related to subglottal pressure and glottal airflow to yield a variety 
of voice qualities. For a fuller description the reader is referred to that text.  
See also the descriptions of voice quality in Catford (1964) and ladefoged (1971). 
Adductive tension is defined as the force by which the arytenoids are drawn  
together, so that the cartilaginous glottis is adducted. It is controlled by the  
interarytenoid muscles. Medial compression is defined as the force by which the 
ligamental glottis is closed, through the approximation of the vocal processes  
of the arytenoids. It is primarily controlled by the lateral cricoarytenoid muscle, 
but the external thyroarytenoid muscle can also be involved. Longitudinal tension 
is the tension of the vocal folds, and is mediated primarily by contraction of  
the vocalis and of the cricothyroid muscles, whose main function is to control 
pitch.

Some of the acoustic characteristics of these voice qualities are illustrated in 
Figures 11.9–12, and were derived using the analysis techniques outlined in  
section 2. the speech materials were produced by a male phonetician, well  
acquainted with the laver system. Figure 11.9 shows source parameter values; 
Figures 11.10 and 11.11 show spectral measures of the speech output signal for the 

Figure 11.9 Pulse-by-pulse values for ra and ee for the voiced interval of /straiks/. 
left panel shows modal (M), tense (t), lax (l), breathy (b), and whispery (W) voice. 
right panel shows modal and creaky (C) voice, and additionally shows the speech 
waveform in the latter.
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Figure 11.10 F1 and F2 levels relative to the level of h1 (L1–L0 and L2–L0) are shown  
for tense, modal, lax, breathy, whispery, and creaky voice qualities for a 90 ms interval 
in /straiks/.
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Figure 11.11 average spectra for the voiced portion of /straiks/ shown for tense, 
modal, lax, breathy, whispery and creaky voice qualities.



 Voice Source Variation 399

vocalic interval of the relatively unstressed word strikes. For four of the qualities, 
a schematic representation of the source spectra is shown in Figure 11.12, measured 
at the mid point of the stressed /a/ in the nonsense word babber. the aim here 
was to facilitate comparison of spectral slopes by showing the extent to which 
the slope for each quality deviates from the “ideal” source (i.e., –6 db per octave 
for the differentiated glottal flow). to achieve this, the spectra were “flattened” 
by adding 6 db per octave relative to the amplitude level of the first harmonic 
(L0). the source spectrum was then divided into four frequency bands: 0–1, 1–2, 
2–3, 3–4 khz. For the vowel in question there is one formant in each band. har-
monics above 4 khz were not measured. the mean value was then calculated of 
the normalized (linear) amplitudes of all harmonics within a frequency band, and 
plotted relative to L0. this value represents the deviation from the “ideal” source 
slope, indicated by the horizontal line at 0 db in Figure 11.12. For further details, 
see Gobl (1989) and Gobl and ní Chasaide (1992).

Modal voice is the neutral mode of phonation to which other voice qualities are 
compared, and “which phonetic theory assumes takes place in ordinary voicing, 
when no specific feature is explicitly changed or added” (laver, 1980, p. 95). For 
this quality, adductive tension, medial compression, and longitudinal tension are 
thought to be moderate. both the ligamental and the cartilaginous part of the 
glottis vibrate as a single unit. the vocal fold vibration is further described by 
laver as regularly periodic and efficient, with full glottal closure and thus with-
out audible aspiration noise. Some recent studies have, however, shown that 
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Figure 11.12 Schematic source spectra for four voice qualities in babber showing within 
four frequency bands the average deviation from a constant –12 db/octave slope.
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incomplete glottal closure may be very common even in what is perceived as 
modal voice (see, for instance, Södersten, 1994) and particularly in female speech.

the slope of the source spectrum for modal voice in Figure 11.12 is somewhat 
greater than the “ideal” case. nevertheless, it is in relative terms a fairly efficient 
mode of phonation. It is important to remember that within utterances spoken with 
modal, or indeed any voice quality, there may be considerable dynamic variation 
of the source (see, for example, Gobl, 1988). In certain environments there may 
be considerable convergence of modal and breathy/whispery voice, as can be 
seen in the few periods preceding the voiceless consonant /k/ in Figure 11.9. this 
is a contextual effect which appears to affect all the voice qualities looked at, and 
is discussed in detail in ní Chasaide and Gobl (1993).

Breathy voice is thought to involve minimal adductive tension, weak medial 
compression, and low longitudinal tension. the vocal folds vibrate very ineffi-
ciently and they never come fully together. thus, there is a considerable constant 
glottal leakage with some audible aspiration noise. the high dynamic leakage of 
this voice quality is evidenced by high ra values. Consequently, Fa is much lower 
than for modal voice, particularly in the stressed vowel of babber, where we find 
a value of 500 hz for breathy voice compared to 1,500 hz for modal. the glottal 
pulse is also more symmetrical (high rK) for breathy voice, and has a high open 
quotient, oQ. together, these suggest a high rate of airflow through the vocal folds, 
as would be expected for this voice quality, and this is indeed what our calculated 
UP (peak glottal flow) values show. this would yield a relative boosting of the 
lowest harmonic, a spectral feature which has been widely reported for this voice 
quality. the consequent sharp slope in the lower end of the source spectrum can 
be seen clearly in Figure 11.12. In the speech output signal, we see in Figure 11.10 
the clear dominance of h1 for breathy voice as compared to the dominance of F1 
in modal voice. this particular spectral measure captures not only the relative 
boosting of L0, but also the high degree of damping of F1, which would be  
expected for the breathy voice quality, where the vocal folds are abducted. these 
effects can also be observed in the average spectra of Figure 11.11.

Whispery voice is characterized by low adductive tension, moderate to high 
medial compression, and moderate longitudinal tension. as a consequence, there 
is a triangular opening of the cartilaginous glottis, whose size varies with the 
degree of medial compression. In weak whisper the medial compression is mod-
erate and the opening may include a part of the ligamental glottis as well as the 
cartilaginous. Whisper with increasingly higher intensity has increasingly higher 
medial compression and smaller glottal opening, until only the cartilaginous  
glottis is open. laryngeal vibration is assumed to be confined to that portion of 
the ligamental glottis which is adducted, and the whispery component to the 
triangular opening between the arytenoids. It is very inefficient and there is a 
considerable degree of audible aspiration noise.

as pointed out by laver (1980, pp. 133–4), whispery and breathy voice form 
an auditory continuum with no clear borderline between them. In auditory terms 
they would be distinguished in terms of the relative dominance of the periodic 
and noise components: in breathy voice, the periodic component is dominant, 
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whereas in whispery voice the noise component would be relatively greater  
(see further comments on these two voice qualities in section 4).

the source measurements for whispery voice are fairly similar to those of 
breathy voice, being in some cases more extreme deviations from modal values. 
Whispery voice differs mainly from breathy voice in having a lower rK and oQ, 
showing a more skewed glottal flow pulse, with a relatively shorter closing branch. 
the calculated UP values were also noticeably less than for breathy voice. as UP 
is highly correlated with the level of h1 (L0), we find that there is less boosting 
of the fundamental than for breathy voice. note that this difference does not show 
up in the source spectra of Figure 11.12, as these have been normalized to L0. In 
terms of the entire source spectrum, however, the fundamental component remains 
very dominant, as the source spectrum has an even greater slope than does breathy 
voice. Probably for this reason, the measurements of L1 and L2 relative to L0 in the 
output signal (Figure 11.10) do not look very different to those of breathy voice. 
of course, bandwidth differences also affect the levels of the output spectrum.

Creaky voice is thought to involve high adductive tension and medial compres-
sion, but little longitudinal tension. Pitch has been observed to be extremely low, 
and would appear to be controlled by aerodynamic factors and not by varying 
the longitudinal tension, as in the other voice qualities. the f0 and amplitude of 
consecutive glottal pulses is further known to be very irregular. because of the 
high adductive tension, only the ligamental part of the vocal folds is vibrating. 
the folds are relatively thick and compressed, and the ventricular folds may also 
be somewhat adducted, so that their inferior surfaces come in contact with the 
superior surfaces of the true vocal folds. this would thus create an even thicker 
vibrating structure. the mean airflow rate has been observed to be very low.

although every voice quality varies dynamically in the course of an utterance, 
creaky voice is particularly variable. Creakiness, in the sense of irregularity of 
successive glottal pulses, appears intermittently. It did not show up in the stressed 
word babber, but did in the relatively unstressed word strikes (see right hand panel 
in Figure 11.9 where the speech waveform for creaky voice is also shown). here, 
there is an alternation of two very different types of glottal pulse. one has a 
reasonably high ee – which is nevertheless still lower than for modal or lax voice 
– a very low ra suggesting a fairly instantaneous glottal closure and strong high-
frequency components. the other type of pulse shows rather opposite tendencies: 
ee is very low and ra is high, and consequently the spectrum of these pulses 
would be rather different. both types of pulse are characterized by a low oQ, a 
low rK, and a relatively high rG, values being more extreme for the first type 
of pulse. In the stressed word babber, source values were not unlike those of the 
strong pulse described above, but differed mainly in that ee was considerably 
higher. the short open phase found generally for this voice quality correlates well 
with the known low airflow rate observed for creaky voice, and would have the 
consequence of reducing the levels of the lower harmonics relative to the rest of 
the spectrum. this effect can be seen clearly in the schematic source spectrum in 
Figure 11.12 and in the average spectra of the speech output signal in Figure 11.11. 
Similarly in Figure 11.10, we find a very dominant F1 relative to the h1 level. 
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note that the pulse-to-pulse variation is to some extent smoothed out by the  
30 ms hamming window used in the spectral calculations for this figure. the 
relatively long closed phase of the glottal pulse should also contribute to narrow 
formant bandwidths, and this can probably also be inferred from the sharp peaks 
in the average spectra of Figure 11.11. the relatively high rG observed for this 
voice quality would also tend to boost the region of h2 relative to h1, a feature 
which has been noted in the literature as a characteristic of creaky voice.

Tense voice involves a higher degree of tension in the entire vocal tract as com-
pared to the neutral setting. at the laryngeal level, the two parameters which 
show a particular increase in tension are adductive tension and medial com-
pression. this would correspond to the term “pressed phonation,” used by many 
authors. the increased muscular tension associated with tense voice is also likely 
to affect the respiratory system, causing increased subglottal pressure, as well as 
the supralaryngeal tract resulting in more forceful articulation. acoustically, this 
voice quality – which was here analyzed only for strikes – exhibited a very low ra 
suggesting a sharp, full closure of the vocal folds. the related frequency measure 
Fa was higher than for all the other voice qualities looked at in this context, and 
so one would expect a relative strengthening of high-frequency components. the 
glottal pulse was also more skewed for tense voice (lowest rK values), had a 
small open quotient (oQ) and a high rG. the picture of a relatively skewed  
pulse with a nearly instantaneous closure and a long closed phase accords well 
with the physio logical description of high adductive tension and medial compres-
sion. these source values suggest that the lower harmonics should be attenuated 
relative to higher frequencies. this effect shows up clearly in Figure 11.11, and 
we observe in Figure 11.10 that F1 dominates the spectrum. as with creaky voice, 
the high rG will affect the ratio of h1 to h2 by relatively boosting the latter.  
For this speaker, there is considerable similarity between tense and creaky voice 
parameters, if one ignores the pulse-to-pulse variability sometimes found for  
the latter.

Lax voice involves a lesser degree of tension in the entire vocal tract and typically 
tends to have opposite characteristics to tense voice. at the laryngeal level there 
is a reduced degree of adductive tension and medial compression. Phonation may 
therefore be similar to breathy voice, sounding softer and lower pitched than 
modal voice: however, the amount of change in these tension parameters is often 
less than for breathy voice. Source measurements show parameter values similar 
to those of breathy voice. excepting the extremely low rG values, differences 
found between lax and breathy voice suggest that, of the two, lax voice is the 
closer to modal voice.

For all voice qualities, the reader should bear in mind that they are not fixed 
entities. nonmodal qualities may occur to a greater or lesser degree, i.e., may be 
further from or closer to modal voice. Voice qualities can also be of a compound type, 
as for example in whispery creaky voice (for more on this, see laver, 1980, 1994).

as was mentioned for modal voice, there may be considerable dynamic vari-
ation even within utterances considered to have been spoken with a single voice 
quality. the same point holds across voice qualities: a nonmodal quality may be 
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nearer or closer to the modal depending on context. For example, our data sug-
gest that differences were greater in the stressed than in the relatively unstressed 
syllable. another example is the creakiness in creaky voice, which is intermittent 
and appears to be associated with particular environments. It seems unlikely that 
a good implementation of a voice quality change in synthesis will be achieved 
by a single set of transformations, but will require context-sensitive rules.

4 Determinants of Voice Source Variation

Individuals differ in the voice quality that they may habitually use. even within 
the speech of the individual there are considerable dynamic changes in the voice. 
Some aspects of source variation are within the speaker’s control, and may be 
linked to the linguistic content of utterances or to the speaker’s intention of signal-
ing paralinguistic information on mood and attitude. Some source differences 
serve a sociolinguistic function insofar as social, regional, or linguistic groups 
may tend towards frequent use of particular voice qualities. but beyond linguistic, 
paralinguistic, and sociolinguistic influences, individuals’ voices are shaped by 
many factors, some of which are not within their control, such as the physical 
properties of their vocal apparatus. this section presents an overview of some of 
these determinants of voice source variation.

4.1 Linguistically determined variation of the source
Variations in the voice source may be associated with segmental or supraseg-
mental aspects of the linguistic code. Some of the variations are heard as shifts in 
auditory voice quality, and these can have a contrastive function in a language’s 
system. other changes are not necessarily heard as distinct shifts in voice quality, 
yet they contribute to the system in a variety of ways.

Where used contrastively, the voice qualities most frequently mentioned are 
modal voice, creaky voice (also called laryngealized), and breathy voice (also called 
murmured, or in the case of consonants, voiced aspirated). For the latter quality 
laver (1980) suggests, that in terms of his classifications, whispery rather than 
breathy voice may be involved. however, as there is considerable variability in 
the realizations of breathy voiced segments, it is likely that they lie at different 
points on the acoustic continuum from breathy to whispery voice (see below and 
also section 3), and they will simply be referred to here as breathy voiced.

the terms tense and lax have also been used to describe contrasts based on voice 
quality, but as is clear from Maddieson and ladefoged (1985), the terms can be 
misleading, and likely to be used in a phonological rather than in a phonetically 
accurate sense. thus, the authors speculate, tense might signify modal voice in one 
language – such as Wa, a Mon-Khmer language of southwest China, where it 
contrasts with a lax quality which may be phonetically breathy voiced – but creaky 
voice with raised larynx in another language – such as Yi, also spoken in southwest 
China, where the contrasting lax quality would appear to be modal voice.
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other more extreme voice qualities also occur, e.g., the very harsh “growl” 
described by rose (1989) for the Zhenhai variety of Wu Chinese. this quality 
would appear to involve the ventricular folds as well as epiglottalization, and 
would sound like a pathological voice quality to an english speaker’s ear. Judging 
from the descriptions in the literature, this “growl” would seem to resemble the 
very extreme quality referred to as “strident” which is found in vowels of !Xóõ, a 
Khoisan language spoken by bushmen in southern africa, and which involves a 
narrowing of the aryepiglottic folds, along with pharyngeal constriction and backing 
of the epiglottis (ladefoged, 1982; traill, 1985; ladefoged & Maddieson, 1996).

4.1.1 The segmental level the contrastive use of voice quality for vowels or 
consonants is fairly common in South east asian, South african Indo-aryan, and 
native american languages, and these have been the focus of many studies, 
many of which have been carried out at UCla. although both vowels and con-
sonants may employ voice quality contrasts in a given language, ladefoged (1982) 
points out that it is very rare to find contrasts at more than one place in a syl-
lable. the term register is often used to describe voice quality contrasts, but is a 
phonological cover term, and subsumes any other phonetic features, such as vowel 
quality, vowel duration, and small or exaggerated f0 differences which are often 
associated with such contrasts in particular languages. Gordon and ladefoged 
(2001) illustrate these other features and discuss how they can serve to reinforce 
a voice quality contrast.

as a practical consequence of the facilities available, especially in fieldwork, 
most investigations of linguistically contrastive source effects have tended to 
concentrate on spectral measurements based on the speech waveform, such as 
those outlined in section 2.5. however, for the reasons mentioned there, using 
these kinds of measurements to characterize an essential voice quality difference 
can be problematic where there are concomitant differences in formant frequencies 
or in f0. For vowels, contrasts are typically of a two-way kind, e.g., the breathy 
voiced versus modal voiced vowels in Gujerati (for instrumental descriptions, see 
Fischer-Jørgensen, 1967; bickley, 1982). a more unusual case is the six-way opposi-
tion described for !Xóõ (ladefoged, 1982; traill, 1985). this language distinguishes 
modal and breathy voiced vowels. each of these qualities can occur with additional 
creakiness, to give creaky voice and breathy creaky voice. (We should note here 
that the latter would be termed whispery creaky voice in laver’s system, where 
the combination of breathiness and creakiness is regarded as an impossible com-
bination.) Finally, both modal and breathy voiced vowels can occur with the 
additional extreme strident quality, mentioned above. In the case of consonants, 
voice quality contrasts have been reported for stops, nasals, liquids, and approxi-
mants. a modal versus breathy voice contrast of nasals is reported for tsonga 
and for other bantu languages of Moçambique and South africa (traill & Jackson, 
1987). breathy voiced stops are characteristic of many Indo-aryan languages 
including nepali, Gujerati, and hindi, where they may contrast with (modal) 
voiced, voiceless unaspirated, and voiceless aspirated stops. For a description of 
the contrasts of hindi, see dixit (1987, 1989).
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note that where consonants are described as having contrasting voice qualities, 
the acoustic manifestation often appears to be primarily located at the onset or 
offset of the vowel. the acoustic effect in these cases is attributed to laryngeal 
differences associated with the consonant, but affecting the initial or final portion 
of the vowel. dixit (1987) is at pains to point out that although glottal abduction 
in the voiced aspirated stop occurs about half way through the closure, the stop 
interval should not itself be regarded as different from that of the normally voiced 
stop. thus the breathy voicing, though depending on the consonant, is effectively 
realized in the following vowel. In a similar vein, traill and Jackson (1987) show 
for the breathy voiced nasals of tsonga, that the acoustic effects are mostly asso-
ciated with the vowel onset, and that vocal fold abduction for the breathy voiced 
nasal begins during the nasal consonant. In the case of creaky voiced sonorants 
in intervocalic position, there is a strong cross-linguistic tendency for the creaki-
ness to be realized in the early part of the consonant along with the final portion 
of the preceding vowel. this and other findings regarding the cross-linguistic 
distribution of creaky voiced sonorants are reviewed by Gordon and ladefoged 
(2001), who speculate that they may be motivated by the need to preserve the 
perceptually important place and manner cues of the CV transition.

It should be noted that even where vowels use contrastive breathy or creaky 
voice, the creakiness or breathiness is often localized to a portion of the vowel, 
rather than persisting throughout. as for consonants, it has been argued that such 
a tendency might also reflect a requirement to maintain other auditorily important 
aspects of particular phonological contrasts (see Steriade, 1999; Gordon & lade-
foged, 2001; Silverman 2003).

In view of these realization tendencies, it is not surprising that the phono-
logical domain of particular voice quality contrasts is not always clearcut, and 
there may be reasons for preferring to treat a particular contrast as concerning 
the vowel, the consonant, or the syllable. In the Jalapa de diaz dialect of Mazatec, 
Mexico, contrasts involving modal voice, breathy voice, and creaky voice qualities 
are found. two possible analyses are suggested by Kirk et al. (1984). one is to 
view the language as having a three-way contrast at the level of the syllable. 
alternatively, it can be viewed as having an opposition of modal and breathy 
voiced vowels, and of modal and creaky voiced consonants. For a discussion  
of the domain of the voice quality contrast in Wu Chinese, see Jianfen and  
Maddieson (1989).

as was pointed out in section 3, voice qualities differ from each other in a scalar 
rather than in a discrete way. For any given voice quality, e.g., breathy voice, it 
will occur to differing degrees across languages or even for different speakers of 
one language/dialect. Maddieson and ladefoged (1985) point out that the ratio 
of breathiness to voicing for breathy voiced segments is greater in hindi than in 
Yi and greater in Yi than in tsonga. Wayland and Jongman (2003) suggest that  
in the Chanthaburi dialect of Khmer, there is a male/female difference in where 
the vowel contrasts are located along the tense–lax continuum. Concerning cross-
speaker variation, ladefoged hypothesizes that although speakers of a single 
dialect may vary in the degree of breathiness they employ for a breathy voiced 



406 Christer Gobl and Ailbhe Ní Chasaide 

segment, all speakers produce the contrast by using different degrees along a 
continuum. thus, for a speaker with an intrinsically breathy voice, a modal versus 
breathy voiced contrast would be achieved by increasing the breathiness where 
relevant. It is therefore not surprising that attempts to find measures that allow 
classification of voice quality in absolute terms, from data illustrating linguistic 
contrasts, have tended to run into difficulty.

discussion so far has only been of cases where voice quality is considered to 
have a contrastive function, i.e., is taken to be the main phonetic feature on which 
a phonological contrast rests. differences can also occur which would not be 
considered phonologically distinctive. Classes of consonants differing in manner 
of articulation would appear to have intrinsically different voice source charac-
teristics. For a description of differences among voiced stops, fricatives, nasals, 
and laterals, see Gobl and ní Chasaide (1999b). this type of variation most likely 
reflects the supraglottal configuration and resulting aerodynamic conditions per-
taining to the different classes of segments, and as such, one would expect it to 
be universal. For much the same reasons, different classes of vowels also manifest 
rather subtler differences in their source parameters (ní Chasaide et al., 1994).

Voiceless consonants occasion more extensive perturbations of the source than 
the voiced, and this is an inevitable consequence of the devoicing gesture of the 
vocal folds. although these perturbations are large, they are often of short dura-
tion, and are essentially akin to the well-described f0 perturbations associated with 
voiceless consonants. temporally much more extensive effects also do occur in 
some cases, so that the phonatory quality of a substantial portion of a vowel may 
vary considerably in a way that reflects the voiced/voiceless nature of an adjacent 
stop. languages – and even dialects of a language – can differ considerably in 
this respect, as is illustrated by data for Swedish, english, French, and German 
in ní Chasaide and Gobl (1993). the data of that study suggest underlying  
differences in laryngeal control that concern both the precise timing of glottal 
abduction and, in some cases, the laryngeal tension settings (see discussion in 
Gobl & ní Chasaide, 1999b).

although these noncontrastive source differences might seem relatively un-
important to the linguist concerned with the contrastive units of sound systems, 
we do need to know more about them, because they provide the baseline material 
for descriptive analyses and important insights into the production of speech. 
Furthermore, such subcontrastive features often trigger sound change. For example, 
voiced and voiceless consonants are known to have been an important historical 
source of register contrasts in vowel systems. See for example the discussion of 
the development of Khmer in Wayland and Jongman (2003).

4.1.2 The suprasegmental level Suprasegmental phenomena such as intonation, 
tone, and stress have been extensively studied, though primarily in terms of f0 
(and to a lesser degree intensity) variation. these relatively well-understood aspects 
are explicitly excluded from the present coverage. however, it is worth noting 
that when f0 and intensity vary, many other aspects of the glottal pulse are also 
likely to covary. but voice source variation plays a role in the suprasegmental 
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systems of languages quite beyond those aspects that are strictly dependent on 
f0 and intensity.

Tone among tonal languages it is not unusual to find that a particular voice 
quality is associated with specific tones. three of the seven tones of Green Mong 
(a dialect of hmong, spoken in Southeast asia) have rather similar f0 contours, 
and would appear to be primarily distinguished on the basis of phonatory quality 
(andruski & ratliff, 2000). In Mandarin tones, creaky voice appears to be often 
associated with the third low-dipping tone and the fourth falling tone (davison, 
1991; belotel-Grenié & Grenié, 2004). the yin and yang tones of Wu Chinese 
described by Jianfen and Maddieson (1989) are also characterized by specific voice 
qualities. the yang tones differ from the yin in that they employ breathy phona-
tion and begin with a lower f0 onset. See also rose (1989) on the rather different 
realizations of yin/yang tones in the Zhenhai variety of Wu.

as f0 differences tend to be associated with different voice qualities in any case, 
it is hardly surprising to find register correlates of tonal contrasts and vice versa. 
despite such correlations, many authors are at pains to point out that f0 and voice 
quality are separately controllable, and that variation in one does not allow pre-
diction of variation in the other. this point is illustrated in the cross-language data 
on tamang, naxi, and Vietnamese, presented in Michaud and Mazaudon (2006).

the link between voice quality and f0 may have historical implications, and the 
likelihood of tonal contrasts evolving from earlier voice quality contrasts has been 
discussed by Maddieson and hess (1987), Jianfen and Maddieson (1989), rose 
(1989), abramson et al. (2004), and Michaud and Mazaudon (2006).

as might be expected, there are also cases where contrasts in specific languages 
are open to competing analysis as involving primarily register or tone. See for 
example the lively debate concerning the so-called register contrast of Mon (lee, 
1983; diffloth 1985; thongkum, 1987). Maddieson and hess (1987) suggest that 
the six tones of lisu should be interpreted as a four-way tonal contrast, with a 
register contrast in two of the tones. rose (1989) argues for an interpretation of 
the yin/yang difference in tones of the Zhenhai dialect of Wu as a register contrast, 
which interacts with a three-way tonal contrast. Clearly f0 and voice quality features 
are two aspects of the voice source which can work individually or in a comple-
mentary way in the formation of tonal contrasts.

Intonation although one normally thinks of intonation in terms of pitch  
dynamics, we have argued in ní Chasaide and Gobl (2004a, 2004b) that variations 
in source parameters other than f0 contribute importantly. Figure 11.13 shows the 
dynamic variation of f0, ee and rK for the Swedish utterance “Inte i detta århun-
drade” [IntI xdEt:a o:rhøndrad@]. declination, typically thought of as the gradual 
drop in f0 in the course of an utterance, is also clearly evidenced in the declining 
strength of the glottal pulse excitation (ee) and in the increasingly symmetrical 
glottal pulse shape (rK). linguists tend to describe phrase boundaries in terms 
of phrase and boundary tones (as well as temporal features), yet voice source 
features are also important. the sharp rise in rK towards the phrase end in  
Figure 11.13, indicative of a breathy voice offset, is a typical marker of the phrase 
boundary. episodes of creakiness towards the end of the utterances are also often 
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Figure 11.13 Voice source dynamics in the Swedish utterance “Inte i detta århundrade” 
[IntI xdEt:a o:rhøndrad@].
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associated with the phrase boundaries of declarative sentences of some languages, 
such as Swedish and certain varieties of english (see Fant & Kruckenberg, 1989; 
epstein, 2003; ní Chasaide & Gobl, 2004a).

Voice source features also contribute to the prominence of accented syllables. 
the fragment in Figure 11.14 illustrates the variations in f0, ee, Fa, and rG for 
the final two words in an intonational phrase of Swedish, “stor sal” [stu:r sA:l], 
where the nuclear accent is on “sal.” note that prominence of the accented  
syllable [sA:l], is not just a matter of the salient low tone in the early part of the 
vowel, but is clearly contributed to by the tenser phonatory settings, which we 
can infer from the combination of source parameters; the high excitation strength 
(ee), the relative strengthening of the higher source components (high Fa),  
and the increase in the glottal frequency (high rG). note that the boosting of 
higher harmonics as a correlate of accentuation has been suggested in a number 
of other studies (e.g., Sluijter & van heuven, 1996; Campbell & beckman, 1997; 
Fant et al., 2002; epstein, 2003).

Further observations concerning focal stress were made by Gobl (1988), where 
source characteristics of a word were analyzed in focal, prefocal, and postfocal 
positions of an utterance. the dynamic range of the source excitation (ee) was 
considerably greater when the word was in focal position than in the other environ-
ments, being stronger for the vowel and weaker for the surrounding voiced 
consonants. this is effectively an enhancement of the vowel/consonant distinction 
in the stressed syllable. this enhancement may be even more important than 
absolute levels of the source excitation.

Some studies have focused on the possibility that high and low pitch accents 
might be differentiated by source characteristics other than pitch. Pierrehumbert 
(1989) reported source correlates of high pitch accent not otherwise found with 
high pitch, but more recently, epstein (2003) did not find consistent source  
differences between high and low pitch accented tones. this question is complex, 
due to the fact that there are in any case interactions between ƒ0 and other voice 
source parameters, which are still not well understood.

It should be emphasized that, with the possible exception of creaky episodes at 
phrase boundaries, the kinds of source correlates of intonational categories referred 
to here are not heard by the listener as changes in voice quality. Quite simply, 
within any utterance spoken with, say, modal voice, there is ongoing extensive 
modulation of source parameters as part of the utterance’s prosodic expression.

this is an essentially unresearched aspect of prosody, but as argued in ní  
Chasaide and Gobl (2004a, 2004b), a holistic approach to prosodic analysis is 
called for, where linguistic prosody – of tone or intonation – is treated as the 
dynamic, temporal variation of the entire source signal, and not just as the  
frequency of the first harmonic, ƒ0.

4.2 Paralinguistic aspects of voice source variation
Speakers use temporary shifts in voice quality to signal affect, i.e., their mood 
and emotion, as well as their attitude to the interlocutor and to the context of the 
interaction. In spoken interaction, meaning can broadly be viewed as transmitted 
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Figure 11.14 Variation in the voice source parameters ee, ra, and rG for the Swedish 
utterance fragment “stor sal” [stu:r sA:l].
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on two levels: firstly in terms of the verbal content, which can be more or less 
represented in text; secondly, in terms of the tone of voice which carries the  
affective content, and which cannot be represented in text. tone of voice can  
reinforce or run contrary to the verbal content. For example, speakers might sound 
interested or indifferent in a true reflection of their attitudes, but equally, they 
might adopt a tone of voice that signals interest in a topic which they find truly 
boring, or might feign indifference to cover a very real but controllable interest, 
anger, or other emotion. It is worth remembering that voice quality changes  
associated with extremes of emotion are likely to be involuntary, arising from 
physiological changes brought about by the emotional state itself. as such, they 
are extralinguistic and presumably universal, and do not belong to the conven-
tional, learnt system of affect signaling. Voluntary modulations of the voice to 
signal affect, though undoubtedly often rooted in the correlates of involuntary 
emotional expression, are nonetheless more prone to being conventionalized within 
a language or cultural group, and hence, less likely to be universal.

Impressionistic observations in the literature have traditionally associated specific 
voice qualities with particular affective states, e.g., for speakers of english, creaky 
voice is said to be associated with boredom, breathy voice with intimacy, whis-
pery voice with confidentiality, and harsh voice with anger (see, for example, laver, 
1980). the fact that there is little quantitative information on this important aspect 
of spoken communication mainly reflects the many technical and methodological 
difficulties such research presents (see discussion in Gobl & ní Chasaide, 2003b).

as a consequence of the inherent difficulty in obtaining reliable acoustic measures 
of the voice source, most research in the field has tended to focus on the more 
readily measurable parameters of f0, intensity, and tempo. extensive studies, carried 
out by Scherer and colleagues on the vocalization of emotion (e.g., Scherer, 1986; 
Kappas et al., 1991; Scherer et al., 2003) have provided a wealth of information 
on the variation of f0 (changes in the mean value, range, contour type, variability), 
intensity (changes in the mean value), and temporal patterning. (See also related 
research, for instance Mozziconacci, 1998, and Carlson et al., 1992.) While these 
studies yield many important insights, we still lack basic knowledge on the  
crucial dimension of voice quality. a pilot study of voice source correlates of some 
portrayed affective states (Yanushevskaya et al., 2007) highlights the fundamental 
importance of voice quality and illustrates that many source parameters differ in 
rather complex ways.

a further problem concerns the speech samples one should analyze. Most studies 
to date have focused on strong emotions such as anger, fear, joy, and sadness and 
have employed portrayals of these emotions, often by actors, of some “semantic-
ally neutral” utterances. the considerable intersubject variability frequently found 
in these studies suggests that individuals may vary not only in their style of acting/
portrayal, but also in their ability to simulate emotions. Furthermore, actors’ 
portrayals, though interesting in themselves, are likely to be quite different from 
spontaneous, naturally occurring emotions. departing from the typical paradigm, 
Campbell and Mokhtari (2003) have used a very large corpus of spontaneous 
speech, recorded for a single speaker over a number of years. Measures of naQ 
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(see section 2) illustrate that there is systematic variation of the voice source, 
depending on the relationship to the interlocutor (mother, infant, friends, etc.) 
and the nature of the interaction between them. this work has served to highlight 
the role of voice quality in providing the expressive, human dimension to the 
verbal content of utterances.

In a rather different approach, the authors and colleagues have used synthesis 
and perceptual experiments to explore the mapping of affect to voice quality. 
Parametric source-filter synthesis was used to produce stimuli differing in terms 
of voice quality. (For a full description of the basic methodology, see Gobl & ní 
Chasaide, 2003b.) a series of perception tests elicited whether and to what extent 
the different voice qualities evoke different affective colourings. each individual 
test examined a single pair of opposite affective attributes, e.g., bored/interested. 
a seven-point scale was used where 0 represented no affective colouring, and 
deviations from 0 (from –3 to +3) indicated the strength of any perceived affect. 
the full set of attribute pairs tested included relaxed/stressed, content/angry, 
friendly/hostile, sad/happy, bored/interested, intimate/formal, timid/confident, and 
afraid/unafraid.

results of an initial experiment are illustrated in Figure 11.15 (Gobl & ní  
Chasaide, 2003b), and show for each test the mean rating for each voice quality 
tested. they illustrate how altering voice quality alone can be potent in imparting 
different affective colorings to an otherwise neutral utterance. and, while offering 
broad support for traditional wisdoms, the results also suggest some refinements 
concerning the association of voice quality and affect. For example, lax-creaky 
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voice rather than creaky voice yields the highest ratings for boredom; and this 
same voice quality is here more potent than breathy voice in evoking intimacy. 
they also indicate that, rather than a one-to-one mapping of voice quality to  
affect that is typically implied, a particular quality tends to be associated with a 
cluster of (often, though not necessarily, related) affective states. So, for example, 
lax-creaky voice yields not only high ratings for bored and intimate, but also for 
relaxed and content.

Further experiments (Gobl et al., 2002; Yanushevskaya et al., 2005) have explored 
how voice quality and f0 combine in cueing affect. Pitch modulation also contributes 
to tone of voice and, as mentioned above, there is a considerable body of literature 
on the f0 correlates of certain emotions. For these experiments, in addition to the 
voice quality stimuli of the earlier tests (VQ stimuli), further stimulus sets were 
included, involving different or further modifications of the utterance used in  
the first experiment. one set ( f0 stimuli) included different affective f0 contours, 
with unchanging (modal) voice throughout. the f0 contours used were based  
on the affect-related contours provided in Mozziconacci (1995). a further group 
of stimuli included the same array of voice qualities as the first set, but this time 
each affective f0 contour was combined with one or other of the voice qualities 
( f0 + VQ stimuli).

results of these experiments showed that the f0 stimuli were rather ineffective 
in evoking affect, compared to stimuli with voice quality manipulations or a 
combination of voice quality and f0 variation. these results may explain why  
attempts to replicate affective speech in synthesis by incorporating the f0 varia-
tions described in production studies have not met with success.

this same experimental paradigm has also been used to explore cross-language/
culture differences in voice-to-affect mapping, by running the same tests on sub-
jects from different language backgrounds, including english and Japanese (see 
Yanushevskaya et al., 2006). While the associations of particular stimuli with certain 
affects were in many cases rather similar for the different language groupings, 
some striking differences did emerge. For example, a tense voice quality with a high 
and dynamically varied f0 contour was associated with indignation by english 
subjects, while for Japanese subjects this quality was associated with intimacy.

4.3 Sociolinguistic and cross-language variation
Voice quality may also have a sociolinguistic function, and serves to differentiate 
among linguistic, regional, and social groups. Supralaryngeal as well as phonatory 
features may be used to this end. as anyone who has taught a foreign language 
will attest, cross-language differences in voice quality are an important aspect of 
a convincing accent, but difficult to teach as they are virtually never described in 
the linguistic or applied linguistic literature. this can lead to cultural mispercep-
tions, as the native speaker is likely to interpret the foreigner’s voice quality in 
terms of his/her own paralinguistic system for affect or attitude signaling. the 
difference mentioned above between Japanese and english listeners serves to  
illustrate just how such misperceptions are likely to arise.
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Within a particular language or dialect group, voice quality features may demarc-
ate social subgroups. In edinburgh english a greater incidence of creaky voice is 
associated with a higher social status, whereas whispery and harsh qualities are 
linked to a lower social status (esling, 1978). Similar findings have been reported 
for Glasgow english (Stuart-Smith, 1999). In norwich, working- and middle-class 
accents are differentiated on the basis of habitual phonatory and supralaryngeal 
settings (trudgill, 1974). other social groupings may also tend towards different 
voice qualities. rose (1989) suggests that the extremely harsh “growl” mode of 
phonation found in the Zhenhai dialect of Wu Chinese differs in terms of the sex 
and age of the speaker, being least harsh for women, and most harsh for old men. 
In investigating differences which are correlated with sex and age, it is of course 
important to distinguish between truly sociolinguistic markers and differences 
which are due to laryngeal anatomy.

4.4 Extralinguistic determinants of the voice source
there are other factors which determine the quality of the voice, many of them 
beyond the control of the speaker. differences in the size, shape, and muscular 
tone of the laryngeal structures play a major role. the voices of men, women, and 
children reflect mostly anatomical differences, although intrinsic, anatomy-based 
features may be enhanced or reduced depending on the socio-cultural context. 
For example, women working and competing in a male environment may choose 
to adopt a mode of phonation more similar to that of the male. our understanding 
of the female and child voice lags behind that of the male voice. For some descrip-
tions of the female voice see Karlsson (1992), hanson (1995, 1997), holmberg  
et al. (1988), and for child versus adult male differences, see Gobl (1988).

Voice quality is also affected by the individual’s physical and mental health. 
there has been considerable study of certain acoustic correlates (mostly f0 and 
intensity) of psychiatric illnesses such as depression and schizophrenia. For a 
summary of studies on the vocal indicators of depression, see Scherer (1987). 
Pathologies of the laryngeal structures also affect vocal quality and many studies 
of the voice have been medically motivated. Figure 11.16 illustrates a number of 
source parameters ( f0, ee, ra, rK) for a female speaker with vocal fold nodules, 
as compared to a normal speaker matched for age, sex, and accent. the pathology 
appeared to be particularly associated with the initiation of voicing, where the 
vibratory cycle was grossly perturbed in a number of ways. f0 was very high, the 
glottal excitation was weak (low ee), there tended to be a considerable degree of 
dynamic leakage (high ra), and the pulse shape was generally more symmetrical 
(high rK). Probably as important as the actual values was the unstable nature of 
the glottal pulse during this initial interval, evident from the considerable pulse-
to-pulse fluctuations for all parameters. at a certain point, somewhere between 
the 10th and 20th glottal cycle, the phonatory pattern switched abruptly. f0 dropped 
by about an octave to normal values and the other source parameters indicated 
a more normal and stable glottal pulse. For further details on this study, see Kane 
and ní Chasaide (1992).
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Figure 11.16 Values of f0, ee, ra, and rK compared for a speaker with vocal fold 
nodules and a normal speaker, from the initiation of voicing (following stop release)  
in the nonsense word baa.

400

200

0

f0 (Hz)

90

80

70

60

EE (dB)

20

10

0

RA (%)

60

40

20

0

RK (%)

0 40 80 ms

Nodule Control



416 Christer Gobl and Ailbhe Ní Chasaide 

over and above the linguistic and nonlinguistic factors mentioned so far, voice 
quality also carries uniquely personal information and serves an important func-
tion in allowing us to identify speakers and tell them apart.

5 Future Research

the human voice has evolved as a vehicle for conveying many different types of 
information, and human listeners have developed the ability to detect very small, 
very subtle voice quality changes, and interpret their function. In spite of improve-
ments in recent years in the techniques for describing and modeling voice source 
variation, our abilities lag far behind what the human ear can effortlessly do. at 
this stage of play, we can but appreciate the scale and complexity of the research 
that will be needed to gain a full understanding of how the voice is used in speech 
communication. Most of the studies to date have been very limited, either in the 
quantity of data analyzed, or in the kinds of source measures made.

because the voice source simultaneously imparts information at many different 
levels, our understanding of any one aspect will depend on our grasp of the whole 
picture, so that we can properly interpret one dimension of variation relative to 
the other dimensions. to take an obvious example, cross-speaker differences are 
often quite significant, and this can be greater than the (sometimes subtle) types 
of within-speaker variations that impart linguistic or paralinguistic information.

Perhaps less obviously, we need research that spans what at the moment might 
appear to be separate fields of research. Particularly, linguistic prosody and the 
paralinguistic signaling of affect by prosody are in our view two aspects of a single 
system. although, as is usual, we have treated them here under separate headings, 
we would hold that these can only be properly understood relative to each other. 
Currently, these two aspects of spoken communication are pursued as two distinct 
entities, mostly within different disciplines. Within linguistics, the focus is mainly 
on the phonological, contrastive aspects of intonation. there is little attention to 
the role of intonation in affect signaling, even though this was seen as a central 
function of intonation in earlier linguistic treatments (e.g., o’Connor & arnold, 
1961). research on the vocal expression of affect has been largely conducted within 
psychology, taking little account of linguistic prosody. In our view, the para-
linguistic signaling of affect involves, not a separate system, but rather systematic 
modifications and enhancements to the underlying elements of linguistic prosody.

the key to understanding how these two dimensions of prosody collaborate may 
be to provide a more holistic description of voice dynamics. In most of the current 
literature, the prevailing wisdom is that linguistic prosody is about f0 dynamics, and 
paralinguistic signaling depends crucially on voice quality variation. as discussed 
above, voice source parameters vary importantly for both linguistic and paralinguis-
tic aspects of prosody. likewise, f0 dynamics contribute importantly to both. Ideally, 
we need to include in our descriptive framework how the entire source signal – f0 
and the other important source parameters – varies dynamically over time. as argued 
in ní Chasaide and Gobl (2004a), such a holistic approach will hopefully, by 
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providing a fuller understanding of the workings of linguistic prosody, also lay the 
foundations for a better understanding of paralinguistic prosody. by removing the 
unhelpful dichotomies between linguistic and paralinguistic, and between f0 and voice 
quality, we should be able to work towards a unified account of voice prosody.

Progress towards such a holistic account of prosody will inevitably depend on 
the availability of suitable analysis tools. the manual interactive techniques out-
lined in section 2, permit a fine-grained analysis of the source, but because of their 
labour-intensive nature, they are not suitable for the large-scale studies that would 
be ideally needed for progress in this field. the research agenda must therefore be 
directed not only at descriptive studies, but also at devising new techniques or 
enhancing current ones to automate the acquisition of accurate source data. Many 
new automatic algorithms have been proposed, and while they may be useful for 
estimating certain global, long-term aspects of the source, they do not yet generate 
the accuracy needed to provide the finer-grained analyses we would require for 
many purposes. Most techniques to date focus on signal processing solutions: it 
is our belief that in order to make significant progress in the area of source-filter 
decomposition, new approaches will be required which are to a greater extent 
guided by knowledge of speech production. and as in other areas of speech  
research, acoustic analysis must be supplemented by physiological experiments, 
to elucidate underlying production processes, using for example high-speed  
digital imaging of vocal fold vibration, as described by hirose (this volume).

an improved understanding of all aspects of the voice source signal and of 
how it varies in speech would open the door to many applications. the most 
immediate application of providing more expressive and potentially more flexible 
voices in speech synthesis would greatly enhance the acceptability of synthesis-
based devices. one can envisage at some future date the possibility of customized 
voices in aids for the vocally impaired, designed to match the original voice qual-
ity of the user, and allowing affect-conveying voice modulations. Furthermore, 
when reasonably accurate automatic analysis procedures become available, one 
can envisage many other applications in areas such as speaker recognition and 
verification. and with an increased understanding of the range and types of 
variation found in normal and pathological voices, such techniques might  
also facilitate more advanced methods for acoustic screening and for diagnostic 
procedures for voice disorders.
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12  Articulatory–Acoustic 
Relations as the Basis  
of Distinctive Contrasts

Kenneth n. StevenS AnD  
helen M. hAnSon

this chapter reviews the current state of the quantal/enhancement theory of 
speech production. Special emphasis is placed on new insights about the physical 
principles that lead to quantal relations between the articulatory configuration of 
the vocal tract and its acoustic output. evidence that supports these principles  
is discussed. In particular, we postulate that there are two sources of quantal 
relations, one being the principles that govern the interaction of aerodynamic 
forces with the vocal tract surfaces, and the other being the principle of coupled 
resonators. We propose that these two principles lead to (1) a natural division of 
the distinctive features into two groups, articulator-free and articulator-bound, 
and (2) natural constraints among the features within these two groups for any 
segment, such that the featural representation of a segment is rather sparse. We 
conclude by comparing quantal/enhancement theory with other theories of speech 
production and perception, and suggest areas of research that explore the con-
sequences of quantal/enhancement theory for unresolved issues in english, and 
for languages other than english.

1 The Question: How Is the Discrete Linguistic 
Representation of an Utterance Related to the 
Continuously-Varying Speech Signal?

Speech communication involves the generation of sound by a speaker and inter-
pretation of that sound by a listener. In preparation for the production of sound, 
the speaker plans the utterance in a linguistic form, one component of which is 
a concatenation of words that are organized into phrases and other units, both 
larger and smaller. the linguistic representation then initiates (possibly via the 
generation of additional intermediate representations) commands to the muscles 
that are responsible for respiration and for manipulating the various laryngeal 
and supraglottal structures. When the resulting sound reaches the ear of the  
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listener, it is processed by the peripheral auditory system and by the higher levels 
of the auditory and speech-processing system. the output of this processing forms 
the basis for lexical access and, ultimately, interpretation of the utterance.

It is assumed here that words are represented in the memory of speakers and 
listeners in terms of sequences of segments, each of which consists of a bundle 
of binary distinctive features (Jakobson, 1928). the features are distinctive in the 
sense that changing the value of one such feature in a segment within a word 
creates a different potential word that contrasts with the original word. A pair of 
words that differ only in one feature in any one of the segments is called a minimal 
pair. examples are the minimal pairs pat/bat, bait/bet, and pat/pad, where the feature 
that generates the minimal pair is in, respectively, the initial consonant, the vowel, 
and the final consonant. It is generally assumed that there is a universal set of such 
features, and any given language makes use of a subset of these universal features 
to distinguish among and define its words. the presence of features in the mental 
lexicon provides a straightforward way of defining phonological contrasts.

evidence to support the concept of features comes in part from the field of 
phonology, in which the distinctive features play a fundamental role in the phono-
logical rules that are part of the knowledge possessed by speakers of a language. 
For example, Chomsky and halle (1968) compiled a number of rules involving 
distinctive features – rules that capture phonological patterns observed in english. 
A simple example is the rule for describing the english past-tense suffix, in  
sequences like place-ed, work-ed, grabb-ed, fill-ed, and play-ed. this type of assimi-
lation is commonly characterized by postulating that the regular past-tense marker 
is voiced /d/, which assimilates voicelessness when affixed to a verb ending in 
a voiceless consonant.

Further indirect evidence for the role of distinctive features in speech comes 
from perception experiments that examine consonant confusions made by listeners 
when they identify the consonants in consonant–vowel syllables in noise and with 
band-pass filtering (Miller & nicely, 1955). the results of these experiments show 
that the patterns of confusion are organized along featural lines. In the presence 
of noise and certain types of bandpass filtering, some features are poorly identi-
fied while others are robust. Any one feature is known to be identified by a listener 
based on multiple cues; some of the cues may be masked by noise or filtering 
and others may be more robust in these environments.

If one accepts the discrete linguistic representation of words, segments, and 
features in the lexicon, one of the central problems of research in speech science 
is to model the relation between this discrete and nonvarying abstract representa-
tion and the continuously varying speech signal that is produced by a speaker. 
that is, how can the seemingly continuous signal, output by the apparently 
continuous-time articulatory system, convey both the discreteness of successive 
segments in an utterance and the discreteness of phonological contrasts? It is 
natural, then, to question whether there is some link between the inventory of 
features that languages use and the acoustics of speech production.

the first attempt to provide a connection between distinctive features and 
acoustic theories of speech production was made in 1952 by Jakobson et al. the 



426 Kenneth N. Stevens and Helen M. Hanson 

proposed distinctive features were described for the most part by perceptually 
oriented terms such as strident and mellow. Some years later, Chomsky and halle 
(1968) proposed a revision of the inventory of distinctive features with names 
oriented to articulation.

Attempts to link the discrete underlying representation to the continuous acoustic 
signal have perhaps been held up by the assumption that the vocal tract should 
be modeled as a system in which both the input and output parameters vary 
continuously. In this chapter we argue for a different view: while the positions 
and movements of the articulators (and other mechanisms), i.e., the input para-
meters, vary more or less continuously, the output parameters of the system have 
discrete aspects. Such a model provides a way to neatly link the discrete features 
to acoustics. evidence for this claim is given in the form of articulatory–acoustic 
relations that have quantal properties (section 2). In addition to providing a basis 
for discreteness in sequencing (segments), it is claimed that the quantal nature  
of the relationship between the speech production mechanism and its acoustic 
output forms the basis for the discreteness of phonological contrasts. that is, each 
distinctive feature in the universal set is assumed to be grounded in a particular 
“defining” acoustical/perceptual consequence of an articulatory configuration or 
gesture. note that we do not claim that everything in the acoustics is quantal. 
Rather, our claim is that some aspects of the system and its output (or the per-
ception of its output) are quantal, and these quantal aspects can be linked to the 
emergence of a discrete representation of features and segments in the lexicon.

Furthermore, quantal theory and the notion of defining gestures coupled with 
defining acoustic cues for each contrast do not imply invariance in the signal 
when a token of one of these contrastive categories is produced. It is well known 
that the acoustic signal is highly variable. Although it could be argued that this 
variability in speech production is evidence against universal features and even 
segments, we claim the reverse: that there exists an underlying quantalness  
combined with systematic and contextually predictable modifications, that (taken 
together) result in a highly variable acoustic speech signal that nevertheless  
successfully specifies the invariant contrastive feature categories. Because the 
modifications are systematic, the underlying discrete representation should be 
recoverable from the acoustic signal.1

there are many sources of systematic variation in the cues to distinctive feature 
contrasts. For example, the variation among speakers in vocal-tract characteristics 
such as length will result in variation of the defining acoustic correlates. In addition, 
we note in section 3 that, during the production of a word or sound in context, the 
defining gestures and acoustic correlates associated with the features of a segment 
may be weakened or even obliterated, due to overlap of gestures from adjacent 
segments or to prosodic influences. this overlap is another source of variability.

Further variability arises when additional acoustic attributes are introduced in 
certain contexts through the action of articulators other than the defining ones. Some 
of these actions may be introduced in order to enhance the perceptual contrast 
carried by the basic or defining gestures. these enhancing gestures may simply 
amplify a contrast, or may shore up a contrast that is weakened by the previously 
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mentioned overlap. It is important to note that enhancing gestures and their  
associated acoustics (1) need not be quantal in nature, (2) are not subject to  
weakening or obliteration (as are defining gestures), and (3) are not secondary in 
any way to defining gestures in the perceptual process; they simply function  
differently than defining gestures, and it is this difference that gives them their 
explanatory power. the differences between features and their defining gestures, 
on the one hand, and enhancing gestures, on the other, is crucial to understanding 
or modeling some of the phenomena we observe in speech.

It was proposed by Clements (1985) that the features of a speech segment are 
not just a simple list without structure, but are organized into a hierarchical tree 
structure. this tree structure was an attempt to account for the observed limi-
tations on types of phonological assimilation. Clements’ proposal was expanded 
by halle and Stevens (1991), who observed that an anatomical organization of 
features was also necessary to account for different phonological rules. the con-
straints imposed by the hierarchical organization of features mean that not all 
features need to be defined for every segment, resulting in “sparse” definitions 
of segments. We argue in section 2.1.4 that the features can also be organized 
according to constraints imposed by the physics of the speech-production mech-
anism. A topic for future research is to determine whether such an organization 
will converge with an organization based on phonological observations.

In sum, we suggest in this chapter a model of speech production in which:

1 the phonological representation of a word consists of a sequence of segments, 
with each segment formed by a bundle of distinctive features. Because there 
are constraints on the combinations of features that can form a bundle, the 
number of features that define each segment is sparse.

2 the features of a given language are drawn from a universal set of features, 
each of which is specified by the relationship between a defining gesture and 
an acoustic correlate; this relationship is based on the quantal nature of the 
speech production mechanism.

3 Feature-defining gestures and their associated acoustics can be imperiled by 
overlap with neighboring segments.

4 enhancing gestures, which are particular to a given language, are introduced 
to enhance contrasts or to shore up contrasts that are weakened or obliterated 
by overlap.

In our concluding remarks (section 4), we will contrast the quantal/enhancement 
theory with other models of speech production.

2 One Answer: Quantal Theory and Distinctive 
Features

Sounds produced by the vocal tract can be described in terms of a number of 
acoustic parameters which change as the positions and states of the various  
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articulators are manipulated. the articulatory structures that are controlled by 
speakers, and the states of these structures when they produce speech, appear to 
be capable of being varied through a continuous range, although there are end-
points in these movements as the structures come in contact with fixed surfaces 
or as the displacements reach the ends of their ranges. As discussed in section 1, 
the linguistic representation of speech sounds, for both speakers and listeners, is 
assumed to be based on distinctive features that (we argue) arise from certain 
discontinuities in the articulatory–acoustic relationship. In table 12.1 we give the 
set of distinctive features discussed in this chapter. We note here that these features 
are a subset of some universal set, from which are drawn the features on which any 
spoken language is based. We stress at this point that, while we may make refer-
ence to other features, our discussion will focus on english, the American dialect 
in particular, because this is a language that has been well studied. It is our belief, 
however, that the theories presented here can be extended or adjusted to apply 
to the universal set of distinctive features and all of the languages based on them.

the features in table 12.1 have been divided into two groups, the articulator-
free and articulator-bound features, as suggested by halle (1992). Features in 
either set have their origin in particular articulatory actions that give rise to basic 
acoustic and perceptual attributes. In the case of articulator-free features, the 
articulatory actions are classified in terms of the type of constriction or narrowing 
that is produced in the vocal tract, without specifying which articulator is creating 
the constriction. examples are the features [sonorant], [continuant], and [strident]. 
Articulator-bound features, on the other hand, specify which articulator forms 
the constriction, how that articulator is shaped or positioned, and the actions  

Table 12.1 A list of distinctive features discussed in this chapter. the features 
are divided into two groups, articulator-free and articulator-bound.

Articulator-free Articulator-bound

[sonorant] [high]
[consonantal] [low]
[continuant] [back]
[syllabic] [round]
[glide] [labial]
[strident] [coronal]
[delayed release] [anterior]
[spread glottis] [velar]
[constricted glottis] [nasal]

[rhotic]
[lateral]
[tense]
[stiff vocal folds]
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of other articulators which do not themselves create the constriction but which 
influence the acoustic pattern that emerges when the constriction is formed. the 
features [anterior] and [back] are examples of articulator-bound features. It should 
be said that the assignment of features to the articulator-free or articulator-bound 
categories is in flux, and remains a topic of some debate.

As briefly reviewed in section 1, various attempts have been made to link the 
distinctive features with the acoustic properties of speech production. In recent 
years a “quantal” concept of speech production has been developed (Stevens, 
1972, 1989; Stevens & Keyser, in press), showing that a feature can be defined by 
a quantal relation between an articulatory parameter and an acoustic parameter. 
As the articulatory parameter is manipulated through its range of values (and 
other parameters are kept constant), the changes in the acoustic parameter are often 
not monotonic. that is, within some regions of articulatory space, the acoustic 
parameter is relatively insensitive to articulatory change, whereas outside these 
regions the acoustic parameter is quite sensitive to articulatory change. this con-
cept is illustrated in Figure 12.1, in which one can see that setting the articulatory 
parameter to be within either of ranges I or III will result in an acoustic parameter 
with a relatively constant value, while setting the articulatory parameter to be 
within range II results in an acoustic parameter that changes rapidly as the  
arti culatory parameter moves through that range.

the property that there are articulatory regions where the acoustic attributes 
are relatively stable and other regions where the acoustics undergo significant 
changes for small articulatory differences suggests that the human vocal tract and 
its associated acoustic sources are characterized by a set of articulatory–acoustic 
“states.” It is hypothesized that these states provide some basis for the two types 
of discreteness noted in section 1, segmental and phonological. that is, as an 
articulatory structure is displaced through a range of positions or configurations 
during continuous speech, there will be points in time where acoustic discon-
tinuities or dislocations occur, and other points where there are extrema (maxima 
or minima) in some acoustic parameters such as formant frequencies. these points 
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Figure 12.1 hypothetical acoustic–articulatory relation showing two relatively stable 
regions (I and III) and a region II where there is a rapid change in an acoustic parameter 
for a relatively small change in the articulatory parameter. (From Stevens, 1989, 
copyright elsevier)
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in time can be regarded as sequential markers for segmental units. the quantal 
acoustic properties in the vicinity of these discontinuities or extrema help to define 
the features of these segmental units. the relatively stable acoustic region defines 
the acoustic and articulatory parameters for a feature, and the region where there 
is an abrupt acoustic change is a region that is avoided in the defined implementa-
tion of a feature. the acoustic attribute that is stable in such a relation between 
articulation and sound provides a “cue” to a potential listener for identifying the 
feature. For example, in the first segment of the word ben the defining acoustic 
cue for the feature [labial] is an acoustic energy burst with a particular spectrum 
shape (relatively flat in this case).

2.1 Where quantal relations come from
there are two general physical properties of the speech production system which 
generate the special kinds of articulatory–acoustic relations that give rise to the 
various distinctive features. one of these properties stems from interaction between 
airflows and pressures on the one hand and mechanical properties of articulatory 
structures on the other hand. the other physical property is the result of acoustic 
coupling between resonators. these properties will be referred to as AMI (aero-
mechanical interaction), and as ARC (acoustic resonator coupling).

Aero-mechanical interactions arise because the nature of the interaction of air-
flow with the compliant mechanical structures that form the surfaces of the vocal 
tract can change abruptly as an articulatory parameter changes continuously. As 
a result, the nature of the generated acoustic source changes abruptly. examples 
of AMIs are given in section 2.1.1.

Acoustic resonator coupling is due to the nature of the acoustic filter formed 
by the vocal-tract structures. If the structures simply formed a single cavity, e.g., 
something approximating a lossless uniform tube, the transfer function from an 
acoustic source to the vocal-tract output would vary smoothly as the length of 
the vocal tract varied or as the vocal-tract shape changed, within limits. however, 
the vocal tract, together with adjacent structures, can create several cavities that 
can be coupled and uncoupled, particularly if narrow constrictions separate these 
cavities. As individual cavities couple or uncouple the vocal-tract transfer function 
can show an abrupt discontinuity as a consequence of the rapid movement of a 
zero in it. examples of ARC are given in section 2.1.2.

the division of features into those defined by AMI and those defined by ARC 
coincide roughly with halle’s (1992, 1995) division of features into articulator-free 
and articulator-bound, respectively (table 12.1). the features that are defined by 
AMI are related largely to manner of articulation. Features that stem from ARC 
are features specifying place of articulation. Because the features in the two groups 
are defined by different physical principles (AMI vs. ARC), relations among the 
features in these groups are quite different: the articulator-free features, being based 
on aerodynamic conditions in the vocal tract, are constrained into a hierarchy, 
while there are fewer constraints among the articulator-bound features. Because 
of the various constraints among features (discussed in section 2.1.4), the featural 
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representation of any segment or feature bundle is relatively sparse, sometimes 
requiring only 4–6 features to be defined, rather than the 20 or so features that 
are used across all segments in english.

each of these two general physical principles, AMI and ARC, has several sub-
classes. In the following sections, an overview of these classes is given, using simple 
models for illustration. A more quantitative analysis of some examples drawn 
from some of these subclasses is also reviewed, together with acoustic data.

It should be noted that quantal relations have not yet been studied for all features 
that play a role in defining phonological contrasts in english, and certainly there 
is a need to examine features in other languages. For example, there are languages 
in Australia that appear to have four different “places of articulation” for coronal 
fricatives (Butcher, 2006); to account for such contrast patterns, possible quantal 
relations that include not only place of articulation but also tongue-blade shape 
need to be examined.

In addition to the quantal relations observed between articulatory and acoustic 
parameters, a similar type of quantal relation is also observed between certain 
acoustic parameters and some aspects of the auditory responses to them. that is, 
as an acoustic parameter is manipulated, there are abrupt changes in the auditory 
response for certain values of the parameter. thus the articulatory system for 
generating speech can be regarded as a generator of sounds that lead to categorical 
acoustic and perceptual properties. We do not, however, discuss acoustic–auditory 
relations in this chapter.

2.1.1 Aero-mechanical interactions (AMI) the articulator-free features listed 
in table 12.1 have their origin in abrupt changes that occur in the aerodynamics, 
and thus acoustics, of the vocal tract as the articulatory configuration changes 
smoothly. With all speech sounds, the respiratory system creates a pressure dif-
ferential between the air inside the lungs and that outside the lungs. this pressure 
differential results in airflow through the cavities that make up the vocal tract. In 
most cases speech is produced during an exhalation, i.e., when the lung pressure 
PS is positive relative to atmospheric pressure. Different configurations of the 
articulators will result in different aerodynamic conditions, as the airflow is shaped 
by factors such as whether there are constrictions, which articulators form the 
constrictions, and the nature of the constrictions.

the basic aero-mechanical interaction can be illustrated by a simple model  
in which a pressure PS, representing the subglottal pressure, is applied at one 
constricted end of a tube, as shown in Figure 12.2a. the right end represents the 
output of the model at the lips. the walls of the constricted portion of the tube, 
representing the laryngeal area, have certain physical properties that can be  
modeled by an impedance consisting of a simple acoustic compliance, mass, and 
resistance. For this simple model the air pressure in the larger volume is essentially 
atmospheric pressure. this action of creating the condition of zero pressure rela-
tive to atmospheric in the oral cavity is in effect the defining articulator action 
for the feature [+sonorant]. the defining acoustic attribute is a sound source only 
in the vicinity of the glottis. through various manipulations of the dimensions 
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of the constriction and the physical properties of the surfaces of the constriction, 
the vocal folds can be caused to respond in different ways that have different 
quantal characteristics: (1) a constriction in the airway downstream from the glottis 
is not narrow enough to produce a significant sound source due to turbulence in 
the air stream, and thus the vocal folds vibrate normally (the feature [+sonorant]); 
(2) vocal-fold vibration does not occur but aerodynamic noise is generated within 
or downstream from the constriction (the feature [+spread glottis]); or (3) the con-
striction size is reduced to zero and then released to generate a stop-like acoustic 
property corresponding to a glottal stop (the feature [+constricted glottis]). All three 
of these configurations satisfy the articulatory definition of the feature [+sonorant] 
given above. the spectrograms in Figure 12.2b show three utterances representing 
different configurations of the glottal source in a Cv syllable with the vowel [e]: 
the syllable/?e/, with an abrupt, somewhat irregular onset (left); the syllable 
/we/illustrating a glide with normal (modal) vibration (middle); and the syllable 
/he/illustrating a spread glottis (right).
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Figure 12.2 (a) A model of the basic aero-mechanical interaction, in which a tube  
is constricted at one end. the constricted portion represents the vocal folds, PS the 
subglottal pressure, Z the impedance of the vocal folds, and A the cross-sectional area 
between the folds. the lack of a narrow constriction in the larger volume means that  
the air pressure there is essentially atmospheric pressure, and is, in effect, the defining 
articulator action for the feature [+sonorant]. (b) the spectrograms show three 
utterances (produced by a male speaker) that represent different configurations  
of the glottal source in a syllable with the vowel [e]: a glottal stop, with an abrupt, 
somewhat irregular onset (left); the word/we/ illustrating a glide (middle); and the  
word /he/ illustrating a spread glottis (right).
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A greater degree of complexity is obtained if the simple model in Figure 12.2 
is expanded by introducing a second narrow constriction downstream from the 
first constriction, as in Figure 12.3a. this model can be manipulated in a number 
of different ways that lead to distinctively different acoustic outputs, all of which 
can be classified as [–sonorant]. the variable parameters (in addition to those in 
Figure 12.2a) include the dimensions of the space between the two constrictions, 
the physical properties of the walls of the second constriction, and the dimensions 
of this constriction. the quantal states that can be achieved by this configuration 
include the following: (1) the production of voiceless or voiced fricative consonants; 
(2) the production of voiceless or voiced stop consonants; (3) voiceless and voiced 
aspirated stop consonants; and (4) certain trills and taps. In addition, the place 
of articulation can be changed by adjusting the location of the constriction, as will 
be discussed in section 2.1.2. the spectrograms in Figure 12.3b illustrate two 
consonants that are [–sonorant]: a stop consonant in the syllable day (left) and a 
fricative consonant in the syllable say (right).

the contrast between the acoustic behavior for the configurations in Figures 12.2a 
and 12.3a illustrates the quantal differences between the features [+sonorant]  
and [–sonorant]. Pressure builds up behind the constriction in Figure 12.3a to 
produce turbulence noise in front of the constriction, but there is no constriction 
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Figure 12.3 (a) the simple model of Figure 12.2 is expanded by introducing a narrow 
constriction in the large volume, dividing this space into two smaller volumes. Pressure 
builds up behind the constriction to produce turbulence noise. the formation of such  
a constriction is the defining articulator action for the feature [–sonorant]. (b) the 
spectrograms illustrate two consonants that are [–sonorant]: a stop consonant in the 
syllable day (left) and a fricative consonant in the syllable say (right), produced by a 
female speaker.
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in Figure 12.2a (except for the glottal constriction). Within the configuration  
of Figure 12.3a, there is a contrast between complete closure of the constriction 
for the feature [–continuant] (stop consonant) and a narrow constriction for  
[+continuant] (fricative consonant) (Stevens, 1998; Stevens & Keyser, in press). 
this distinction between a [–continuant] segment and a [+continuant] segment  
is illustrated in Figure 12.4. For the stop consonant, there is complete closure  
and no airflow, with an abrupt release. For the fricative, on the other hand, air 
flows through the consonantal constriction as well as through the glottal opening. 
turbulence noise is generated at the consonantal constriction and also at the glottal 
constriction. For maximum noise amplitude at the consonantal constriction, its area 
should be adjusted to be roughly equal to or somewhat less than the glottal constric-
tion. this adjustment should lead to a plateau in the articulatory–acoustic relation 
that underlies the feature [sonorant] when the consonantal constriction is narrow, 
and the feature [continuant] when the constriction approaches completeness.

In some languages, [spread glottis] (sometimes called aspiration) is a distinctive 
feature, with quantal defining attributes. In those languages, the defining acoustic 
attribute is an interval of turbulence noise generated primarily at the glottis,  
ext ending past the frication noise interval for the consonant. In english, aspir-
ation is present for stop consonants in some contexts, but because [spread glottis] 
is not a distinctive feature in english, this aspiration is considered to be an enhan-
cing attribute. (See section 3 for further discussion of enhancing gestures vs. 
defining gestures.)

trills and taps are produced with the tongue blade as the active articulator, 
with its stiffness and shaping adjusted to produce the appropriate interaction 
between the airflow and the compliance and shaping of the tongue blade. these 
actions may be distinctive in some languages, but not in english.

An additional smaller set of possible quantal articulatory–acoustic relations due 
to AMI can be simulated by adding still another constriction downstream from 
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Figure 12.4 Calculated relative levels at the two constrictions in the model of Figure 12.3. 
the cross-sectional area of the glottal constriction Ag is fixed at 0.3 cm2. the level of the 
noise source at the supraglottal constriction increases from zero to a maximum in the range 
from below 0.1 to about 0.2 cm2. (From Stevens, 1998, reprinted by kind permission of 
MIt Press)
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the two constrictions in Figure 12.3a, as in Figures 12.5a and 12.5b. the inclusion 
of a third component in the vocal-tract airway with appropriate characteristics 
for each of these three components simulates the production of clicks observed 
in !Xóõ and some other African languages (traill, 1985; ladefoged and traill, 
1994). these sounds are produced with a velar closure (the second constriction 
in the model) and with an expansion of the volume of the oral cavity to produce 
a large negative pressure in this cavity, as in Figure 12.5a. Some clicks are produced 
with a complete closure of the most anterior constriction (usually with the tongue 
blade) followed by a release, whereas others are produced with this constriction 
narrowed, leading to a click with frication noise. the velar constriction is opened 
after the release of the tongue blade.

Another action is shown in Figure 12.5b, which is similar to that in Figure 12.5a, 
but with quite different dimensions and placements for the second and third 
constrictions in the model. this configuration simulates the articulatory and aero-
dynamic events for affricate consonants. In english, affricates are distinctive only 
with an alveolar-palatal place of articulation. there is also a voicing distinction 
for this affricate. Affricates are more frequent in some other languages, sometimes 
with several places of articulation, including a labio-dental place /pf/ and a dental-
alveolar place /ts/.

A spectrogram of a voiceless affricate in intervocalic position in english  
(Figure 12.5c) illustrates the sequence of acoustic events, and provides some 
insight into the articulatory sequence that gives rise to these events. the consonant 
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Figure 12.5 Addition of a second narrowing in the supraglottal cavity leads to a set  
of quantal relations, in which one of the constrictions is released later than the other. 
this configuration is the basis of the feature [delayed release]. (a) velar closure at (2),  
a further narrowing downstream at (1), and expansion of the volume between (1) and (2) 
leads to production of a click when constriction (1) is released prior to constriction (2). 
(b) the two constrictions are formed one next to the other. Constriction (1) is released 
prior to constriction (2), resulting in a noise burst followed by frication, leading to 
production of an affricate. (c) Spectrogram of a voiceless affricate in english (see text). 
(Spectrogram from Stevens, 1998, reprinted by kind permission of MIt Press)
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is produced by initially closing and then releasing the anterior constriction  
labeled (1) in Figure 12.5b. the release is characterized by an initial noise burst 
whose spectrum reflects the resonance of the cavity anterior to the initial tongue-
blade closure. In this example, the trajectory of the frequency of a spectrum  
peak following the initial noise burst reflects this movement of the front-cavity 
resonance (F3 or F4) from about 3,500 hz to about 2,300 hz. Following this phase, 
the movement of F3 becomes slower, and there is a brief interval of frication noise 
at this value of about 2,300 hz before the onset of voicing.

As suggested by the model in Figure 12.5b and by the spectrogram, two articu-
latory components appear to be involved in the production of an affricate.  
one is the articulator labeled (1) in Figure 12.5b. this articulator forms the initial 
release. the other “articulator,” which is posterior to the initial one, is shaped  
to produce the fricative portion of the release. this two-articulator group is  
apparently controlled with a single gesture from front to back, from which the 
two-component acoustic output emerges (Stevens, 1993).

the affricate consonant contrasts with both the [–continuant] stop and the 
[+continuant] fricative. the feature that specifies this contrast has been called 
[delayed release] (Chomsky & halle, 1968). A quantitative articulatory–acoustic 
specification of this feature and a clear description of a quantal articulatory–
acoustic relation are topics for future research.

2.1.2 Acoustic resonator coupling (ARC) We turn now to the second mechanism 
that is potentially responsible for quantal articulatory–acoustic relations: acoustic 
resonator coupling. As an introduction to this topic, it is noted first that the 
acoustics of the production of non-nasal vowels is usually viewed simply as the 
excitation of an all-pole transfer function by a quasi-periodic glottal source. Con-
sequently, articulatory changes simply create movements of the formants without 
abrupt acoustic changes that could potentially define a quantal articulatory–
acoustic relation. Close analysis, however, shows that there are a number of speech 
sounds, including vowels, for which the transfer function includes zeros as well 
as poles. the presence of zeros in the transfer function creates spectra that can 
exhibit abrupt changes that are potential sources of quantal relations. Four examples 
of such zero-induced relations are discussed here.

(1) A fixed cavity coupled to a variable cavity via a short, narrow tube: Non-nasalized 
vowels. the resonances of a fixed cavity (in this case, the subglottal resonances) 
are coupled through the glottis to the resonances of the vocal tract proper, as 
schematized in Figure 12.6. For an adult speaker the lowest three subglottal 
resonances are about 600 hz, 1,400 hz, and 2,100 hz, on average (Cranen & Boves, 
1987). When the vocal-tract resonances interact with those of the subglottal system, 
there can be significant modification to the spectrum expected for the vocal-tract 
resonances (hanson & Stevens, 1995). this configuration is an example of one in 
which a fixed subglottal impedance is below the glottal source, and exerts an 
influence on the transfer function of the vocal tract, particularly when a vocal-tract 
formant (i.e., a natural frequency) is close to a subglottal resonance.
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We focus first on the influence of the second subglottal resonance, F2sub. this 
second subglottal resonance contributes to a definition of the feature [back] for 
vowels. An explanation of the relation of F2sub to quantal aspects of the vowel 
feature [back] can be developed by examining the articulatory–acoustic relation 
when the articulation of a vowel is manipulated from a backed position to a 
fronted position, as in the diphthong in the word hide. If there were no acoustic 
coupling between the vocal-tract resonances and the subglottal resonances, the 
vocal tract formant F2 would rise smoothly and continuously, as in the straight 
line in Figure 12.7a. however, when there is acoustic coupling, experimental data 
and theoretical analysis show that its effect on the frequency and amplitude of 
the F2 prominence can be significant when F2 is in the vicinity of F2sub. the  
effect of the coupling on the F2 frequency is schematized in Figure 12.7a. As F2 
passes near F2sub (1,400 hz in this case), the frequency of the F2t prominence 
makes an abrupt change, as shown by the short-dashed line. there is also an 
abrupt dip in the amplitude of the F2t prominence (not shown in the figure). 
experimental data from a number of speakers show shifts of the order of 100 hz 
at this point, and dips in amplitude of several dB (Chi & Sonderegger, 2007). thus 
the frequency and ampli tude of the F2 prominence are somewhat unstable as  
the tongue-body position passes through a region in which the original F2 is close 
to F2sub. It is hypothesized that this region of F2 instability corresponds to a 
boundary that separates vowels that are [+back] from those that are [–back]. 
examination of vowel systems for several speakers of english, together with 
measurements of the subglottal resonances for those speakers, shows that F2 for 
the monophthongal vowels tends not to occur in this region (Sonderegger, 2004; 
Chi & Sonderegger, 2007).

A similar influence has been observed when F1 for a vowel is in the vicinity 
of the first subglottal resonance F1sub, which is at about 600 hz. experimental 
data show that this region of F1 tends to be avoided by vowels in english: for 
[+low] vowels, F1 is higher than F1sub, and for [–low] vowels, F1 is lower than 
F1sub (Jung & Stevens, 2007). Figure 12.7b shows formant trajectories for the word 
bide produced by a female speaker. there are two breaks indicated, in the trajec-
tories for both F1 and F2. Both of these breaks occur in the vicinity of where the 
first two subglottal resonances occur for female speakers.

Glottis

Trachea Vocal tract

Figure 12.6 tracheal resonances are coupled to vocal-tract resonances through the 
glottis, leading to acoustic effects underlying the features [low] and [back].
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Figure 12.7 (a) Calculations of the frequencies of the two poles and zero in the vicinity 
of F2 when there is coupling to the trachea through a partially open glottis. the abscissa 
(F2 with closed glottis) is the formant frequency that would exist if the glottis were 
closed and there was no acoustic coupling to the trachea. F1 and F3 are held constant  
at 400 and 2,500 hz. the frequency of the tracheal zero (F2sub) is assumed to be fixed 
at 1,400 hz. the thin straight line labeled F2 represents the pole corresponding to  
F2 with no coupling to the trachea. the heavy solid line F2t represents the pole 
corresponding to F2, shifted by the influence of the tracheal system. FtP is the tracheal 
pole. the frequency of the most prominent spectral peak (F2t) shows an abrupt jump  
in frequency (short-dashed line) when F2 is just below 1,400 hz. the long-dashed  
lines (FtP) represent the poles that are less prominent in the spectrum (adapted from 
Stevens, 1998, reprinted by kind permission of MIt Press). (b) Measured trajectories of 
F1 and F2 (and higher formants) for a female speaker saying bide. two discontinuities 
are circled representing the influence of subglottal resonances. F1sub and F2sub are at 
about 600 hz and 1,800 hz, respectively.  
(Adapted from hanson & Stevens, 1995.)
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In both of these examples relating to the features [back] and [low], a subglottal 
influence that appears to be small over much of the frequency range for F1 and 
F2 can have a strong influence on the placement of acoustic prominences cor-
responding to the vowel formants.

(2) Two variable cavities coupled by a short, narrow tube: Obstruents. A second con-
figuration that can involve rapid spectrum changes due to displacements in the 
components of pole–zero pairs is sketched in Figure 12.8a–b. A supraglottal  
narrowing results in a noise source downstream from the narrowing. Back cavity 
resonances are only weakly excited by the source, i.e., poles or natural frequencies 
associated with the back cavity are obscured by adjacent zeros. As the location 
of the constriction moves forward in the oral cavity, back-cavity resonances shift 
to the front cavity, and associated poles are no longer obscured by zeros. this 
configuration is an example of quantal relations arising from concomitant changes 
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Figure 12.8 As a supraglottal constriction shifts back in the vocal tract, back-cavity 
resonances move to the front cavity, and their poles are no longer obscured by zeros. 
this shift in cavity affiliation is indicated by the arrow linking part (a) to (b). (c) the 
spectrograms illustrate the shift of back cavity resonances to front. on the left is a 
spectrogram for the syllable [do] produced by a female speaker, and on the right is the 
syllable [go] produced by the same speaker. F2 is not prominent in the burst following 
the alveolar release, but it is following the velar release.
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of back-cavity and front-cavity lengths (e.g., from alveolar to velar consonants). 
this process in which poles and zeros are manipulated by shifting the place of 
articulation plays an important role in defining quantal aspects of place of articu-
lation for obstruent consonants.

Figure 12.8a is a schematic representation of a vocal-tract shape for an obstruent 
consonant with a constriction near the front of the vocal tract. the back-cavity 
length lba is much greater than the front-cavity length, as might be expected for 
an alveolar consonant. there is a front-cavity resonance Ff whose frequency is 
approximately c/(4lfa), where c equals the velocity of sound. For example, if  
lfa = 2.5 cm, as it might be for an alveolar stop or fricative, then Ff would be about 
3,500 hz. there is usually a strong spectrum peak at this frequency in the sound 
output, constituting an important acoustic cue for perception of place of arti-
culation. the next lowest natural frequency in Figure 12.8a, Fb, is associated with 
the cavity behind the constriction, which has a length lba. this frequency is excited 
only weakly by the turbulence noise source downstream from the constriction; 
that is, in the transfer function from source to output there is a zero that is very 
close in frequency to this back cavity resonance. If the length lfa of the front cavity 
is now increased, as in Figure 12.8b, the frequency of the front cavity resonance 
decreases. At some point during this increase in lfa, a pole Fb from the upstream 
portion of the vocal tract appears now as a downstream spectrum prominence. 
this shift of affiliation from back cavity to front is indicated by the arrow between 
Figures 12.8a and 12.8b. Another way of stating this change is that the zero that 
was formerly close to the pole at Fb in the transfer function is now shifted away 
from the pole. the prominence in the acoustic spectrum is thus shifted downwards 
in frequency. this abrupt shift in the acoustics as the length of the front cavity 
increases constitutes a “quantal” change in the output spectrum, and defines a 
change in a distinctive feature for place of articulation for an obstruent consonant 
(Stevens, 2003). If in the example given above the front-cavity length increases 
by 1 cm, and if what was Fb now becomes a front-cavity resonance, its frequency 
is c/(4 × 3.5) = 2,500 hz. this increase in lfa would put this configuration in the 
range of a velar stop or fricative instead of an alveolar consonant. therefore, there 
are clear articulatory regions which speakers can reliably use for place features, 
and other regions which speakers should avoid, and these delineate features such 
as [alveolar] or [velar]. Figure 12.8c shows spectrograms for the syllables [do] and 
[go] produced by a female speaker, illustrating the shift of back cavity resonances 
to front. on the left is a spectrogram for the syllable [do], and on the right is  
the syllable [go] produced by the same speaker. F2 is not prominent in the burst 
following the alveolar release, but it is following the velar release.

(3) A fixed cavity coupled to a variable side branch: Nasal consonants. the places of 
articulation for nasal consonants in english are similar to those for stop consonants. 
the articulatory events are not, however, identical since aerodynamic forces on 
the articulators for the [–sonorant] stop consonants have an effect on the details 
of the articulator movements (Stevens, 2001), whereas there is no increase in  
intraoral pressure for the nasals. the acoustic descriptions for the place features 
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are quite different for the two classes of consonants: nasal consonants are  
[+sonorant] with no turbulence and stop consonants are [–sonorant].

the acoustic events that define the place-of-articulation feature for a stop  
consonant are the spectral characteristics of the noise burst at the consonant  
release. For a particular place of articulation, these spectral characteristics arise 
from the abrupt excitation of a particular natural frequency (e.g., the third or 
fourth formant) at the end of a silent interval.

the model for nasal consonants is shown in Figures 12.9a–b. the connection 
between the vocal tract and the nasal cavity is represented, including the output 
at the nose and the closure in the oral cavity. two places of articulation are  
depicted: a velar nasal in Figure 12.9a and an alveolar nasal in Figure 12.9b. For 
these consonants, the front of the oral cavity is not excited during the oral closure 
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Figure 12.9 A model for nasal consonants, for two places of articulation: (a) velar,  
and (b) alveolar. (c) Spectrograms illustrating the alveolar (left) and velar (right) nasal 
consonants in intervocalic position. the F2 onset for postvocalic /n/ is lower than that 
for postvocalic /è/, indicating the larger back cavity. the high-frequency energy onset 
(above 3,000 hz) at the release for /n/ is higher than for /è/. these indicate the place 
of articulation.
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for the consonant, and direct acoustic information about the length of the front 
cavity is not available in the acoustic signal.

Defining acoustic information concerning the place of articulation for a nasal 
consonant is expected to be centered on the sequence of acoustic events that occur 
as the consonant release occurs, much like the acoustic events at the release of a 
stop consonant. For a nasal consonant, this sequence consists of the initial release 
of the consonant closure, as labeled in Figure 12.9, coordinate with the introduc-
tion of acoustic excitation of the previously quiescent front cavity (shown by the 
dashed lines in the figure). the initial release involves the rapid shifting of a zero 
in the transfer function as the opening to the front cavity is released. the front 
cavity, which was previously characterized by a coincident pole–zero pair now 
becomes acoustically excited as the zero shifts abruptly from its previous position 
that canceled the pole determined by the front-cavity resonance.

this way of describing a nasal consonant release does not propose well-specified 
quantal articulatory–acoustic relations that describe the defining acoustic attributes 
for place of articulation features. however, much as the spectral characteristics of 
the noise burst following release define the place of articulation for stops, we expect 
that spectral prominences that arise immediately following the release of nasal 
consonants will define place features for nasals. And, as for stops (and fricatives), 
we expect that the places of articulation will be delimited by regions rendered 
unstable by the rapid changes in frequency and amplitude of the prominences. 
these speculations have yet to be examined in detail. Spectrograms in Figure 12.9c 
illustrate the alveolar (left) and velar (right) nasal consonants in intervocalic position. 
the utterances are “sin over” and “sing over,” produced by a male speaker. the F2 
offset for postvocalic /n/ (at about 420 ms) is lower than that for postvocalic /è/ 
(also at about 420 ms), indicating the larger back cavity. the high-frequency onset 
(above 3,000 hz) at the release for /n/ is higher than for /è/. these differences 
following the nasal release are similar to those discussed above for stop releases.

(4) A variable cavity coupled to a fixed side branch: Nasalized vowels and approximants. 
the fourth type of vocal-tract configuration that illustrates quantal properties 
based on acoustic resonator coupling involves sonorant consonants or vowels 
with side branches in the area function (Figure 12.10a). In english, this class of 
segments consists of a rhotic consonant, a lateral consonant, and nasalization of 
a vowel. nasalization is not an attribute that is contrastive for vowels in english, 
but it occurs frequently as an “enhancing” gesture that provides cues for the 
presence of a nasal consonant. In many languages, of course, there is a distinctive 
feature [+nasal] that contrasts nasal and non-nasal vowels. A common attribute 
that distinguishes these three types of segments from non-nasal vowels is that 
the transfer function from the glottal volume-velocity source to the output volume 
velocity contains zeros as well as poles. For a non-nasal vowel, the transfer func-
tion is all-pole (ignoring the fixed zeros introduced by the subglottal resonances). 
A consequence is that the amplitudes of some formant prominences differ from 
the amplitudes that are expected for vowels. In particular, there may be some 
formant prominences that are weakened or obscured by zeros.
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In a rhotic segment in english, the zeros (together with additional poles) arise 
due to a cavity introduced in a space under the tongue blade (espy-Wilson et al., 
2000). thus in the transition between a vowel and a rhotic the shaping of the 
tongue blade creates this extra cavity, which introduces an extra pole and zero  
in addition to the already existing poles. A consequence is that acoustic energy  
in the F3 region for an adjacent vowel becomes weakened by the presence of  
this zero. the new pole appears at a lower frequency, leaving reduced energy in 
the frequency region normally occupied by F3 for a vowel. the spectrogram  
on the left of Figure 12.10b is for the word rug and illustrates the lack of energy 
in the normal F3 region.

the defining articulatory gesture for this type of rhotic can be described as a 
shaping of the tongue blade in a way that creates this extra acoustic cavity under 
the blade. the corresponding defining acoustic attribute is a weakening of the 
spectrum prominence in the F3 region, accompanied by the introduction of an 
additional spectrum peak well below the normal F3 region.
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Figure 12.10 (a) there is a continuous path between the glottis at the left and the lips 
or nostrils on the right, but over another portion of the vocal tract, there is a complete 
closure. the side branch introduces zeros and poles to the transfer function, which lead 
to abrupt changes in spectral prominences. (b) the spectrograms are for the utterances 
“rug” and “a let,” illustrating the lack of high-frequency energy for sounds produced 
with a side branch. (Spectrograms from Stevens, 1998, reprinted by kind permission of 
MIt Press)
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For the lateral consonant (in english) the deviation from an all-pole spectrum 
is achieved by a tongue-blade configuration that divides the area function into 
two unequal paths. these paths can be of unequal lengths, they can have different 
cross-sectional areas, or one of the paths can be closed (narayanan et al., 1997). 
the general influence of these deviations in the area function is again to introduce 
pole–zero pairs in the transfer function. the consequence of this type of spectrum 
perturbation, coupled in this case with a backing of the tongue body, is shown 
experimentally to be a modification of the spectrum balance of the output to 
produce a weakening of energy in the frequency range of about 1,500 to 2,500 hz 
or higher. that is, a low-frequency F2 with the next highest spectrum peak being 
somewhat above the range normally expected for vowels. As a consequence there 
is a lack of spectrum energy over a relatively wide frequency range (Prahler, 1998). 
the spectrogram on the right of Figure 12.10b is for the utterance “a let,” and 
illustrates the weakening of energy in the 1,500–2,500 hz region.

It is possible, then, with our present knowledge, to specify the defining acoustic 
attributes for rhotics and laterals, but a close link between these acoustic properties 
and well-specified quantal articulations has not been adequately worked out.

2.1.3 The enigma of [stiff vocal folds] halle and Stevens (1971) have argued 
that the voicing contrast observed for obstruent (i.e., [–sonorant]) consonants be 
represented by a feature [stiff vocal folds]. evidence to support this view is both 
physiologic (löfqvist et al., 1989) and acoustic (hanson, 2009). the feature is [+stiff 
vocal folds] for voiceless and [–stiff vocal folds] for voiced obstruents. there are 
several acoustic correlates that contribute to this contrast (Keyser & Stevens, 2006), 
but the acoustic attribute that defines the quantal distinction is the presence or 
absence of vocal-fold vibration during the obstruent interval. the defining articu-
latory attribute is the vocal-fold stiffness, as illustrated in Figure 12.11. As this 
articulatory parameter is manipulated for a given value of intraoral pressure, the 
acoustic result passes through a threshold where vibration is inhibited on one 
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Figure 12.11 Schematic representation of relation between amplitude of glottal 
vibration and stiffness of the vocal folds for three different intraoral pressures. the 
figure shows an abrupt change of glottal source amplitude at a stiffness threshold that 
depends on intraoral pressure.
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side ([+stiff vocal folds]) and facilitated on the other ([–stiff vocal folds]).2 the 
stiffness threshold depends on the intraoral pressure.

Classification of the feature [stiff vocal folds] as articulator-free or articulator-
bound is, however, a bit of a puzzle. It seems clear that the quantal nature of the 
feature is based on AMI principles. however, while other AMI-based features  
are easily seen to be articulator-free, [stiff vocal folds] better fits the definition of 
articulator-bound: a particular articulator and its action are specified. Furthermore, 
in terms of constraints among features, it behaves more like the articulator-bound 
features, in that it is not strongly constrained by the aerodynamic state of the 
vocal tract; any of the [–sonorant] sounds can include the feature [stiff vocal folds]. 
We have thus included [stiff vocal folds] in the articulator-bound column of  
table 12.1.

2.1.4 A proposed hierarchy of features When the vocal tract is in a particular 
aerodynamic state, there are constraints on the additional aerodynamic events 
that can occur. (to some extent there are also constraints on the articulator-bound 
features.) For example, the feature [+continuant] (as we have defined it in section 
2.1.1) can only be implemented in segments that are [–sonorant]. this example 
and others suggest that there is a natural hierarchy of the articulator-free features, 
such that specification of a feature that is low in the hierarchy implies specifica-
tion of the features above it in the hierarchy. In an examination of the articulator-
free features, from the point of view of the quantal acoustic and aerodynamic 
aspects, the feature [sonorant] is at the top of one branch of such a hierarchy.  
A possible hierarchy is illustrated in Figure 12.12, with the [+sonorant] branch of 
the tree in Figure 12.12a and the [–sonorant] branch in Figure 12.12b. the need 
for specification of features like [continuant], [strident], or [delayed release] is 
dependent on the value of the feature [sonorant]. For [+sonorant], those three 
features need not be specified. For [–sonorant], [continuant] would need to be 
specified, but specification of [delayed release] is dependent on the value of 
[continuant], and so forth, leading to a sparse specification of the articulator-free 
features for a segment. We emphasize that the hierarchy in Figure 12.12 is specu-
lative, and is included here only for illustrative purposes. But we believe that  
the general idea behind this hierarchy, which is based on the physics of speech 
production, bears further study.

Because their definitions are based on aero-mechanical interactions, the articulator-
free features are particularly constrained. Specification of the articulator-bound 
features, on the other hand, is less constrained, although which features need to 
be specified will depend to some extent on values of the articulator-free features. 
For example, in english the features [high], [low], and [back] are only specified 
for [+sonorant] sounds, and usually only for vowels (i.e., [–glide] according to 
the hierarchy in Figure 12.12). Also in english, the features [nasal], [rhotic], and 
[lateral] form a cluster of features that are only specified when the articulator-free 
feature [+consonantal] is specified. Another cluster of features in english is com-
prised of [labial], [coronal], [anterior], and [velar], which are only specified for 
[–sonorant] segments. Further constraints may occur within some of these clusters; 
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for example, specification of [anterior] implies the feature [+coronal], while  
[–labial] and [–velar] do not need to be specified when [anterior] is given.

the sparseness of a feature-based representation is illustrated in table 12.2.  
the word seem is represented by three segments, or three bundles of features. For 
each segment there is a list of several features, some articulator-free and some 
articulator-bound. the initial segment is [–sonorant, +continuant, +strident, +stiff 
vocal folds, +anterior]. however, since the feature [strident] implies [–sonorant] 
and [+continuant], it is not necessary to specify those features. With regard to the 
articulator-bound features in the first segment, the feature [+strident] implies a 
tongue-blade consonant, and the feature [+anterior] unambiguously specifies the 
place of articulation (at least in english). the second segment is a vowel with the 
articulator-free feature [–glide], from which the feature [+sonorant] can be implied. 
the articulator-bound features [–back], [+high], and [+tense] identify the vowel, 
since [+high] is automatically [–low]. In addition, these three articulator-bound 
features imply the articulator-free feature [–glide], because the features [high] and 
[low] are only specified for vowels. For the final segment, the articulator-free 
segment feature is [–syllabic], and this places limits on the articulator-bound 
features, one of which is [+nasal]. this feature requires a place designation, which 
in this case is [+labial].]

Figure 12.12 A possible hierarchy of articulator-free features, based on principles of 
aero-mechanical interactions. (a) the [+sonorant] branch; (b) the [–sonorant] branch.
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the hierarchies discussed here are based on articulatory–acoustic relations that 
underlie the quantal-enhancement theory. other feature hierarchies, or adjustments 
of the feature inventories, have been proposed based on the patterns of features that 
play a role in phonological rules across languages. one example, proposed by halle 
(2005), is to add to the inventory of features a set of unary features that specify a 
list of designated articulators. he shows the role of these features in several phono-
l ogical rules. Still other hierarchies might emerge from models of human processing 
of speech – models that propose strategies used by listeners in uncovering infor-
ma tion about features and lexical items from the acoustic signal and by speakers 
in the planning of utterances. A topic for future research is to examine the relations 
between these various hierarchies, and hopefully to bring together the disciplines 
of phonology, acoustic phonetics, and human speech production and perception.

3 Enhancement and Overlap: Introducing Variation 
to the Defining Acoustic Cues

Quantal theory seeks to explain why the inventory of distinctive features that 
make up the phonological contrasts in the languages of the world is what it is. 
It is not intended to be the principal basis of a model that describes how human 
listeners extract words from continuous speech or how speakers generate running 
speech. the surface representation of words and word sequences includes not 
only the feature-defining acoustic and articulatory attributes but also an array of 
articulatory gestures (and their acoustic consequences), including prosodic events, 
that enhance the perceptual saliency of the defining attributes.

there are two general ways in which enhancement gestures may be added to 
a defining gesture for a particular feature in a language: (1) An articulatory gesture 
is superimposed on the defining gesture, and thereby enhances the perceptual 
saliency of the defining attribute. In effect, the acoustic attribute resulting from 
the enhancing gesture increases the perceptual distance between the feature and 
other features for which the attributes (or cues) might be similar (liljencrants & 
lindblom, 1972; Diehl, 1991). (2) A new acoustic attribute is introduced that is 

Table 12.2 Distinctive feature bundles that are required for the lexical represen-
tation of the word seem.

/s/ /i/ /m/

+strident –glide –syllabic
+stiff vocal folds –back +nasal
+anterior +high +labial

+tense
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separate from the defining acoustic attribute for the feature. this new attribute 
introduces new perceptual cues for the feature.

An example of the first type of enhancement in english is the rounding of the 
lips in the production of /S/. this rounding tends to lower the natural frequency 
of the front portion of the vocal tract, causing the frequency of the lowest major 
spectrum prominence in the fricative spectrum to be in the F3 range, well below 
the F4 or F5 range for the lowest spectrum prominence for the contrasting fricative 
consonant /s/. other examples can be observed in vowels. In a five-vowel system, 
the nonlow back vowels are often produced with lip rounding, presumably to 
enhance the contrast with vowels having the feature [–back] (Keyser & Stevens, 
2006). Similarly, the nonlow front vowels are often produced with lip spreading, 
thereby enhancing the acoustic attribute that defines [–back]. these enhancements 
are usually implemented for all contexts in which the feature appears.

For the second type of enhancement, the additional perceptual cues for a feature 
can depend on the context in which the feature occurs. this type of enhancement 
is introduced in regions of the speech signal that are adjacent to the times when 
the defining acoustic attributes for the feature appear, rather than being super-
imposed on the defining attributes. A typical example of this second type of 
enhancement is the frequency of F2 or its movement immediately after the release 
burst of a stop consonant. the voicing feature for obstruent consonants in english 
is enhanced by several kinds of cues, including the increased fundamental fre-
quency in a vowel following a voiceless obstruent, or the aspiration that occurs 
in the initial part of a vowel that follows a voiceless stop consonant. A number 
of enhancements of this kind are discussed in Keyser and Stevens (2006).

the ubiquitous presence of these enhancements of defining attributes for features 
is evidence for redundancy in the acoustic manifestations of individual features. 
this redundancy helps to provide additional cues for the listener, particularly in 
running speech, in which there is likely to be overlap of articulatory gestures for 
some features. often this overlap can cause masking or obliteration of the defining 
properties for a feature. enhancement cues can help to provide the listener with 
additional cues. Although particular quantal articulatory–acoustic relations form 
the basis for the existence of phonological contrasts or features, the listener is 
often provided with enhancements which are no less important for perception 
than are defining aspects.

the quantal approach to distinctive contrasts is not proposed to extend to 
contrasts between prosodic categories of prominences and constituents, which 
provide structural information to listeners at both the phrase and word levels of 
an utterance. the articulatory–acoustic relations that lead to definitions of features 
have to do with “target” acoustic attributes, and never time-varying parameters 
or trajectories, such as f0 movements, durations, or formant movements. these 
time-varying parameters, however, can certainly qualify as enhancements. An 
interesting question is how to handle the fact that some acoustic attributes have 
been treated as cues to both prosodic and segment-level contrasts, including,  
e.g., the generally accepted correlates of duration, f0, and vowel amplitude.



 Articulatory–Acoustic Relations 449

thus, in quantal/enhancement theory, prosodic aspects of spoken utterances, 
which generally involve time or time variation, are considered to be enhancing, 
and are therefore not necessarily based on a quantal relationship between acoustics 
and articulation. on the other hand, duration and f0 have also been considered to 
be segment-level contrastive cues, i.e., to vowel length and tone, respectively. An 
approach to these two phenomena that is more consistent with quantal/enhancement 
theory views vowel length and lexical tone as word-level prosodic phenomena, 
rather than as cues to segmental contrasts. thus, inspired by recent work of okobi 
(2006), we suggest that duration and f0 at the word level might be regarded as an 
aspect of word-level prosody or lexical stress, rather than as contras tive segmental 
features, and that they may operate very differently in different language systems. 
that is, it might make sense to consider f0 and duration to be word-level prosodic 
cues, even in cases where they have traditionally been considered to be features 
of segments. For example, in tone languages, rather than consider that the tones 
are features that are specified for segments, the tones could be word-level prosodic 
events that result in words with contrastive meanings. Similarly, vowel duration 
contrasts might be cues to contrasts in lexical stress (e.g., based on differences in 
number of moras) rather than to feature contrasts at the segmental level (see, for 
example, Clements & Keyser, 1983).

4 Concluding Remarks

4.1 Other models of speech processing
there are other models of speech production and perception that propose some-
what different approaches toward the representation of phonetic or phonological 
units. In common with the quantal/enhancement model proposed here, these 
models also provide ways of accounting for the variability in the relation between 
the apparently continuous properties of the acoustic signal and the more discrete 
phonological units. In one such model, the inventory of units is expanded to a 
set of “phones,” in which the variation of a given phonological unit in different 
contexts is represented by several different “allophones” (see, for example, 
o’Shaughnessy, 2000). For example, the voiceless stop consonant /p/ might be 
represented by an aspirated /p/ in some contexts and an unreleased /p/ in other 
contexts. By expanding the inventory of allophones, this kind of representation 
captures some of the acoustic variability that occurs in the surface acoustic rep-
resentation of particular segmental units. this allophonic approach, however, 
contains little theoretical underpinning that estimates the inventory of phones 
that may be necessary. the selection of allophones is based largely on listener 
judgments; because it is not tied to distinctive contrasts, the set often varies  
considerably from one study to the next.

Another model has been proposed to account for certain types of variability 
that occur in the production of coronal consonants (lahiri and Reetz, 2002). For 
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example, if the word ben discussed above occurred in a sequence “ben goes . . . ,” 
one might imagine that /n/ could be represented by an alternative pronunci-
ation as beng, or, as proposed by lahiri and Reetz (2002), coronal consonants 
might be represented lexically as underspecified. that is, this place of articu-
lation could be regarded as a kind of default place. this approach may have  
merit for coronals in certain contexts (e.g., in syllable-final stop consonants),  
although it is not clear what advantage it might have for other contexts. Another 
approach that is oriented more to articulatory units represents an utterance  
in terms of inventories of articu latory gestures (Browman & Goldstein, 1992). this 
method of representation provides a way of accounting for the various kinds  
of gestural overlap that result in variability of the speech signal in various pho-
netic and prosodic contexts. It is based on the premise that a listener has the 
capacity to interpret the signal in terms of the articulatory gestures that produced 
it. the details of the process whereby this process is carried out have not been 
spelled out.

the quantal/enhancement approach has elements of both the “phone” model 
and the articulatory-oriented model. the units of representation in the speaker-
listener are distinctive features, as noted above. these features are universal,  
and are defined by quantal relations based on both articulatory descriptions and 
the corresponding acoustic consequences. A “segment” consists of a bundle of 
distinctive features, but these features are independent of the context. however, 
in different contexts the distribution of acoustic cues for the individual features 
may be different. Almost always, however, some of these cues for the features that 
define a segment are still present, while others may be weakened or obliterated. 
In most cases, it appears that enough information remains in these cues to permit 
the features to be identified.

Still another component of human speech perception is emphasized in research 
on an “indexical” model, which is based on the observation that the perception 
of an utterance by a listener can be influenced by the listener’s knowledge of the 
speaker (see, for example, luce & Mclennan, 2005, for a discussion). In terms of 
the quantal/enhancement model proposed here, this observation emphasizes the 
importance of the fact that the defining acoustic attribute for a distinctive feature 
as produced by a particular speaker may depend on the speaker’s anatomical 
details. More importantly, however, the details of the enhancing attributes attached 
to a feature are probably more speaker dependent.

4.2 Problems for future research
the quantal/enhancement theory proposed here appears to provide a physical 
basis for a number of distinctive features, both articulator-free and articulator-
bound. however, there are a number of features for which defining attributes 
have not been clearly worked out. In english, these include the features [high], 
[glide], and the feature [tense] for vowels (sometimes called advanced tongue 
root, or AtR). Many features that define contrasts in other languages have yet  
to be examined within the quantal/enhancement framework. these include  
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the pharyngeal consonants, features that define different tongue-blade shapes  
as well as several places of articulation, and others. this research requires that the 
quantal relations be defined, and that enhancing gestures for each feature be 
catalogued. this exercise could lead to some modification or revision of some 
classical invento ries of features.

Another topic that has received considerable attention from phonologists, but 
not from an acoustical and aerodynamic point of view, is research on the study 
of the hierarchical organization of features. In the formulation of feature geometries 
it could be worthwhile to examine the classification of features based on acoustic 
and aerodynamic observations in addition to the role of features in assimilation 
processes. For example, in section 2.1.2 there is a collection of the features [lateral], 
[rhotic], and [nasal], on the grounds that all of these features are [+consonantal, 
+sonorant, and +coronal] (if only the coronal nasal is included). All of these seg-
ments come together since their articulatory description involves a side branch 
in the area function and the common quantal acoustic attribute is the action of 
zeros in the transfer function. one might ask if the segments in this group play 
a role in some assimilation process.

While aerodynamics and acoustics have helped to provide a basis for phono-
logical contrasts in language, they have been less successful in providing a  
framework for quantifying the role of prosody in human speech production  
and percep tion. As has been noted in this chapter, prosody clearly provides  
additional cues to a listener, but these are different from the defining attributes 
for features. Prosody is concerned with temporal or time-varying properties  
rather than “target” attributes. one might hope, however that with future re-
search these two sides of human speech production and perception might  
be brought closer together with quantitative tools of acoustics, physiology, and 
aerodynamics.

noteS

Development of some of the concepts in this chapter has profited from discussions  
with nick Clements, Morris halle, and Jay Keyser, whose insights we acknowledge with 
thanks. We are greatly indebted to Xuemin Chi for her assistance in the generation of the 
figures. We also thank Stefanie Shattuck-hufnagel for valuable discussion and comments 
on earlier versions of this manuscript. this research was supported in part by nIh grant 
DC-00075.
1 the question of how a listener disentangles and uses variability in the speech signal 

to extract the discrete linguistic representation has been addressed by Stevens (2005).
2 like many distinctive features, there are several acoustic attributes that contribute  

to listener perception of the contrasts described here. Usually one of these attributes 
exhibits a clear quantal articulatory–acoustic relationship. other attributes (called  
enhancements) may contribute to perception of the contrast in some contexts, and do 
not exhibit quantal characteristics. See section 3 on enhancement; also Keyser and 
Stevens (2006) and Stevens and Keyser (in press).
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13  Aspects of Auditory 
Processing Related to 
Speech Perception

BRiAn C. J. MooRe

1 Introduction

This chapter reviews selected aspects of auditory processing, chosen because they 
play a role in the perception of speech. The review is concerned with relatively 
basic processes, many of which are strongly influenced by the operation of the 
peripheral auditory system and which can be characterized using simple stimuli 
such as pure tones and bands of noise. Although there are certainly specialized 
brain mechanisms for speech perception, the initial analysis of speech and non-
speech sounds is probably similar, with many processes being shared between 
the two. it turns out that the resolution of the auditory system in frequency and 
time, as measured in psychoacoustic experiments, usually markedly exceeds the 
resolution necessary for the identification or discrimination of speech sounds. 
This partly accounts for the fact that speech perception is robust, and resistant to 
distortion of the speech and to background noise.

2 Frequency Selectivity

2.1 The concept of the auditory filter
Frequency selectivity refers to the ability to resolve the sinusoidal components in 
a complex sound, and it plays a role in many aspects of auditory perception, 
including the perception of loudness, pitch, and timbre. Fletcher (1940), following 
Helmholtz (1863), suggested that frequency selectivity can be modeled by con-
sidering the peripheral auditory system as a bank of bandpass filters, with over-
lapping passbands. These filters are called the “auditory filters.” Fletcher thought 
that the basilar membrane within the cochlea provided the basis for the auditory 
filters, and this view is widely accepted. each location on the basilar membrane 
responds to a limited range of frequencies, so each different point corresponds to 
a filter with a different center frequency.
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Frequency selectivity can be most readily quantified by studying masking, which 
is the process by which the threshold of audibility for one sound is raised by the 
presence of another (masking) sound. The following assumptions are made about 
the process of detecting a sinusoidal signal in a broadband noise background:

1 The listener makes use of an auditory filter with a center frequency close to that 
of the signal. This filter passes the signal but removes a great deal of the noise.

2 only the components in the noise which pass through the filter have any effect 
in masking the signal.

3 The threshold for detecting the signal is determined by the amount of noise 
passing through the auditory filter; specifically, threshold is assumed to  
correspond to a certain signal-to-noise ratio at the output of the filter.

This set of assumptions is known as the “power spectrum model” of masking 
(Patterson & Moore, 1986), since the stimuli are represented by their long-term 
power spectra, i.e., the short-term fluctuations in the masker are ignored. Although 
the assumptions of the model are not always valid (Moore, 2003a), stimuli can 
be found for which the assumptions are not strongly violated.

The question considered next is “What is the shape of the auditory filter?” in 
other words, how does its relative response change as a function of the input 
frequency? Most methods for estimating the shape of the auditory filter at a given 
center frequency are based on the assumptions of the power spectrum model of 
masking. The threshold of a signal whose frequency is fixed is measured in the 
presence of a masker whose spectral content is varied. it is assumed, as a first 
approximation, that the signal is detected using the single auditory filter which 
is centered on the frequency of the signal, and that threshold corresponds to a 
constant signal-to-masker ratio at the output of that filter. The methods described 
below both measure the shape of the filter using this technique.

2.2 Psychophysical tuning curves
one method of measuring the shape of the auditory filter involves a procedure 
which is analogous in many ways to the determination of a neural tuning curve, 
and the resulting function is called a psychophysical tuning curve (PTC). To  
determine a PTC, the signal is fixed in level, usually at a very low level, say,  
10 dB above absolute threshold (called 10 dB Sensation Level, SL). The masker 
can be either a sinusoid or a narrow band of noise.

For each of several masker frequencies, the level of the masker needed to just 
mask the signal is determined. Because the signal is at a low level it is assumed 
that it produces activity primarily at the output of a single auditory filter. it is 
assumed further that at threshold the masker produces a constant output power 
from that filter, in order to mask the fixed signal. Thus the PTC indicates the 
masker level required to produce a fixed output power from the auditory filter 
as a function of frequency. normally a filter characteristic is determined by plot-
ting the output from the filter for an input varying in frequency and fixed in level. 
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However, if the filter is linear the two methods give the same result. Thus,  
assuming linearity, the shape of the auditory filter can be obtained simply by 
inverting the PTC. examples of some PTCs are given in Figure 13.1.

one problem in interpreting PTCs is that, in practice, the listener may use the 
information from more than one auditory filter. When the masker frequency is 
above the signal frequency, the listener might do better to use the information 
from a filter centered just below the signal frequency. if the filter has a relatively 
flat top, and sloping edges, this will considerably attenuate the masker at the 
filter output, while only slightly attenuating the signal. By using this filter the 
listener can improve performance. This is known as “off-frequency listening” or 
“off-place listening,” and there is good evidence that humans do indeed listen 
“off-frequency” when it is advantageous to do so (Johnson-Davies & Patterson, 
1979; o’Loughlin & Moore, 1981b). The result of off-frequency listening is that 
the PTC has a sharper tip than would be obtained if only one auditory filter were 
involved (o’Loughlin & Moore, 1981a).

Another problem with PTCs is that they can be influenced by the detection of 
beats, which are amplitude fluctuations caused by the interaction of the signal 
and the masker. The rate of the beats is equal to the difference in frequency of 

Figure 13.1 Psychophysical tuning curves (PTCs) determined in simultaneous masking, 
using sinusoidal signals at 10 dB SL. For each curve, the solid circle below it indicates 
the frequency and level of the signal. The masker was a sinusoid which had a fixed 
starting phase relationship to the 50 ms signal. The masker level required for threshold 
is plotted as a function of masker frequency on a logarithmic scale. The dashed line 
shows the absolute threshold for the signal. (Data from Vogten, 1978)
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the signal and masker. Beats with a low rate are more easily detected than beats 
with a rate above about 120 Hz (Kohlrausch et al., 2000), and slow beats provide 
a detection cue which results in an increase in the masker level required for 
threshold for masker frequencies adjacent to the signal frequency. This results in 
a PTC which has a sharper tip than the underlying auditory filter (Kluk & Moore, 
2004). This sharpening effect is greatest when a sinusoidal masker is used, but it 
occurs even when the masker is a narrowband noise (Kluk & Moore, 2004).

2.3 The notched-noise method
Patterson (1976) described a method of determining the auditory filter shape which 
limits off-frequency listening and appears not to be influenced by beat detection. 
The method is illustrated in Figure 13.2. The signal (indicated by the bold vertical 
line) is fixed in frequency, and the masker is a noise with a spectral notch centered 
at the signal frequency. The deviation of each edge of the notch from the center 
frequency is denoted by ∆f. The width of the notch is varied, and the threshold of 
the signal is determined as a function of notch width. Since the notch is symmetric-
ally placed around the signal frequency, the method cannot reveal asymmetries 
in the auditory filter, and the analysis assumes that the filter is symmetric on a 
linear frequency scale. This assumption appears to be reasonable, at least for the 
top part of the filter and at moderate sound levels, since PTCs are quite sym-
metric around the tips. For a signal symmetrically placed in a notched noise, the 
optimum signal-to-masker ratio at the output of the auditory filter is achieved 
with a filter centered at the signal frequency, as illustrated in Figure 13.2.
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Figure 13.2 Schematic illustration of the technique used by Patterson (1976) to 
determine the shape of the auditory filter. The threshold of the sinusoidal signal 
(indicated by the bold vertical line) is measured as a function of the width of a spectral 
notch in the noise masker. The amount of noise passing through the auditory filter 
centered at the signal frequency is proportional to the shaded areas.
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As the width of the spectral notch is increased, less and less noise passes through 
the auditory filter. Thus the threshold of the signal drops. The amount of noise 
passing through the auditory filter is proportional to the area under the filter in 
the frequency range covered by the noise. This is shown as the shaded areas in 
Figure 13.2. Assuming that threshold corresponds to a constant signal-to-masker 
ratio at the output of the filter, the change in signal threshold with notch width 
indicates how the area under the filter varies with ∆f. The area under a function 
between certain limits is obtained by integrating the value of the function over 
those limits. Hence by differentiating the function relating threshold to ∆f, the 
relative response of the filter at that value of ∆f is obtained. in other words, the 
relative response of the filter for a given deviation, ∆f, from the center frequency 
is equal to the slope of the function relating signal threshold to notch width, at 
that value of ∆f.

A typical auditory filter derived using this method is shown in Figure 13.3.  
it has a rounded top and quite steep skirts. The sharpness of the filter is often 

Figure 13.3 A typical auditory filter shape determined using the notched-noise 
method. The filter is centered at 1 kHz. The relative response of the filter (in dB)  
is plotted as a function of frequency.
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specified as the bandwidth of the filter at which the response has fallen by a  
factor of two in power, i.e., by 3 dB. The 3 dB bandwidths of the auditory filters 
derived using the notched-noise method are typically between 10 and 15 percent 
of the center frequency. An alternative measure is the equivalent rectangular 
bandwidth (eRB), which is the bandwidth of a rectangular filter which has the 
same peak transmission as the filter of interest and which passes the same total 
power for a white noise input. The eRB of the auditory filter is a little larger  
than the 3 dB bandwidth. in what follows, the mean eRB of the auditory filter 
determined using young listeners with normal hearing and using a moderate 
noise level is denoted eRBn (where the subscript n denotes normal hearing). An 
equation describing the value of eRBn as a function of center frequency, F (in Hz), 
is (Glasberg & Moore, 1990):

eRBn = 24.7(0.00437F + 1) (1)

Sometimes it is useful to plot psychoacoustical data on a frequency scale  
related to eRBn, called the eRBn-number scale. For example, the value of eRBn 
for a center frequency of 1 kHz is about 132 Hz, so an increase in frequency  
from 934 to 1,066 Hz represents a step of one eRBn-number. A formula relating 
eRBn-number to frequency is (Glasberg & Moore, 1990):

eRBn-number = 21.4 log10(0.00437F + 1), (2)

where F is frequency in Hz. each one-eRBn step on the eRBn-number scale  
corresponds approximately to a constant distance (0.9 mm) along the basilar 
membrane (Moore, 1986). The eRBn-number scale is conceptually similar to the 
Bark scale (Zwicker & Terhardt, 1980), which has been widely used by speech 
researchers, although it differs somewhat in numerical values. The eRBn-number 
scale appears to give a more accurate representation of auditory frequency selec-
tivity at low frequencies than the Bark scale or the Mel scale (a scale of subjective 
pitch that has also been used by speech researchers; Moore & Sek, 1995).

The notched-noise method has been extended to include conditions where the 
spectral notch in the noise is placed asymmetrically about the signal frequency. 
This allows the measurement of any asymmetry in the auditory filter, but the 
analysis of the results is more difficult, and has to take off-frequency listening 
into account (Patterson & nimmo-Smith, 1980). it is beyond the scope of this 
chapter to give details of the method of analysis; the interested reader is referred 
to Patterson and Moore (1986), Moore and Glasberg (1987), Glasberg and Moore 
(1990, 2000), Rosen et al. (1998) and Unoki et al. (2006). The results show that the 
auditory filter is reasonably symmetric at moderate sound levels, but becomes 
increasingly asymmetric at high levels, the low-frequency side becoming shallower 
than the high-frequency side. The filter shapes derived using the notched-noise 
method are quite similar to inverted PTCs (Glasberg et al., 1984), except that PTCs 
are slightly sharper around their tips, probably as a result of off-frequency listen-
ing and beat detection.
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2.4 Masking patterns and excitation patterns
in the masking experiments described so far, the frequency of the signal was held 
constant, while the masker was varied. These experiments are most appropriate 
for estimating the shape of the auditory filter at a given center frequency. However, 
in many experiments the masker was held constant in both level and frequency 
and the signal threshold was measured as a function of the signal frequency. The 
resulting functions are called masking patterns or masked audiograms.

Masking patterns show steep slopes on the low-frequency side (when the signal 
frequency is below that of the masker), of between 55 and 240 dB/octave. The 
slopes on the high-frequency side are less steep and depend on the level of the 
masker. Figure 13.4 shows a typical set of results, obtained using a narrowband 
noise masker centered at 410 Hz, with the overall masker level varying from  
20 to 80 dB SPL in 10 dB steps (data from egan & Hake, 1950). notice that on  
the high-frequency side the curve is shallower at the highest level. Around the tip 
of the masking pattern, the growth of masking is approximately linear; a 10 dB 
increase in masker level leads to roughly a 10 dB increase in the signal threshold. 
However, for signal frequencies well above the masker frequency, in the range 

Figure 13.4 Masking patterns for a narrow-band noise masker centered at 410 Hz. 
each curve shows the elevation in threshold of a pure-tone signal as a function of  
signal frequency. The overall noise level in dB SPL for each curve is indicated in the 
figure. (Data from egan & Hake, 1950)
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from about 1,300 to 2,000 Hz, when the level of the masker is increased by 10 dB 
(e.g., from 70 to 80 dB SPL), the masked threshold increases by more than 10 dB; 
the amount of masking grows nonlinearly on the high-frequency side. This has 
been called the “upward spread of masking.”

The masking patterns do not reflect the use of a single auditory filter. Rather, 
for each signal frequency the listener uses a filter centered close to the signal 
frequency. Thus the auditory filter is shifted as the signal frequency is altered. 
one way of interpreting the masking pattern is as a crude indicator of the exci-
tation pattern of the masker (Zwicker & Fastl, 1999). The excitation pattern is a 
representation of the effective amount of excitation produced by a stimulus as a 
function of characteristic frequency (CF) on the basilar membrane (the CF is the 
frequency to which a given place on the basilar membrane is most sensitive), and 
is plotted as effective level (in dB) against CF. in the case of a masking sound, 
the excitation pattern can be thought of as representing the relative amount of 
vibration produced by the masker at different places along the basilar membrane. 
The signal is detected when the excitation it produces is some constant proportion 
of the excitation produced by the masker at places with CFs close to the signal 
frequency. Thus the threshold of the signal as a function of frequency is propor-
tional to the masker excitation level. The masking pattern should be parallel to 
the excitation pattern of the masker, but shifted vertically by a small amount. in 
practice, the situation is not so straightforward, since the shape of the masking 
pattern is influenced by factors such as off-frequency listening, the detection of 
beats and combination tones (Moore et al., 1998; Alcántara et al., 2000) and by 
the physiological process of suppression (Delgutte, 1990).

Moore and Glasberg (1983b) have described a way of deriving the shapes of exci-
tation patterns using the concept of the auditory filter. They suggested that the exci-
tation pattern of a given sound can be thought of as the output of the auditory 
filters plotted as a function of their center frequency. To calculate the excitation 
pattern of a sound, it is necessary to calculate the output of each auditory filter 
in response to that sound, and to plot the output as a function of the filter center 
frequency. The characteristics of the auditory filters are determined using the 
notched-noise method described earlier. Figure 13.5 shows excitation patterns 
calculated in this way for 1,000 Hz sinusoids with various levels. The patterns 
are similar in form to the masking patterns shown in Figure 13.4. Software for 
calculating excitation patterns can be downloaded from http://hearing.psychol.
cam.ac.uk/Demos/demos.html.

it should be noted that excitation patterns calculated as described above do not 
take into account the physiological process of suppression, whereby the response 
to a given frequency component can be suppressed or reduced by a strong neigh-
boring frequency component (Sachs & Kiang, 1968). For speech sounds having 
spectra with strong peaks and valleys, such as vowels, suppression may have the 
effect of increasing the peak-to-valley ratio of the excitation pattern (Moore & 
Glasberg, 1983a). Also, the calculated excitation patterns are based on the power-
spectrum model of masking, and do not take into account the effects of the  
relative phases of the components in complex sounds. However, it seems likely 
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that excitation patterns provide a reasonable estimate of the extent to which the 
spectral features of complex sounds are represented in the auditory system.

2.5 Excitation pattern of a vowel sound
The top panel of Figure 13.6 shows the spectrum of a synthetic vowel, /I/ as in 
“bit,” plotted on a linear frequency scale; this is the way that vowel spectra are 
often plotted. each point represents the level of one harmonic in the complex 
sound (the fundamental frequency was 125 Hz). The middle panel shows the 
same spectrum plotted on an eRBn-number scale; this gets somewhat closer  
to an auditory representation. The bottom panel shows the excitation pattern for 
the vowel, plotted on an eRBn-number scale; this is closer still to an auditory 
representation. Several aspects of the excitation pattern are noteworthy. Firstly, 
the lowest few peaks in the excitation pattern do not correspond to formant fre-
quencies, but rather to individual lower harmonics; these harmonics are resolved 

Figure 13.5 excitation patterns for a 1,000 Hz sinusoid at levels ranging from 20 to  
90 dB SPL in 10 dB steps.
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Figure 13.6 Top: the spectrum of a synthetic vowel /I/ plotted on a linear  
frequency scale. Middle: the same spectrum plotted on an eRBn-number scale.  
Bottom: the excitation pattern for the vowel plotted on an eRBn-number scale.
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in the peripheral auditory system, and can be heard out as separate tones under 
certain conditions (Plomp, 1964a; Moore & ohgushi, 1993). Hence the center 
frequency of the first formant is not directly represented in the excitation pattern; 
if the frequency of the first formant is relevant for vowel identification, then  
it must be inferred from the relative levels of the peaks corresponding to the 
individual lower harmonics.

A second noteworthy aspect of the excitation pattern is that, for this specific 
vowel, the second, third, and fourth formants, which are clearly separately visible 
in the original spectrum, are not well resolved. Rather, they form a single pro m-
inence in the excitation pattern, with only minor ripples corresponding to the 
individual formants. Assuming that the excitation pattern does give a reasonable 
indication of the internal representation of the vowel, the perception of this vowel 
probably depends more on the overall prominence than on the frequencies of the 
individual formants. For other vowels, the higher formants often lead to separate 
peaks in the excitation pattern; see Figure 13.8.

3 Across-Channel Processes in Masking

The discrimination and identification of complex sounds, including speech,  
requires comparison of the outputs of different auditory filters. This section  
reviews data on across-channel processes in auditory masking, and their relevance 
for speech perception.

3.1 Co-modulation masking release
Hall et al. (1984) were among the first to demonstrate that across-filter comparisons 
could enhance the detection of a sinusoidal signal in a fluctuating noise masker. 
The crucial feature for achieving this enhancement was that the fluctuations should 
be correlated across different frequency bands. one of their experiments was 
similar to a classic experiment of Fletcher (1940). The threshold for detecting a 
1,000 Hz, 400 ms sinusoidal signal was measured as a function of the bandwidth 
of a noise masker, keeping the spectrum level constant (the spectrum level is the 
level in a 1 Hz wide band, for example a band extending from 1,000 to 1,001 Hz). 
The masker was centered at 1,000 Hz. They used two types of masker. one was 
a random noise; this has irregular fluctuations in amplitude, and the fluctuations 
are independent in different frequency regions. The other was a random noise 
which was modulated in amplitude at an irregular, low rate; a noise lowpass 
filtered at 50 Hz was used as a modulator. The modulation resulted in fluctuations 
in the amplitude of the noise which were the same in different frequency regions. 
This across-frequency correlation was called “co-modulation” by Hall et al. (1984). 
Figure 13.7 shows the results of this experiment.

For the random noise (denoted by R), the signal threshold increases as the 
masker bandwidth increases up to about 100–200 Hz, and then remains constant, 
a result similar to that of Fletcher (1940). The value of eRBn at this center frequency 
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is about 130 Hz. Hence, for noise bandwidths up to 130 Hz, increasing the  
bandwidth results in more noise passing through the filter. However, increasing 
the bandwidth beyond 130 Hz does not substantially increase the noise power 
passing through the filter, so threshold does not increase. The pattern for the 
modulated noise (denoted by M) is quite different. For noise bandwidths greater 
than 100 Hz, the signal threshold decreases as the bandwidth increases. This sug-
gests that subjects can compare the outputs of different auditory filters to enhance 
signal detection (see, however, Verhey et al. 1999). The fact that the decrease  
in threshold with increasing bandwidth only occurs with the modulated noise 
indicates that fluctuations in the masker are critical and that the fluctuations  
need to be correlated across frequency bands. Hence, this phenomenon has been 
called “co-modulation masking release” (CMR).

it seems likely that across-filter comparisons of temporal envelopes are a general 
feature of auditory pattern analysis, which may play an important role in extract-
ing signals from noisy backgrounds, or separating competing sources of sound. 

Figure 13.7 The points labeled “R” are thresholds for detecting a 1 kHz signal  
centered in a band of random noise, plotted as a function of the bandwidth of the noise. 
The points labeled “M” are the thresholds obtained when the noise was amplitude 
modulated at an irregular, low rate. (From Hall et al., 1984, by permission of the  
authors and the Journal of the Acoustical Society of America)
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As pointed out by Hall et al. (1984, p. 56): “Many real-life auditory stimuli have 
intensity peaks and valleys as a function of time in which intensity trajectories 
are highly correlated across frequency. This is true of speech, of interfering noise 
such as ‘cafeteria’ noise, and of many other kinds of environmental stimuli.” 
However, the importance of CMR for speech perception remains controversial. 
Some studies have suggested that it plays only a very minor role in the detection 
and identification of speech sounds in modulated background noise (Grose  
& Hall, 1992; Festen, 1993), although common modulation of target speech and 
background speech can lead to reduced intelligibility (Stone & Moore, 2004). For 
synthetic speech in which the cues are impoverished compared to normal speech 
(sinewave speech; see Remez et al., 1981), comodulation of the speech (amplitude 
modulation by a sinusoid) can markedly improve the intelligibility of the speech, 
both in quiet (Carrell & opie, 1992) and in background noise (Carrell, 1993).  
The amplitude modulation may help because it leads to perceptual fusion of the 
components of the sinewave speech, so as to form an auditory object.

3.2 Profile analysis
Green and his colleagues (Green, 1988) have carried out a series of experiments 
demonstrating that, even for stimuli without distinct envelope fluctuations,  
subjects are able to compare the outputs of different auditory filters to enhance 
the detection of a signal. They investigated the ability to detect an increment  
in the level of one component in a complex sound relative to the level of the  
other components; the other components are called the “background.” Usually 
the complex sound has been composed of a series of equal-amplitude sinusoidal 
components, uniformly spaced on a logarithmic frequency scale. To prevent sub-
jects from performing the task by monitoring the magnitude of the output of the 
single auditory filter centered at the frequency of the incremented component, 
the overall level of the whole stimulus was varied randomly from one stimulus 
to the next, over a relatively large range (typically about 40 dB). This makes the 
magnitude of the output of any single filter an unreliable cue to the presence of 
the signal.

Subjects were able to detect changes in the relative level of the signal of only 
1–2 dB. Such small thresholds could not be obtained by monitoring the magnitude 
of the output of a single auditory filter. Green and his colleagues have argued 
that subjects performed the task by detecting a change in the shape or profile of 
the spectrum of the sound; hence the name “profile analysis.” in other words, 
subjects can compare the outputs of different auditory filters, and can detect when 
the output of one changes relative to that of others, even when the overall level 
is varied. This is equivalent to detecting changes in the shape of the excitation 
pattern.

Speech researchers will not find the phenomenon of profile analysis surprising. 
it has been known for many years that one of the main factors determining the 
timbre or quality of a sound is its spectral shape (see section 4). our everyday 
experience tells us that we can recognize and distinguish familiar sounds, such 
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as the different vowels, regardless of the levels of those sounds. When we do  
this, we are distinguishing different spectral shapes in the face of variations in 
overall level. This is functionally the same as profile analysis. The experiments 
on profile analysis can be regarded as a way of quantifying the limits of our  
ability to distinguish changes in spectral shape. in this context, it is noteworthy 
that the differences in spectral shape between different vowels result in differences 
in the excitation patterns evoked by those sounds which are generally far larger 
than the smallest detectable changes as measured in profile analysis experiments. 
This is illustrated in Figure 13.8, which shows excitation patterns for three vowels, 
/i/, /a/, and /u/, plotted on an eRBn-number scale. each vowel had an overall 
level of about 58 dB SPL. it can be seen that the differences in the shapes of the 
excitation patterns are considerable.

3.3 Modulation discrimination interference
in some situations, the detection or discrimination of a signal is impaired by the 
presence of frequency components remote from the signal frequency. Usually, this 
happens when the task is either to detect modulation of the signal, or to detect 
a change in depth of modulation of the signal. Yost and Sheft (1989) showed that 
the threshold for detecting sinusoidal amplitude modulation (AM) of a sinusoidal 
carrier was increased in the presence of another carrier, amplitude modulated at 
the same rate, even when the second carrier was remote in frequency from the 
first. They called this modulation detection interference (MDi). They showed that 
MDi did not occur if the second carrier was unmodulated.
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Moore et al. (1991) determined how thresholds for detecting an increase in 
modulation depth (sinusoidal AM or frequency modulation) of a 1,000 Hz carrier 
frequency (the target) were affected by modulation of carriers (interference) with 
frequencies of 230 Hz and 3,300 Hz. They found that modulation increment 
thresholds were increased (worsened) when the remote carriers were modulated. 
This MDi effect was greatest when the target and interference were modulated 
at similar rates, but the effect was broadly tuned for modulation rate. When the 
target and interfering sounds were both modulated at 10 Hz, there was no signifi-
c ant effect of the relative phase of modulation of the target and interfering sounds. 
A lack of effect of relative phase has also been found by other researchers (Moore, 
1992; Hall et al., 1995).

The explanation for MDi remains unclear. Yost and Sheft (1989) suggested that 
MDi might be a consequence of perceptual grouping; the common AM of the 
target and interfering sounds might make them fuse perceptually, making it dif-
ficult to “hear out” the modulation of the target sound. However, certain aspects 
of the results on MDi are difficult to reconcile with an explanation in terms of 
perceptual grouping (Moore & Shailer, 1992). one would expect that widely spaced 
frequency components would only be grouped perceptually if their modulation 
pattern was very similar. Grouping would not be expected, for example, if the 
components were modulated out of phase or at different rates, but, in fact, it is 
possible to obtain large amounts of MDi under these conditions.

An alternative explanation for MDi is that it reflects the operation of “channels” 
specialized for detecting and analyzing modulation (Kay & Mathews, 1972;  
Dau et al., 1997a; 1997b). Yost et al. (1989) suggested that MDi might arise in  
the following way. The stimulus is first processed by an array of auditory  
filters. The envelope at the output of each filter is extracted. When modulation  
is present, channels are excited that are tuned for modulation rate. All filters  
responding with the same modulation rate excite the same channel, regardless  
of the filter center frequency. Thus, modulation at one center frequency can  
adversely affect the detection and discrimination of modulation at other center 
frequencies.

The purpose of the hypothetical modulation channels remains unclear. Since 
physiological evidence suggests that such channels exist in animals (Schreiner & 
Urbas, 1986; Langner & Schreiner, 1988), we can assume that they did not evolve 
for the purpose of speech perception. nevertheless, it is possible, even likely, that 
speech analysis makes use of the modulation channels. There is evidence that 
amplitude modulation patterns in speech are important for speech recognition 
(Steeneken & Houtgast, 1980; Drullman et al., 1994a; Shannon et al., 1995). Thus, 
anything that adversely affects the detection and discrimination of the modulation 
patterns would be expected to impair intelligibility. one way of describing MDi 
is: modulation in one frequency region may make it more difficult to detect  
and discriminate modulation in another frequency region. Thus, it may be the 
case that MDi makes speech recognition more difficult in situations where there 
is a background sound that is modulated, such as one or more people talking 
(Brungart et al., 2005).
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4 Timbre Perception

Timbre is usually defined as “that attribute of auditory sensation in terms of which 
a listener can judge that two sounds similarly presented and having the same 
loudness and pitch are dissimilar” (AnSi, 1994). The distribution of energy over 
frequency is one of the major determinants of timbre. However, timbre depends 
upon more than just the frequency spectrum of the sound; fluctuations over time 
can play an important role, as discussed below.

4.1 Role of spectral shape for steady sounds
Timbre is multidimensional; there is no single scale along which the timbres of 
different sounds can be compared or ordered. Thus, a way is needed of describ-
ing the spectrum of a sound which takes into account this multidimensional aspect, 
and which can be related to the subjective timbre. For steady sounds, a crude first 
approach is to look at the overall distribution of spectral energy. The “brightness” 
or “sharpness” (von Bismarck, 1974) of sounds seems to be related to the spectral 
centroid. However, a much more quantitative approach has been described by 
Plomp and his colleagues (Plomp, 1970, 1976). They showed that the perceptual 
differences between different steady sounds, such as vowels, were closely related 
to the differences in the spectra of the sounds, when the spectra were specified 
as the levels in 18 frequency bands, each 1/3-octave wide. A bandwidth of 1/3 octave 
is slightly greater than the eRBn of the auditory filter over most of the audible 
frequency range. Thus, timbre is related to the relative level produced at the 
output of each auditory filter. Put another way, the timbre of a steady sound is 
related to the excitation pattern of that sound.

it is likely that the number of dimensions required to characterize the timbre 
of steady sounds is limited by the number of eRBns required to cover the audible 
frequency range. This would give a maximum of about 37 dimensions. For a 
restricted class of sounds, such as vowels, a much smaller number of dimensions 
may be involved. it appears to be generally true, both for speech and nonspeech 
sounds, that the timbres of steady tones are determined primarily by their  
magnitude spectra, although the relative phases of the components also play a 
small role (Plomp & Steeneken, 1969; Patterson, 1987).

4.2 Other factors affecting timbre
Differences in spectral shape are not always sufficient to allow the absolute iden-
tification of an “auditory object,” such as a musical instrument or a speech sound. 
one reason for this is that the magnitude and phase spectrum of the sound may 
be markedly altered by the transmission path and room reflections (Watkins, 
1991). in practice, the recognition of a particular timbre, and hence of an “audi-
tory object,” may depend upon several other factors. Schouten (1968) has suggested 
that these include: (1) whether the sound is periodic, having a tonal quality for 
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repetition rates between about 20 and 20,000 per second, or irregular, and having 
a noise-like character; (2) whether the waveform envelope is constant, or fluctu-
ates as a function of time, and in the latter case what the fluctuations are like;  
(3) whether any other aspect of the sound (e.g., spectrum or periodicity) is chan-
ging as a function of time; (4) what the preceding and following sounds are like.

A powerful demonstration of the last factor may be obtained by listening to a 
stimulus with a particular spectral structure and then switching rapidly to a 
stimulus with a flat spectrum, such as white noise. A white noise heard in iso-
lation may be described as “colorless”; it has no pitch and has a neutral timbre. 
However, when a white noise follows immediately after a stimulus with spectral 
structure, the noise sounds “colored.” The coloration corresponds to the inverse 
of the spectrum of the preceding sound. For example, if the preceding sound is 
a noise with a spectral notch, the white noise has a pitch-like quality, with a pitch 
value corresponding to the center frequency of the notch (Zwicker, 1964). it sounds 
like a noise with a small spectral peak. A harmonic complex tone with a flat 
spectrum may be heard as having a vowel-like quality if it is preceded by a  
harmonic complex having a spectrum which is the inverse of that of a vowel 
(Summerfield et al., 1987).

The cause of this effect is not clear. Three types of explanation have been  
advanced, based on adaptation in the auditory periphery, perceptual grouping, 
and comparison of spectral shapes of the preceding and test sounds (Summerfield 
& Assmann, 1987). All may play a role to some extent, depending on the exact 
properties of the stimuli. Whatever the underlying mechanism, it seems clear that 
the auditory system is especially sensitive to changes in spectral patterns over time 
(Kluender et al., 2003). This may be of value for communication in situations 
where the spectral shapes of sounds are (statically) altered by room reverberation 
or by a transmission channel with a nonflat frequency response.

4.3 Perceptual compensation for spectral distortion
Perceptual compensation for the effects of a nonflat frequency response has been 
studied extensively by Watkins and co-workers (Watkins, 1991; Watkins & Makin, 
1996a, 1996b). in one series of experiments (Watkins & Makin, 1996b), they inves-
tigated how the identification of vowel test sounds was affected by filtering of 
preceding and following sounds. All sounds were edited and processed from 
natural speech spoken with a British accent. Listeners identified words from 
continua between /ItS/ and /EtS/ (itch and etch), /æpt/ and /Åpt/ (apt and opt), 
or /sl@U/ and /fl@U/ (slow and flow). The parts of the stimuli other than the 
vowels (e.g., the /tS/ or the /pt/) were filtered with complex frequency responses 
corresponding to the difference of spectral envelopes from the endpoint test sounds 
(the vowels). An example of a “difference filter” is shown in the bottom panel  
of Figure 13.9. The shift in the phoneme boundary of the vowels was used to 
measure perceptual compensation for the effects of the spectral distortion of the 
consonants. When the words were presented without a precursor phrase, the 
results indicated perceptual compensation. Thus, information from the consonants 



 Auditory Processing Related to Speech Perception 471

modified the perception of the preceding or following vowels. When a precursor 
phrase “the next word is” was used, and was filtered in the same way as the 
consonant, the effects were larger. However, the large effects were somewhat 
reduced when the precursor phrase was filtered but the following consonant was 
not. This clearly indicates a role for sounds following a vowel. The effects of  
following sounds found in these experiments clearly indicate that factors other 
than adaptation play a role. Presumably, these effects reflect relatively central 
perceptual compensation mechanisms.

overall, the results described in this section indicate that the perceived timbre 
of brief segments of sounds can be strongly influenced by sounds that precede 
and follow those segments. in some cases, the observed effects appear to reflect 
relatively central perceptual compensation processes.

Figure 13.9 illustration of the filters used by Watkins and Makin (1996a). The top and 
middle panels show “filters” corresponding to the spectral envelopes of the vowels /E/ 
and /I/. The bottom panel shows the filter corresponding to the difference between the 
spectral envelopes of the /E/ and /I/.
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5 The Perception of Pitch

Pitch is usually defined as “that attribute of auditory sensation in terms of  
which sounds can be ordered on a scale extending from low to high” (AnSi, 
1994). in other words, variations in pitch give rise to a sense of melody. For  
speech sounds, variations in voice pitch over time convey intonation information, 
indicating whether an utterance is a question or a statement, and helping to 
identify stressed words. Voice pitch can also convey information about the  
sex, age, and emotional state of the speaker (Rosen & Fourcin, 1986). in some 
languages (“tone” languages), pitch and variations in pitch distinguish different 
lexical items.

Pitch is related to the repetition rate of the waveform of a sound; for a pure 
tone this corresponds to the frequency and for a periodic complex tone to the 
fundamental frequency, f0. There are, however, exceptions to this simple rule. Since 
voiced speech sounds are complex tones, this section will focus on the perception 
of pitch for complex tones.

5.1 The phenomenon of the missing fundamental
Although the pitch of a complex tone usually corresponds to its f0, the component 
with frequency equal to f0 does not have to be present for the pitch to be heard. 
Consider, as an example, a sound consisting of short impulses (clicks) occurring 
200 times per second. This sound has a low pitch, which is very close to the pitch 
of a 200 Hz sinusoid, and a sharp timbre. it contains harmonics with frequencies 
200, 400, 600, 800 . . . etc. Hz. However, if the sound is filtered so as to remove 
the 200 Hz component, the pitch does not alter; the only result is a slight change 
in the timbre of the note. indeed, all except a small group of mid-frequency har-
monics can be eliminated, and the low pitch still remains, although the timbre 
becomes markedly different.

Schouten (1970) called the low pitch associated with a group of high harmonics 
the “residue.” He pointed out that the residue is distinguishable, subjectively, 
from a fundamental component which is physically presented or from a funda-
mental which may be generated (at high sound pressure levels) by nonlinear 
distortion in the ear. Thus the perception of a residue pitch does not require  
activity at the point on the basilar membrane which would respond maximally 
to a pure tone of similar pitch. Several other names have been used to describe 
residue pitch, including “periodicity pitch,” “virtual pitch,” and “low pitch.” This 
chapter will use the term low pitch. even when the fundamental component of 
a complex tone is present, the low pitch of the tone is usually determined by 
harmonics other than the fundamental. Thus the perception of a low pitch should 
not be regarded as unusual. Rather, low pitches are normally heard when listen-
ing to complex tones, including speech. For example, when listening over the 
telephone, the fundamental component for male speakers is usually inaudible, 
but the pitch of the voice can still be easily heard.
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5.2 The principle of dominance
Ritsma (1967) carried out an experiment to determine which components in a 
complex sound are most important in determining its pitch. He presented complex 
tones in which the frequencies of a small group of harmonics were multiples of 
an f0 which was slightly higher or lower than the f0 of the remainder. The subject’s 
pitch judgments were used to determine whether the pitch of the complex as a 
whole was affected by the shift in the group of harmonics. Ritsma (1967, p. 197) 
found that: “For fundamental frequencies in the range 100 Hz to 400 Hz, and  
for sensation levels up to at least 50 dB above threshold of the entire signal,  
the frequency band consisting of the third, fourth and fifth harmonics tends to 
dominate the pitch sensation as long as its amplitude exceeds a minimum  
absolute level of about 10 dB above threshold.”

This finding has been broadly confirmed in other ways (Plomp, 1967), although 
the data of Moore et al. (1984, 1985) show that there are large individual differ-
ences in which harmonics are dominant, and for some subjects the first two 
harmonics play an important role. other data also show that the dominant region 
is not fixed in terms of harmonic number, but depends somewhat on absolute 
frequency (Plomp, 1967; Patterson & Wightman, 1976). For high f0s (above about 
1,000 Hz), the fundamental is usually the dominant component, while for very 
low f0s, around 50 Hz, harmonics above the fifth may be dominant (Moore  
& Glasberg, 1988; Moore & Peters, 1992). Finally, the dominant region shifts 
somewhat towards higher harmonics with decreasing duration (Gockel et al., 
2005). For speech sounds, the dominant harmonics usually lie around the frequency 
of the first formant.

5.3 Discrimination of the pitch of complex tones
When the f0 of a periodic complex tone changes, all of the components change in 
frequency by the same ratio, and a change in low pitch is heard. The ability to 
detect such changes is better than the ability to detect changes in a sinusoid at  
f0 (Flanagan & Saslow, 1958) and can be better than the ability to detect changes 
in the frequency of any of the sinusoidal components in the complex tone (Moore 
et al., 1984). This indicates that information from the different harmonics is  
combined or integrated in the determination of low pitch. This can lead to very 
fine discrimination; changes in f0 of about 0.2 percent can often be detected for 
f0s in the range 100–400 Hz.

The discrimination of f0 is usually best when low harmonics are present  
(Hoekstra & Ritsma, 1977; Moore & Glasberg, 1988; Shackleton & Carlyon, 1994). 
Somewhat less good discrimination (typically 1–4 percent) is possible when only 
high harmonics are present (Houtsma & Smurzynski, 1990). f0 discrimination  
can be impaired (typically by about a factor of two) when the two sounds to be 
discriminated also differ in timbre (Moore & Glasberg, 1990); this can be the 
situation with speech sounds, where changes in f0 are usually accompanied by 
changes in timbre.



474 Brian C. J. Moore

in speech, intonation is typically conveyed by differences in the pattern of f0 
change over time. When the stimuli are dynamically varying, the ability to detect 
f0 changes is markedly poorer than when the stimuli are steady. Klatt (1973)  
measured thresholds for detecting differences in f0 for an unchanging vowel (i.e., 
one with static formant frequencies) with a flat f0 contour, and also for a series of 
linear glides in f0 around an f0 of 120 Hz. For the flat contour, the threshold was 
about 0.3 Hz. When both contours were falling at the same rate (30 Hz over the 
250 ms duration of the stimulus), the threshold increased markedly to 2 Hz. When 
the steady vowel was replaced by the sound /ya/, whose formants change over 
time, thresholds increased further by 25–65 percent.

Generally, the f0 changes that are linguistically relevant for conveying stress 
and intonation are much larger than the limits of f0 discrimination measured 
psychophysically using steady stimuli. This is another reflection of the fact that 
information in speech is conveyed using robust cues that do not severely tax the 
discrimination abilities of the auditory system.

it should be noted that in natural speech the period (corresponding to the  
time between successive closures of the vocal folds) varies randomly from one 
period to the next (Fourcin & Abberton, 1977). This jitter conveys information 
about the emotional state of the talker, and is required for a natural voice quality 
to be perceived. Human listeners can detect jitter of 1–2 percent (Pollack, 1968; 
Kortekaas & Kohlrausch, 1999). Large amounts of jitter are associated with voice 
pathologies, such as hoarseness (Yumoto et al., 1982).

5.4 Perception of pitch in speech
Data on the perception of f0 contours in a relatively natural speech context were 
presented by Pierrehumbert (1979). She started with a natural nonsense utterance 
“ma-MA-ma-ma-MA-ma,” in which the prosodic pattern was based on the  
sentence “The baker made bagels.” The stressed syllables (MA) were associated 
with peaks in the f0 contour. She then modified the f0 of the second peak, over a 
range varying from below to above the f0 of the first peak. Subjects listened  
to the modified utterances, and were required to indicate whether the first or 
second peak was higher in pitch. The results reflected what she called “normal-
ization for expected declination”; when the two stressed syllables sounded  
equal in pitch, the second was actually lower in f0. For first peak values of 121 
and 151 Hz, the second peak had to be shifted over a range of about 20 Hz to 
change judgments from 75 percent “second peak lower” to 75 percent “second 
peak higher.” This indicates markedly poorer discriminability than found for 
steady stimuli. Similarly, ‘t Hart (1981) found that about a 19 percent difference 
was necessary for successive pitch movements in the same direction to be  
reliably heard as different in extent.

Hermes and van Gestel (1991) studied the perception of the excursion size  
of prominence-lending f0 movements in utterances resynthesized in different f0 
registers. The task of the subjects was to adjust the excursion size in a comparison 
stimulus in such a way that it lent equal prominence to the corresponding  
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syllable in a fixed test stimulus. The comparison stimulus and the test stimulus 
had f0s running parallel on either a logarithmic frequency scale, an eRBn-number 
scale, or a linear frequency scale. They found that stimuli were matched in such 
a way that the average excursion sizes in different registers were equal when  
the eRBn-number scale was used. Put another way, the perceived prominence  
of f0 movements is related to the size of those movements expressed on an  
eRBn-number scale.

6 Temporal Analysis

Time is a very important dimension in hearing, since almost all sounds change 
over time. For speech, much of the information appears to be carried in the changes 
themselves, rather than in the parts of the sounds which are relatively stable 
(Kluender et al., 2003). in characterizing temporal analysis, it is essential to take 
account of the filtering that takes place in the peripheral auditory system. Tem-
poral analysis can be considered as resulting from two main processes: analysis 
of the time pattern occurring within each frequency channel; and comparison of 
the time patterns across channels. This chapter focuses on the first of these.

A major difficulty in measuring the temporal resolution of the auditory system 
is that changes in the time pattern of a sound are generally associated with changes 
in its magnitude spectrum – the distribution of energy over frequency. Thus, the 
detection of a change in time pattern can sometimes depend not on temporal 
resolution per se, but on the detection of the spectral change. Sometimes, the 
detection of spectral changes can lead to what appears to be extraordinarily fine 
temporal resolution. For example, a single click can be distinguished from a pair 
of clicks when the gap between the two clicks in a pair is only a few tens of 
microseconds, an ability that depends upon spectral changes at very high fre-
quencies (Leshowitz, 1971). Although spectrally based detection of temporal 
changes can occur for speech sounds, this chapter focuses on experimental 
situations which avoid the confounding effects of spectral cues.

There have been two general approaches to avoiding the use of cues based on 
spectral changes. one is to use signals whose magnitude spectrum is not changed 
when the time pattern is altered. For example, the magnitude spectrum of white 
noise remains flat if a gap is introduced into the noise. The second approach uses 
stimuli whose spectra are altered by the change in time pattern, but extra back-
ground sounds are added to mask the spectral changes. Both of these approaches 
will be considered.

6.1 Within-channel temporal analysis using  
broadband sounds

The experiments described next all use broadband sounds whose long-term  
magnitude spectrum is unaltered by the temporal manipulation being performed. 
For example, interruption or amplitude modulation of a white noise does not 
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change its long-term magnitude spectrum, and time-reversal of any sound also 
does not change its long-term magnitude spectrum.

The threshold for detecting a gap in a broadband noise provides a simple  
and convenient measure of temporal resolution. The gap threshold is typically 
2–3 ms (Plomp, 1964b). The threshold increases at very low sound levels,  
when the level of the noise approaches the absolute threshold, but is relatively 
invariant with level for moderate to high levels.

Ronken (1970) used as stimuli pairs of clicks differing in amplitude. one click, 
labeled A, had an amplitude greater than that of the other click, labeled B. Typic-
ally the amplitude of A was twice that of B. Subjects were required to distinguish 
click pairs differing in the order of A and B: either AB or BA. The ability to do 
this was measured as a function of the time interval or gap between A and B. 
Ronken found that subjects could distinguish the click pairs for gaps down to 
2–3 ms. Thus the limit to temporal resolution found in this task is similar to that 
found for the detection of a gap in broadband noise. it should be noted that, in 
this task, subjects do not hear the individual clicks within a click pair. Rather, 
each click pair is heard as a single sound with its own characteristic quality.  
For example, the two click pairs AB and BA might sound like “tick” and “tock.”

The experiments described above each give a single value to describe temporal 
resolution. A more general approach is to measure the threshold for detecting 
changes in the amplitude of a sound as a function of the rapidity of the changes. 
in the simplest case, white noise is sinusoidally amplitude modulated, and the 
threshold for detecting the modulation is determined as a function of modulation 
rate. The function relating threshold to modulation rate is known as a temporal 
modulation transfer function (TMTF; Viemeister, 1979). An example of a TMTF 
is shown in Figure 13.10 (data from Bacon & Viemeister, 1985). The thresholds 
are expressed as 20logm, where m is the modulation index (m = 0 corresponds  
to no modulation and m = 1 corresponds to 100 percent modulation). For low 
modulation rates, performance is limited by the amplitude resolution of the  
ear, rather than by temporal resolution. Thus, the threshold is independent of 
modulation rate for rates up to about 50 Hz. As the rate increases beyond 50 Hz, 
temporal resolution starts to have an effect; performance worsens, and for rates 
above about 1,000 Hz the modulation is hard to detect at all. Thus, sensitivity to 
modulation becomes progressively lower as the rate of modulation increases.  
The shapes of TMTFs do not vary much with overall sound level, but the ability 
to detect the modulation does worsen at low sound levels. over the range of  
modulation rates important for speech perception, below about 50 Hz (Steeneken 
& Houtgast, 1980; Drullman et al., 1994a, 1994b), the sensitivity to modulation is 
rather good.

6.2 Within-channel temporal analysis using  
narrowband sounds

experiments using broadband sounds provide no information regarding the ques-
tion of whether the temporal resolution of the auditory system varies with center 
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frequency. This issue can be examined by using narrowband stimuli that excite a 
limited number of auditory filters.

Green (1973) used stimuli where each stimulus consisted of a brief pulse of a 
sinusoid in which the level of the first half of the pulse was 10 dB different from 
that of the second half. Subjects were required to distinguish two signals, differ-
ing in whether the half with the high level was first or second. Green measured 
performance as a function of the total duration of the stimuli. The threshold was 
similar for center frequencies of 2 and 4 kHz, and was between 1 and 2 ms. 
However, the threshold was slightly higher for a center frequency of 1 kHz, being 
between 2 and 4 ms.

Performance in this task was actually a nonmonotonic function of duration. 
Performance was good for durations in the range 2–6 ms, worsened for durations 
around 16 ms, and then improved again as the duration was increased beyond 
16 ms. For the very short durations, subjects listened for a difference in quality 
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Figure 13.10 A temporal modulation transfer function (TMTF). A broadband white 
noise was sinusoidally amplitude modulated, and the threshold amount of modulation 
required for detection is plotted as a function of modulation rate. The amount of 
modulation is specified as 20logm, where m is the modulation index. The higher the 
sensitivity to modulation, the more negative is this quantity. (Data from Bacon & 
Viemeister, 1985)
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between the two sounds – rather like the “tick” and “tock” described earlier for 
Ronken’s stimuli. At durations around 16 ms, the tonal quality of the bursts  
became more prominent, and the quality differences were harder to hear. At much 
longer durations the soft and loud segments could be separately heard, in a dis-
tinct order. it appears, therefore, that performance in this task was determined 
by two separate mechanisms, one based on timbre differences associated with the 
difference in time pattern, and the other based on the perception of a distinct 
succession of auditory events.

Several researchers have measured thresholds for detecting gaps in narrowband 
sounds, either noises (Fitzgibbons, 1983; Shailer & Moore, 1983; Buus & Florentine, 
1985; eddins et al., 1992) or sinusoids (Shailer & Moore, 1987; Moore et al., 1993). 
When a temporal gap is introduced into a narrowband sound, the spectrum of 
the sound is altered. energy “splatter” occurs outside the nominal frequency range 
of the sound. To prevent the splatter being detected, the sounds are presented in 
a background sound, usually a noise, designed to mask the splatter.

Gap thresholds for noise bands decrease with increasing bandwidth but show 
little effect of center frequency when the bandwidth is held constant. For noises 
of moderate bandwidth (a few hundred Hz), the gap threshold is typically about 
10 ms. Gap thresholds for narrowband noises tend to decrease with increasing 
sound level for levels up to about 30 dB above absolute threshold, but remain 
roughly constant after that.

Shailer and Moore (1987) showed that the detectability of a gap in a sinewave 
was strongly affected by the phase at which the sinusoid was turned off and on 
to produce the gap (Shailer & Moore, 1987). only the simplest case is considered 
here, called “preserved phase” by Shailer and Moore (1987). in this case the sinusoid 
was turned off at a positive-going zero crossing (i.e., as the waveform was about 
to change from negative to positive values) and it started (at the end of the gap) 
at the phase it would have had if it had continued without interruption. Thus, 
for the preserved-phase condition it was as if the gap had been “cut out” from a 
continuous sinusoid. For this condition, the detectability of the gap increased 
monotonically with increasing gap duration.

Shailer and Moore (1987) found that the threshold for detecting a gap in a 
sinewave was roughly constant at about 5 ms for center frequencies of 400, 1,000, 
and 2,000 Hz. Moore et al. (1993) found that gap thresholds were almost constant 
at 6–8 ms over the frequency range 400–2,000 Hz, but increased somewhat at  
200 Hz, and increased markedly, to about 18 ms, at 100 Hz. individual variability 
also increased markedly at 100 Hz.

overall, the results of experiments using narrowband stimuli indicate that 
temporal resolution does not vary markedly with center frequency, except perhaps 
for a worsening at very low frequencies (200 Hz and below). Gap thresholds for 
narrowband stimuli are typically higher than those for broadband noise. However, 
for moderate noise bandwidths, gap thresholds are typically around 10 ms or less. 
The smallest detectable gap is usually markedly larger than temporal gaps that are 
relevant for speech perception (for example, “sa” and “sta” may be distinguished 
by a temporal gap lasting several tens of milliseconds).
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6.3 Modeling temporal resolution
Most models of temporal resolution are based on the idea that there is a process 
at levels of the auditory system higher than the auditory nerve which is “slug-
gish” in some way, thereby limiting temporal resolution. The models assume  
that the internal representation of stimuli is “smoothed” over time, so that rapid 
temporal changes are reduced in magnitude but slower ones are preserved.  
Although this smoothing process almost certainly operates on neural activity, the 
most widely used models are based on smoothing a simple transformation of the 
stimulus, rather than its neural representation.

Most models include an initial stage of bandpass filtering, reflecting the action 
of the auditory filters. each filter is followed by a nonlinear device. This nonlinear 
device is meant to reflect the operation of several processes that occur in the 
peripheral auditory system such as amplitude compression on the basilar mem-
brane and neural transduction, whose effects resemble half-wave rectification. 
The output of the nonlinear device is fed to a “smoothing” device, which can be 
implemented either as a lowpass filter (Viemeister, 1979) or (equivalently) as a 
sliding temporal integrator (Moore et al., 1988; Plack & Moore, 1990). The device 
determines a kind of weighted average of the output of the compressive non-
linearity over a certain time interval or “window.” This weighting function is 
sometimes called the “shape” of the temporal window. The window is assumed 
to slide in time, so that the output of the temporal integrator is a weighted running 
average of the input. This has the effect of smoothing rapid fluctuations while 
preserving slower ones. When a sound is turned on abruptly, the output of the 
temporal integrator takes some time to build up. Similarly, when a sound is turned 
off, the output of the integrator takes some time to decay. The shape of the win-
dow is assumed to be asymmetric in time, such that the build up of its output in 
response to the onset of a sound is more rapid than the decay of its output in 
response to the cessation of a sound. The output of the sliding temporal integra-
tor is fed to a decision device. The decision device may use different “rules” 
depending on the task required. For example, if the task is to detect a brief tem-
poral gap in a signal, the decision device might look for a “dip” in the output of 
the temporal integrator. if the task is to detect amplitude modulation of a sound, 
the device might assess the amount of modulation at the output of the sliding 
temporal integrator (Viemeister, 1979).

7 Calculation of the Internal Representation  
of Sounds

i describe next a method of calculating the internal representation of sounds, 
including speech, based on processes that are known to occur in the auditory 
system and taking into account the frequency and temporal resolution of the 
auditory system. The spectrogram is often regarded as a crude representation of 
the spectro-temporal analysis that takes place in the auditory system, although 



480 Brian C. J. Moore

this representation is inaccurate in several ways (Moore, 2003a). i outline below 
a model that probably gives a better representation, although it is still oversimplified 
in several respects. The model is based on the assumption that there are certain 
“fixed” processes in the peripheral auditory system, which can be modeled as a 
series of stages including:

1 Fixed filters representing transfer of sound through the outer ear (Shaw, 1974) 
and middle ear (Aibara et al., 2001). The overall transfer function through the 
outer and middle ear for a frontally incident sound in free field has been  
estimated by Glasberg and Moore (2002) and is shown in their figure 1.  
The effect of this transfer function is that low frequencies (below 500 Hz)  
and high frequencies (above 5,000 Hz) are attenuated relative to middle  
frequencies.

2 An array of bandpass filters (the auditory filters).
3 each auditory filter is followed by nonlinear processes reflecting the compres-

sion that occurs on the basilar membrane (oxenham & Moore, 1994; Ruggero 
et al., 1997). The compression is weak for very low sound levels (below about 
30 dB SPL), and perhaps for very high levels (above 90 dB SPL), but it has a 
strong influence for mid-range sound levels. Half-wave or full-wave rectification 
may also be introduced, to mimic the transformation from basilar-membrane 
vibration to neural activity effected by the inner hair cells.

4 An array of devices (sliding temporal integrators) that “smooth” the output 
of each nonlinearity. As described earlier, the smoothing is assumed to reflect 
a relatively central process, occurring after the auditory nerve.

in some models, the filtering and the compressive nonlinearity are combined 
in a single nonlinear filter bank (irino & Patterson, 2001; Lopez-Poveda & Meddis, 
2001; Zhang et al., 2001). Also, the transformation from basilar-membrane vibra-
tion to neural activity can be simulated more accurately using a hair-cell model 
(Sumner et al., 2002). However, the basic features of the internal representation 
can be represented reasonably well using models of the type defined by stages 
(1)–(4) above. The internal representation of a given stimulus can be thought of 
as a three-dimensional array with center frequency as one axis (corresponding  
to the array of auditory filters with different center frequencies), and time and 
magnitude as the other axes (corresponding to the output of each temporal  
integrator plotted as a function of time). The resulting pattern can be called a 
spectro-temporal excitation pattern (STeP) (Moore, 1996). An example is shown 
in Figure 13.11, adapted from Moore (2003c). The figure shows the calculated 
STeP of the word tips. in this figure, the frequency scale has been transformed to 
an eRBn-number scale, as described earlier. The corresponding frequency is also 
shown.

it should be noted that the STeP does not represent information that is poten-
tially available in the temporal “fine structure” at the output of each auditory 
filter. The role of this fine structure in speech perception is uncertain, and some 
have suggested that it plays little role (Shannon et al., 1995). However, temporal 
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fine structure may play a role in the perception of pitch (Moore et al., 2006), in 
the separation of simultaneous sounds (Moore, 2003a) and especially in the process 
of understanding one talker in the presence of another talker (Lorenzi et al., 2006).

8 Concluding Remarks

This chapter has reviewed several aspects of auditory perception that are relevant 
to the perception of speech. These aspects include frequency selectivity, timbre 
perception, the perception of pitch, and temporal analysis. A recurring theme has 
been the finding that the basic discrimination abilities of the auditory system, 
measured using simple nonspeech stimuli, are very good when considered relative 
to the acoustic differences that distinguish speech sounds. This partially accounts 
for the robust nature of speech perception. indeed, it is remarkable that speech 
remains reasonably intelligible even under conditions of extreme distortion, such 
as infinite peak clipping (Licklider & Pollack, 1948), time reversal of segments of 
speech (Saberi & Perrott, 1999), representation of speech by three or four sinewaves 
tracking the formant frequencies (Remez et al., 1981), or representation of speech 
by a few amplitude-modulated noise bands (Shannon et al., 1995). However, this 

Figure 13.11 Spectro-temporal excitation pattern (STeP) of the word tips.  
The figure was produced by Prof. C. J. Plack. (Adapted from Moore, 2003c)
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robustness applies to speech presented in quiet. Speech is often heard under  
much less ideal conditions. For example, reverberation, background noise, and 
competing talkers may be present. Under these conditions, many of the cues in 
speech become less discriminable, and some cues may be completely inaudible. 
Speech perception then becomes much less robust, especially if the functioning 
of the auditory system is impaired (Moore, 2003b).

noTe

Parts of this chapter are reproduced in the following: Moore, B. C. J. (2008) Basic auditory 
processes involved in the analysis of speech sounds. Philosophical Transactions of the Royal 
Society B, 363, 947–63. i would like to thank Tom Baer and Chris Darwin for helpful  
comments on an earlier version of this chapter.
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14  Cognitive Processes in 
Speech Perception

JameS m. mCQueen and  
anne Cutler

1 Introduction

the recognition of spoken language involves the extraction of acoustic-phonetic 
information from the speech signal, and the mapping of this information onto 
cognitive representations. to develop accurate psycholinguistic models of this 
process, we need to know what information is extracted from the signal, and 
when and how it is integrated with stored knowledge.

the central knowledge store for speech perception is the mental lexicon, that 
is, our stored representations of words. the utterances that we hear may be  
new to us, but they are made up of known words; by recognizing the words and 
parsing their sequence we are able to understand what has been said. Word  
recognition, we argue, is therefore at the heart of speech perception.

the cognitive processes we will discuss, therefore, concern the relationship 
between lexical processing (the recognition of words) and prelexical processing 
(getting from the acoustic-phonetic input to the representations of words). models 
of spoken-word recognition have been distinguished principally by their charac-
terization of this relationship, in particular their proposals regarding the direc-
tionality of flow of information between the prelexical and lexical levels. the role 
of the lexicon in prelexical speech processing is discussed in section 2.

In every language, the vocabulary contains tens or hundreds of thousands of 
words. Since all these words are made up from just a few phonemes (across  
languages, the average phoneme repertoire size is around 30; maddieson, 1984), 
it is necessarily the case that words resemble one another. Successful speech  
recognition thus entails discriminating the phonemic contrasts that distinguish a 
word from the other words that resemble it – for instance, deciding that we have 
heard word, and not bird, ward, or work. the processing of segmental information 
in word recognition is discussed in section 3.

One of the most salient and important facts about speech perception is our ability 
to understand speech from talkers we have never heard before, and to perceive 
the same phoneme despite acoustically very different realizations (e.g., by a child’s 
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voice versus an adult male’s). this ability has been characterized as a process of 
“normalization,” in which an underlying commonality is extracted from the surface 
variation. the relevant research is discussed in section 3.2 (and see also Johnson, 
2005, for a review of models of the normalization process). the role played by 
abstract underlying representations of the kind assumed in such accounts has, 
however, been called into question in recent years because of accumulated evi-
dence both that individual speech perception episodes contribute to the knowledge 
that is stored about speech, and that they can influence later processing (see, e.g., 
Johnson & mullennix, 1997). Speech perception theory is currently in an exciting 
state of transition to a new generation of models in which a role for abstract 
representations is combined with a role for veridical representations of speech 
episodes or exemplars. the evidence which shows that both types of represen-
tation are involved in speech perception is also summarized in section 3.2.

an account of the cognitive process of speech perception would, finally, be 
incomplete if it considered only segmental and lexical information, for the  
suprasegmental dimensions in which the speech signal varies also contribute 
significantly to listeners’ processing decisions. this is documented in section 4.

the recognition of speech is one of humankind’s most useful and significant 
achievements; underlying it is cognitive processing of enormous complexity but 
also admirable efficiency. modeling this process has occupied psycholinguists  
and speech scientists for decades, and, as our concluding summary in section 5 
demonstrates, the search for the ultimately accurate model is not over yet.

2 Lexical Information

We examine the role of lexical information in speech processing by contrasting 
interactive models with autonomous models. Interactive models hold that lexical 
information influences prelexical processing. We will focus on one particular model 
of this class, traCe (mcClelland & elman, 1986; mcClelland, 1991; see left panel 
of Figure 14.1). this interactive-activation model has three levels of processing 
containing, respectively, featural representations, phonemes, and words. units 
within a level compete with each other via lateral inhibitory connections. units 
at lower levels activate the units at higher levels with which they are consistent 
via facilitatory connections. thus, during word recognition, activation of a feature 
node leads to activation of consistent phoneme nodes, which in turn activate word 
nodes. Importantly, higher-level units also facilitate lower-level units. activated word 
units boost the activation of their constituent phonemes: this top-down facilitation 
instantiates the claim that lexical information influences prelexical processing.

We will contrast the traCe model with an autonomous model which holds 
that lexical information is not involved in prelexical processing. the merge model 
(norris et al., 2000; see right panel of Figure 14.1) also has three levels of process-
ing: a prelexical level, a lexical level, and a level at which explicit decisions are 
made about speech sounds. units within each of the latter two levels inhibit each 
other. Prelexical units facilitate lexical and decision-level units with which they 
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are consistent, and lexical units also facilitate decision-level units. there are only 
these feedforward connections in merge. Critically, there is no feedback from the 
lexical to the prelexical level, so the lexicon cannot influence prelexical processing. 
merge is linked to the Shortlist model of spoken-word recognition (norris, 1994; 
norris & mcQueen, 2008), which is also based on the assumption that there is no 
lexical feedback. the prelexical and lexical levels in merge (i.e., those involved 
in word recognition) are interchangeable with those two levels in Shortlist, while 
the decision units (and the feedforward connections to them) are not part of the 
word-recognition process: they are used only when listeners have to make explicit 
phonetic decisions. Below, we will describe how the traCe and merge models, 
as instances of interactive and autonomous theories, account for lexical involve-
ment in various phonetic tasks.

2.1 Lexical effects

2.1.1 Monitoring Phoneme monitoring is sensitive to phonetic factors. Foss 
and Gernsbacher (1983) found an effect of vowel length: the longer the vowel, 

Word
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Phoneme
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Phoneme
decisions

Phoneme
decisions

Decision
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Input Input
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Lexical
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Prelexical
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Feature
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Figure 14.1 Sketches of the processing architecture of, on the left, the interactive 
traCe model (mcClelland & elman, 1986), and, on the right, the autonomous merge 
model (norris et al., 2000). excitatory connections between nodes at different levels  
are shown with solid lines and arrows; bidirectional inhibitory connections between 
nodes within levels are shown with dashed lines and closed circles. not all connections 
are shown.
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the longer the reaction time (rt) to the preceding target consonant. another  
factor is the phonological similarity of the target phonemes to preceding phonemes 
(newman & dell, 1978; dell & newman, 1980). detection of target phonemes in 
sentences is slower when the word preceding the target-bearing word begins with 
a phoneme closely related to the target. Several studies, however, have failed to 
find lexical effects. Foss et al. (1980) found that monitoring was no faster for words 
than for nonwords, and that the frequency of occurrence of the target-bearing 
word did not influence rt. Segui et al. (1981) also failed to find an rt advantage 
for word responses over nonword responses, and Segui and Frauenfelder (1986) 
found no frequency effect when subjects were required to monitor only for word-
initial phonemes (“standard” phoneme monitoring).

these results support the claim that phoneme monitoring is based on prelexical 
processing which is open to the influence of phonetic information but not lexical 
information. But there are some studies which have demonstrated lexical effects. 
Segui and Frauenfelder (1986), for instance, did obtain a word-frequency effect 
when subjects were required to monitor not just for word-initial targets, but for 
targets which could appear anywhere in the words (“generalized” phoneme 
monitoring). rubin et al. (1976) also found a word/nonword effect: subjects were 
faster to detect e.g. /b/ in bat than in bal. Cutler et al. (1987) examined word/
nonword effects in a series of experiments. lexical effects were found to come 
and go. responses to targets in words were faster than those to targets in non-
words only when task monotony was reduced.

lexical effects thus appear to be present only in some phoneme-monitoring 
experiments. Stemberger et al. (1985) took this variability as support for inter-
active models like traCe. lexical influences were taken to result from top-down 
facilitation from word nodes increasing the level of activation of target phoneme 
nodes, thus speeding responses to targets in words relative to nonwords. Where 
there were no lexical effects, it was assumed that responses were being made 
from the phoneme-node level, with lexical feedback switched off through some 
kind of attentional process. But the presence of lexical effects, and their variability, 
can equally well be explained by autonomous models (Cutler et al., 1987; norris 
et al., 2000). In merge, lexical effects in phoneme monitoring are due to the feed-
forward influence of the lexical level on decision nodes, and their absence, just 
as in the traCe account, is assumed to reflect the fact that the lexical influence, 
due for example to attentional factors, has been switched off.

Both models can therefore account for the lexical effect, and its variability, in 
phoneme monitoring. In another task, rhyme monitoring, where subjects detect 
words and nonwords which rhyme with a prespecified cue, responses are faster 
to words than to nonwords, and responses are faster to high- than to low-frequency 
rhyming words (mcQueen, 1993). again both models can explain these lexical 
effects.

2.1.2 Phonemic restoration If the medial /s/ of the word legislatures is replaced 
with a cough, listeners report hearing a cough and the complete legislatures,  
with the absent phoneme perceptually restored (Warren, 1970). low-level factors  



 Cognitive Processes in Speech Perception 493

influence the effect: if the replacing noise is acoustically similar to the removed 
phoneme, the illusion is more likely to occur (Warren & Obusek, 1971; Samuel, 
1981a, 1981b); and there is more restoration for fricatives and stops (which are 
more noise-like) than for liquids, vowels and nasals (Samuel, 1981a, 1981b).

Samuel (1981a) found that several lexical factors influenced the extent of the 
illusion: there was more restoration for longer than for shorter words; there  
was a more reliable illusion in words than in phonologically legal nonwords;  
and presenting an intact version of the target word before the target word also 
increased restoration. Samuel (1987) found further that there was more restoration 
for items with several possible restorations (e.g., *egion: legion or region) than for 
items with a unique restoration (e.g., *esion: lesion). He also found that there was 
more phonemic restoration in words which become unique early, moving left to 
right through the word (e.g., boysenb*rry) than in words which became unique 
late (e.g., indel*ble). Samuel (1996) showed that, as with lexical involvement in 
phoneme monitoring, lexical effects in phonemic restoration are variable; to use 
his words, they are “real but fragile.” Samuel explained these results in terms of 
lexical feedback.

an autonomous account of these data, however, is once again also possible.  
If the illusion is due to attention being focused on lexical information, then the 
lexical effects can be explained without recourse to top-down connections. In 
merge’s terms, lexical influences in restoration occur when listeners are using the 
connections from the lexical level to the decision level. Just as with the monitor-
ing tasks, the evidence for lexical involvement in phoneme restoration reviewed 
so far does not allow us to distinguish between the two models.

2.1.3 Phonetic categorization In the phonetic categorization task, with a con-
tinuum of sounds from /d/ to /t/ in the contexts deep–teep and deach–teach,  
for example, a lexical effect would be shown by an increased proportion of /d/ 
responses in the ambiguous region of the continuum when the voiced endpoint 
formed a word (deep), and an increased proportion of /t/ responses when the 
unvoiced endpoint formed a word (teach). this effect was originally demonstrated 
by Ganong (1980), and replicated by Fox (1984). In traCe, this effect is once again 
accounted for by top-down connections. In merge, the effect once again reflects 
the integration of prelexical and lexical information at the decision level.

Connine and Clifton (1987) found both a lexical shift and an rt advantage for 
word responses relative to nonword responses in the boundary region. they 
further showed that the lexical effect was not due to postperceptual bias: it was 
not equivalent to an effect obtained using monetary reward to bias subjects’ re-
sponses. lexical effects have also been reported by Burton et al. (1989), who found 
that the categorization of a word-initial continuum depended on the acoustic-
phonetic quality of the continuum, and by miller and dexter (1988), who showed 
that lexical involvement in categorization (as in phoneme monitoring and the 
phonemic restoration illusion) is not mandatory.

mcQueen (1991) and Pitt and Samuel (1993) have found lexical effects for  
phonemes in word-final position (e.g., for an /S/–/s/ continuum in contexts such 
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as fish–fiss and kish–kiss). mcQueen (1991) also replicated Burton et al.’s (1989) 
finding that lexical effects in the categorization task only appear when the materials 
are of poor acoustic quality. Pitt and Samuel (1993), however, have shown that 
poor stimulus quality is not a necessary condition for a lexical effect: lexical shifts 
were obtained with high-quality materials in both word-initial and word-final 
categorization. Critically, however, the basic lexical effect in this task is consistent 
with both types of model.

2.2 Test cases
Both models can account for lexical effects in several tasks. are there any test cases 
which might allow us to distinguish between the models? Can we establish whether 
or not lexical information is used in prelexical processing? Several attempts have 
been made to contrast divergent predictions of the traCe and merge models.

2.2.1 Inhibitory lexical effects in phoneme monitoring Frauenfelder et al. 
(1990) presented evidence from the phoneme-monitoring task which challenges 
the interactive position. traCe predicts that activation of a lexical candidate will 
both boost the activation of its constituent phonemes by top-down facilitation 
and inhibit the activation of nonconstituent phonemes because of phoneme-to-
phoneme inhibition. as this study showed, there are strong facilitatory effects on 
the detection of targets (such as /p/ in olympiade), which occur after the word 
becomes unique, relative to matched nonwords (e.g., arimpiako). In traCe terms, 
this could be due to top-down facilitation of /p/ from the word node. If this were 
the case, detection of /t/ in vocabutaire should be inhibited relative to detection 
of /t/ in a matched nonword such as socabutaire, because of top-down facilitation 
of /l/ from the activated vocabulaire node followed by inhibition of other phoneme 
nodes by the /l/ node. no such inhibition was found.

mirman et al. (2005) have recently shown, however, that lexically induced  
delays in phoneme monitoring do occur, but only if the target phoneme and the 
lexically consistent phoneme are phonetically similar (e.g., /t/ detection in arsenit 
was delayed because /t/ is similar to the lexically consistent /k/ in the base word 
arsenic, but /t/ detection in abolit was not delayed, presumably due to greater 
dissimilarity between /t/ and the /S/ of abolish). mirman et al. present traCe 
simulations showing that this kind of lexical inhibition only arises in the model 
if there is some bottom-up support for the lexically consistent sound (i.e., when 
it is acoustically similar to the target). as norris et al. (2000) argue, merge predicts 
that there should be lexical inhibition in phoneme monitoring when there is  
perceptual support for two competing phonemes. thus, while the absence of 
lexical inhibition in phoneme monitoring was for many years a problem for the 
interactive account, more recent research has shown that this is not in fact a test 
case that distinguishes between interactive and autonomous models.

2.2.2 The time course of lexical effects in categorization mcQueen (1991) 
showed that the lexical effect in categorization of word-final ambiguous fricatives, 
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in contexts such as fish–fiss and kish–kiss, was larger for faster responses. this 
finding was replicated by Pitt and Samuel (1993) and by mcQueen et al. (2003). 
Previous research (Fox, 1984; miller & dexter, 1988; Pitt & Samuel, 1993) had 
shown that lexical effects in categorization of ambiguous word-initial sounds  
(e.g., /d/ and /t/ in deep–teep vs. deach–teach) build up over time, but mcQueen 
et al. (2003) also showed that, at least under some circumstances, lexical effects 
in word-initial categorization can also decrease over time. In traCe, the lexical 
feedback loop becomes stronger over time, and bottom-up evidence thus tends 
to be overwritten by lexical knowledge. traCe thus wrongly predicts that  
lexical effects should build up gradually over time, for word-initial (mcClelland 
& elman, 1986) and word-final categorization (mcClelland, 1987). In merge, in 
contrast, there is no feedback loop, and lexical knowledge does not overwrite 
bottom-up evidence. So lexical effects can reach an asymptote, and indeed die 
away over time (if lexical input to the decision nodes is switched off, the bottom-up 
evidence, as represented at the prelexical level, can re-assert itself at the decision 
level). these time-course analyses thus favor autonomous accounts.

2.2.3 Compensation for coarticulation One type of result appears to support 
interactive models. mann and repp (1981) showed that stops midway between 
/t/ and /k/ were more often categorized as /k/ after /s/, but as /t/ after /S/. the 
perceptual system thus appears to compensate for fricative–stop coarticulation. 
elman and mcClelland (1988) replicated this effect for ambiguous word-initial stops 
following fricative-final words such as Christmas and foolish, and, most importantly, 
they showed that the effect occurred when the word-final fricatives were replaced 
with an ambiguous fricative. When the final /s/ in Christmas was replaced with 
an ambiguous sound /?/, midway between /s/ and /S/, there were again more /k/ 
responses to the ambiguous stops. With fooli?, there were more /t/ responses.

elman and mcClelland (1988) claimed that this effect was strong evidence in 
favor of interactive models like traCe. lexical information appears to be influ-
encing a compensation process that can be assumed to be operating prelexically. 
this seems to be direct evidence against the autonomous assumption that there 
is no lexical feedback. But Pitt and mcQueen (1998) argued that there was an 
alternative account of these data. In english, /s/ is more likely than /S/ after schwa 
(as in Christmas), and /S/ is more likely than /s/ after /I/ (as in foolish). Pitt and 
mcQueen then showed, first, that if vowel-fricative transitional probabilities were 
controlled, there was no lexical effect with ambiguous fricatives in stop categoriza-
tion, and second, that if vowel–fricative transitional probabilities were manipulated 
in nonwords, those probability biases on ambiguous fricative identification did 
lead to a consequent shift in stop categorization. Pitt and mcQueen thus argued 
that if the prelexical level were sensitive to transitional probabilities, the elman 
and mcClelland results would be consistent with an autonomous model. Studies 
in the next round of this debate have claimed to show that lexical influences in 
fricative–stop compensation for coarticulation can be found when vowel–fricative 
transitional probabilities are controlled (magnuson et al., 2003; Samuel & Pitt, 
2003). the magnuson et al. result, however, appears to be due to a bias induced 
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by their practice trials ( mcQueen et al., 2009), and Samuel and Pitt’s findings may 
reflect longer-range transitional probabilities than those concerning the vowel–
fricative sequence alone (mcQueen, 2003). this issue is not yet resolved (mcClelland 
et al., 2006; mcQueen, norris, et al., 2006), and appears to depend on increasingly 
subtle experimental manipulations. there has to date been no completely con-
vincing demonstration of lexical involvement in compensation for coarticulation.

another aspect of Pitt and mcQueen’s (1998) data, replicated by mcQueen et al. 
(2009), is problematic for interactive models. listeners were asked to identify the 
fricatives (as /s/ or /S/) as well as the stops (as /t/ or /k/). a lexical effect was 
found in the fricative judgments (just as in the Ganong, 1980, and mcQueen, 1991, 
studies, listeners judged more ambiguous sounds to be lexically consistent than 
to be lexically inconsistent). Yet in the very same trials there was no lexical effect 
in the stop judgments. If the lexical effect on the fricatives were due to feedback, 
as in the traCe account, then that feedback ought to have had an effect on the 
prelexical compensation for coarticulation mechanism, and there thus ought also 
to have been a lexical effect on the stops. this dissociation challenges traCe. It 
is consistent with merge, however, since lexical effects on fricative decisions reflect 
the influence of the lexicon on the decision level and thus not on the prelexical 
level where the compensation mechanism is assumed to operate.

2.2.4 Selective adaptation Samuel (1997, 2001) used a logic similar to elman 
and mcClelland (1988), and again tested for lexical influences on a prelexical 
process (selective adaptation rather than compensation for coarticulation). In  
selective adaptation, judgments about speech sounds change through repeated 
exposure to one sound (e.g., after hearing /da/ repeatedly, listeners report more 
stimuli on a /da–ta/ continuum to be /ta/; eimas & Corbit, 1973). the locus of 
this adaptation effect appears to be prelexical (Samuel & Kat, 1996). Samuel (1997) 
used sounds replaced with noise as adaptors (capitalizing on the phoneme restor-
ation illusion), and Samuel (2001) used ambiguous sounds as adaptors (capitalizing 
on the Ganong, 1980, effect). In both cases these ambiguous adaptors appeared 
in lexical contexts. adaptation effects were found which were similar to those 
that would be observed with unambiguous lexically consistent sounds. In line 
with interactive models such as traCe, lexical knowledge thus appeared to be 
influencing the prelexical adaptation process. as we discuss below, however, these 
results appear to be consistent with the autonomous view that the lexicon does 
not influence on-line prelexical processing.

2.3 On-line feedback versus feedback for learning
as our review of these test cases reveals, there is no clear winning theory. Some 
experiments favor the interactive view embodied in traCe, some favor the  
autonomous view in merge, and some test cases have proven not to distinguish 
between the models. norris et al. (2000) argued, however, that even if the data 
are not definitive, there are important theoretical arguments to consider. they 
pointed out that feedback, as instantiated in traCe, cannot be of any benefit to 
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word recognition, and can be harmful to phoneme recognition. the best a word-
recognition system can do is recognize the words that are most consistent with 
the input. thus, if processing is optimal, feedback cannot improve on the decisions 
made at the lexical level (all it does is copy the decisions made at the lexical level 
onto the prelexical level). Feedback can help with phoneme recognition (e.g., when 
a sound is ambiguous), but can potentially create phonemic hallucinations, where 
lexical knowledge overwrites perceptual evidence. norris et al. thus argued that, 
in the absence of clear experimental data in support of interactive models, auton-
omous models such as merge should be preferred simply because there is no 
good reason to postulate feedback connections.

there is one critical exception to this argument. Feedback for perceptual learning 
would be of benefit in speech perception. If listeners could adjust their prelexical 
representations over time, using lexical knowledge, then they could learn how to 
interpret a talker speaking in an unusual way (e.g., a talker with a speech impedi-
ment, or someone with a regional or foreign accent). If, for example, a talker with 
a lisp produces an ambiguous /s/ sound in words where an /s/ (and not an /f/) 
is expected (e.g., at the end of platypu-), then listeners could use this lexical 
knowledge to adjust their category boundary between /f/ and /s/, facilitating 
subsequent recognition of speech by that talker. norris et al. (2003) found support 
for this prediction in a dutch perceptual-learning experiment. after exposure to 
only 20 /s/-final words ending with an ambiguous /fs/ sound (e.g., radij?, based 
on radijs, ‘radish’), listeners’ category boundaries shifted to include more /f/-like 
sounds in the /s/ category. another group of listeners heard the same sound in 
20 /f/-final lexical contexts (e.g., olij?, based on olijf, ‘olive’), and learned to include 
more sounds in their /f/ category. Control conditions showed that lexical know-
ledge was required for this kind of perceptual learning. Subsequent research with 
this lexical retuning paradigm has shown that the learning can be, but need not 
be, talker-specific (eisner & mcQueen, 2005; Kraljic & Samuel, 2005, 2006, 2007), 
and that it is stable over at least 12 hours (eisner & mcQueen, 2006).

norris et al. (2003) argued, therefore, that there is lexical feedback in perceptual 
learning. the prelexical level appears to be flexible enough to be able to adjust 
its operation over time, using stored lexical knowledge, as it encounters different 
talkers. this kind of feedback is logically distinct from the kind of feedback in-
stantiated in traCe, where lexical knowledge modulates, on-line, the perceptual 
process. thus, while the feedback mechanism in traCe may offer an explanation 
for both on-line and learning effects (mcClelland et al., 2006), there is no necessity 
that both types of effect be explained by the same mechanism. a perceptual learn-
ing mechanism using lexical feedback could therefore be added to merge, without 
there being any effects of that feedback loop on on-line perception (norris et al., 
2003). Furthermore, this kind of model could explain the Samuel (1997, 2001) 
results. the selective adaptation paradigm requires repeated exposure to stimuli, 
and, as norris et al. argued, may thus involve the same kind of perceptual retuning 
as they observed (see also mcQueen, norris, et al., 2006; Vroomen et al., 2007).

In our chapter in the first edition of this book we concluded that the lexicon 
does not influence prelexical processing. this conclusion has stood the test of 



498 James M. McQueen and Anne Cutler 

time, at least with respect to on-line processing. It now appears, however, that 
there is lexical involvement in prelexical perceptual learning. Perhaps most  
importantly, while on-line feedback is of no benefit to word recognition, retuning 
of perception over time does benefit speech perception. there is thus only feedback 
of the type that helps listeners.

3 Segmental Information

We now consider two key questions about the role of segmental information in 
the cognitive processes underlying speech perception. First, we ask whether, dur-
ing word recognition, segmental information is processed serially, or in a cascaded 
fashion. Our focus is on word recognition, since, as we have already argued, it is 
only through recognizing words that the listener can understand spoken messages. 
It is entirely uncontroversial that segmental information must play a central role 
in spoken-word recognition. the primary way in which listeners determine whether 
they have heard word or bird is through identifying that the first sound is a /w/ 
and not a /b/. It is also uncontroversial that a wide variety of acoustic cues are 
used in segment perception (see raphael, 2005). the question we must ask, then, 
is how these cues modulate word recognition. One possibility is that they do so 
in a serial manner: First, segments are identified on the basis of these cues (at the 
prelexical stage of processing), and then, second, words are recognized. alterna-
tively, acoustic-phonetic information may flow in cascade through the recognition 
system, such that it influences lexical-level processes without any prior definitive 
categorization of the input into segmental categories. We consider these two  
alternatives in section 3.1.

But there is an even more fundamental question about the uptake of segmental 
information. So far, we have assumed that there is a prelexical stage of processing, 
where the speech input is recoded (in either a serial or cascaded fashion) into 
linguistically abstract segmental categories prior to and for lexical access. But 
there may be no such prelexical abstraction process. We consider arguments for 
and against abstraction in section 3.2.

3.1 Cascaded processing of segmental information
multiple lexical hypotheses are activated during the word-recognition process 
(Swinney, 1981; marslen-Wilson, 1987, 1990; Zwitserlood, 1989; Shillcock, 1990; 
Gow & Gordon, 1995; tabossi et al., 1995; Vroomen & de Gelder, 1997; allopenna 
et al., 1998). We can thus ask whether segmental information is passed serially or 
in cascade to the lexical level, by measuring whether lexical activation changes 
as a function of subsegmental differences in the input. according to a serial model, 
subsegmental ambiguities should, if possible, be resolved prelexically and thus 
should not affect lexical activation levels. But in a cascaded model subsegmental 
differences should be passed on to the lexical level and influence the degree of 
activation of different lexical hypotheses.



 Cognitive Processes in Speech Perception 499

andruski et al. (1994) reduced the Voice Onset time (VOt) of the initial stop 
of, for example, king. In english, VOt is a major acoustic-phonetic cue to the 
distinction between voiceless stops (e.g., /k/, with long VOts) and voiced stops 
(e.g., /g/, with short VOts). In a cross-modal priming task, responses to semantic-
ally related targets (e.g., queen) were faster after king than after an unrelated word. 
this priming effect became smaller as VOt was reduced (i.e., as the /k/ became 
more like a /g/). this suggests that subsegmental detail influences lexical acti-
vation (the degree of activation of king was reduced as the /k/ was shortened),  
in keeping with the cascaded model. Further evidence is provided by mcmurray 
et al. (2002) and utman et al. (2000).

Other evidence in favor of cascaded models comes from research examining 
the effects of mispronunciations. the phonetic similarity between an intended word 
(e.g., cabinet; Connine et al., 1997) and a mispronounced nonword (e.g., gabinet 
vs. mabinet vs. shuffinet) influences how disruptive the mispronunciation is to 
lexical access. the greater the similarity between the mismatching sound and the 
intended sound, the more strongly the intended word appears to be activated 
(see also Connine et al., 1993; marslen-Wilson et al., 1996; ernestus & mak, 2004). 
In the domain of research on continuous speech processes (such as place assimi-
lation in english, Gow, 2002; liaison in French, Spinelli et al., 2003; and /t/ reduc-
tion in dutch, mitterer & ernestus, 2006) it appears that fine-grained phonetic 
detail (e.g., the duration or spectral structure of segments) modulates the degree 
of lexical activation, again as predicted by the cascaded account.

a considerable body of evidence suggests further that, once words consistent 
with the input speech have been activated, they compete with each other (Goldinger 
et al., 1989, 1992; Cluff & luce, 1990; Slowiaczek & Hamburger, 1992; mcQueen 
et al., 1994; norris et al., 1995; Vroomen & de Gelder, 1995; Vitevitch & luce, 1998, 
1999; luce & large, 2001; Gaskell & marslen-Wilson, 2002). accessed words  
compete with each other until one word dominates the others; this one word can 
then be recognized. this competition process is instantiated, in different ways, in 
current models of spoken-word recognition: the neighborhood activation model 
(luce & Pisoni, 1998), traCe (mcClelland & elman, 1986), Shortlist (norris, 1994; 
norris & mcQueen, 2008) and the distributed Cohort model (dCm; Gaskell & 
marslen-Wilson, 1997).

the lexical competition process provides a litmus test about how segmental 
information flows through the speech recognition system. If fine-grained phonetic 
detail modulates the competition process, then it must have been passed forward 
to the lexical level. Several of the effects just reviewed have been shown to  
interact with lexical factors. Van alphen and mcQueen (2006) have shown, for 
example, that the influence of VOt variability on lexical activation in dutch  
depends on the lexical competitor environment (i.e., whether the voiced and 
voiceless interpretations of the stops are both words, as in, e.g., the english  
pair bear–pear, or both nonwords, as in english blem–plem, or one word and  
one nonword, as in blue–plue and brince–prince), and marslen-Wilson et al.  
(1996) also found that segmental mismatch effects were modulated by lexical 
factors.
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Clear demonstrations of this interaction between subsegmental and lexical  
information come from a series of experiments with cross-spliced stimuli (Streeter 
& nigro, 1979; Whalen, 1984, 1991; marslen-Wilson & Warren, 1994; mcQueen  
et al., 1999; dahan et al., 2001). Cross-splicing the initial consonant and vowel of 
jog with the final consonant of job, for example, produces a stimulus which sounds 
like job, but which contains (in the vocalic portion) acoustic evidence for a /g/. 
these phonetically mismatching stimuli are more difficult to process, but the 
extent to which they interfere depends on whether the entire sequence is a word 
or nonword (e.g., job vs. shob) and on whether its components derive from words 
(e.g., jog) or nonwords (e.g., jod). It thus seems very clear that there is cascade of 
segmental information to the lexical level.

3.2 Segmental abstraction in speech perception
there are two ways in which segmental information might cascade to the  
lexicon. One possibility is that phonetic segments are extracted explicitly, in some 
prelexical level of representation, with a classification of the speech signal  
into linguistically abstract “units of perception” (mcneill & lindig, 1973; Healy 
& Cutting, 1976). units which have been postulated include acoustic-phonetic  
features (eimas & Corbit, 1973; marslen-Wilson, 1987; marslen-Wilson & Warren, 
1994; Stevens, 2002), phonemes (Foss & Blank, 1980; mcClelland & elman, 1986; 
norris, 1994; norris et al., 2000), context-sensitive allophones (Wickelgren, 1969), 
syllables (Cole & Scott, 1974; mehler, 1981), and articulatory gestures (liberman 
& mattingly, 1985). any of these units could operate in cascade, passing infor-
mation continuously forward to the lexicon. alternatively, segmental information 
could be used implicitly, in a direct and continuous mapping of the signal onto 
the lexicon with no explicit intermediate classification into prelexical units. Klatt 
(1979, 1989) suggested a template-matching process, where spectral information, 
as analyzed by the peripheral auditory system, is mapped directly onto a lexicon 
of spectral templates of diphone sequences. the models of Goldinger (1996, 1998), 
Johnson (1997), Pierrehumbert (2002), and Hawkins (2003), though differing in 
many respects, share the assumption that the lexicon consists of episodic memory 
traces of particular tokens of words, stored with all their acoustic detail (e.g., 
including talker- and situation-specific details).

the class of models with abstract prelexical representations provide a ready 
solution to the invariance problem. It is well known that the acoustic cues to 
segments are far from invariant. they vary greatly depending on a large number 
of factors, including: coarticulation (the realization of segments depends upon 
both preceding and following phonological context; Fowler, 1984; see Farnetani 
& recasens, this volume); speech rate (e.g., temporal cues such as VOt change 
depending on speed of articulation, requiring rate-dependent processing; miller, 
1981; Gordon, 1988); and variation between speakers due to differences in sex, 
age, and dialect (see ní Chasaide & Gobl, this volume). Some authors have argued 
that this variation is dealt with by the extraction of acoustic cues which are invari-
ant (Stevens & Blumstein, 1981); others that the variation is lawful, and can be 
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exploited by the listener (elman & mcClelland, 1986). In either case, however, it 
is clear that the perceptual system must be able to deal with this variability through 
some kind of normalization process. the same physical signal must be inter pretable 
as different segments, and different signals must be interpretable as the same 
segment (repp & liberman, 1987). If normalization takes place prelexically, prior 
to lexical access, then only abstract phonological knowledge would need to be 
stored in the mental lexicon.

In a study of speech rate normalization, for example, miller et al. (1984) demon-
strated that subjects labeled more ambiguous consonants, midway between /b/ 
and /p/ and embedded in the continuum bath–path, in a contextually congruent 
manner (i.e., more bath responses in a bathing context), but only when subjects 
were explicitly told to attend to the sentence context. these effects were absent 
in a speeded response condition, which focused the subjects’ attention on the 
target words. Speaking rate was also varied, resulting in shifts in the category 
boundary between /b/ and /p/, but the task-demand manipulation did not 
influence this rate-dependent boundary placement. miller and dexter (1988) also 
used the phonetic categorization task to examine effects of lexical status and 
speaking rate. they found that under speeded response conditions, there was no 
tendency to label ambiguous initial consonants in a lexically consistent manner 
(e.g., as /b/ in a beef–peef continuum and as /p/ in a beece–peace continuum). 
listeners could not ignore the rate manipulation, however: even under speeded-
response instructions they based their decision on the early portion of the  
syllable, treating it as if it was physically short (the /b/–/p/ boundary shifted 
to a smaller VOt for fast responses). these studies neatly demonstrate that rate 
normalization (unlike the use of lexical knowledge) is a mandatory feature of 
speech processing. the analysis of acoustic information specifying speech rate 
appears to be essential for accurate lexical access (miller, 1987). Such results thus 
support the view that rate normalization is a prelexical process that necessarily 
modulates word recognition.

Other, more recent evidence on the need for prelexical abstraction comes from 
the lexical retuning paradigm reviewed earlier. norris et al. (2003) argued that 
adjustments to prelexical phonetic categories would be of benefit to speech per-
ception because, once an adjustment had been made, it could be applied to the 
recognition of any words containing the adjusted sound. mcQueen, Cutler, et al. 
(2006) tested whether there was indeed generalization of learning to the process-
ing of words that were spoken by the trained talker but that had not been heard 
during the training phase. Instead of using the phonetic categorization test task 
(as in, e.g., the norris et al. study described in section 2.3), they used a cross-
modal identity-priming task. the experiment was again in dutch, and the test 
phase contained minimal pairs such as doof–doos, ‘deaf–box’. In a training phase 
identical to the norris et al. study (i.e., with no minimal-pair words), listeners 
were encouraged to learn that an ambiguous /fs/ sound, “[?]”, was either /f/ or 
(for a second group) /s/. In the subsequent test phase, the pattern of priming 
effects indicated that the listeners in the first group tended to hear [do?] as doof, 
while listeners in the second group tended to hear it as doos. this demonstration 
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of generalization of learning to previously unheard words confirms that the locus 
of the learning effect is prelexical. It also underlines the major benefit of prelexical 
abstraction: Once something about how a talker realizes a speech segment has 
been learned, and that knowledge is stored prelexically, then it can automatically 
be used to assist in the recognition of all words containing that segment that that 
talker might produce. Further evidence of lexical generalization of perceptual 
learning has come from experiments examining adjustments to vocoded speech 
(davis et al., 2005) and to an artificial dialect (maye et al., 2008).

Findings from subliminal priming studies (Kouider & dupoux, 2005), identifi-
cation tasks (nearey, 1990), phonological priming (radeau et al., 1995; Slowiaczek 
et al., 2000), and studies on phoneme-sequence learning (Onishi et al. 2002) also 
support prelexical abstraction. Yet more evidence comes from the second-language 
literature. listeners have considerable difficulty learning new phonemic categories 
(logan et al., 1991; Strange, 1995), and are influenced by the phonemic categories 
of their native language while listening to a nonnative language (Best, 1994;  
Pallier et al., 2001; Weber and Cutler, 2004; Cutler et al., 2006). these findings 
suggest that, once abstract prelexical categories have been acquired, they neces-
sarily influence speech recognition, even in a second language.

there is therefore considerable evidence for prelexical abstraction. according 
to an extreme version of the abstractionist position, details about speaking rate, 
talker, etc., could be discarded prior to lexical access. But there is also consider-
able evidence that episodic details of words (e.g., how individual talkers produced 
specific words) are preserved in long-term memory, as measured, for example, in 
recognition memory experiments (martin et al., 1989; Goldinger et al., 1991; Palmeri 
et al., 1993; Church & Schacter, 1994; Goldinger, 1996; luce & lyons, 1998): Words 
are recognized better as having already occurred in the experiment if they are 
repeated by the same talker. there are also effects of talker-specific detail when 
participants have to repeat words that they hear (Goldinger, 1998): repetitions 
tend to become more like the way the input talker produces them. all of these 
results show that talker-specific detail cannot be thrown away during word recog-
nition, and thus that extreme abstractionist models are not tenable. But extreme 
episodic models – in which all acoustic-phonetic detail, including talker-specific 
attributes, is passed on to the lexicon without normalization – are equally unten-
able. Such models have the disadvantage that they (unlike abstractionist models) 
have no ready solution to the invariance problem, and they cannot account for 
the experimental evidence on abstraction.

What appears to be required, therefore, is a hybrid model in which there is 
prelexical abstraction, but in which episodic details are not thrown away. On  
this view, talker-specific features in the speech signal (and other situational  
details) may be stored in nonlinguistic long-term memory (i.e., not in the mental 
lexicon), just like other episodic memories (e.g., for faces, colors, or odors), but 
may also be used in the word-recognition process. that is, just as there appears 
to be prelexical normalization for speaking rate, there may also be prelexical  
talker normalization. Indeed, there is evidence that prelexical processing involves 
adjustments based on talker variability. as already noted, for example, perceptual 
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learning about unusual segments can be talker-specific (eisner & mcQueen, 2005; 
Kraljic & Samuel, 2005, 2007). mullennix et al. (1989) showed that listeners could 
identify words more easily in lists spoken by a single talker than when the same 
word-lists were spoken by 15 different talkers, and that this effect was more 
marked when the speech signal was physically degraded. nygaard et al. (1994; 
see also nygaard & Pisoni, 1998) found, in addition, that familiarity with voices 
(after extensive training in associating those novel voices with names) made it 
easier to recognize new words spoken by those voices. adjustment to talker differ-
ences thus appears to occur at a prelexical level, just like rate normalization.

mullennix and Pisoni (1990) have further shown that talker normalization, again 
like rate normalization, is mandatory. Subjects could not ignore voice variability 
when categorizing unambiguous initial phonemes in lists of words spoken by 
one or several talkers, nor could they ignore variability in those initial consonants 
when categorizing the words as being spoken by either a male or female speaker. 
asymmetries in this interference suggested that extraction of phonetic and speaker 
information are independent but closely related processes: phonetic decisions 
appear to be at least partially contingent upon the process of talker normalization, 
and vice versa.

Segmental information is thus extracted prelexically, recoded into linguistically 
abstract representations, and used in word recognition. the evidence summarized 
in section 3.1 suggests that this process operates in cascade. the evidence just 
reviewed suggests further that this abstraction process is not destructive: acoustic-
phonetic details about rate, voice, and so on are used by the normalization process, 
but are then stored rather than discarded.

4 Suprasegmental Information

as lehiste (1970) pointed out, it is difficult to carve out a domain of speech  
research dealing just with suprasegmentals. all speech is realized in time with 
every subcomponent having a measurable duration, fundamental frequency ( f0) 
and amplitude. Segment identification thus depends on computations involving 
f0, duration (for instance, of vocal tract closure), or amplitude (for instance, of 
frication in a given frequency range; see Johnson, 2005; raphael, 2005, for reviews). 
In quantity languages, there are contrasts between long and short versions of  
the same segment (estonian vowels have three levels of duration, for example). 
nevertheless, the durational, amplitude, and f0 patterns of speech also encode 
structural information at higher levels, and listeners exploit this information  
in the process of recognizing words (section 4.1), parsing prosodic structure  
(section 4.2), and segmenting the continuous speech stream (section 4.3).

4.1 Suprasegmental cues to lexical identity
Just as durational contrasts at the segment level allow listeners to distinguish 
between words, so do durational contrasts at the syllable level; for instance, the 
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greater length of a syllable in isolation than in a polysyllabic sequence (speed by 
itself is longer than speed in speedy or speediness; lehiste, 1971) allows listeners to 
know whether they are hearing ham or hamster, dock or doctor (davis et al., 2002; 
Salverda et al., 2003). this usefully allows listeners to avoid accidentally recog-
nizing words which are only spuriously present in the speech signal, embedded 
in longer words (such as ham in hamster). However, there are also ways in which 
word pairs which are segmentally identical may contrast suprasegmentally.

In languages with lexical tone, such as mandarin, Vietnamese, or Yoruba, syl-
lables are realized with a f0 pattern which is phonemically contrastive. Word 
recognition in such languages depends on processing this f0 information; to all 
intents and purposes the tones function at the segmental level, so that a given 
vowel with a rise–fall tone and the same vowel with a level tone may be regarded 
as different segments. the available experimental evidence on spoken-word  
recognition in tone languages indeed supports a parallelism between segmental 
processing and the processing of tonal information.

For instance, lexical information can affect tone categorization in just the same 
way as it affects segment categorization. In the segment categorization study of 
Ganong (1980), listeners’ category boundaries between /t/ and /d/ shifted to 
produce more /d/ responses preceding -eep but more /t/ responses preceding 
-each; similarly, in a tone categorization study by Fox and unkefer (1985), listeners’ 
category boundaries between two tones of mandarin Chinese shifted as a function 
of which endpoint tone produced a real word given the syllable the tone was 
produced on. (this was of course only true when the listeners were mandarin 
speakers; english listeners showed no such shift.) lexical priming studies in 
Cantonese also suggest that the role of a syllable’s tone in word recognition is 
analogous to the role of the vowel (Yip, 2001; lee, 2007). the f0 cues to tone are 
realized over vocalic segments, but the consequence of this is that vowel identity 
is apprehended more rapidly than the tone information encoded in the same 
portion of the speech signal (Cutler & Chen, 1997; Ye & Connine, 1999); thus 
listeners can detect the difference between two CV syllables with the same onset 
and the same tone but a different vowel more rapidly than they can detect the 
difference between two CV syllables with the same onset and the same vowel 
but a different tone. Suprasegmental contrasts between lexical items in other 
languages pattern across syllable sequences. In pitch accent languages such as 
Japanese, words exhibit one of a small number of permissible patterns across 
syllables (thus the accent pattern of Toyota is Hll and of Mitsubishi lHll; in each 
case the syllable labeled H is accented). although pitch accent patterns are defined 
across words, however, their realization in the f0 contour is easily apprehensible 
for listeners. listeners can tell from which of two words differing in accentual 
structure a given syllable has been extracted (e.g, ka from baka Hl vs. gaka  
lH; Cutler & Otake, 1999), incorrect accent patterns delay word identification 
(minematsu & Hirose, 1995), and accent patterns are used to distinguish between 
competing word candidates in spoken-word recognition, so that, for example, 
listeners hearing na- from nagasa Hll know that it cannot be the beginning of 
nagashi lHH (Cutler & Otake, 1999; Sekiguchi & nakajima, 1999).
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like pitch accent, word stress patterns in lexical stress languages are realized 
across polysyllabic sequences. there is now an extensive literature on the realiza-
tion and perception of lexical stress, which has recently been analyzed in detail 
by Cutler (2005). listeners can use lexical stress patterns in word recognition, too, 
so that dutch listeners can accurately tell from which of two words differing in 
stress a given syllable has been extracted (e.g, voor from initially stressed voornaam 
‘first name’ vs. finally stressed voornaam ‘respectable’; Cutler & donselaar, 2001), 
incorrect stress in dutch words inhibits word recognition (van leyden & van 
Heuven, 1996), and dutch listeners can use stress to distinguish between com-
peting word candidates in spoken-word recognition, so that hearing domi- from 
initially stressed dominee ‘minister’ is evidence that it cannot be the beginning of 
finally stressed dominant ‘dominant’ (donselaar et al., 2005). the same results are 
observed in Spanish: espi- from finally stressed espiral ‘spiral’ is perceived as 
evidence against espiritu ‘spirit’ with stress on the second syllable (Soto-Faraco  
et al., 2001).

However, the same experiment in english, testing for example admi- from initi-
ally stressed admiral versus admiration with stress on the third syllable, produces 
a much weaker effect (Cooper et al., 2002). there is also considerable evidence 
that mis-stressing effects in english are quite weak unless vowel quality is also 
changed (Bond & Small, 1983; Cutler & Clifton, 1984; Small et al., 1988; Slowiaczek, 
1990), and cross-splicing english vowels with different stress patterns likewise 
produces unacceptable results only if vowel quality is changed (Fear et al., 1995). 
In Fear et al.’s study, listeners heard tokens of, say, autumn, which has primary 
stress on the initial vowel, and audition, which has an unstressed but unreduced 
vowel, with the initial vowels exchanged; they rated these tokens as insignificantly 
different from the original, unspliced, tokens.

the difference in the patterns of results across lexical stress languages can be 
ascribed to the relative usefulness of stress in distinguishing between words.  
It is true that studies of english vocabulary structure show that stress pattern 
information could be of use in word recognition; thus a partial phonetic transcrip-
tion which includes stress pattern information applies to a smaller candidate set 
of words than one which does not (aull, 1984; Waibel, 1988), and an automatic 
recognition algorithm operating at this level of phonetic specification performs 
significantly better with stress pattern information than without (Port et al., 1988). 
But the equivalent effects in Spanish and dutch are very much larger (Cutler & 
Pasveer, 2006). this is because of the widespread reduction of vowels in unstressed 
syllables in english. Cognate examples of the cross-language asymmetry abound. 
For example, stressed word-initial com- in english could be the beginning of 
comedy, or of comma, compliment, etc., but comedy’s morphological relative comedian 
has the reduced vowel schwa in its initial syllable. In Spanish comedia ‘comedy’ 
(stress on the second syllable) and comico ‘comedian’ (initial stress) have the same 
vowel in the first syllables; in dutch, komedie ‘comedy’ (stress on the second syl-
lable) and komediant ‘comedian’ (stress on the fourth syllable) have the same 
vowels in their first and in their second syllables. english listeners can instantly 
distinguish between comedy and comedian as word candidates on the basis of the 
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vowel in the first syllable, whereas Spanish or dutch listeners can only achieve 
such early discrimination by paying attention to the syllable’s stress.

thus listeners are usually able to distinguish between words in english using 
segmental information alone; suprasegmental information can be ignored with 
relatively little penalty. In dutch, which has much less vowel reduction, and in 
Spanish, which does not allow vowel reduction at all, the penalty for ignoring 
suprasegmental information would be much more severe. this explains the dif-
ferent strength of the effects in the word recognition experiments. It explains why 
dutch listeners outperform native english listeners at telling from which of two 
words differing in stress a given english syllable has been extracted (e.g, mus- 
from music versus museum; Cooper et al., 2002). the lesson from these studies is 
that quite small cross-language differences in how a given level of structure is 
realized (e.g., the likelihood of unstressed syllables manifesting vowel reduction) 
can radically affect the value of the structural information for rapid distinguish-
ing between words, and thus determine the degree to which listeners make use 
of acoustic cues to that structure in speech.

4.2 Prosodic structure
the suprasegmental patterns of speech encode the prosodic structure in utter-
ances. even though prosodic and syntactic structure are independently determined 
(Shattuck-Hufnagel & turk, 1996), it has long been known that listeners derive 
syntactic boundaries, and discourse boundaries too, from phrase-final lengthening 
and from the f0 contour (see Cutler et al., 1997, for a review). more recently it has 
also become clear that the fine structure of segments is influenced by prosodic 
boundary placement, such that, for example, segments at the onset of a prosodic 
constituent are strengthened (Keating et al., 2003).

listeners make use of such effects to parse speech into words. Cho et al. (2007) 
examined potentially ambiguous sequences such as bus tickets. there are compet-
ing english words in which there is no boundary after the /s/ (bust, busty), and 
their question was: could prosodic strengthening assist listeners in recognizing 
the word bus in this potentially ambiguous context? they compared utterances 
such as When you get on the bus, tickets should be shown to the driver (in which pros-
odic strengthening should enhance the /t/) versus John bought several bus tickets 
for his family (no strengthening). they found that the word bus was indeed more 
easily recognized in the phrase bus tickets taken from the former context than in 
the same phrase taken from the latter context. likewise, Christophe et al. (2004) 
found that French word sequences such as chat grinchaux (‘grumpy cat’) were 
likely to be confused with the accidentally embedded chagrin if they formed part 
of a single phrase, but not if a phrase boundary occurred after chat.

listeners are capable of using differences in the duration of segments within 
words to distinguish between alternative candidates (for instance, the difference 
in duration of syllable-final /l/ in Italian silvestre ‘sylvan’ versus syllable-initial 
/l/ in silencio ‘silence’ is available even without the following /v/ or /E/ which 
disambiguates; tabossi et al., 2000). listeners are also capable of using the same 
sort of differences to distinguish between alternative phrases (for instance, the 
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/s/ duration distinguishes dutch een spot ‘a spotlight’ from eens pot ‘jar once’; 
Shatzman & mcQueen, 2006a). the differences which are used vary across  
languages. thus, in both english and dutch, listeners make use of prosodic 
strengthening of /t/ to infer the onset of a prosodic constituent, but the way the 
strengthening is realized is exactly opposite in these languages (Cho & mcQueen, 
2005). In english, a strengthened /t/ has a longer VOt (which enhances the 
contrast with short-VOt /d/). In dutch, strengthened /t/ has a shorter VOt 
(because the strengthening consists in a longer closure, enhancing the contrast 
with /d/ which in dutch is prevoiced).

even the durational differences which allow listeners to distinguish between 
stand-alone words and accidentally embedded words such as hamster versus ham 
embedded in hamster (davis et al., 2002; Salverda et al., 2003; see also Shatzman 
& mcQueen, 2006b) are modulated by prosodic structure. thus taxi (/taksi/) is 
embedded in both the sequence pak de tak sinaasappels ‘grab the branch of oranges’ 
and pak de tak citroenen ‘grab the branch of lemons’; but in the first, the syllable 
/si/ after tak is stressed, while in the second it is unstressed just as is the second 
syllable of taxi. Salverda et al. made two versions of a sentence containing, for 
example, taxi, by cross-splicing the tak syllable either from the above sinaasappels 
context or from the citroenen context. they found that the competing shorter  
word tak was more available in the former case. moreover, they found that what 
primarily influenced the relative availability of the words was the duration of the 
initial syllable in the ambiguous portion; ham, tak, etc. are longer than the same 
syllables in hamster, taxi, etc., but the isolated words are also longer when they 
are followed by a stressed rather than an unstressed syllable. By manipulating 
the duration of this syllable, Salverda et al. found that they could influence what 
listeners considered as the most likely word at that moment.

4.3 Rhythmic structure and the recognition of  
continuous speech

Speech is a continuous signal without consistent demarcation of the words which 
make it up. listeners must extract the component words from each speech signal 
in order to understand the speaker’s message. One of the ways they do this is  
by exploiting the relationship between the rhythmic structure of speech and word-
boundary location.

In english, and similar languages such as dutch, rhythmic structure is stress-
based, and segmentation of continuous speech can be usefully based on an  
assumption that strong syllables are most likely to be word-initial. evidence that 
english- and dutch-speaking listeners do actually operate with such an assump-
tion comes partly from studies of word boundary misperceptions, in which listeners 
most commonly err by assuming strong syllables to be word-initial and weak 
syllables to be noninitial (Cutler & Butterfield, 1992; Vroomen et al., 1996). Further 
evidence is to be found in studies with the word-spotting task, in which real 
words embedded in nonsense bisyllables are harder to detect if detecting them 
requires processing segments from two consecutive strong syllables, i.e., across the 
canonical point of speech segmentation (Cutler & norris, 1988; mcQueen et al., 
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1994; norris et al., 1995; Vroomen & de Gelder, 1995; Vroomen et al., 1996). Syllable 
strength is here encoded in terms of vowel quality; recall that Fear et al.’s (1995) 
study described in section 4.1 showed that this is the most important feature  
of syllable strength in english. Cutler and norris (1988), for example, compared 
detection of the word mint in mintayf and mintef; both bisyllables had initial stress, 
but they differed in the vowel which occurred in the second syllable. the embedded 
word mint was much harder to detect when the second vowel was strong, as in 
mintayf. the explanation is that the strong syllable -tayf triggered speech segmenta-
tion, so that the /t/ was momentarily considered to be the beginning of a new 
word rather than the end of mint; recovering from this interfering segmentation 
delayed recognition of mint.

In other languages with different rhythmic patterns, segmentation procedures 
also exploit rhythmic structure: syllabic rhythm in French (Cutler et al., 1986, 1992; 
Kolinsky et al., 1995) and Korean (Kim et al., 2008), moraic rhythm in Japanese 
(Otake et al., 1993; Cutler & Otake, 1994) and telugu (murty et al., 2007). In fact, 
rhythm allows a single, universally valid description of otherwise very different 
segmentation procedures used across languages (see Cutler, 1994, for further 
detail of this proposal).

rhythmic structure allows listeners to predict accentual patterning as well. the 
initial phonemes of nonsense words are detected more rapidly when sentence 
rhythm predicts that the syllables containing the target will be accented (Shields 
et al., 1974). Pitt and Samuel (1990) presented acoustically constant versions of 
disyllabic minimal stress pairs at the ends of auditory lists in which all the disyl-
labic items had the same stress pattern; detection of a phoneme in these words 
was again faster when the syllable containing the target phoneme was predicted 
to be stressed, suggesting that listeners used the predictive information to attend 
selectively to stressed syllables. likewise, listeners direct attention to words bear-
ing sentence accent; detection of the initial phoneme of an acoustically constant 
word token is faster when the word occurs in a prosodic context consistent with 
sentence accent falling at that point than when it occurs in a context consistent 
with lack of accent (Cutler, 1976; Cutler & darwin, 1981). listeners can derive 
sufficient information to perform this attentional focus when f0 variation has been 
removed (Cutler & darwin, 1981), although when dimensions of prosodic infor-
mation conflict such that, for example, timing predicts accent where f0 predicts 
no accent, listeners refrain from deriving predictive information from prosody at 
all (Cutler, 1987).

5 Conclusions

Knowledge about the cognitive processes in speech perception has advanced 
considerably since we wrote our chapter in the first edition of this book. this 
development can be seen most clearly, perhaps, in the way the questions that are 
asked about this field have changed. In the 1990s, binary questions were being 
asked: does lexical knowledge control prelexical decisions, or not? Is prelexical 
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processing serial or is it cascaded? Is speech perception episodic or abstractionist? 
the questions we now have to ask are more nuanced. With respect to the issue 
of feedback of lexical knowledge, for example, recent research has shown that  
we have to distinguish between feedback in on-line processing and feedback in 
perceptual learning. a simple yes/no answer to whether there is feedback or not 
is no longer appropriate. Furthermore, given that it has been established that 
phonetic information cascades continuously to the lexical level, we now have to 
ask more specific questions about the nature of the information that is passed 
forward to lexical processing. might its role depend on its informational value, 
as our review of cross-linguistic differences on uptake of lexical stress information 
suggests? Finally, we now have to consider how speech recognition can be episodic 
and abstractionist at the same time. all of these developments are indicative of 
a very active field of enquiry; they show that real progress is being made in our 
understanding of the cognitive aspects of speech perception.

the field is flourishing in another way. even though the questions have become 
more refined, there are just as many being asked, and some that have still not 
been answered. For instance, we do not yet know what the “units of perception” 
are (mcneill & lindig, 1973; Healy & Cutting, 1976). It seems clear that there is 
a prelexical level of processing that mediates between auditory (i.e., not speech-
specific) processing and lexical processing, that the prelexical level involves  
abstraction and normalization, and that it operates in cascade. Furthermore,  
while it appears that this level is impervious to the immediate influence of lexical 
feedback, lexical knowledge can be used to retune prelexical processing over time. 
But we do not yet know what the unit(s) of representation are at the prelexical 
level. an important issue for future research will be to specify whether linguistic 
abstraction of segmental information prior to lexical access involves, for example, 
featural, allophonic, phonemic, or syllabic representations.

Critically, however, the way in which suprasegmental information is extracted 
prelexically will also have to be specified, and an account will have to be developed 
for the way in which segmental and suprasegmental information is integrated in 
modulating the word-recognition process. One possibility is that there are indeed 
two processing channels, one extracting segmental material (e.g., a mechanism 
computing the current sequence of phones), and one extracting suprasegmental 
material (e.g., a device building the prosodic structure of the current utterance). 
these two prelexical channels could operate independently, but could still both 
influence lexical processing. another possibility is that there is a single processing 
channel which constructs an integrated multidimensional structure consisting of 
larger and smaller elements.

the current weight of evidence favors an autonomous account of on-line pro-
cessing. If convincing data for on-line lexical–prelexical feedback were to be found, 
however, then it would be necessary to establish the cognitive function that  
such feedback serves in normal listening. Since on-line feedback appears to be  
of no benefit to word recognition, one possibility is that on-line effects are an 
epiphenomenon of the need for feedback in perceptual learning. If, however, the 
conclusion in favor of autonomy in on-line processing continues to stand the test 
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of time, then it will be necessary to develop a model of speech recognition in 
which lexical knowledge cannot modulate prelexical processing as it is happening, 
but can retune those processes over time.

an important constraint on the operation of the prelexical level, and thus pos-
sibly also on the nature of the representations constructed there, is that it must 
be flexible. the evidence we reviewed on perceptual learning in speech suggests 
that the way in which the speech signal is mapped onto the lexicon can be retuned 
after very brief exposure, and that that retuning can be specific to the speech of 
a single talker. It will be important to ascertain what the limits are on this kind 
of flexibility. For example, might there also be retuning of suprasegmental repre-
sentations, and are other sources of knowledge (i.e., other than the lexicon) used 
to supervise perceptual learning?

Perhaps the greatest current challenge for cognitive modeling of speech percep-
tion, however, is how to include abstractionist and episodic components in the 
same model. recent research suggests that episodic detail (e.g., how individual 
talkers produce specific speech sounds) is used to modulate the prelexical level. 
But this contribution of episodic knowledge to the flexibility of the prelexical 
processor is unlikely to be the whole story. recent research also suggests that 
details of encounters with specific tokens of words are stored in long-term  
memory. the question, then, is how those long-term memories relate to abstract 
linguistic processing: do they exist only at the prelexical level, or also at the 
lexical level, or do they reside in a more general episodic memory store (i.e., not 
in the mental lexicon)?

It is important to note that this debate does not concern talker-specific segmental 
details alone. It also concerns suprasegmental details. For example, tokens of 
words differ in acoustic-phonetic detail because of their position in the prosodic 
hierarchy. are all of these tokens stored, or is there abstraction of prosodic know-
ledge? this debate is also about the role of word frequency. One way in which 
the frequency of occurrence of a word can be coded is through storage of all 
encounters with that word, as in episodic models. But frequency can also be 
handled by models with abstract representations (either at the prelexical level or 
the lexical level, or both). reconciling abstractionist and episodic accounts will 
thus entail specifying how multiple sources of information – about segments, 
suprasegmental structures, talker- and situation-specific details, and lexical fre-
quency – are brought together as listeners hear spoken words. experimentalists 
and computational modelers have plenty still to do.
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15  The Prosody of Speech: 
Timing and Rhythm

JaneT FLeTcheR

1 Introduction

Speech is an activity that unfolds in time, and listeners are sensitive to fluctua-
tions in the temporal flow of an utterance. Teasing apart the role(s) of time and 
timing in speech communication is not a trivial task, as will become clear when 
we look at different approaches to timing and prosody in this chapter. The nature 
of speech timing has been the subject of a great deal of experimental research and 
many aspects of speech timing have been addressed in other chapters of this 
volume. The primary goal of this chapter is to present an overview of the major 
findings in the experimental literature that relate to prosody and the durational 
patterns of spoken discourse. even the term prosody has a couple of quite distinct 
but related meanings. Prosody or prosodic features are for many phoneticians and 
speech scientists synonymous with variations in suprasegmental parameters such 
as duration, intensity, and f0 that contribute in various combinations to the pro-
duction and perception of stress, rhythm and tempo, lexical tone, and intonation 
of an utterance. In other words it refers to those phonetic and phonological aspects 
of spoken language that cannot necessarily be reduced to individual consonants 
and vowels but generally extend across several segments or syllables. Traditionally 
suprasegmental timing is viewed as something separate from segmental timing. For 
example, speech rhythm has historically been viewed as a phenomenon that deals 
with the timing patterns associated with units above the level of the phonetic 
segment (see section 3). Likewise speech tempo and pausing are also classed as 
suprasegmental timing phenomena (see section 4). however it is quite impossible 
to exclude subsyllabic timing effects from any discussion of stress, or the length-
ening in syllables that is often observed at the edge of larger stretches of speech. 
This leads us to the more abstract phonological use of the term prosody: as the 
abstract hierarchical phonological structure(s) of an utterance, and prominence 
relations within that structure. according to Beckman and edwards (1992, p. 359), 
“we can think of prosody as the organizational structure that measures off chunks 
of speech into countable units of various sizes.” Like others, they maintain that 
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this view of prosody is built on a direct link between meter or metrics and the 
organization of spoken communication. This also raises another important question 
that has been addressed for many years in phonetics research: What do we actually 
measure in order to get access to prosody and timing in connected speech?

1.1 Speech timing research: What do we measure, and why?
Speech timing research has been undertaken since the development of instrumental 
techniques made measurement of “visible speech” possible. The duration of inter-
vals or temporal patterning of events, corresponding to consonants, vowels, and 
syllable-like speech units are measured, or the articulatory behavior during these 
intervals or associated with these events. This is not a straightforward process 
because as Lindblom (1983, p. 495) explains: “the speech signal cannot be unam-
biguously segmented into temporally non-overlapping chunks corresponding  
to linear sequences of phonemes, syllables and words.” Many speech scientists 
acknowledge this, but for want of an alternative method of speech signal inter-
pretation, we mostly continue to use the conventional unit definitions when refer-
ring to the temporal structures of a language (see also Beckman, 1997; van Santen 
& Shih, 2000; and Kohler, 2003 for an insightful discussion of some of the issues). 
a linear segmentation of the speech signal can be used as a structure within which 
to view elements of variance and discreteness in a physical representation of 
speech. It is possible to measure intervals corresponding to linguistically signifi-
cant constructs like phonemes, or syllables, but segment boundaries cannot always 
be easily identified (e.g., Peterson, 1955, cited in van Santen & Shih, 2000), and 
syllable definition based solely on phonetic criteria is not possible (e.g., Ladefoged, 
1967). The duration of articulatory gestures or movements, and measures of inter-
gestural coordination and timing associated with segments, syllables, or some 
other kind of interval are also routinely carried out using articulatory monitoring 
and tracking techniques (see Stone, this volume). Other units, like vowel-to-vowel 
onsets or the intervals between successive stressed-vowel onsets, are also measured 
to capture language-specific timing patterns that may or may not depend on  
linguistic constructs like syllables or stress feet (see, e.g., Pompino-Marschall, 1989; 
Scott, 1998; Barbosa, 2007). according to one view, it is questionable whether 
measurement of “intervals” corresponding to segments or syllables tells us  
everything about timing. Kohler (2003, p. 8) also suggests that these kinds of 
measurements are not about timing per se. They are direct measures of duration, 
whereas timing refers to the unfolding of articulatory or perceptual processes and 
strategies in time.

Whatever the pervasive ideology underlying the speech researcher’s motiva-
tions, conventions for acoustic segmentation have been well defined for a number 
of years (see, e.g., harrington, this volume). It is also possible to identify periods 
of relative stability or articulatory landmarks using articulatory monitoring tech-
niques. The procedure remains more or less the same in most instrumental studies 
of speech timing and duration: the durations of consonant, vowel, or subsegmental 
components like transitions or regions of relative stability, or larger units like the 
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mora or syllable-like speech intervals, are acoustically analyzed, or the spatio-
temporal behavior of different articulators is monitored. The classic acoustic  
production and perception studies of vowel and consonant duration of the fifties 
and early sixties (e.g., Fischer-Jørgensen, 1954; Fry, 1955, 1958; Peterson & Lehiste, 
1960; house, 1961; Delattre, 1962, among others) formed the groundwork for 
many of the experimental studies of segmental duration and prosodic timing 
factors like stress or vowel quantity that were to follow. Similarly, the early  
instrumental investigations of english speech rhythm by classe (1939), and models 
of cross-linguistic rhythm proposed by Pike (1946) then abercrombie (1964)  
gave rise to a generation of work on the phonetic correlates of linguistic rhythm 
(summarized in section 3).

nooteboom (1972) rightly claimed that the principal problem with research on 
the temporal organization of speech up until the early seventies had been the 
tendency to try and isolate the various factors that influence segment duration. 
Researchers were primarily interested in discovering the intrinsic or inherent 
durations of vowel and consonant segments that were the source of phonological 
opposition between words. During the seventies and the eighties, there was  
increased awareness of the interactive nature of speech timing and the influence 
of multiple variables on segment duration. Many (although not all) of the pioneer-
ing studies of this time were directed towards modeling segment duration for 
text-to-speech synthesis and speech technology applications. The summaries  
of Klatt (1976) and van Santen (1992a) list a range of factors that influence the  
durational patterns of an utterance. These include vowel duration differences due 
to vowel height (i.e., close vowels tend to be shorter than open vowels), vowel 
lengthening before voiced obstruents, and durational contrasts between phono-
logically short and long vowels (i.e., vowel quantity contrasts). Syllable structure 
can also affect segment duration (e.g., segments tend to be shorter in complex 
versus simple syllables) and the length of a word can influence syllable duration 
(i.e., medial syllables tend to be shorter in polysyllabic words). all things being 
equal, segments or syllables at the beginning or end of a prosodic phrase or larger 
discourse segment are longer than medial syllables, speeding up and slowing 
down tempo tends to shorten and lengthen syllables respectively, and finally, 
speaking style in general can also influence speech segment duration.

Many of these factors will be examined in detail in the sections that follow 
(2–4) but it is useful to mention here some of the most influential pioneering 
studies that explored the role of factors like stress or accent, vowel quantity, word 
and phrase position, on segment or syllable duration These include Barnwell 
(1971), Lehiste (1970, 1972, 1973, 1975, 1977), Lehiste et al. (1976), allen (1972a, 
1972b, 1975), huggins (1972, 1975), haggard (1973), Oller (1973, 1979), Klatt (1975, 
1976), Umeda (1975, 1977), Port et al. (1980), Port (1981), cooper and Danly  
(1981), crystal and house (1982, 1988a, 1988b, 1990) for english; Lindblom (1963), 
elert (1964), Lindblom and Rapp (1973), Bruce (1977) for Swedish; nooteboom 
(1972, 1973), nooteboom and Slis (1972) for Dutch; Kohler (1983, 1986) for German; 
Delattre (1966, 1969) for comparisons of english, French, German, and Spanish; 
Fujisaki and Sudo (1971) for Japanese. Some earlier studies also modeled the 
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perceptual significance of segment or syllable duration patterns. Klatt and cooper 
(1975) found there is a “just noticeable difference” or JnD of 25 ms for speech 
segment duration, suggesting that listeners are not sensitive to durational adjust-
ments below this level. Klatt (1976, p. 1219) discussed this in terms of Weber’s 
law and proposes that “only changes of about 20% or more may serve as primary 
perceptual cues” to signaling differences in segmental duration. Listeners may 
also be more sensitive to vowel duration adjustments compared to consonant 
adjustments (e.g., huggins, 1972), and position on word and other factors can 
influence listeners’ percepts, although there appears to be some consensus that 
within an interval duration range of 30–300 ms, JnDs vary from 10–40 ms  
(see nooteboom, 1973; Klatt, 1976; Bochner et al., 1988; and Kato et al., 1998 for 
summaries of this research).

One of the most sophisticated and influential interactive segment duration 
models that emerged in the seventies is the rule system developed by Klatt (1979) 
for american english. This model encompasses a wide range of durational fac-
tors or “rules” that govern segment duration from the discourse level to the 
physiological (i.e., whereby articulatory constraints relating to the production of 
a consonant or vowel segment influence the level of shortening or incompressibility 
it can sustain to maintain its “segment” identity). notions of “inherent” or “intrinsic” 
duration of consonant and vowels, that were evident in earlier work (e.g., Peterson 
& Lehiste, 1960; house, 1961) are also central to this model, although Klatt (1976) 
was also well aware of the acoustic, articulatory, and perceptual difficulties in 
defining the acoustic durational properties of individual segments. The principles 
of incompressibility or, conversely, expandability or elasticity in response to the 
many interacting factors that can influence segment or syllable duration have since 
become integral components of duration algorithms for speech synthesis applica-
tions (see also campbell & Isard, 1991; van Santen & Shih, 2000 for a discussion 
of this), and Klatt’s model of segment duration for american english has served 
as a template for segment duration algorithms in other languages, like French 
(e.g., O’Shaugnessy, 1984), and Swedish (carlson & Granström, 1986). There are 
now a large number of complete segment and syllable duration models for vari-
ous languages that have built on the pioneering work of the fifties, sixties, and 
seventies. Many duration models have also been developed for speech technology 
applications and use statistical methods, clustering analysis techniques, or neural 
networks to model segment or syllable durations based on large databases of 
connected speech. This is by no means an exhaustive list, but some representative 
studies include coker et al. (1973), van Santen and Olive (1990), campbell and 
Isard (1991), Riley (1992), van Santen (1992a, 1992b), Fletcher and McVeigh (1993), 
Greenberg et al. (2003) for english; Fujisaki et al. (1975), carlson and Granström, 
(1986), Fant and Kruckenberg (1989), Takeda et al. (1989), Fant et al. (1991),  
campbell (1992a, 1992b), Sagisaka (1992), Kaiki and Sagisaka (1992), for Japanese; 
O’Shaugnessy (1981, 1984), Bartkova (1991), Pasdeloup (1992), Zellner (1996) for French; 
Möbius and van Santen (1996) for German; Shih and ao (1997), van Santen and Shih 
(2000) for Mandarin. For more detailed descriptions of these computational dura-
tion models, the reader should see relevant chapters in volumes edited by Bailly 
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et al. (1992), van Santen et al. (1996), Sagisaka et al. (1997). The overview presented 
in Klatt (1987) is also recommended to the reader, and van Santen (1992b) and 
van Santen and Shih (2000) are also particularly insightful with regard to the 
relative virtues of models based on syllable-sized units or segment intervals.

as noted by Beckman (1997), many of the speech synthesis algorithms developed 
since the seventies can produce an accurate representation of individual segment 
or syllable duration for an utterance, but there are still timing effects that cannot 
be modeled via stretching or compressing whole segment or syllable intervals 
based on acoustic duration measurements alone. not all types of lengthening 
effects (i.e., slowing down tempo, increasing stress or prosodic prominence,  
observed lengthening of a vowel due to voicing of a following obstruent) are pro-
duced in the same way in all components of a syllable, and there is now a large 
body of research devoted to examining the fine-grained phonetic detail that goes 
into constructing prosodic patterns of an utterance (see sections 2.1 and 4.3 below). 
The time course of a naturally produced utterance consists of more than the  
sum of its segmental parts. Kozhevnikov and chistovich (1965) proposed that to  
understand speech timing, we need to think about relative temporal patterning 
within larger speech units, and not just about raw durations of segments and 
syllables. a large body of fine experimental research on the temporal organization 
of speech in the seventies was inspired by this work, often in the quest for  
evidence of underlying (but not necessarily surface) temporal invariance (see for 
example nooteboom & Slis, 1969; Lindblom & Rapp, 1973; Kohler, 1986). Similarly, 
the early instrumental investigations of english speech rhythm by classe (1939), 
and models of cross-linguistic rhythm proposed by Pike (1946), then abercrombie 
(1964), gave rise to a generation of work on the phonetic correlates of linguistic 
rhythm. These influences can still be seen to a certain extent in work by “syllable-
centricists” (e.g., campbell & Isard, 1991; Greenberg et al., 2003), and is also  
evident in the renewed interest in developing new metrics to measure linguistic 
rhythm since the late nineties (see section 3).

The evolution of theories of speech production and speech perception research 
will also continue to influence what we measure in an attempt to try and uncover 
the temporal organization of speech, while taking into account the high level of 
inter-speaker and intra-speaker variability in speech. Moreover, many recent studies 
of speech communication, including speech timing studies, have been influenced 
by Lindblom’s h&h (“hyper-articulation and hypo-articulation”) theory (e.g., 
Lindblom, 1990), which is based on the premise that speakers modify their arti-
culatory strategies in response to the communicative needs of a particular speech 
situation, and temporal variability has to be taken into account in the modeling 
process (see harrington, this volume). Lindblom (1983) describes the abilities  
of speakers to modify their articulatory patterns in response to the particular 
communicative situation in natural speech in the following way:

In normal speech the production system is rarely driven to its limits. Typically we 
speak at a comfortable volume or rate, and we use a degree of articulatory precision 
that seems “natural”. On the other hand we are of course occasionally perfectly 
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capable of hyperarticulating and (hypo-articulating) that is of adjusting the loudness, 
tempo, clarity etc. of our speech to the needs of the situation, thereby exploiting 
more of the full range of phonetic possibilities. (Lindblom, 1983, p. 219)

Phonological theory has also provided alternative frameworks to feature-/segment-
driven research. Proponents of Firthian prosodic analysis (e.g., coleman, 1992; 
Local & Ogden, 1996) have long questioned the usefulness of thinking about 
speech timing in terms of conventional successive segment-like units. The inter-
section of articulatory phonology (e.g., Browman & Goldstein 1990, 1993), and 
dynamical theories of speech production (e.g., Saltzman & Munhall, 1989) has 
also provided an alternative framework within which to investigate the spatio-
temporal signatures of prosodic structure that can either go beyond, or can occur 
within, conventional linguistically defined unit boundaries. nevertheless, in the 
sections that follow it will become apparent that a great deal of recent research 
on prosody and timing is still based on measurement of acoustic intervals cor-
responding to phoneme-like or syllable units.

1.2 Prosody as structure
The two uses of the term prosody outlined in section 1, as either suprasegmentals 
or abstract hierarchical phonological structure, are not completely unrelated  
because phonetic parameters like f0, intensity and duration (the “classic” supraseg-
mental parameters according to most phonetics textbooks), and their perceptual 
correlates pitch, loudness, and length contribute to the signaling of different  
aspects of prosodic structure. While one of the many goals of phonetic science 
has been to try and quantify phonetic differences among languages by comparing 
vowel inventories, voice-onset-time (VOT) characteristics, and so forth, it is  
perhaps less straightforward to compare the phonetics of prosody on the basis  
of phonetic features like f0 or duration without an understanding of prosodic 
structure and how these structures are realized in languages at all levels (see 
Beckman, 1992; and Jun, 2005 for further discussion of this). a great deal of  
research on speech timing and prosody since the nineties has been conducted 
within or around the framework of prosodic phonology, along with metrical 
phonology (Liberman & Prince, 1977; Selkirk, 1984; nespor & Vogel, 1986; hayes, 
1995). While it is also true that the conventional view of prosody as a collection 
of suprasegmental parameters is still apparent in many areas of speech timing 
research, it is hard to dispute the influence of developments in phonological 
theory on a new generation of speech scientists. Many of the earlier influential 
studies of prosodic timing also assume a hierarchical structure in terms of speech 
timing patterns that are governed by syntax or rhythmic factors (e.g., nooteboom, 
1972, Lehiste, 1973, 1977; Lindblom & Rapp, 1973; Klatt, 1975; Kohler, 1986),  
although the view of formal prosodic structure as independent from syntax did 
not really emerge until the late seventies and eighties.

Figure 15.1 shows a range of phonological models of prosodic structure (repro-
duced from a detailed summary of prosodic models by Shattuck-hufnagel & 
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Turk, 1996, also see Beckman & Venditti, this volume) that have influenced a 
generation of research from the eighties on. For example at the lowest level, in 
Figure 15.1, the mora is a subconstituent of the syllable and dominates either a 
vowel segment or segments in the syllable rhyme (see, e.g., hayes, 1989). each 
successive level represents a grouping that is nested below the constituent  
immediately above. Depending on the particular model, the highest constituent 
or grouping of the hierarchy corresponds to the utterance, then the full intonational 
phrase (e.g., nespor & Vogel, 1986). In other models, the full intonational phrase 
is the highest level, which in turn dominates the major phrase or intermediate 
intonational phrase and so on down the hierarchy (e.g., Beckman & Pierrehumbert, 
1986). each unit or grouping is associated with a range of structural features and 
phonetic signatures, including temporal patterns that help mark out differences 
in hierarchical structure. For example, Japanese is often described as a moraic 
language, because the mora is considered by many to be an important structural 
and “timing” unit in the language (see section 3). It is also useful to think in terms 
of broad functions like head or edge marking within different levels of prosodic 
structure (after Beckman, 1992, 1996). This view is strongly influenced by a  
discussion of word-level prosody as either culminative (e.g., word stress), or  

Figure 15.1 a schematic illustration of different proposals for prosodic structure, 
summarized in S. Shattuck-hufnagel and a. e. Turk (1996), a prosody tutorial for 
investigators of auditory sentence processing, Journal of Psycholinguistic Research, 25, 
193–247, p. 206. (Reproduced by permission of Springer)
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delimitative, whereby prosody contributes to the marking of boundaries between 
phonological words (after Trubetzkoy, 1939, cited and discussed in Beckman, 1986, 
pp. 18–27). a range of durational patterns contribute to the marking of these  
two functions. In section 2, many of these “temporal signatures” of prosody (after 
Byrd, 2000), will be summarized with particular focus on lengthenings and short-
enings that are potentially constrained by prominence or stress relations and 
phrasing (see also Keating, 2006, for a good overview of research in this area). as 
mentioned previously, not all research on the durational patterning of spoken 
language has been conducted within this kind of theoretical framework, and the 
format of the following sections is not intended to exclude any relevant findings 
that shed light on the topic at hand. It is not within the scope of this overview 
to address the central question of timing control in speech production (see relevant 
chapters in this volume), nor questions relating to the temporal integration of 
information in speech perception (readers interested in this should see the special 
issue of the Journal of Phonetics, vol. 31 (2003), and Pisoni & Remez, 2005). 

2 Lengthenings and Shortenings: The Temporal 
Signatures of Prosody

2.1 Stress and accent
Model(s) of the prosodic hierarchy shown in Figure 15.1 suggest a multiple layered 
structure, and stress or prominence effects operate at different levels of this structure 
in many languages. In english, for example, a stressed syllable is the head of a 
stress foot and is identified by its quantity features at the lowest levels (i.e., it is 
a strong syllable that shows no vowel reduction), and at the highest levels it  
can be the potential location for nuclear accent (sentence stress or phrasal stress). 
The traditional definition of a stress foot in english is a stressed syllable plus any 
following unstressed syllables regardless of word boundaries (e.g., abercrombie, 
1967). In other languages the stressed or prominent syllable can be at the right 
edge of the foot (e.g., as in French). another more formal definition of the foot is 
based on alternating strong (stressed/prominent) and weak (unstressed/non-
prominent syllables), and these units do not cross word boundaries (e.g., Selkirk, 
1984). Syllables can be unstressed, stressed with a full vowel (i.e., head of a stress 
foot), and primary stressed (i.e., head of a prosodic or phonological word) (after 
Selkirk, 1984; Beckman, 1986; hayes, 1995; and Gussenhoven, 2004). Primary 
stressed syllables may also be marked out as the location for nuclear accent by 
virtue of the association of “particular tones in the intonation structure” (Beckman 
& edwards, 1992, p. 374). Four levels of “prominence” in english are also proposed 
by Vanderslice and Ladefoged (1972) who distinguish unstressed reduced syllables, 
stressed syllables with full vowels, accented syllables (although accented here 
referred to prominent due to greater respiratory energy and articulatory force, 
for example), and intonationally prominent syllables due to nuclear accent. Later 
models of prominence propose a more integrated intonational approach, whereby 
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accent or accentual prominence is interpreted as intonational pitch accent (see 
Pierrehumbert, 1980; Beckman & Pierrehumbert, 1986; Shattuck-hufnagel & Turk, 
1996; and references in Beckman & Venditti, this volume).

early experimental investigations of stress and accentual prominence in english 
and other languages like Swedish and Dutch note lengthening of syllables and 
their constituent segments due to presence of stress (e.g., Parmenter & Trevino, 
1936; Fry, 1955; Peterson & Lehiste, 1960; house, 1961; Lehiste, 1970; nooteboom, 
1972; Lindblom & Rapp, 1973; Klatt, 1975; Umeda, 1975; nakatani et al., 1981; 
crystal & house, 1988a, 1988b, 1990; and see also cutler, 2005 for a review of 
research on stress production and perception). Most of the earlier studies showed 
that the strongest lengthening effects are in the vowel portion of syllables. Stress-
ing a vowel can add anything from 30 ms to more than 70 ms depending on the 
degree of stress (e.g., crystal & house, 1988b). however, it has been observed 
many times that primary stress in some of the older studies is often also “phrasal 
stress” or nuclear accent (e.g., Beckman & edwards, 1994; Turk & Shattuck- 
hufnagel, 2000). In traditional experimental studies of languages like english or 
Dutch, words spoken in isolation, or experimental tokens inserted in carrier phrases 
would have carried nuclear accent, and studies based on read prose or spontaneous 
discourse tended to collapse primary stress and postlexical pitch accent into a 
single category “stressed.”

Since the eighties, many studies have been at pains to separate lexical stress 
and nuclear accent when examining the durational patterns in a range of languages 
including different varieties of english (Summers, 1987; Beckman et al., 1992; 
Beckman and edwards, 1992; Fletcher and McVeigh, 1993; de Jong, 1995, 2004; 
Turk and White, 1999; harrington et al., 2000; Greenberg et al., 2003), Dutch (e.g., 
eefting, 1991; Sluijter, 1995; Sluijter & van heuven, 1996; Gussenhoven, 2009; 
Rietveld et al., 2004; and cambier-Langveld & Turk, 1999, for Dutch and english), 
Swedish (Lindblom & Rapp, 1973; Bruce, 1977; Fant et al., 1991; heldner &  
Strangert, 2001), Finnish (Suomi et al., 2003; Suomi, 2007), arabic (Roach, 1982; 
Zawaydeh & de Jong, 1999; de Jong & Zawaydeh, 2002; chahal, 2001, 2003),  
German (Kohler, 1983; Kleber & Klipphahn, 2006; Barry et al., 2007; Baumann  
et al., 2007), Greek (e.g., Fourakis, 1991; Fourakis et al., 1999; arvaniti, 1992, 1994), 
Italian (e.g., d’Imperio & Rosenthall, 1999), and european Portuguese (Frota & 
Vigário, 2001). Most agree that, all things being equal, intonationally accented 
syllables are longer than unaccented stressed and unstressed syllables. For example, 
Turk and Sawusch (1997) found that that accented vowels are 21 percent longer 
than unaccented (stressed) vowels (206 ms vs. 163 ms) in american english. There 
is also some consensus that at the lower levels of the prosodic hierarchy for some 
of these languages, stressed syllables (that are not accented) are also longer  
than unstressed syllables (e.g., for english, crystal & house, 1988b; Beckman &  
edwards, 1994; de Jong, 2004; for Dutch, Rietveld et al., 2004). For example de 
Jong (2004) showed that unstressed vowels are less than half the duration of 
stressed vowels in unaccented contexts (with differences of between 70 and 100 ms). 
Unstressed vowels are more than 50 percent shorter than stressed unaccented 
syllables in Swedish (heldner & Strangert, 2001). Interestingly for Dutch, Rietveld 
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et al. (2004) also reported differences between unstressed and stressed syllables 
in “weak stress feet” (where the head syllable bears secondary stress), noting 
differences of around 23 ms, as well as differences between unstressed and stressed 
syllables in strong feet (where the head syllable of the foot is primary stressed), 
noting lengthening of up to 54 ms depending on the vowel. In less constrained 
forms of spontaneous discourse as opposed to more controlled “laboratory-style” 
speech, stress-related lengthening can be somewhat reduced (e.g., Umeda, 1975), 
although Greenberg et al. (2003) in their study of the SWITchBOaRD corpus  
of recorded dialogues in american english (Godfrey et al., 1992), observed that  
accented syllables are from 60 to 100 percent longer than unstressed syllables.

In many of the above studies, different types of accentual lengthening relating 
to focus conditions are also taken into account. For example, accented words in 
narrow or broad focus domains are compared, as well as different pragmatic 
focus conditions (contrastive or noncontrastive nuclear accent). In an earlier set 
of experiments on american english, cooper et al. (1985) found that emphasized 
words are 37–41 percent longer than unemphasized words. Baumann et al. (2007) 
compared various durational properties of German utterances like “Marlene will 
eine Banane schälen” (trans. ‘Marlene will peel a banana’) that were responses to 
a series of questions which elicited either narrow or broad focus, or contrastive 
or noncontrastive accent (see Ladd, 1996; Beckman & Venditti, this volume). They 
found that the nuclear accented syllable of “Banane” is longer when it receives 
contrastive accent (i.e., when the utterance is a response to the question “Does 
Marlene want to peel a potato?”) than when it occurs in a narrow focus domain 
(i.e., when the utterance is a response to “What does Marlene want to peel?”) or 
a broad focus domain (i.e., when the utterance is a response to “What’s new?”). 
heldner and Strangert (2001, p. 339) also showed that stressed syllables in Swedish 
lengthen by around 30 percent under conditions of focal accent. More broadly, 
Lehiste (1975) found that position in the discourse often influences the durational 
patterns of words. Umeda (1975) reported that semantic novelty can also be  
associated with durational lengthening of segments in words that are newly  
introduced into the discourse. Subsequent experiments by Fowler and housum 
(1987) also suggest that information value has durational consequences for  
connected speech, with shortening in words associated with old versus new  
information. eefting (1991) examined accentuation and information value in Dutch 
words of one and three syllables’ duration and found that accentuation was the 
main source of lengthening in the target word, followed by accentuation plus 
information value, but information value alone was not sufficient to account for 
word-level timing patterns.

not all languages show equal degrees of stress- or accent-related lengthening, 
nor do they have a three-way duration contrast between unstressed, stressed 
unaccented, or stressed accented syllables. early comparative studies of stress in 
english and Spanish (Delattre, 1966; Oller, 1979; Dauer, 1983; hoequist, 1983a) 
showed stress to be less durationally marked in Spanish than in english, although 
den Os (1988) noted similar degrees of stress-related lengthening in Italian  
and Dutch. Fant et al. (1991) observed smaller durational differences between 
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unaccented and accented syllables in French than between stressed and unstressed 
syllables in Swedish. They found stress-related lengthening of between 100 and 
150 ms in non-prepausal syllables (see section 2.2) in Swedish and english, but 
French accented syllables were only about 50 ms longer than unaccented syllables. 
Similarly Polish shows smaller effects of stress-related lengthening than other 
languages (e.g., Jassem, 1959; Dogil, 1999), although durational lengthening is 
observed when lexically stressed syllables are also intonationally accented (e.g., 
Oliver & Grice, 2003). Strong stress-related lengthening has been noted in arabic 
(of around 25 percent) without any additional effect of contrastive nuclear accent 
or focus (e.g., de Jong & Zawaydeh, 2002).

Many studies of stress and prominence in english have also examined additional 
articulatory or acoustic correlates of prominence, e.g., magnitude and velocity  
of opening and closing articulatory gestures, vowel formant patterns, spectral  
tilt, vowel intensity, pitch height or pitch change (e.g., Fry, 1955; Lehiste &  
Peterson, 1959; Delattre, 1966; Kent & netsell, 1971; Stone, 1981; Dauer, 1983; 
Beckman, 1986; Beckman & edwards, 1994; de Jong, 1995; erickson, 1998; cho, 
2005, 2006; Kochanski et al., 2005; see also cutler, 2005, for an additional review of 
the earlier literature). Languages do not necessarily use the same combinations of 
phonetic features to signal stress, or at least the strength of each phonetic correlate 
that contributes to the signaling of stress and accentuation is not identical across 
languages. For example, stress in Dutch and american english is associated with 
spectral tilt differences as well as with longer acoustic duration and full vowels 
(e.g., Sluijter, 1995; Sluijter & van heuven, 1996; campbell & Beckman, 1997), 
although overall vowel intensity is more a feature of nuclear accent rather than 
lexical stress in english. Vowels are also more acoustically peripheral, or have 
more “extreme” or bigger articulatory gestures at the highest level of prosodic 
prominence (usually contrastive nuclear stress or accent) in many languages  
including German, english, and Dutch (Koopmans-van Beinum, 1980; Stone, 1981; 
Kelso et al., 1985; Ostry & Munhall, 1985; Summers, 1987; Beckman & edwards, 
1994; de Jong, 1995; erickson, 1998; harrington et al., 2000; Mooshammer & Fuchs, 
2002; cho, 2005, 2006; hay et al. 2006; Baumann et al., 2007). nuclear accented 
vowels in english are also more resistant to trans-consonantal coarticulatory  
effects of surrounding vowels (cho, 2004), and articulatory gestures associated 
with nuclear accented syllables show generally fewer coarticulatory effects due 
to segmental environment (Öhman, 1967; de Jong et al., 1993). Lindblom et al. 
(2007) examined locus equations which are often used as an acoustic measure of 
the degree of coarticulation between consonants and vowels in cV sequences (see 
harrington, this volume). They found small but consistent effects of “emphatic 
stress” on intervocalic consonants in V1.2cV2 sequences in american english, 
with the inter-vocalic velar and alveolar consonants showing longer, “deeper” 
stop closures under conditions of emphasis, influencing the degree of consonant–
vowel coarticulation.

Studies have also explored the link between stress, vowel target undershoot, 
and vowel duration, inspired directly or indirectly by Lindblom’s (1963) hypothesis 
that the shorter the vowel, the stronger the assimilatory effects of neighboring 
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consonants on vowel formants (e.g., Delattre, 1969; Gay, 1978; harris, 1978; Tuller 
et al., 1982; Summers, 1987; Fourakis, 1991; Moon & Lindblom, 1994; Padgett & 
Tabain, 2005; nowak, 2006; and also see the discussion of vowel reduction in 
harrington, this volume, and section 4.3 below). Moreover the extent of vowel 
reduction in unstressed or unaccented syllables varies among languages.  
Unstressed vowels are more centralized in english than in Dutch, although they 
exhibit similar durational patterns (van Bergem, 1993; Sluijter & van heuven, 
1996) whereas in other languages with lexical stress like arabic, unstressed  
vowels are not as reduced or short as unstressed vowels in english (e.g., de Jong 
& Zawaydeh, 2002; Zuraiq & Sereno, 2007). Interestingly, english listeners tend 
to group unreduced vowels with stressed rather than reduced unstressed vowels, 
and the perceived strong/weak syllable distinction has more to do with spectral 
features and intensity of vowels, rather than acoustic vowel duration (Fear et al., 
1995). Polish reportedly does not reduce vowels in unstressed position (Jassem, 
1959), although some studies have found evidence of vowel formant undershoot 
and spectral tilt differences in unstressed syllables (e.g., crosswhite, 2003a; nowak, 
2006). Pitch level and pitch movement are reportedly the most salient correlates 
of stress and accentuation in Polish, and not acoustic duration (e.g., Dogil, 1999). 
Ortega-Llebario and Prieto (2005) noted spectral balance and vowel quality  
differences between stressed and unstressed vowels, regardless of whether the 
stressed syllables are also nuclear accented, although durational differences are 
quite small (around 15 ms and well below the JnD levels described by Klatt & 
cooper, 1975, for stress in english at least). Stress at the lowest levels in catalan 
is also associated with duration, vowel quality, and spectral tilt differences,  
although vowels do not neutralize to schwa in unstressed position, but still show 
more centralization than in Spanish, for example, and duration differences between 
stressed and unstressed syllables are of the order of around 35 ms, even in the 
absence of postlexical pitch accent (astruc & Prieto, 2006).

a range of other segmental and syllabic duration effects are also particularly 
evident in prosodically prominent syllables. For example, VOT is longer in stressed 
and/or accented syllables in many languages (e.g., Lisker & abramson, 1967; 
Keating, 1984; cho & McQueen, 2005; cole et al., 2007), suggesting that segments 
are hyper-articulated as well as generally longer in stressed and accented contexts 
(after de Jong, 1995, and see below for further discussion). Vowel quantity contrasts 
(i.e., phonological contrasts between short and long vowels) are also most evident 
in primary stressed or accentually prominent syllables in a wide variety of  
languages including Finnish (engstrand & Krull, 1994; Suomi, 2007), Swedish 
(elert, 1964; Lindblom & Rapp, 1973; engstrand & Krull, 1994; heldner & Strangert, 
2001), German (Kohler, 1983; Jessen, 1993; Barry et al., 2007), estonian (Lehiste, 
1970; engstrand & Krull, 1994; Traunmüller & Krull, 2003), aleut (Taff et al.,  
2001), chickasaw (Gordon, 2005), Tamil (Keane, 2006), Dutch (nooteboom, 1973 
and references therein; Rietveld et al., 2004), arabic (de Jong & Zawaydeh, 2002). 
estonian is an interesting case as it has a three way vowel quantity; Krull et al. 
(2006, p. 81) summarize estonian vowel quantity as follows: “in a disyllabic word 
of the form c1V1c2V2 . . . V1 as well as c2, both singly and as a Vc unit, can have 
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three degrees of quantity: short, long, and overlong.” Stress and accentuation con-
tribute to the signaling of this contrast. The longer duration of the accented initial 
syllable is crucial as well as the durational ratio between the first and second 
syllables which is highly stable in spontaneous speech (e.g., engstrand & Krull, 
1994). Intrinsic or inherent vowel duration differences (e.g., due to vowel height), 
and the effects of postvocalic voicing are also most evident in primary stressed 
and accented syllables in a number of languages (for Dutch nooteboom, 1972; 
for French Benguerel, 1971; Fletcher, 1991; for Swedish Lindblom & Rapp, 1973; 
for american english Klatt, 1975; Port et al., 1980; Port, 1981; de Jong, 1991, 2004) 
although many of these contrasts are lost or reduced in unstressed, word medial 
contexts (e.g., Klatt, 1975; Umeda, 1975, 1977; crystal & house, 1988b; Rietveld 
et al., 2004).

Languages that have been traditionally described as having different lexical 
prosody from english or West Germanic languages, for example, show mixed 
effects of durational lengthening due to accentuation and prominence. In Japanese 
(which does not have lexical stress), certain words have a lexical pitch accent (see 
Beckman & Venditti, this volume). Pitch rather than duration is the main cue to 
accentual prominence (Beckman, 1986), although hirata (2004) also noted small 
degrees of lengthening (around 12 percent) between unaccented and accented 
short and long vowels (Japanese has a phonological contrast between long and 
short vowels). Languages with so-called mixed prosody, i.e., that have lexical 
stress and lexical pitch accent like Serbo-croatian, also show stress-related length-
ening in syllables, as does Swedish (e.g., Lindblom & Rapp, 1973; Strangert, 1985; 
Fant et al., 1991; heldner & Strangert, 2001; see also Bruce, 2005 for a general 
discussion of pitch accent variation among different varieties of Swedish).  
Mandarin and Thai, traditionally described as “lexical tone” languages, also have 
lexical stress which is cued by syllable lengthening (e.g., Potisuk et al., 1996; van 
Santen & Shih, 2000). In Mandarin, lengthening effects are most evident when 
words are pragmatically focused, although in longer words the final syllable 
shows the most lengthening (chen, 2006). Results like these suggest that Mandarin 
actually shows similar kinds of durational patterns to english but is quite different 
from a restricted tone or “pitch accent” language like Japanese (see Beckman & 
Venditti, this volume, for a discussion of traditional pitch-based lexical prosodic 
typology). In less well studied languages like the austronesian language Ma’ta 
(Remijsen, 2002), which has lexical tone and word stress, duration also serves as 
a cue to stress (as well as spectral balance and vowel quality). curaçao Papiamentu, 
also a tone language, similarly has longer stressed versus unstressed syllables 
(Remijsen & van heuven, 2005). experimental studies of lexical and postlexical 
prosody in the indigenous australian languages Bininj Gun-wok and Warlpiri 
(Fletcher & evans, 2002; Butcher & harrington, 2003) suggest small durational 
effects due to accentual (focal) prominence in these languages (see also Bishop, 
2002). We will discuss language-specific stress realization and its relationship to 
rhythm classification in section 3.

Some of the language-specific differences observed above are clearly related to 
different types of lexical and/or phrasal prominence. For example, accentual 
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prominence in French is not lexical like stress in west Germanic languages (e.g., 
english, Dutch, or German), but is associated with a more boundary-marking  
or demarcative versus culminative function (Grammont, 1946; Delattre, 1966; 
Garde, 1968; Vaissière, 1974, 1991; crompton, 1980; Léon & Martin, 1980; Martin, 
1987; Touati, 1987; Di cristo, 2000; Post, 2000; Jun & Fougéron, 2002; Welby, 2006). 
French presents an interesting case in that accentual lengthening essentially con-
tributes to the marking of prosodic prominence, on the one hand, as well as the 
marking of edges of different prosodic constituents. While there is some disagree-
ment on the best way to model prosody in French (see Welby, 2006, for a useful 
discussion), most models posit a minimal right-headed group of syllables that 
have been referred to as rhythmic units, rhythm groups, accentual phrases,  
phonological phrases, prosodic words, and intonational groups. There is consensus, 
however that the rightmost syllable of the group bears primary accent or promin-
ence and is usually significantly longer than group-internal syllables (Rigault, 
1962; Delattre, 1966; Benguerel, 1971; crompton, 1980; Léon & Martin, 1980; Rossi 
et al., 1981; Wenk & Wioland, 1982; Fletcher, 1991; Fant et al., 1991; Jun & Fougéron, 
2002). This type of accentual prominence is not the same as secondary accent that 
that can occur word-initially and is not generally associated with lengthening 
(Pasdeloup, 1990; Di cristo, 1999, 2000). There is also a larger prosodic unit or 
grouping akin to an intonational phrase in French (e.g., crompton, 1980; Martin, 
1987; Di cristo, 2000; Jun & Fougéron, 2002) and final syllables associated with 
this unit exhibit greater lengthening than final syllables at the edge of smaller 
prosodic units like the accentual phrase.

2.1.1 The local and global domain(s) of accentual lengthening While vowels 
carry most of the lengthening effects associated with prosodic prominence, some 
of the earlier discussion suggests that accentual lengthening is not uniformly 
distributed through a syllable. This can also vary among languages. Fant et al. 
(1991) noted that lengthening in accented syllables in French is concentrated in 
the beginning of syllables, whereas in Swedish 75 percent of stress-related length-
ening is located in the stressed Vc (V:c or Vc:) portion of a syllable. heldner and 
Strangert (2001) compared the effects of focal and nonfocal accent in Swedish  
and showed that in focally accented cVc: syllables (i.e., where vowels are short 
and coda consonants are long), both the initial and final consonants lengthen, but 
the short vowel only lengthens minimally, whereas in cV:c syllables (i.e., with 
long vowels and a following short consonant), all segments are up to 31 percent 
longer under conditions of focal accent. Syllable-initial consonants and coda con-
sonants also lengthen in english (see crystal & house, 1988b, 1990; Turk & White, 
1999; for a review of these effects), and in other languages including Dutch (e.g., 
eefting, 1991; cambier-Langeveld & Turk, 1999), and German (Barry et al., 2007). 
conversely, Greenberg et al. (2003), in their study of the SWITchBOaRD corpus 
of recorded dialogues in american english (Godfrey et al., 1992), noted that degree 
of stress (and accentuation) has little impact on coda duration and the majority of 
stress-related lengthening is evident in the vowel nucleus. accentual lengthening 
in Warlpiri is more evident in the rhyme portion of syllables than in the onset 
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(Butcher & harrington, 2003), although lengthening effects are less extensive than 
in languages like Swedish or english (see section 3.3 for discussion of further 
implications of these differences).

Lengthening effects associated with accentual prominence can also extend  
beyond accented syllables to following syllables within a prosodic word in  
english and Dutch (see Sluijter & van heuven, 1995; cambier-Langeveld & Turk, 
1999; Turk & White, 1999; Turk & Shattuck-hufnagel, 2000; cho & McQueen, 
2005; cho & Keating, 2007, for an additional comprehensive review of these  
effects). Baumann et al. (2007) also showed that in German lengthening of the 
nuclear foot (i.e., the stress foot where the nuclear accent is located) is greater 
under conditions of contrastive focus. heldner and Strangert (2001) reported a 
similar effect in Swedish, although the effect is limited to the post-stress syllable 
in words that are accented due to pragmatic focus, whereas Turk and White (1999) 
showed that durational effects associated with accentual lengthening in english 
can extend across all three syllables of a word that carries initial primary stress and 
bears an intonational pitch accent. It was originally thought that the lengthening 
effect is asymmetrical in english, i.e., lengthening effects due to an accentuation 
are much more evident in syllables after than before the accented syllable (e.g., 
Turk & Sawusch, 1997). Subsequent studies have shown that there are small 
lengthening effects that are also evident in syllables preceding accented syllables 
(e.g., cambier-Langveld & Turk, 1999; and Turk & White, 1999) and there is also 
evidence of articulatory modifications to consonants (including longer VOT) in 
an initial syllable of an accented word when the third syllable of the same prosodic 
word carries nuclear accent (e.g., cho & Keating, 2007). Moreover, there is also a 
small rightward effect of accentual lengthening across a word boundary when 
the initial syllable of the following word is unstressed, suggesting that accentual 
effects can go beyond the prosodic word in english. Finnish also exhibits accentual 
lengthening effects that are not bounded by a stress foot in a polysyllabic word 
(Suomi, 2007). Lengthening can extend from the accented syllable across at least 
two following syllables, irrespective of presence or absence of secondary stress 
(i.e., a second foot) in the word, although secondary stressed syllables are longer 
than unaccented unstressed syllables.

2.1.2 Not all lengthenings are alike It has been suggested that different levels 
of prominence in american english are associated with different types of qualita-
tive articulatory effects (e.g., Beckman & edwards, 1994, p. 30). The extra duration 
of stressed syllables (which are also nuclear accented) is associated with larger 
and faster opening lip and jaw gestures compared to similar syllables that are 
stressed but unaccented. The process of making a stressed syllable even more 
prominent is called sonority expansion. cho (2005, 2006) also reported that accented 
syllables, and in particular the opening lip gestures of /bi/ and /ba/ syllables, 
are associated with longer, faster, and bigger gestures across a variety of prosodic 
positional contexts that include intermediate phrase (major prosodic phrase or 
phonological phrase) initial and final, and intonational phrase initial and final 
positions. Other studies have also shown that the extra lengthening of nuclear 
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accented syllables can be produced by later relative timing of the closing relative 
to the opening gesture in /bVb/ syllables where V is an open central or back 
vowel (e.g., harrington et al., 1995; Beckman & Bretonnel cohen, 2000). Lower 
tongue-body positions have been observed in accented syllables for low vowels, 
with nonlow front vowels having higher or more fronted tongue body and non-
low back vowels having a backer tongue body (e.g., engstrand, 1988; de Jong, 
1995; cho, 2005). De Jong (1995) referred to this as localized hyperarticulation, after 
Lindblom’s (1990) h&h model (see harrington, this volume, and section 1.1 
above). The speaker intends to produce a more peripheral vowel to differentiate 
it from any other vowel that might have occurred in the same position. Similar 
kinematic effects have been found for accented close vowels in australian english 
(e.g., harrington et al., 2000). Moreover, consonant articulation is also affected, 
with clear accent-related articulatory strengthening, including more extreme tongue 
movements (e.g., de Jong, 1995), or more extensive linguopalatal contact (e.g., 
Bombien et al., 2007; cho & Keating, 2007). however, most articulatory studies of 
stress and accentuation show that there is a high degree of inter-speaker variability, 
and de Jong (1995) suggested that articulatory realization of prominence contrasts 
are subject-independent and that the “articulatory” goals are more abstract.

Lengthening due to different prosodic or phonological effects (e.g., stress vs. 
accent or stress, tempo variation, postvocalic voicing, contrastive vowel length) 
is not necessarily uniform in syllables or in the subcomponents of a syllable. For 
example, Summers (1987) found that lengthening strategies due to stress and 
postvocalic voicing are not the same in american english. While the measured 
vowel intervals in de-accented sequences /bab/ are almost identical to vowel 
intervals in accented /bap/ syllables, kinematic data for jaw movement show 
quite different articulatory strategies in both cases, with bigger opening and  
closing gestures in the accented syllables and different formant timing patterns 
compared to syllables exhibiting the postvocalic voicing contrast (see Figure 15.2). 
Stressed syllables (i.e., contrastive nuclear accent) showed the greatest lengthening 
effects of postvocalic voicing. The influence of voicing is apparent in jaw-raising 
gestures in the later portion of /bap/ versus /bab/ sequences, whereas stress 
affects the entire syllable.

Similarly, kinematic patterns associated with accentuation in american english 
can be qualitatively different from those associated with preboundary lengthening 
or initial strengthening (see section 2.2), or slowing down speaking tempo  
(edwards et al., 1991; Beckman & edwards, 1992, 1994; see also the discussion in 
section 4.3 below). While all three duration-influencing factors can result in longer 
jaw opening and closing gesture durations in closed syllables (e.g., /pÅp/), final 
lengthening and slowing down tempo are realized differently to accentuation. 
Longer gestures in phrase-final stressed syllables are the result of localized  
slowing down of gestures at the edge of the phrase (see also Byrd & Saltzman, 
1998, and section 2.2 below). By contrast, a bigger gesture is also produced in 
phrase-final unstressed open syllables. Beckman and edwards (1994) suggested 
that the kinematic differences (i.e., the differences in gestural amplitude and  
velocity) between unstressed and stressed unaccented syllables are more extreme 
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than the differences between stressed unaccented and accented syllables, presumably 
due to the different types of “phonological content” largely to do with full versus 
reduced vowel quality that contribute to marking a syllable as stressed versus 
unstressed in english. With regard to other duration-based contrasts, lip and jaw 
kinematics in Vc sequences contrasting short/long vowels in German suggest a 
localized slowing down of closing gestures to produce a longer vowel (hertrich 
& ackermann, 1997). Kroos et al. (1997) also found that short (lax) vowels in 
German are associated with tighter cV and Vc “coupling” (or inter-gestural  
timing), compared to long tense vowels. By contrast, changes in inter-gestural 
phasing or timing do not account for reduced movement amplitude associated 
with de-accentuation according to Mooshammer and Fuchs (2002), which possibly 
suggests that other factors, like reduced articulatory force (e.g., Lindblom, 1983) 
or reduced intra-gestural stiffness (after Saltzman & Munhall, 1989), might account 
for the smaller observed amplitudes in de-accented syllables (see also Bombien 
et al., 2007).

Kinematic studies of lip and jaw articulation in languages with different prosodic 
structure like French also show that lengthenings are not necessarily produced 

Figure 15.2 Jaw trajectories for stressed and unstressed /bab/, and stressed /bap/ 
syllables/ (from W. V. Summers, 1987, effects of stress and final consonant voicing on 
vowel production: articulatory and acoustic analysis, Journal of the Acoustical Society  
of America, 82, 847–63, p. 850). (Reproduced by permission of the american Institute  
of Physics)
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in the same way. Recall that domain-final syllables in French are also accentually 
prominent. While accentual lengthening is associated with bigger and faster  
opening and closing gestures (e.g., Vatikiotis-Bateson & Kelso, 1993), accentual 
lengthening at the edge of the higher-level units (akin to the intonational phrase) 
is best modeled as a change in the timing relationship between opening and  
closing gestures (e.g., Fletcher & Vatikiotis-Bateson, 1994). Vowels in accented 
syllables that also bear contrastive focus are articulated with more extreme tongue 
gestures (e.g., Loevenbruck, 1999), or larger lip area compared to vowels in non-
focal accented syllables (e.g., Ménard et al., 2006). Tabain (2003) and Tabain and 
Perrier (2005, 2007) also suggest there are clear articulatory and spectral, as well 
as durational, differences between vowels that are word final or word internal 
(i.e., unaccented) compared to accentual-phrase final vowels. They suggest that 
their results reveal a strategy of temporal expansion at prosodic phrase edges (which 
is the location for phrasal accent) rather than sonority expansion (e.g., Beckman 
& edwards, 1994). Interestingly edwards et al. (1991) also suggest that the  
articulatory kinematics of phrase-final syllables in english reveal a more targeted 
durational contrast, similar to Tabain and Perrier’s (2007) notion of temporal 
expansion (see section 2.2) which tends to re-enforce earlier assumptions that the 
primary cue to accent in French is duration. Vatikiotis-Bateson and Kelso (1993) 
also show that in Japanese, opening and closing gestures in heavy syllables (two-
mora) are longer and bigger than in light (single-mora) syllables, but the durational 
differences are somewhat smaller than those observed for english, although  
similar to those observed for non-phrase-final contrasts in French. They ascribe 
these differences to phonetic differences in the realization of accentual prominence 
across the three languages. In other words, not all lengthenings (or shortenings, 
for that matter), are produced in the same way by speakers, nor to the same 
extent in different languages.

2.2 Durational marking of boundaries and  
medial shortening

a syllable, and in particular the rhyme portion of a syllable (i.e., the vowel nucleus 
plus any coda consonant(s)) tends to be longer in intonational phrase-final and 
utterance-final position than when the same syllable is uttered in nonfinal or 
phrase-medial position. This durational phenomenon variously referred to as final 
lengthening, prepausal lengthening, domain-final lengthening, or preboundary 
lengthening, is considered by many to be universal, although the degree and 
extent of lengthening varies among languages (e.g., Delattre, 1966; Oller, 1973; 
hoequist, 1983b; and references in cambier-Langeveld, 1997). Preboundary length-
ening has been observed in Russian (Zlatousova, 1975; Volskaya & Stepanova, 
2004), most varieties of english (Oller, 1973; Lehiste, 1973; Lehiste et al. 1976; Klatt, 
1975; cooper & Danly, 1981; nakatani et al., 1981; edwards et al., 1991; Ladd & 
campbell, 1991; Wightman et al., 1992; Fletcher & McVeigh, 1993; Turk & Shattuck-
hufnagel, 2007), French (Delattre, 1966; Benguerel, 1971; crompton, 1980; Fletcher, 
1991; Di cristo & hirst, 1997; hirst, 1999; Jun & Fougéron, 2002; Tabain, 2003), 
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Italian (Vayra & Fowler, 1992; d’Imperio & Gili-Favela, 2004; avesani & Vayra, 
2005; hajek et al., 2007), Greek (arvaniti, 1991), czech (Dankovicová, 1997),  
Taiwanese (Peng, 1997), Iberian and cuban Spanish (Delattre, 1966; Oller, 1979; 
hoequist, 1983a), German (Delattre, 1966; Kohler, 1983; Kuzla et al., 2007), Dutch 
(e.g., Gussenhoven & Rietveld, 1992; cambier-Langeveld, 2000), Swedish (elert, 
1964; Lindblom & Rapp, 1973; Lyberg, 1981; Fant et al., 1989; horne et al., 1995), 
Finnish (hakokari et al., 2007), Japanese (hoequist, 1983a; campbell, 1992a; Kaiki 
et al., 1992; Kaiki & Sagisaka, 1992; Venditti & van Santen, 1998), arabic (Port et al., 
1980; chahal, 2003), hebrew (Berkovits, 1994), creek (Johnson & Martin, 2001), 
Mandarin (van Santen & Shih, 2000), Dalabon and Kayardild (Fletcher & Butcher, 
2003), Warlpiri (Butcher & harrington, 2003). Some of these studies also show 
that boundary-related lengthening may also be evident in the penultimate  
syllable in an intonational phrase, throughout a final foot or word, as well as in 
the final syllable. (See Lehiste, 1977; Scott, 1982; and Turk & Shattuck-hufnagel, 
2007, for english; Kohler, 1983; and Kuzla et al., 2007, for German; Berkovits, 1994, 
for hebrew; cambier-Langeveld, 2000, for Dutch; and Krull, 1997, for estonian). 
Different levels of prosodic constituency may also interact with the degree of 
preboundary lengthening (e.g., Lindblom & Rapp, 1973; Wightman et al., 1992; 
Turk & Shattuck-hufnagel, 2000). as with stress and accentuation, preboundary 
lengthening can also interact with a range of other durational factors including 
vowel quantity contrasts and speaker tempo variation (see section 4.3 below), and 
can manifest itself at the subsegmental and segmental levels. Various articulatory 
studies have shown that phrase-final syllables are associated with spatially larger 
and longer and, in some cases, slower closing gestures in closed syllables (e.g., 
edwards et al., 1991; Fougéron & Keating, 1997; Byrd & Saltzman, 1998; Byrd  
et al., 2005, 2006; cho, 2005, 2006; Tabain, 2003; Tabain & Perrier, 2005, 2007).

a range of proposals have been put forward over the years to account for 
preboundary lengthening. early proposals reviewed in Oller (1979), and later 
rejected or modified, include the motoric planning theory of final lengthening 
which related it to a check-ahead mechanism that allows planning for following 
speech constituents. This is not unlike Lindblom’s (1975) hypothesis that utterance 
durations reflect generative constraints geared to the size of the chunk of speech 
to be produced. he hypothesized that upcoming speech constituents are planned 
and stored in a hypothetical phrase buffer. Final lengthening reflects a general 
tendency to decelerate towards the end of a chunk because nothing else remains 
to be produced from the buffer. Lyberg (1979, 1981), by contrast, maintained that 
the final lengthening process is not necessarily governed by a “central” control 
factor as short-term memory-dependent explanations seem to suggest. he pro-
posed that f0 patterning relating to focus constituency and final lengthening  
are part of the same process in Swedish utterances. Others have suggested that 
final lengthening might be a listener-oriented strategy to signal different levels  
of constituency (e.g., Lindblom & Rapp, 1973; Klatt, 1975; Oller, 1979; Turk & 
Shattuck-hufnagel, 2000). Lindblom (1968), after Öhman (1967), proposed that 
final lengthening is due to a relaxation of speech gestures, i.e., deceleration towards 
the end of the utterance. This view has also been subsequently supported by 



542 Janet Fletcher

cooper and Sorensen (1977), Vayra and Fowler (1992), Berkovits (1994), and Tabain 
(2003), who describe final lengthening in terms of supra-laryngeal declination or 
“declension.” another view is that phrase-final lengthening in english is a targeted 
duration change which manifests as a localized slowing down of the syllable-final 
gesture in a phrase-final syllable (Beckman & edwards, 1994; and edwards et al., 
1991). Later kinematic studies of preboundary lengthening draw a related conclu-
sion, noting that the temporal spacing of word-final and word-initial gestures  
is adjusted when there is an intervening phrase boundary (e.g., Byrd, 2000;  
Byrd & Saltzman, 1998). cho (2006, p. 540) has suggested that a combination of  
dynamical parameters including stiffness and inter-gestural timing can account 
for articulatory timing patterns at major phrase boundaries (see below).

There is little controversy these days that preboundary lengthening can be 
interpreted as a major perceptual cue to levels of linguistic structure in many 
languages along with other juncture-marking phenomena including intonational 
features (see also Beckman & Venditti this volume). It is perhaps here that we see 
the crucial role of prosodic phonology which has provided, as an alternative to 
syntactic models, a structural framework within which to investigate (or interpret) 
durational effects like preboundary lengthening (see Turk & Shattuck-hufnagel, 
2000, for a similar view). While, in the seventies, there was already some reluctance 
to formalize a link between syntax and final lengthening, statements such as 
“duration increases seem to have the primary purpose of marking syntactic units 
for the listener” (Klatt, 1975, p. 138) suggest that it was thought that syntactic 
structure can be at the very least concomitant with preboundary lengthening at 
the edges of larger prosodic units like intonational phrases, for example. Oller (1973, 
1979) and cooper and Paccia cooper (1980) also clearly identified prebound-
ary lengthening as syntactic, although Gee and Grosjean (1983) suggested it is  
governed by metrical rather than syntactic constraints. The general question of the 
prosody–syntax relationship is not straightforward, but it is more or less agreed 
that prosodic groupings can be influenced by syntax, although these influences 
vary depending on the language (see Jun, 2003, for a good summary). Moreover, 
a number of other studies at that time showed that final lengthening at clause 
boundaries is used by listeners to disambiguate syntactically ambiguous sentences 
in Swedish (Lindblom & Rapp, 1973), american and Southern British english 
(huggins, 1975; Lehiste et al., 1976; Lehiste, 1977; Scott, 1982; Ferreira, 2000), and 
French (Martin, 1982). Preboundary lengthening in this context has been linked to 
the facilitative role of prosody in general auditory sentence processing in retriev-
ing syntactic structure for the listener (e.g., Jun, 2003, and references therein).

2.2.1 Multiple levels of preboundary lengthening Most of the above-cited 
studies suggest that there are differential degrees of lengthening that help signal 
each prosodic level. In studies of preboundary lengthening in english, for  
example, three or four levels (depending on the study) are assumed to interact 
with segmental and syllable timing patterns – the prosodic word, the intermediate 
(phonological) phrase, the intonational phrase, and the utterance (e.g., for english, 
Wightman et al., 1992; also Ladd & campbell, 1991; Beckman & edwards, 1994; 
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Fougéron & Keating, 1997; Byrd & Saltzman, 2003; Byrd et al., 2005, 2006; Turk 
& Shattuck-hufnagel, 2000, 2007). In Swedish, at least three levels have been 
investigated, including the prosodic word, prosodic phrase, prosodic utterance 
(e.g., horne et al., 1995), and for French, three or more levels (crompton, 1980; 
Martin, 1987; Di cristo, 1999, 2000; Jun & Fougéron, 2002; Tabain, 2003; Tabain & 
Perrier, 2005). Most of these studies interpret differential preboundary lengthening 
effects as an indication of the position of a constituent in a structural prosodic 
hierarchy. There is mixed evidence that preboundary lengthening is greater at 
utterance edges than at intonational phrase edges. Klatt (1975) and Umeda (1975) 
found little evidence that the lengthening of a sentence-final syllable was greater 
than lengthening of “other phrase-final syllables in a connected discourse” in 
american english (referring here to syntactic phrase). Wightman et al. (1992) also 
found that preboundary lengthening of vowels in final syllables was no greater 
at constituent edges of break index values of 4 (i.e., full intonational phrases), 5 
(intonation phrases followed by long silent pauses), and 6 (sentence boundaries). 
Preboundary lengthening may also be more pronounced at topic transition points 
in read speech and at the boundaries of large discourse segments (see Grosz & 
hirschberg, 1992; Shattuck-hufnagel & Turk, 1996; and Smith, 2004, for a useful 
discussion about implications for the relationship between discourse structure 
and prosodic structure).

Word-level boundary effects are evident in articulatory and acoustic studies of 
american english. Beckman and edwards (1990) found that in phrase-medial 
positions there was word-final lengthening in the final /@/ of “poppa” in “poppa 
posed” compared to the initial /@/ of “pop opposed.” Likewise, the vowel  
monosyllable “pop” was longer than the vowel in the initial syllable of “poppa.” 
The effects were consistent across accent conditions (i.e., with or without nuclear 
accent). Turk and Shattuck-hufnagel (2000) also compared the durations of  
syllable and subsyllabic components of /tun/, /@/, and /kwair/, in sequences like 
“tune a choir,” “tuna choir,” and “tune acquire,” and concluded that durational 
differences are suggestive of word-level timing effects that are independent of 
higher-level constituents like prosodic phrase boundaries. They further proposed 
that the effects are amplified under conditions of pitch accent, and the boundaries 
between a content and a function word are weaker than between two content 
words, suggesting that morpho-syntactic structure plays a potential role in the 
micro-durational patterning of syllables.

In French, utterance-final vowels can be up to twice as long as word-medial 
vowels (e.g., Delattre, 1966; crompton, 1980; Pasdeloup, 1990; Fletcher, 1991), with 
some studies reporting differences of more than 200 to 300 percent (e.g., Tabain, 
2003). Longer vowels are produced at higher prosodic levels (i.e., accentual phrases 
and intonational phrases), and duration differences are often produced between 
vowels at accentual phrase boundaries compared to intonational or utterance 
boundaries. articulatory gestures of greater magnitude are also observed in the 
final vowel of higher-level prosodic units compared to lower levels (e.g., Tabain 
& Perrier, 2005, 2007). Preboundary lengthening at accentual phrase edges is not 
found in Korean, although it contributes to the marking of intonational phrase 
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edges (Jun, 1998). In Japanese, the final mora lengthens at the edge of phrases, 
although there is equivocal evidence for lengthening at accentual phrase edges 
compared to intonational phrase edges (e.g., Kaiki & Sagisaka, 1992). Ueyama 
(1996) compared vowel duration at the edge of accentual phrases, intermediate 
phrases, intonational phrases, and utterances and found that vowels are shorter 
at the edge of lower prosodic domains (accentual and intermediate phrases). 
campbell (1992a) also reports on the tendency of sentence-final vowels to be 
shorter in Japanese (see also Kaiki & Sagisaka, 1992; and Kubozono, 2002). he 
claims that this is mainly due to the high frequency of unaccented particles like 
the past tense marker -ta in the corpus under investigation.

2.2.2 Preboundary lengthening, prominence and segmental context Strong 
interactions between lengthening due to accentual prominence, stress, and pre-
boundary lengthening have been found in many acoustic durational studies of 
english (e.g., Klatt, 1975; Umeda, 1975; Oller, 1979; nakatani et al., 1981; crystal 
& house, 1990; Fletcher & McVeigh, 1993; Turk & Shattuck-hufnagel, 2007, and 
references therein). Phrase-final syllables that are also nuclear accented show 
lengthening of the syllable rhyme (i.e., vowel nucleus plus any coda consonants) 
of up to 60 percent compared to similar syllables in phrase-medial position.  
In some influential early studies of languages other than english, Lindblom (1968) 
and Oller (1973) reported no significant difference in lengthening between  
utterance-final syllables that had either secondary stress or were unstressed in 
Swedish and english, respectively. cooper and Danly (1981) set out to examine 
signs of potential interaction between vowel intensity, final voicing, and final 
lengthening in phrase-final and utterance-final positions. a significant effect was 
found for final voicing. Utterance-final monosyllabic words containing a final 
voiced consonant lengthened significantly more than words consisting of a final 
voiceless consonant. The effect was largely carried by differences in preceding 
vowel length. no significant effect was found for vowel intensity. Umeda (1975) 
noted that the longest syllables in an utterance (i.e., that are prepausal and/or 
primary stressed) are also where lengthening due to postvocalic voicing is most 
evident. crystal and house (1988b) presented a similar although less consistent 
interaction between stress, vowel length, and the “lengthening-before-voicing 
effect in prepausal” contexts. early studies also showed that languages that  
maintain vowel quality in unstressed or unaccented position, like Spanish or 
Japanese, do not show as much final lengthening as english, for example (e.g., 
Delattre, 1966; hoequist, 1983a). The degree of preboundary lengthening (or other 
types of prosodic lengthening) may also depend on other phonological constraints, 
including vowel quantity contrasts, for example (e.g., nooteboom, 1973; Umeda, 
1975; Oller, 1979; Kohler, 1983; Beckman, 1986). In a vowel-quantity language like 
creek (Johnson & Martin, 2001) the durational differences between long and short 
vowels are most evident in preboundary contexts, but interestingly, they are also 
acoustically centralized, in spite of being phonetically longer. Johnson and Martin 
(2001) discuss their results in relation to those of nord (1986), who concluded 
that duration alone does not determine the “sharpness” of vowel quality in Swedish 



 The Prosody of Speech: Timing and Rhythm 545

(unlike the earlier predictions of Lindblom’s, 1963, undershoot theory discussed 
briefly in section 2.1). In other words, phonetically long vowels (in preboundary 
contexts) are not always the most acoustically peripheral. These results provide 
further support for the claim that not all prosodic “lengthenings” are alike, and 
language-specific factors have to be taken into account.

2.2.3 Measuring and modeling the domain or extent of preboundary lengthening 
In the introduction to this section it was noted that lengthening effects in the 
vicinity of a phrase boundary have been observed predominantly in the rhyme of 
phrase-final syllables, although additional lengthening can occur in penultimate 
syllables or even the final foot. Terms such as progressive lengthening have also 
been used to describe the domain or extent of preboundary lengthening (see 
Kohler, 1983; Berkovits, 1994). Turk and Shattuck-hufnagel (2007, pp. 445–6) 
summarized three kinds of models to account for the domain or extent of prebound-
ary lengthening at major phrase breaks: Structure-based, content-based, and  
hybrid approaches. The first of these is largely determined or fixed by linguistic 
structure, i.e., final lengthening only affects a structurally similar region across 
all phrases (i.e., this might be a syllable rhyme or a final syllable, e.g., Klatt, 1975; 
Wightman et al., 1992). The content view, which might also be termed the “over-
lap view,” suggests that the domain of lengthening is variable depending on the 
nature of the segments or syllables in the phrase-final region. The work of Byrd 
and colleagues (Byrd & Saltzman, 1998, 2003; Byrd, 2000; Byrd et al., 2005, 2006) 
is an example of this type of model. Byrd and Saltzman (2003) suggested that the 
local slowing down of gestures in the vicinity of major phrases can be modeled 
as changes to the activation time course of special prosodic or Pi-gestures that 
capture trans-gestural temporal patterns. Importantly, these prosodic gestures 
have no articulatory realization of their own, but they effectively yoke vocal tract 
variables (i.e., individual gestures described within an articulatory phonology 
framework – see Browman & Goldstein, 1990, 1993). The Pi-gesture governs the 
time course of activation by slowing down the clock that “controls the time-flow 
of an utterance.” Byrd et al. (2006) further suggested that the extent of the Pi-
gesture “waxes and wanes” in the vicinity of a prosodic boundary and that other 
prosodic effects, like the proximity of major prosodic prominences, can influence 
the extent of lengthening effects. as in hebrew (Berkovits, 1994), there is evidence 
of progressive lengthening throughout a phrase-final disyllabic word. The hybrid 
view according to Turk and Shattuck-hufnagel (2007) is evident in cambier-
Langeveld’s (1997) findings. The extent of final lengthening may be fixed accord-
ing to some structural domain, i.e., the final syllable rhyme, but the extent of 
lengthening also reflects local phonetic constraints such as inherent duration and 
expandibility, particularly if the final vowel is schwa-like, and therefore inherently 
short. She found that in cases like this, lengthening was also apparent in the 
penultimate vowel. This position is intermediate to the previous two in that both 
local and structural influences determine the domain of final lengthening.

Turk and Shattuck-hufnagel (2007) concluded that intonational phrase-final 
lengthening, in english at least, is complex and is not suggestive of progressive 
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lengthening throughout a phrase-final word. It appears that lengthening is most 
apparent in the phrase-final syllable rhyme with degrees of lengthening of up to 
90 percent compared to nonfinal syllables. Smaller but still significant degrees of 
lengthening are also apparent in the primary or main stressed syllable of a phrase-
final word, but are not necessarily evident in any intervening syllables, and both 
lengthening effects are independent of whether the phrase-final word is carrying 
the nuclear accent for the phrase (Turk & Shattuck-hufnagel, 2007). however,  
the crucial perceptual variable for Dutch listeners appears to be the amount  
of final lengthening, not the domain over which it occurs (cambier-Langeveld  
et al., 1997).

2.2.4 Initial strengthening and lengthening There are a range of qualitative 
as well as durational effects that also mark the left edge of different levels of 
prosodic constituency across a range of languages (e.g., Pierrehumbert & Talkin, 
1992; Dilley et al., 1996; Fougéron & Keating, 1997; Fougéron, 2001; Keating et al., 
2003; cho & Keating, 2007; and see also the summaries of relevant literature in 
Keating, 2006; harrington, 2003; Byrd et al., 2006; and cho et al., 2007). There is 
also fairly substantial psycholinguistic evidence to suggest that domain-initial 
strengthening plays an important role in spoken-word recognition, word segmenta-
tion strategies, and lexical disambiguation (e.g., Quené, 1992; cho et al., 2007, and 
references therein).

Word-initial consonants are longer than word-medial consonants, all things 
being equal, and phrase-initial consonants are longer than word-initial consonants 
in a range of languages including english and French (e.g., Byrd & Saltzman, 
1998, 2003; Fougéron & Keating, 1998; Keating et al., 2003; Fougéron, 2001). Korean 
in particular appears to show clear lengthening in initial consonants that correlates 
with the strength of the prosodic domain boundary (cho & Keating, 2001), even 
though final lengthening is largely associated with intonational phrase boundaries 
(Jun, 2005). Spatial strengthening of initial consonants is also observed at higher 
prosodic levels in english (e.g., Keating et al., 2004), Korean (e.g., cho & Keating, 
2001), and French (Fougéron, 2001), along with articulatory lengthening. For  
example, consonants show a higher level of linguopalatal contact (observed using 
electropalatography – ePG) in intonational phrase-initial position compared to 
medial positions. Byrd et al. (2005) also found significant durational effects  
of phrase position (intonational phrase initial and final) on tongue-tip and lip-
aperture gesture duration in american english, but less consistent effects for 
spatial strengthening. Interestingly when it does occur, phrase-final coda con-
sonants are also strengthened and lengthened as well as phrase-initial consonants, 
increasing or reinforcing the “salience” of these prosodic boundaries. In their 
study of the Radio news Speech corpus, cole et al. (2007) did not find that stops 
are more acoustically distinct in intonational phrase-initial compared to medial 
position, but intonational phrase-initial stops are articulated with more precision 
and are less variable, constituting an additional strengthening strategy to those 
observed in articulatory studies. The effects also appear to be partially inde-
pendent of prosodic prominence. For example, cho and Keating (2007) observed 
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higher degrees of articulatory strengthening in consonants (i.e., greater ePG  
linguopalatal contact and longer VOT values) that are localized at the left edge of 
utterances. accentuation and primary stress, by contrast, are associated with other 
consonantal parameters like duration and energy (in syllable-initial nasals) and 
longer, more acoustically peripheral vowels, which suggests that accent-related 
effects are more extensive than initial strengthening effects, which are mostly 
observed in the domain-initial consonant or vowel gesture (see also cho, 2005).

2.2.5 Polysyllabic shortening and medial shortening another durational  
constraint that can operate within, or at the edge, of prosodic units is polysyllabic 
shortening. It is also referred to variously as anticipatory, compensatory, foot-level, 
or stress-timed shortening. In a classic study, Lehiste (1972) compared the duration 
of the initial syllable of words like “speed,” “speedy,” and “speediness” and found 
that syllables and vowels in particular, become progressively shorter as additional 
syllables are appended. Mean durations of 266 ms, 150 ms and 115 ms were noted 
for the primary stressed (and most likely, also accented) /i:/ in the above three 
tokens. a number of other studies have recorded this effect in english (e.g., Barn-
well, 1971; Oller, 1973; harris & Umeda, 1974; huggins, 1975; Klatt, 1976; Fowler, 
1981; nakatani et al., 1981; Port, 1981; Rakerd et al., 1987; Beckman & edwards, 
1990; Turk & Shattuck-hufnagel, 2000) and in other languages, including Swedish 
(e.g., elert, 1964; Lindblom & Rapp, 1973), Dutch (e.g., nooteboom, 1972, 1973), 
German (e.g., Kohler, 1986). The shortening effect also tends to level off beyond 
a certain word length (e.g., Oller, 1973; Fowler, 1981; nakatani et al., 1981; Port, 
1981) and it is somewhat asymmetric in that appending syllables to the left of a 
target syllable does not have the same effect (Lindblom & Rapp, 1973). Generally, 
it is thought to be a word-level shortening effect, although some have also claimed 
it can also operate within a higher-level prosodic domain like a phrase or utterance, 
for example (e.g., Lehiste, 1975; although see White, 2002, for an alternative view). 
It has also been interpreted as a potential stress-foot-level as well as word-level 
timing constraint, with suggestions that shortening of the initial stressed syllable 
may be a result of temporal compression processes relating to the attainment of 
isochrony (i.e., equal spacing of stress beats) in the production of stress feet in 
languages like english or German, for example (huggins, 1975; Lehiste, 1977; 
Kohler, 1986), although this view is no longer widely supported (see section 3.1 
for further discussion of this). Lindblom and Rapp (1973) also suggested that the 
shortening effect is part of the same speech production mechanism involved in 
determining preboundary lengthening. The mechanism involves looking ahead 
to what remains to be produced in a particular stretch of speech, and appropriate 
temporal compensation takes place accordingly. In the case of a final syllable there 
is little temporal adjustment because it is at the end of the particular constituent. 
Two influential later treatments of polysyllabic shortening (Beckman & edwards, 
1990; Turk & Shattuck-hufnagel, 2000) are worth discussing here. Beckman and 
edwards (1990) also argued that the effects are related, insofar as syllable durations 
are adjusted relative to some kind of prosodic constituent (i.e., a stress foot), but 
preboundary lengthening is a more clear-cut “edge” effect (as discussed in the 
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preceding section) which marks out constituent boundaries like the phonological/
prosodic or intonational phrase.

Lehiste (1972) found that word boundaries are largely ignored and polysyllabic 
shortening effects are present in comparisons of “speed” and “speedy” with 
“speed,” “speed kills” or “the speed increased.” Others have suggested that word 
boundaries may be important. Turk and Shattuck hufnagel (2000) cited the  
findings of huggins (1975) who found mainly within-word shortening effects. he 
compared sequences like “cheese abounded” with “cheese bounded,” and “cheeses 
bounded” with “cheese bounded,” and found polysyllabic shortening was much 
more evident when the extra syllable was added to the target word “cheeses” 
than when the extra syllable was added across the word boundary (i.e., abounded), 
which maintains effectively the same abercrombian foot structure (i.e., where  
feet can be constructed across word boundaries). While some evidence for this 
was found in their study, Turk and Shattuck-hufnagel (2000) proposed a complex 
range of interactions between word-final lengthening, polysyllabic shortening, 
and accent-related lengthening to account for their results. They suggested, like 
Beckman and edwards (1990), that potentially different articulatory strategies are 
employed in syllable articulation in words depending on location of (prosodic) 
word boundaries, type of syntactic word (i.e., content versus function), and the 
near-vicinity of an intonational prominence or pitch accent. They also point out 
that unless a syllable is removed from the constituent above the word as syllables 
are added to the latter, compression may be operating at the higher-level con-
stituent (phonological or intonational phrase), as indeed predicted much earlier 
by Lehiste (1980). She found that the shorter the utterance, the longer test-word 
durations tend to be. conversely, test words shortened as a function of total  
length of utterance. White (2002) also suggested that polysyllabic shortening only 
occurs in pitch accented words in english, claiming that it is more to do with the 
word being the “locus” of accentual lengthening, “with lengthening greatest  
at word edges; variation in the distribution of accentual lengthening according 
to word length results in shortening of subconstituents in words of more syllables” 
(White, 2002, p. 275).

another important general finding with regard to word-level shortening effects 
is that there are smaller shortening or compression levels for total number of 
syllables in the word, compared to initial syllable nucleus compression (noote-
boom, 1972; Lindblom & Rapp, 1973). Klatt (1976) incorporated a shortening 
factor of around 15 percent for segments in polysyllabic words in english. noote-
boom (1973) also found that patterns of unstressed syllable nucleus durations  
in Dutch words illustrate different degrees of shortening dependent on their 
position in a word. a syllable nucleus preceding a stressed syllable is somewhat 
shorter than a syllable nucleus preceding an unstressed syllable, for example. he 
hypothesized that this three-syllable pattern of short, very short, and long vowel 
durations is potentially universal. The durational buildup of words in other  
languages seems to indicate similar patterning. Lindblom and Rapp (1973) found 
this pattern was present, but less pronounced, in Swedish words. They further 
hypothesized that medial vowels are more temporally compressed than other 
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segments due to the joint effects of anticipatory and backwards shortening in the 
production of syllables and words. Bruce (1983) also found patterns of durational 
alternation in adjacent unstressed syllables in Swedish. early results for american 
english also seem to reflect these patterns, with medial vowels consistently shorter 
than vowels in other utterance or word positions (Lehiste, 1973; Oller, 1973; and 
Klatt, 1975). nakatani et al. (1981) found that at each stress level, i.e., unstressed, 
secondary stress, and primary stress (most likely also nuclear accent), word-initial 
syllables were always longer than medial syllables but not as long as final  
syllables. Umeda (1975) also found that unstressed word-initial vowels exhibited 
much wider range of durational variation than word-medial vowels, which seems 
to support in part nooteboom’s hypothesis.

Similar patterns of nonuniform shortening have been observed in languages that 
have a different prosodic structure from english, Dutch, or Swedish. Unaccented 
medial vowels or syllables in French polysyllabic words show patterns of non-
uniform shortening (O’Shaughnessy, 1981; Duez & nishinuma, 1985; Fletcher, 
1991), as they do in Italian (e.g., Farnetani & Kori, 1986; Vayra et al., 1999; hajek 
et al., 2007). estonian and Finnish do not show word-level temporal patterning 
of this kind even though they both have lexical stress (e.g., Lehiste, 1970; asu & 
nolan, 2006, 2009; Suomi, 2007). This calls to mind nooteboom’s (1973, p. 40) 
hypothesis that languages that have a “high functional load on phonological 
quantity patterns” may constrain the amount of permissible segmental shortening 
due to number of syllables in a unit, or the amount of segmental and syllabic 
lengthening due to positional variables. One also has to consider whether some 
of the earlier studies were also picking up on initial strengthening at the left  
edge of higher-level prosodic boundaries, particularly in studies based on isolated 
tokens.

3 Speech Timing: A Rhythmic Dimension

For a vocal and auditory communication system to function well, it must have some 
temporal constraints on transmission units. Such constraints necessarily impose a 
rhythmic structure that makes it possible for speakers to produce sounds efficiently, 
and for hearers to listen efficiently.

Oller (2000, p. 80)

Few speech researchers would disagree with this statement, although one of the 
longest debates in phonetics revolves around whether an independent rhythmic 
constraint underlies surface ordering or organization of speech intervals in spoken 
language, and if it does, how we can access it in our experiments. One prevailing 
view since the seventies is that rhythm is subordinate to syntactic or hierarchical 
prosodic constraints, and surface durational patterns of speech segments are largely 
due to the higher-level syntactic and/or phonological structures of language and 
can more or less effectively be modeled without reference to any kind of direct 
low-level rhythm component (e.g., the duration models of Klatt, 1976, 1979; and 
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carlson & Granström, 1986, have no direct rhythmic component). Other quantita-
tive duration models explicitly invoke rhythmic constraints (e.g., campbell & 
Isard, 1991; Barbosa, 2007). another view strongly echoes Kozhevnikov and  
chistovich (1965), and sees rhythm as “the regular effects of temporal control over 
larger domains than the segment – mora, syllable, foot – without having to turn 
these domains into durational units” (Kohler, 2003, p. 8). Since the late nineties, 
there has also been renewed interest in developing metrics to measure linguistic 
rhythm in the acoustic signal in order to quantify perceived rhythmic differences 
among languages (e.g., Low, 1998; Ramus et al., 1999; Grabe & Low, 2002; Ramus, 
2002; White & Mattys, 2007b). In order to understand this apparent paradox, it is 
useful to re-examine the sources of evidence for a rhythm component in spoken 
language, and to review research on linguistic rhythm typologies.

3.1 What is speech rhythm?
Psychologists such as Lashley (1951), Woodrow (1951), Lenneberg (1967), and 
Fraisse (1963) influenced a range of research on speech rhythm in the seventies 
(e.g., Martin, 1972; allen, 1972a, 1972b, 1975) with the exploration of concepts of 
objective and subjective rhythm in auditory perception, and neurological features 
of motor behavior. In brief, listeners have a tendency to impose rhythmic structure 
on temporally unstructured material. examples of such unstructured material 
include successions of beeps or drips from a leaking tap. There is a tendency to 
hear these stimuli as grouped, particularly if the succession of beeps, etc., is  
neither too fast nor too slow (i.e., between 0.1 and 3.0 seconds). There is a further 
subjective tendency to group these events into equal time intervals. In short  
sequences that that have equal temporal spacing, there is an additional “objective” 
tendency to hear the first pulse in these groups as being more perceptually salient 
than a following pulse if the first is louder or higher in pitch. If every third pulse 
is longer than the preceding pulses, then there is a tendency to hear the longer 
pulse as ending the rhythmic group (allen, 1975, p. 77). Rhythm in this sense 
refers not only to sequences of like events, but to the alternation of strong and 
weak elements. Moreover, researchers also claim that some form of grouping 
relating to successions and alternations can be related to motor activity (see allen, 
1975, for an earlier review; and cummins & Port, 1998; Port, 2003; and cummins, 
2003, for later reviews).

There also appears to be a preferred temporal rate of activity for the performance 
of motor tasks. allen (1975, p. 79), citing a study by Woodrow (1951), wrote that 
“personally preferred rates have been found to range around an average of about 
two acts per second”. Speech rhythms are also composed of successions and  
alternations of events that have a specific temporal paradigm. For example,  
some speech researchers originally related the 6 hz cycle posited by Lenneberg 
(1967) for aspects of infant motor behaviour to signs of underlying rhythmic 
properties of spoken language. Ohala (1975) took up Lenneberg’s hypothesis and 
attempted to find evidence of an underlying speech rhythm of 6 hz. he measured 
the intervals between several thousand jaw openings, and the intervals between 
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four thousand successive drops in oral pressure accompanying the release of 
voiceless obstruents. There was a clustering of data at around 250 ms but no 
robust evidence of a rhythmic strategy such as that proposed for a more “simple” 
motor activity.

The “rhythm hypothesis” outlined by Kozhevnikov and chistovich (1965), 
whereby “utterances can be considered as prosodically although not segmentally 
and durationally identical,” inspired a great deal of duration and articulatory 
timing research in the seventies (e.g., Lindblom & Rapp, 1973; nooteboom, 1973). 
It was thought that the relative durations of neighboring syllables may exhibit 
some kind of abstract temporal invariance, whereas at the level of the micro-
structure, i.e., the acoustic segments that make up the units, there is a great deal 
of durational variance relating to a number of duration-influencing variables (e.g., 
position in syllable, foot, word, or phrase, level of prosodic prominence, speaker 
tempo). according to this view, speech rhythm is not a function of the sequence 
of absolute time intervals corresponding to syllable or foot-like units in a language. 
Syllables maintain constant relative durations to each other at the expense of the 
constituent segments. The absolute durations of intervals vary as a consequence 
of segmental composition and other duration-influencing factors, thus influencing 
the absolute timing of the higher-level timing unit, although the “abstract” relation-
ship between the intervals remains constant or nearly constant.

Perhaps what clearly emerged from earlier experimental work in the seventies 
and eighties was a view of speech rhythm as rhythm of alternation, rather than 
succession of like events or strict periodicity. This view of rhythm has been  
formalized in linguistic theory as metrical phonology (Liberman & Prince, 1977; 
hayes, 1995) and is considered to be an important principle in the phonological 
organization of many languages. however, the temporal view of rhythm as  
periodicity or at least quasi-periodicity is still alive and well in many studies of 
speech rhythm that explore the relationship between speech rhythm and other 
rhythmical activities such as limb movement, following the work of Kelso and 
colleagues (e.g., Kelso et al., 1985; Kelso, 1995). For example, Port and colleagues 
suggest that evidence of underlying rhythmic organization in speech can be  
uncovered through the use of rhythmic cycling tasks (see Port, 2003; cummins 
& Port, 1998; Tajima, 1998; cummins, 2002). a speaker repeats a short utterance 
in synchrony with a two-tone metronome whose tone and temporal spacing are 
subsequently manipulated and any resulting effects on durational patterning in 
the utterances (including spacing of stressed syllables) are observed. cummins 
and Port (1998) propose that rhythm in speech involves “entrainment” of differ-
ent metrical levels, i.e., rhythm in speech is interpreted as hierarchically ordered 
and reflects principles of organization and “periodic oscillation” similar to those 
that underlie locomotion (see also cummins, 2009). Port (2003) also suggests  
that different oscillation patterns might reflect language-specific rhythm (see  
next section). Other studies stress the importance of dynamical systems in  
modeling speech rhythm and suggest that temporal structures emerge from self-
organizing principles of dynamical systems and can be modeled accordingly  
(e.g., Barbosa, 2007).
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3.2 Language-specific rhythm
Much of the experimental phonetic research on timing and rhythm has devoted 
itself to investigating rhythmic differences among languages. Pike (1946) and 
abercrombie (1967) proposed that the majority of the world’s languages can be 
divided into two main “timing” or “rhythm” categories, depending on the nature 
of the unit that seems to recur at equal intervals of time. historically, languages 
like english, German, or arabic, have been classified as stress-timed because 
stressed syllables were the source of the dominant rhythmic beat that recurs at 
regular intervals; whereas in French, Spanish, Yoruba, and Italian, individual  
syllables, whether accentually prominent or not, have been determined to be the 
primary generator of rhythm, hence their classification as “syllable-timed.”  
The typology was further expanded to include a category “mora-timed” because 
the mora has historically been considered to be the primary timing or rhythmic 
unit in Japanese, for example (e.g., han, 1962).

The notion of isochrony was important to earlier rhythm studies, although it 
has been more or less abandoned as a heuristic for classifying languages into a 
specific rhythmic category. The principle in its most extreme form is rooted very 
much in notions of rhythm as periodicity (see couper-Kuhlen, 1993; Scott, 1998; 
Port, 2003), and states that temporal distance between stresses or stress beats  
(or stressed vowel-onsets) in stress-timed languages should remain reasonably 
constant irrespective of the number of syllables in the stress foot. In other words, 
there should be a degree of syllable compression within a foot. In addition, the 
abercrombian foot can consist of a silent beat or silent stress followed by an 
unstressed syllable or syllables (e.g., abercrombie, 1964) which also supposedly 
contributes to regularizing the time between stress beats in stress-timed languages 
like english. In syllable-timed languages, by contrast, stressed syllables should 
recur at unequal intervals, given that the duration of the inter-stress interval is 
dependent on the additive durations of the component syllables: in other words, 
there should be no foot compression, and syllables should be more or less  
isochronous. Similarly in mora-timed languages, the mora is the timing unit that 
should recur at more or less regular intervals, and segment durations will be 
compressed to regularize mora duration. as support of this theory of rhythm in 
speech production, abercrombie (1964) called upon the work of Stetson (1951). 
Stetson claimed that in “syllable-timed” languages the production of syllables  
is accompanied by chest pulses and in “stress-timed” languages the stressed  
syllable is accompanied by a reinforced chest pulse. Subsequent articulatory  
investigation of these phenomena by Ladefoged (1967) and Ohala (1975) failed 
to show this, although since the eighties and nineties there has been renewed 
interest in Stetson’s theories, and in particular a re-assessment of the role of the 
syllable in the temporal organization of speech (e.g., Kelso et al., 1985; Vatikiotis-
Bateson & Kelso, 1993; Kelso, 1995).

notions of “pure” isochrony in stress-timed languages were seriously challenged 
in the late seventies and eighties (see Dauer, 1983; arvaniti, 1994; cummins & 
Port, 1998; Ramus et al., 1999; Grabe & Low, 2002, for additional reviews of the 
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relevant literature). experimental investigations of isochrony in spoken english, 
for example, failed to show that stressed syllables or “stress beats” recur at equal 
intervals. classe (1939) (cited in cummins & Port, 1998, p. 146), found isochrony 
only among inter-stress intervals that were more or less identical in terms of  
syllable count, segmental content, and grammatical structure. Stress feet in stress-
timed languages vary in physical duration and a number of studies have shown 
there is a monotonic relationship between foot duration in ms and foot length  
in syllables or number of phonemes in stress languages like english, Dutch,  
Swedish, and arabic (e.g., Faure et al., l980; nakatani et al., 1981; Roach, 1982; 
Beckman, 1982; Dauer, 1983; Strangert, 1985; den Os, 1988; crystal & house; 1990; 
Fant et al., 1991; Williams & hiller, 1994). This has been shown for spontaneous 
speech, read speech, and reiterant speech (i.e., where successions of like syllables, 
e.g., /ma/ or /ba/, mimic real utterances). Moreover, this monotonic relationship 
is also observed in stress or accent groups in syllable-timed languages like French, 
Spanish, Italian, or Telugu (Roach, 1982; Dauer, 1983; den Os, 1988; Fant et al., 
1991; Fletcher, 1991; Pamies-Bertran, 1999) and there is no experimental evidence 
that inter-stress intervals in languages conventionally described as stress-timed 
are more equal than inter-stress or accent intervals in syllable-timed languages. 
Moreover, Fant et al. (1991) showed that inter-stress spacing is similar in Swedish 
(550 ms), english (565 ms), and French (555 ms). Roach (1982) also found that out 
of a group of stress-timed languages (english, Russian, arabic) and syllable-timed 
languages (French, Telugu, Yoruba), english shows the most variance in inter-
stress interval duration.

a further assumption of older views of syllable timing is that durations of open 
and closed syllables should be regularized in much the same way as durations of 
stress feet in stress-timed languages. In a classic examination of cross-linguistic 
duration patterns, Delattre (1966) found no evidence of differential degrees of 
temporal compensation in closed syllables in his analysis of French, German, 
Spanish, and english. Roach (1982) compared the standard deviations of syllable 
duration in French (75.5 ms) and english (86.0 ms) and concluded that it is equally 
variable in both languages. Similarly, as segments are added to simple cV syl-
lables and more complex syllables are formed, there is no evidence that the  
degrees of shortening experienced by the constituent segments in French are more 
pronounced than in German, for example. Pamies-Bertran (1999) also found that 
syllables in Spanish lengthen as a result of increased syllable complexity. Similarly 
in Finnish, bimoraic syllables are longer than monomoraic syllables and there is 
no evidence of syllable-level isochrony (Lehtonen, 1970; Suomi & Ylitalo, 2003). 
Syllable duration appears to be as variable in syllable-timed languages as in 
stress-timed languages (Delattre, 1966, crompton, 1980; Roach, 1982; den Os, 1988; 
Wenk & Wioland; 1982, Dauer, 1983; Fant et al., 1991; Fletcher, 1991). Durational 
adjustments within morae to compensate for short or long adjacent morae have 
also been interpreted as evidence of mora-timing in Japanese in some studies 
(e.g., Port et al., 1987). Other studies show a wide range of durational variation 
among morae depending on segment identity, suggesting that there is no evidence 
of mora-based isochrony in Japanese (e.g., Beckman, 1982; hoequist, 1983b). The 
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reader should also see the discussion in Beckman (1986) and Tajima (1998) for 
differing views. Warner and arai (2001) suggest that word duration in spontaneous 
Japanese is best predicted on the basis of mora duration (see also hirata, 2004), 
although they reject any notion of isochronous rhythm.

3.2.1 Isochrony: A tendency In the seventies and eighties, isochrony was re- 
interpreted as a perceptual phenomenon or a tendency in spoken english and 
“stress-timed” languages in general. Listeners, when asked to tap in time to  
syllables beginning with a particular plosive in controlled english utterances, tend 
to tap more regularly than the measured inter-stress intervals (e.g., Donovan & 
Darwin, 1979; see also allen, 1975). This tendency to overestimate short intervals 
and underestimate long intervals ties in with the findings reported in studies of 
objective and subjective rhythm (classe, 1939; Woodrow, 1951; Fraisse, 1963)  
discussed earlier. The notion of the “perceptual-center” or P-center also became 
a popular one with regard to exploring the perceptual basis of isochrony (e.g., 
Morton et al., 1976; Marcus, 1981; couper-Kuhlen, 1993; Pompino-Marschall, 1989; 
also see Scott, 1998 for a review). P-centers are generally defined as perceptually 
salient “periodically recurring” events (at around 500 ms) that occur close to the 
vowel onset of stressed syllables in english, for example, although the location can 
be perturbed by factors like onset or coda complexity. earlier studies suggested 
that the alignment of P-centers influences the perception of periodic rhythm or 
isochronous speech.

Supporters of a weak isochrony hypothesis also referred to speech error research 
(e.g., cutler, 1981) in which examples of syllable additions or omissions were 
interpreted as a means of evening up the number of syllables in stress feet. It was 
also claimed that isochrony at the foot or syllable level is also disrupted by other 
timing factors like preboundary lengthening or word-initial lengthening (e.g., 
nooteboom, 1973; huggins, 1975; Lehiste, 1977; Scott, 1982; Kohler, 1986). Lehiste 
(1977) proposed that this disruption of isochrony acts as a boundary cue to the 
listener, and that rhythmic structure in an utterance can be modified to indicate 
syntactic information. Other factors that can disrupt isochrony include number 
of constituent syllables in a foot, syllable complexity, and accentual lengthening 
in the final foot, if the head of that foot is also the location of the nuclear accent 
in the intonational phrase in languages like english and Dutch (e.g., cambier-
Langeveld & Turk, 1999; Turk & White, 1999). Of course, the problem is that  
many of these isochrony-disrupting factors also operate in syllable-timed and 
mora-timed languages (e.g., Beckman, 1982; hoequist, 1983b; den Os, 1988; Fletcher, 
1991; and campbell, 1992b).

Foot-level compression in stress-timed languages has also been interpreted  
as evidence of weak isochrony (e.g., huggins, 1972; Lehiste, 1973). That is, even 
though stress foot duration increases as more unstressed syllables are added, 
individual syllable durations should be compressed accordingly (see earlier  
discussion). however, Roach (1982) found that stress-timed languages (e.g.,  
english, arabic) and syllable-timed languages (French and Telugu) could not be 
distinguished using this metric. Furthermore, nakatani et al. (1981) found that 



 The Prosody of Speech: Timing and Rhythm 555

there was no evidence of foot-level compression in their corpus of american 
english reiterant speech. They measured sentences containing metrical feet of 
two, three, or four syllables in length and found that feet increase in duration 
monotonically with increasing syllable number, and rejected even a “weak  
isochrony” hypothesis for american english. crystal and house (1990) backed 
up these findings in a corpus of read prose, reporting a more or less additive 
relationship between stress foot length in syllables, stressed syllable duration, and 
unstressed material in feet ranging from one to five syllables. Similar findings for 
read Swedish prose were reported by Fant et al. (1989), who noted correlations 
of 0.92 between stress foot duration and syllable count. By contrast, Kohler (1986) 
reported mixed results for German, showing that one- and two-syllable feet of 
the same complexity approached isochrony, but three-syllable feet did not show 
evidence of foot compression. Williams and hiller (1994) also suggested that the 
very small foot-level compression (up to 39 ms) in their read sentence corpus of 
RP english was a much less significant factor than other durational factors such 
as number of segments per syllable, or presence of lexical stress or intonational 
accent. Port et al. (1987) also noted very small effects of syllable compression as 
a function of increasing word length in Japanese, but strong temporal compensa-
tion at the level of the mora, and concluded that this constituted evidence of the 
validity of the mora as the rhythmic timing unit of Japanese. however, Beckman 
(1982) did not observe strong mora-level temporal compression in her study of 
Japanese. O’Shaugnessy (1981) observed some degree of overall shortening in the 
constituent syllables of French words as they increased in length, whereas Duez 
and nishinuma (1985) showed no effects of foot compression in French. They did 
find, however, a rhythm of alternation among adjacent unaccented syllables that 
was similar to effects previously reported for Swedish (e.g., Bruce 1983). Fletcher 
(1991) also found a clear monotonic relationship between foot or “rhythm group” 
length in syllables and overall duration in ms in a corpus of spontaneous French, 
with correlations of between 0.74 and 0.94, although nonuniform shortening was 
also observed in unaccented syllables.

another related durational pattern, often interpreted as evidence of weak  
isochrony, is polysyllabic shortening in polysyllabic words (see also section 2.2). 
Recall that this is where initial stressed syllables, and in particular vowels, appear 
to shorten as syllables are added to the word, usually within the same foot. It 
was originally suggested that patterns of initial stressed-syllable shortening should 
be absent in languages that do not have the same rhythmic structure as German, 
Swedish, or english (e.g., Kohler, 1986). however, initial stressed-syllable shortening 
has also been observed in Italian, a syllable-timed language (e.g., Vayra et al., 
1983, 1999; hajek et al., 2007). Recall that polysyllabic shortening does not occur 
in Finnish or estonian, which are two languages that have been variously described 
as syllable-timed or mora-timed. These results present ambiguous evidence of 
weak isochrony or rhythmic influences due to the confounds of final lengthening, 
syllable complexity, and general word-level timing effects (see Fletcher, 1991; 
Beckman, 1992; Turk & Shattuck-hufnagel, 2000; hajek et al., 2007; and studies 
reviewed in section 2.2). The initial stressed monosyllable in many early experiments 
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was often nuclear-accented and phrase-final, or an isolated word or nonsense 
word and therefore also phrase-final and nuclear-accented, and thus long to start 
with. Once an unstressed syllable is appended, the stressed syllable is no longer in 
final position and shortens by up to 50 percent or more. Recall from section 2.4 
that most studies of polysyllabic shortening found that it is often negligible  
beyond the addition of a second syllable. In fact, crystal and house (1990) ex-
amined stressed vowel duration in non-prepausal feet and found no evidence of 
polysyllabic shortening in their large corpus of american english. certainly many 
researchers these days adopt the less prescriptive position of nooteboom (1972), 
Ohala (1975), Lindblom (1983), and Kohler (1986, 2003) who suggest that inter-
stress intervals may be important production units in languages like english or 
Dutch, but they are not necessarily isochronous in nature. Many of the durational 
effects reported in earlier studies may also be more indicative of syllable-, word-, 
or phrase-level duration patterns and prominence effects, or are described more 
generally as compression effects or polysyllabic shortening (e.g., see review of 
these effects in Turk & Shattuck-hufnagel, 2000, 2007, as well as discussion in 
section 2.2 above).

as Beckman (1992, p. 459) suggests:

The interesting question to ask, therefore, is not what happens to the larger prosodic 
unit as subunits are added, but rather which is the consistently longer subunit. For 
that we need to go inside the larger unit . . . and examine the actual length of com-
ponent syllables as a function of their position within the hierarchy of stresses and 
phrases.

Some of these durational patterns were reviewed in sections 2.1 and 2.2, and 
formal models of prosody and prosodic typology have provided an additional 
framework within which to consider a range of prosodic effects on speech timing 
(see Jun, 2005; and Beckman & Venditti, this volume). crystal (1969), Scott et al. 
(1985), and Vatikiotis-Bateson (1988), among others, suggest that rhythm typologies 
are somewhat anglo-centric anyway. nevertheless, there is still a high level  
of support for them at least in an informal descriptive sense, even if a strict  
categorical view has been replaced by a more gradient view for the most part 
(e.g., Dauer, 1983; Grabe & Low, 2002; and see discussion below). There must be 
something to rhythm typology, otherwise we would have moved on long ago. 
certainly, the psycholinguistic literature or work on first language acquisition 
suggests that word segmentation processes provide some evidence for rhythm 
classes. For example, cutler and colleagues have shown quite convincingly that 
strong syllable onsets (i.e., metrically stressed syllables) contribute to a metrical 
segmentation strategy in english, whereas languages like French (“syllable-timed”) 
or Japanese (“mora-timed”) use syllable-based or mora-based word segmentation 
strategies, respectively (e.g., cutler et al., 1986; cutler & carter, 1987; Mehler  
et al., 1981; cutler & norris, 1988; cutler & Butterfield, 1992; Otake et al., 1993; 
Otake et al., 1996; see also cutler & McQueen, this volume). however, listeners 
may have at their disposal more than one segmentation strategy (e.g., Murty et al., 
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2007). Psycholinguists also suggest that infants (even newborns) are sensitive to 
rhythmic differences and use rhythm to help differentiate languages of different 
rhythm classes (e.g., Mehler et al., 1996; see also the review of relevant literature 
in Ramus et al., 1999, pp. 266–7; Port, 2003). Studies of infant babbling (e.g., 
Levitt & aydelott-Utman, 1992) also conclude that syllable duration patterns can 
reflect “rhythmic” differences.

even if many languages have accented or stressed elements that alternate with 
weaker or less marked phonetic elements, it seems that the perception of these 
events is heavily influenced by the linguistic and general phonetic characteristics 
of the language in question, and the first language of the listener. In two influential 
cross-language rhythm studies of the early eighties, Roach (1982) and Dauer (1983) 
claimed it is precisely the different phonetic manifestation of the phonological 
and phonotactic structure of languages like French, Spanish, or arabic that con-
tributes to an impression of “syllable timing” or “stress timing” as opposed to the 
absolute duration of intervals (see also Bertinetto, 1989, for a similar view). They 
proposed that the perception of rhythmic differences among languages is more 
to do with what goes on within, rather than across, inter-stress intervals. Reprising 
classe (1939), Dauer (1983) concludes that the conventional rhythm categories have 
little to do with physical time either in the acoustic or articulatory domain, with 
the characteristic “rhythm” of a language determined largely by the phonological 
patterning of vowels, syllable structure, and stress, overlaid on a grid determined 
by perceptual universals and motor behavior. She claimed it is necessary to look 
at what is happening within a rhythmic unit (a suggestion echoed by Fant et al., 
1991), rather than the way rhythmic units (syllables, morae, or stress feet) follow 
each other in time. absolute and relative timing of syllables and larger units such 
as inter-stress or inter-accent intervals are determined mainly by a culmination 
of the above factors. The perceptual impression of a particular kind of rhythm is 
therefore only indirectly related to absolute durations of speech events.

3.2.2 Stress and prominence according to abercrombie (1967), the majority of 
“stress-timed” languages have lexical stress, and successive stress groups or feet 
tend to consist of one to four syllables (e.g., Uldall, 1971, and Williams & hiller, 
1994, for english; den Os, 1988, for Dutch; Kohler, 1986, for German; Strangert, 
1985, and Fant et al., 1991, for Swedish). In syllable-timed languages, inter-stress 
intervals tend to be longer or more variable in length. For example, inter-stress 
intervals (or inter-accent intervals in the case of languages without lexical stress like 
French), can consist of up to eight syllables in Spanish (e.g., Dauer, 1983; hoequist, 
1983a) and French (Pasdeloup, 1990; Fletcher, 1991; Jun & Fougéron, 2002), and 
up to ten syllables in Greek (e.g., Dauer, 1983; see also arvaniti, 1994). neither 
unit length in syllables nor overall physical duration is a reliable heuristic to sort 
a language into a particular rhythm class, however. Jun (2003) notes that accentual 
phrases in Korean (which is unclassified according to the traditional rhythm  
typologies) tend to be short, i.e., around three syllables. The majority of inter-stress 
intervals consist of two to four syllables in Dauer’s (1983) Spanish data, and  
accentual phrases (or rhythmic units) in French also tend to be less than five  
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syllables in length (Boudreault, 1970; Fonàgy, 1979; Wenk and Wioland, 1982; 
Pasdeloup, 1990; Fletcher, 1991; Jun & Fougéron, 2002), although den Os (1988) 
found that a large proportion of inter-stress intervals in Italian (also traditionally 
classified as syllable-timed) were between five and six syllables in length (see  
also Bertinetto, 1981). Of course, it may not be appropriate to compare foot length 
in Germanic or “stress languages” with groupings that are representative of  
some other kind of structural grouping like the accentual phrase (see also  
arvaniti, 2009).

not all researchers agree with classifications of one language or another as 
syllable-, stress-, or mora-timed. French is a good example of this (e.g., Grammont, 
1946; Fónagy, 1979; Wenk & Wioland, 1982; Di cristo, 2000). according to  
Grammont, the rhythmic units of French are not individual syllables, accented or 
unaccented, but groups of syllables that form right-headed iambic rhythmic feet 
or “groupes rhythmiques.” accordingly, Wenk and Wioland (1982) describe French 
rhythm as “trailer-timed,” whereas english with its left-headed trochaic feet is 
described as “leader-timed.” however, many syllable-timed languages like Greek, 
Italian, or Spanish have left-headed feet (e.g., arvaniti, 1994), suggesting there is 
no simple relationship between headedness of stress feet or accentual phrases 
and the perception of a language as stress-timed or syllable-timed. abercrombie 
(1967, p. 97) states “in order to have this immediate and intuitive apprehension 
of speech rhythm . . . it is necessary that the speaker and hearer should have the 
same mother tongue,” suggesting a potential reason for the divergence of opinion 
about the syllable-timed classification of French, for example. Judgments of  
stress or prominence can be difficult when confronted with an unfamiliar or less 
well studied language, and native-speaker influences or intuitions can result in  
premature categorization of a language into one rhythm class or another.

In a related vein, the relationship between the acoustic and articulatory para-
meters that make up stressed and accented syllables and those of the surrounding 
unaccented syllables has often been cited as another possible source of perceived 
difference between languages classified as syllable- or stress-timed. In section 2.1, 
we saw that stress or prominence effects are not realized identically across  
languages. It is also extremely difficult to conduct a cross-linguistic study of this 
kind given the fundamental differences in prosodic structure among languages 
(see Barry et al., 2009, for a good relevant discussion). nevertheless earlier cross-
linguistic studies showed, for example, that stress is less marked durationally in 
Spanish compared to english (Delattre, 1966; Oller, 1979; Dauer, 1983; hoequist, 
1983b; Ortega-Llebario & Prieto, 2005). Fant et al. (1991) also noted that stressed/
unstressed syllable duration differences are more evident in Swedish and english 
than in French, with differences of 100–150 ms compared to 50 ms. By contrast, 
den Os (1988) found that the degree of syllabic lengthening due to presence or 
absence of accent in Italian (syllable-timed) and Dutch (stress-timed) is roughly 
similar. Stressed syllable nuclei in english, Dutch, and German are usually  
associated with increases in duration and vocal effort compared to surrounding 
unstressed syllables whereas in French, duration is the main correlate of accent 
primaire: f0 is also an important cue (Rigault, 1962; Vaissière, 1974, 1991; Léon & 
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Martin, 1980; Rossi et al., 1981; Di cristo, 1999, 2000; Post, 2000; Welby, 2006), but 
others suggest duration is more important than f0 (e.g., Delattre, 1965; Wenk & 
Wioland, 1982; Benguerel, 1971). The ratio of lengthening between the syllable 
preceding the accented syllable and the accented syllable itself is of great import-
ance in cueing whether a syllable in French is accented or not (Benguerel, 1971). 
Fant et al. (1991) suggested there could be three factors – the lack of “nonterminal” 
stress (at least in their read corpus), the predominance of terminal stress (i.e.,  
accent primaire), and the lack of significant vowel reduction in French – that lead to 
perceptions of greater regularity of successive syllables by non-native speakers.

The avoidance of stress clash in languages like english, formalized in metrical 
phonology as the rhythm rule (e.g., Liberman & Prince 1977; hayes, 1995; see 
also Beckman et al., 1990; Beckman & edwards, 1994; Vogel et al., 1995, and  
references therein), is often cited as evidence of the importance of alternation in 
the specification of english rhythm. In other words, in sequences like “thir2teen” 
and “2thirteen 2men,” the primary stress shifts from the second syllable of  
“thirteen” to the initial syllable in “thirteen men.” however, Pointon (1980) points 
out that Spanish also exhibits stress shift and rhythmical alternation, e.g., “Jo2sé” 
versus “2José an’tonio.” no-one would argue that Spanish is stress-timed on the 
basis of this. however, Spanish does not have the same tendency as english to 
move stresses around to break up potentially long inter-stress intervals, a feature 
that is shared with other syllable-timed languages. For example, arvaniti (1994) 
investigated rhythmic properties of Greek, a syllable-timed language which, like 
Spanish, has stress but does not have a strictly alternating rhythm. Stressed  
syllables are relatively sparse compared to english and stress clash is not always 
resolved and syllable-timed languages tend be less “eurythmic.” She suggests 
that rhythm in both types of language is organized around prominent syllables, 
but differences relate to different settings for the hierarchical structure of rhythm, 
rather than to isochrony tendencies, syllable structure, or the acoustic correlates 
of stress and prominence (see also arvaniti, 2009).

3.2.3 Vowel reduction a number of authors refer to vowel reduction when 
outlining the contrasts between stress-timed, syllable-timed, or mora-timed  
languages (Delattre, 1969; Roach, 1982; Dauer, 1983; hoequist, 1983b; den Os, 1988; 
Beckman, 1992; Ramus et al., 1999; Frota & Vigário, 2001; Grabe & Low, 2002; 
White & Mattys, 2007a, 2007b). In fact, vowel reduction is only one of a number 
of reduction processes that operate to “maximise the difference between stressed 
and unstressed syllables in a stress-timed language” (Dauer, 1983, p. 57). Many 
languages experience some formant target undershoot in unstressed syllables 
uttered at normal tempo (see section 2.1 and harrington, this volume). Dauer 
(1983, p. 57) pointed out that syllable-timed languages “do not regularly have 
reduced variants of vowels in unstressed position,” suggesting that the issue here 
has more to do with what is meant by “vowel reduction” than with evidence of 
underlying rhythm per se. It is obvious that languages have different patterns of 
phonological (and phonetic) vowel reduction in unstressed or unaccented syllables 
(see the discussion in crosswhite, 2003b). Romance languages like Spanish, French, 
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or Italian typically do not centralize unstressed vowels to a schwa-like vowel,  
as does english, for example. Koopmans-van Beinum (1980) and den Os (1988) 
compared spectral vowel reduction in Dutch and Italian, and found significant 
differences between these languages. On the other hand, unstressed or unaccented 
vowels in Italian, French, and Spanish show some formant undershoot as well  
as being shorter (e.g., Delattre, 1969; den Os, 1988; Bertinetto & Fowler, 1989; 
Farnetani, 2000), and patterns of vowel space reduction are observed in short 
versus long vowels in these languages (Gendrot & adda-Decker, 2007). also 
languages within a rhythm category like english and German can show greater 
differences in the degree of vowel centralization in stressed versus unstressed 
syllables than languages across the rhythm divide like French and German.  
Reduced variants of French and German vowels can be closer (at least in terms 
of formant values) to their stressed or accented counterparts than unstressed 
vowels are to vowels in stressed syllables in english (e.g., Delattre, 1969). These 
results tend to suggest that vowel reduction alone does not determine whether a 
language is syllable-timed or stress-timed.

3.2.4 Syllable structure and syllable duration Syllable structure and syllable 
duration within inter-stress and inter-accent intervals are two factors that poten-
tially contribute to an impression of syllable timing versus stress timing (Roach, 
1982; Dauer, 1983). abercrombie (1967) suggested that stress-timed languages 
show a considerable degree of syllable duration variation due to a greater range 
of permissible syllable types. Delattre (1966) compared the maximum range  
of syllable duration variation under the varied conditions of stress, utterance  
position, and syllable structure in english, Spanish, German, and French, and 
found that english shows the most overall durational variation across all factors 
with syllable duration ratios of 1 : 3.39 compared to Spanish at 1 : 1.77, with  
French in the middle at 1 : 2.48. Subsequent studies have more or less supported 
these early results. For example, crystal and house (1990) found that syllable 
durations in american english can vary between 120 ms (in open syllables) and 
483 ms (in non-prepausal stressed ccVcc syllables), compared to 516 ms for 
prepausal syllables of similar complexity, with the lowest value dropping to  
70 ms for unstressed open syllables. hoequist (1983b) noted durational variation  
of between 101 ms and 169 ms in Spanish syllables, whereas Fletcher (1991)  
observed durational variation from 80 ms for unaccented syllables to a maximum 
of 250 ms in accented syllables in non-prepausal environments in her spontaneous 
French corpus.

Dauer (1983) concluded that the impression of greater syllabic regularity in 
syllable-timed languages like Spanish comes from the repetition of structurally 
similar syllables. In terms of distribution of syllable type across languages, Dauer 
found that nearly 70% of syllables in Spanish corpora were open, compared to 
44% in english. Similar proportions of open to closed syllables have been noted 
in French, ranging from 70% to 89% (e.g., Fletcher, 1991). Ramus et al. (1999) cited 
nespor (1990), who reported that 60% of all syllables were open in her Italian 
corpus, compared to 43% for Dutch (Levelt & van de Vijver, 1998, also cited in 
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Ramus et al., 1999). european Portuguese has 59% cV syllables (cited in Frota  
& Vigário, 2001), but it is classified as a mixed rhythm language, i.e., it shares 
elements of syllable timing and stress timing. as with vowel reduction in non-
prominent syllables, it is actually hard to talk about syllable structure in isolation 
from other sources of phonological variation like stress or prominence. Syllable 
structure and stress are closely linked in the case of quantity-sensitive languages 
(e.g., hayes, 1995). although complex syllable structure and stress seem to  
co-occur in many languages, this co-occurrence serves to reinforce the perceptual 
impression of “stressedness.” The fact that French or Spanish do not have as  
many complex syllable structures as english or German could mean that stress 
and open syllables do not have the same perceptual “impact” as stressed heavy  
syllables to a non-native speaker’s ear at least.

The different acoustic and durational patterns of stress, syllable structure, and 
levels of vowel reduction may in fact contribute to perceived rhythmic differences 
among languages. nevertheless it is still difficult to come up with objective meas-
urements to quantify degrees of vowel reduction, syllable elision, and accented 
or stressed syllable salience in order to establish a threshold between different 
categories. Languages within the categories differ in precisely these ways. For a 
number of years researchers have argued that all languages exhibit elements of 
syllable timing and stress timing (e.g., crystal, 1975; Roach, 1982). Moreover typical 
features of mora-timed languages, like gemination, vowel quantity contrasts, and 
tonal features, have also been investigated in similar kinds of ways with mixed 
results (see Beckman, 1986, for an early review). Languages like Tamil have been 
analyzed as stress-timed, syllable-timed, or mora-timed or as belonging to none 
of these categories (see Keane, 2006, for an overview on previous and current 
research on Tamil rhythm). estonian has also traditionally been analyzed as syllable-
timed (e.g., eek & help, 1987), although we noted earlier that it is also a language 
that has lexical stress with a complex vowel quantity system, and its rhythm has 
also been classified as stress-timed (e.g., asu & nolan, 2005, 2006, 2009).

as mentioned above, there have been various proposals to deal with this  
apparent impasse. Dauer (1987) suggested that linguistic rhythm can be viewed 
more as a gradient continuum depending on the combination of structural features 
that are thought to be prime “rhythm” indicators. Some languages will have  
more stress-timed characteristics, some will have more syllable-timed features, 
and so on. Others have suggested that rather than a rhythmic continuum, there is 
a set of intermediate languages (e.g., Ramus et al., 1999, after nespor, 1990). an 
example that is often cited is Polish, a stress-accent language with extremely 
complex syllable structure but relatively little vowel reduction. catalan is also 
classed as an intermediate language because it shares many structural features 
with Spanish but has vowel reduction in unstressed contexts. Ramus et al. (1999) 
concluded that more work on less well studied languages might lead to the 
emergence of more linguistic rhythmic categories. Other proposals have also  
been put forward to suggest at least five rhythm classes (auer, 1993), whereas 
cummins and colleagues (e.g., cummins & Port, 1998, and cummins, 2002, 2003; 
see also Tajima, 1998) propose a more hierarchical view of language rhythm that 
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returns to fundamental principles of motor rhythms (see Kohler, 2009, for an 
interesting overview). nevertheless, there has until now been a high level of  
acceptance of the gradient view as proposed by Dauer (1987) or a mixed view of 
language rhythm (e.g., asu & nolan, 2009). Since the late 1990s a range of duration 
metrics or measures were developed to “sort” languages into prototypical rhythm 
classes like english or Spanish, or to assist in the classification of previously  
unclassified languages, with varying degrees of success. These measures are sum-
marized in the following section.

3.3 Alternative metrics
Since the late nineties, there has been a resurgence of interest in rhythm classes. 
a series of phonetic duration measures building largely on psycholinguistic  
evidence of rhythm perception, have been developed to avoid reliance on  
“phonological” constructs like stress feet or syllables. Syllable division in languages 
like english is not always straightforward (see, e.g., Blevins, 1995) and these 
duration measures were designed to get around this particular issue (e.g., Ramus 
et al., 1999; Ramus, 2002). One aim was to see whether languages already classified 
as either mora-timed, syllable-timed, or stress-timed can be separated according 
to these relatively simple metrics. a second aim was to see how languages which 
have either been described as having “mixed” or “intermediate” rhythm (e.g., 
like catalan) pattern in relation to other languages belonging to the other rhythm 
classes. Two of the Ramus et al. (1999) measures, %V (percentage of vocalic inter-
val duration in an utterance) and ∆c (consonant duration standard deviation  
in an utterance), appear to group languages into traditional rhythm classes when 
plotted against each other. In Figure 15.3, stress-timed languages (e.g., english, 
Dutch, German, and Polish) cluster in the top left corner of the plot, whereas 
syllable-timed languages (Spanish, French, Italian, and catalan, which is actually 
classified as a mixed rhythm language) cluster below the stress-timed languages, 
with Japanese, showing the highest value of %V and lowest ∆c, to the bottom 
right of the plot. Two additional measures, ∆V (vowel standard deviation) and 
c% (percentage of consonant interval duration), were also investigated by Ramus 
et al. (1999) and the former measure was found to relate to the degree of vowel 
reduction and the shortening of vowels in unstressed syllables in the languages 
in question. These measures therefore largely reflect patterns of segmental inven-
tory (i.e., whether a language has short versus long vowels, or unstressed reduced 
short vowels) and phonotactic differences (particularly syllable structure) between 
the languages; patterns that were previously attributed by Roach (1982) and Dauer 
(1983, 1987), among others, to be some of the prime contributors to perceived 
language rhythm. as a result, it is not surprising that the prototypical stress-timed 
languages in the Ramus et al. study show lower values for %V and higher values 
for ∆c reflecting syllable complexity. They suggested that this measure results in 
Polish being grouped with english and Dutch (larger number of complex syllable 
types), whereas catalan clusters with Spanish (fewer syllable types). They also 
pointed out that the addition of more languages to their study might start to blur 
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the boundaries between the language “clusters” thrown up by their metrics, or 
further clusters may emerge that do not necessarily adhere neatly to any of the 
traditional three rhythm categories. Ramus (2002) later suggested that an alter-
native interpretation of these measures is also possible, namely that they highlight 
rhythmic differences among languages, but do not necessarily define classes. 

The Ramus measures have been applied to a number of different languages, 
often in conjunction with the pairwise variability index (PVI) which is another  
frequently used computation in recent rhythm class studies (e.g., Low, 1998; Low 
et al., 2000; Deterding, 2001; Grabe & Low, 2002; asu & nolan, 2005, 2006, 2009; 
Keane, 2006; White & Mattys, 2007a, 2007b). Grabe and Low (2002) proposed two 
PVI measures – a raw pairwise variability index rPVI (1) and a speaker-tempo 
normalized index: nPVI (2) – to look at sequential timing variability in consecutive 
intervocalic intervals or adjacent segment intervals in 11 languages that either 
have a conventional rhythmic label (e.g., english as stress-timed and French as 
syllable-timed), or are intermediate languages (e.g., Polish), or had not as yet been 
assigned to one of the three categories (e.g., Malay). They sought to tap into  
differences of rhythmic alternation among adjacent or near adjacent elements in 
the speech stream.
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Figure 15.3 Distribution of languages using %V (proportion of vowel interval 
duration/utterance) and ∆c (standard deviation of consonant interval duration)  
(from F. Ramus, M. nespor, & J. Mehler, 1999, correlates of linguistic rhythm in the 
speech signal, Cognition, 73, 265–92, p. 273). (Reproduced by permission of elsevier)



564 Janet Fletcher

nPVI d d d d mk k k k
k

m

= × − −








 −+ +

=

−

∑100 2 11 1
1

1

|( )/(( )/ )| /( )  (2)

Grabe and Low (2002) also computed %V and ∆c statistics for the corpus.  
Like Ramus et al. (1999), they found that some languages tend to cluster where 
one would predict, i.e., with other typical stress-timed languages (most notably 
the Germanic languages, Dutch, British english, and German; illustrated in  
Figure 15.4). Specifically, a high vocalic PVI suggests stresstiming, where as a  
low vocalic PVI suggests syllable timing. however, as pointed out by Grabe and 
Low (2002) themselves, and later by Keane (2006, pp. 306–7), the different metrics 
produce quite different outcomes for languages like Thai or Tamil, which pattern 
with stress-timed languages on the basis of PVI measures, but with syllable-timed 
languages using the Ramus et al. (1999) metrics.

The PVI metrics have been adjusted in various ways to try and overcome some 
of these issues. Deterding (2001) used a syllable PVI in his comparison of spon-
taneous British english and Singapore english, which is often claimed to exhibit 
syllable timing (e.g., Low, 1998). he concluded that there are differences in syllable-
to-syllable variation, with British english exhibiting a higher level of variation 
irrespective of speaker tempo, although he suggests that the higher incidence of 

Figure 15.4 Distribution of languages using pairwise variability indices (from e. Grabe 
& e. L. Low, 2002, Durational variability in speech and the rhythm class hypothesis. In 
c. Gussenhoven & n. Warner (eds.), Laboratory Phonology 7 (pp. 515–43), Berlin: Mouton 
de Gruyter, p. 530). (Reproduced by permission of Walter de Gruyter)
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reduced syllables in British english compared to Singapore english is a strong 
contributing factor. Barry et al. (2003) employed another PVI index PVI-CV which 
measures consonant + vowel sequences, which others have related to the notion 
of the “articulatory” syllable postulated by Kozhevkinikov and chistovich (1965). 
Barry et al. (2003) applied this measure and the Grabe and Low (2002) and Ramus 
et al. measures in their comparison of read and spontaneous German, Bulgarian, 
and Italian and found that %V and PVI-cV achieved the best language-specific 
differentiation, although they also concluded that these metrics are not necessarily 
the best way to model typological rhythm (see also Barry et al., 2009). Keane (2006) 
also showed that Tamil cannot be assigned easily to any particular rhythm class 
using the combined Grabe and Low (2002) and Ramus et al. (1999) metrics.

asu and nolan (2005) added a normalized foot PVI in their study of estonian 
and english rhythm, claiming that the other PVIs do not capture other types of 
“rhythmic” effects like stress-foot compression. While fully acknowledging the 
problems of defining feet in two different ways (i.e., a full vowel nucleus defines 
the head of the foot in english whereas in estonian the lack of significant vowel 
reduction makes this impossible), they claim that the combination of normalized 
syllable PVI (after Deterding, 2001) and normalized foot PVI show that estonian 
and British english have similar foot-level timing, but different syllable-level tim-
ing patterns which they suggest are due to differential foot compression tendencies 
in the two languages. estonian has little vowel reduction and compresses syllables 
in a foot relatively evenly, whereas strong vowel reduction tendencies in english 
are largely responsible for foot-internal syllable-timing patterns. They concluded 
that estonian is a mixed rhythm language showing elements of syllable timing 
and stress timing.

combinations or variations of these measures and other and similarly inspired 
metrics have focused specifically on languages of “mixed” or “intermediate” 
rhythm, or have sought to assign previously unclassified languages to one of the 
three rhythmic categories (see for example the aforementioned study by Keane, 
2006; see also Gibbon & Gut, 2001; Gibbon & Romani Fernandes, 2005; and  
arvaniti, 2009, for addtitional cross-language comparisons). For example, Frota 
and Vigário (2001) compared european and Brazilian Portuguese and found that 
the former, classified traditionally as stress-timed, shows combined features of 
syllable timing (on the basis of high %V) and stress timing (on the basis of high 
∆c). Brazilian Portuguese, traditionally classified as having syllable-timed rhythm 
or mixed syllable-timed–stress-timed rhythm, patterns more closely with mora-
timed languages on the basis of high %V and syllable-timed languages (i.e., low 
∆c). They explained their results in terms of the phonotactic and intonational 
differences between the two varieties. For example, vowel deletion in unstressed 
environments in european Portuguese results in consonant clusters (and therefore 
a higher degree of consonant duration variability and reduced V%), whereas  
in Brazilian Portuguese, consonant clusters are usually broken up via vowel 
epenthesis resulting in an opposite pattern. Interestingly, they also suggested  
that perceived rhythmic differences are due to other factors such as differing 
intonational and tonal properties between the two varieties. For example Brazilian 
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Portuguese exhibits similar intonational patterns to nonstress accent languages 
like Korean and Japanese.

Some of these rhythm studies have used combinations of speech rate or tempo-
controlled measures, others have not (see, e.g., Dellwo, 2004, 2006; White & Mattys, 
2007b). Ramus (2002) suggested that tempo must be controlled in corpora for 
measures like %V or ∆c to be useful. Barry et al. (2003) also suggested that lan-
guages tend to become “more syllable-timed” at faster tempo, and that both ∆c 
and ∆V decrease as speaker tempo increases. This is not surprising, as one of the 
effects of fast tempo is to shorten vowel and consonant segments (see section 4.3 
below). By contrast Dellwo and Wagner (2003), in their study of a large corpus 
of French, english, and German, found that ∆c decreases with increased tempo 
and that %V is relatively constant. Barry et al. (2003) also found that %V is  
immune to changes in tempo in Italian and German. White and Mattys (2007b) 
showed that V% is the most efficient measure that discriminates syllable-timed 
languages (i.e., French and Spanish) from stress-timed languages (english and 
Dutch) across speaking rates. Two further measures, VarcoV and Varcoc (the 
variation coefficient of the standard deviations of vowel and consonant interval 
durations, i.e., for example ((Varcoc = ∆c * 100)/mean c)), were applied by 
Dellwo and colleagues to a range of languages in order to “normalize” speaking 
rate (e.g., Dellwo et al., 2004; Dellwo, 2006). They found in that Varcoc performed 
better than ∆c at discriminating French from German or english across all speech 
rates. In a later study Dellwo et al. (2007) compared percentage of voiced intervals 
(%VO) and the variance of the standard deviation of unvoiced intervals (VarcoUV) 
in two stress-timed languages (english and German), and two syllable-timed 
languages (Italian and French). Both measures resulted in effective separation of 
the two pairs of languages. They found that the two stress-timed languages showed 
higher variability in unvoiced interval duration and a smaller overall percentage 
of voiced intervals compared to the two syllable-timed languages. They concluded 
that this metric is easier to implement (as voicing detection is somewhat easier 
to automate than consonant and vowel interval labeling). Furthermore, they cite 
the work of Ramus and others (e.g., Ramus et al., 1999) suggesting that infants 
may be sensitive to variations in overall voicing variation. however, measures 
like this still do not necessarily show anything other than patterns of voicing in 
a language, and may have little to do with rhythm as such.

Various combinations of the new measures have also been applied to the speech 
of second language speakers (e.g., White & Mattys, 2007a, 2007b; Gut, 2003). 
comparative studies have also been carried out on varieties of english including 
nigerian english (Gut & Milde, 2002), Pakeha and Maori english (e.g., Warren, 
1997; Szakay, 2006), varieties of British english (White & Mattys, 2007a), as well as 
Singapore english (Low et al., 2000; Deterding, 2001). Most conclude with discus-
sions of the phonotactic and prosodic differences between the different target 
languages or varieties, which suggests that the measures in themselves are tapping 
indirectly or directly into the phonetic and structural patterns of a language that 
contribute to perceived rhythm. For example, White and Mattys (2007a) showed 
that VarcoV correlates best with ratings of “accentedness” of Spanish speakers  
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of english, and they suggest this measure reflects lower variability in the vowel 
duration cycle of Spanish compared to english. White and Mattys (2007b) also 
commented on the relative insensitivity of the metrics to structural and phonetic 
issues relating to stress, which has long been suggested as one of the potential 
sources of perceived rhythm differences (e.g., Dauer, 1983, 1987; Bertinetto, 1989; 
Fletcher, 1991; Fant et al., 1991; arvaniti, 1994, arvaniti, 2009). Many of the studies 
have also commented on the degree of variability among speakers of the same 
language as well as among languages of supposedly identical rhythm “classes” 
(see Keane, 2006, and her discussion of Tamil rhythm, for example; and White & 
Mattys, 2007b). Some of the rhythm studies since the late nineties have also included 
perception results. Ramus et al. (2003) used re-synthesis to test the perceptual 
reality of rhythm classes in a series of listening discrimination experiments.  
Sentences from the original eight languages that were part of the Ramus et al. (1999) 
study were re-synthesized to produce what is called flat “sasasa” speech (Ramus 
& Mehler, 1999). This involves removing segmental information by replacing all 
consonants with /s/ and vowels with /a/, and flattening pitch to 230 hz, but 
retaining acoustic duration patterns and intensity fluctuations. They compared 
different pairs of languages that either were clear examples of syllabletiming 
versus stress timing (i.e., english vs. Spanish), or not so clear examples (e.g., Polish 
vs. english), as well as examining a within-class pair (Dutch vs. english). French 
listeners were able to easily discriminate Spanish from english, Polish from catalan, 
Polish from english, and Polish from Spanish. Two pairs of languages; Dutch and 
english, and catalan and Spanish, were not well discriminated by listeners and 
Ramus et al. (2003) concluded that catalan must therefore be syllable-timed.

One could question whether the new rhythm measures are actually tapping 
into rhythm directly, let alone sorting previously unclassified languages into 
rhythm classes or settling them into a slot on the rhythm class continuum. as 
mentioned in the introduction to this chapter, Kohler (2003) questioned the  
usefulness of trying to uncover evidence of underlying rhythm that is essentially 
not going to be revealed by the measurement of acoustic intervals (see also Oller, 
2000; cummins, 2002, 2009; Barry et al., 2009; arvaniti, 2009; and Kohler, 2009, 
for interesting discussion on this topic). It is certainly true that many of the newer 
measures throw up some unexpected clusters of languages that have quite distinct 
lexical prosody and postlexical prosody, e.g., Thai and Dutch pattern closely  
together using PVI measures, although, as pointed out by Grabe and Low (2002), 
Thai has been previously classified as stress-timed. however, like Tamil, Thai 
patterns with syllable-timed languages if the Ramus et al. metrics are applied. 
analyses of czech have also thrown up similar paradoxes (see, e.g., Dankovicová 
& Dellwo, 2007). While traditionally classified as syllable-timed, czech also  
patterns strongly with stress-timed languages depending on the duration measure. 
The mixed results for czech reflect the different sensitivities of the metrics,  
which seems to be a typical outcome of many experimental studies based on the 
traditional rhythm classes. On the other hand, issues of cross-language durational 
variation continue to be an important component of experimental phonetics  
research, which is a very good thing.
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Perceived rhythmic differences among languages are also clearly related to 
higher-level prosodic prominence and/or patterns of prominence. The temporal 
effects within larger prosodic groupings than the syllable, foot, or accentual phrase 
or the alternation of intonational pitch accents (phrase-level stress), as well as 
lexical stress, may also contribute to perceived rhythmic differences among  
languages as suggested by Klatt (1976), Beckman (1992, p. 460), and Jun (2005), 
among others (see also cummins & Port, 1998; arvaniti, 2009). For example, 
Beckman (1992) has suggested that differences in tune–text alignment (i.e., whether 
a language has lexical tone or postlexical pitch accent) may influence the ways 
in which we hear rhythmic differences (see Beckman & Venditti, this volume, for 
a summary of tune–text differences among languages). Kohler (2003, p. 8) proposed 
a “pitch accent domain of timing,” suggesting that pitch marking of certain  
syllables in words as intonationally prominent can be associated with a degree 
of temporal regularity (see also Barry et al., 2009 for a similar conclusion relating 
to the perception of linguistic rhythm). Germanic languages and many other  
so-called “stress languages” show that unaccented syllables can forgo complete 
reduction or deletion, whereas pitch-accented syllables can often carry the “bare 
bones” of rhythm in connected speech, which is not always the case in languages 
like Italian or Spanish, insofar as extreme reductions are not as common in  
unaccented contexts (see also arvaniti, 1994, 2009). Jun (2005, p. 442) suggests that 
the perception of a language’s prosody is influenced by higher-level prosodic 
structure, i.e., the perception of postlexical accentual prominence or the marking 
of constituent edges using either pitch accents, boundary tones, or some combina-
tion thereof. Perceived rhythmic variability is greater in these larger prosodic  
or “macro-rhythmic” units compared to smaller “micro-rhythmic” units, i.e., the 
mora, syllable, or foot. These macro-rhythmic units will also have size constraints, 
(as in Korean, where accentual phrase length is three to five syllables on average, 
but no longer than seven). When utterances are long, they are more likely to be 
broken into two intonational phrases, whereas short utterances tend to be pro-
duced as a single intonational phrase, and this can influence perceived rhythm. 
a fruitful direction for future research may be to focus on temporal patterns within 
or across these larger macro-rhythmic units. Kohler (2009) also suggests it  
may be time for a paradigm shift and that future rhythm research should focus 
on broader issues of perception and communicative function. There continues  
to be great interest in the complex area of speech rhythm and the interested  
reader should examine the various contributions to a special issue of the journal  
Phonetica (vol. 66, 1–2, 2009).

4 Tempo and Pausing

4.1 Introduction
Rhythm and tempo are often linked in studies of speech (as in studies of music), 
largely because both contribute to the perceived temporal flow of connected speech 



 The Prosody of Speech: Timing and Rhythm 569

(e.g., Fraisse, 1963; Bertinetto, 1981; den Os, 1988; cummins, 2002). abercrombie 
(1967, p. 96) defined tempo as the “speed of speaking which is best measured by 
rate of syllable succession . . . it is . . . varied from time to time by the individual 
speaker.” Most speakers have a particular habitual tempo (e.g., Tsao & Weismer, 
1997), and variability of inter- (and intra-) speaker tempo has also been studied 
for a range of different languages (e.g., for German: Butcher, 1981; Künzel, 1997; 
Trouvain, 2004; for english: Miller et al., 1984; crystal & house, 1990; for Dutch: 
eefting, 1988; den Os, 1988; Verhoeven et al., 2004; Quené, 2007, 2008; for French: 
Malécot et al., 1972; Grosjean & Deschamps, 1975; Grosjean, 1979; Duez, 1981, 
1982; Fletcher, 1987; Bartkova, 1991; Zellner, 1994, 1996; Fougéron & Jun, 1998; 
for czech: Dankovicová, 1997; for Japanese: Koiso et al., 1998).

We saw in the preceding discussion that some of the newer studies of rhythm 
normalize or use tempo-controlled algorithms to reduce the effects of speech  
rate or tempo variation in their measures. however, tempo is a factor worthy of  
investigation in its own right precisely because of the way in which it interacts 
with the types of duration patterns we have described in earlier sections of this 
review. a range of factors influence tempo variation (see Trouvain, 2004, ch. 2  
for a useful review). certain styles of discourse are associated with slower or 
faster tempo, and it can also reflect a speaker’s emotional state (Goldman-eisler, 
1968; Butcher, 1981; van Bezooijen, 1984). For example, tempo is generally more 
variable in spontaneous speech and spoken interaction compared to read prose 
(e.g., Butcher, 1981). Slowing down or deceleration near important or salient sec-
tions, or adjacent to dialogue turn transition points, can signal elements of the 
information structure of the discourse (e.g., eefting, 1991; nooteboom & eefting, 
1994; hirschberg & nakatani, 1996; Koopmans-van Beinum & van Donzel, 1996; 
Koiso et al., 1998; and references in Quené, 2007). Quené (2007, p. 353) suggested 
that the last-mentioned role of tempo can be related to the hypo-speech–hyper-
speech continuum (Lindblom, 1983, 1990) in that speakers may deliberately slow 
down articulation rate to improve the communicative channel between hearer 
and listener (see also eefting, 1991, for a similar view).

emotions like sadness, grief, boredom tend to be associated with slower tempo, 
whereas the converse is often the case for anger, happiness, or frustration (see 
Trouvain, 2004, for a useful summary). Tempo differences have also been related 
to sociolinguistic milieu and regional differences (Duez, 1981; Verhoeven et al., 
2004; Quené, 2008), and sex and age (e.g., Malécot et al., 1972; Whiteside, 1996; 
Verhoeven et al., 2004). For example, comparisons of Dutch spoken in the  
netherlands and Flanders Dutch show that the former is spoken more rapidly 
and is less variable, and that there is also a tendency for males to speak faster 
than females (Verhoeven et al., 2004; Quené, 2008). Older people speak more 
slowly than younger adults (e.g., Malécot et al., 1972) and in a major review and 
study of the phonetic effects of aging, Schötz (2006) suggested that speech and 
reading rates can decelerate by up to 20–25 percent with age, and longer pauses, 
greater hesitancy, and lower articulation rates contribute to the perception of  
aging. Quené (2008) also reported an age effect in his re-analysis of Dutch  
varieties, but suggests it may be more to do with the measurement of tempo in 



570 Janet Fletcher

earlier studies which are picking up on the tendency of older people to produce 
shorter phrases.

Tempo variation has also been examined in relation to hearing and language 
impairment. early studies report intelligibility benefits of speech produced at 
slower speech rates (generally also “clear speech”) for hearing-impaired adults 
and normal-hearing adults in noise (e.g., Picheny et al., 1986; Uchanski et al., 
1996). This benefit can also extend to clear speech produced at fast speech rates 
(e.g., Krause & Braida, 2002). however, Uchanski et al. (2002) claimed that it is 
important not to confuse normally produced slow speech with clear speech as the 
latter is also associated with a range of additional acoustic-phonetic modifications 
as well as durational variation (Bradlow, 2002; Bradlow et al., 2003; Smiljanic & 
Bradlow, 2008, and references therein). Tempo variability is also often associated 
with non-native language proficiency, although there is not always a straight-
forward relationship between perceived fluency (and lack thereof) and objective 
quantitative measures of tempo (e.g., cucchiarini et al., 2002). There is also a 
commonly held view in the wider community that some languages or language 
varieties “are spoken faster” than others, although the quantitative evidence to 
back this up is highly dependent on the particular measure of objective tempo 
(see below, and also see Kowal et al., 1983; den Os, 1988; Roach, 1998). Moreover, 
slowing down tempo does not always have a facilitative communicative role  
in certain communicative situations. For example, Derwing and Munro (2001) 
found that slowing down tempo excessively, or increasing the amount of pause 
time (e.g., Munro & Derwing, 1995) does not necessarily result in easier com-
prehension on the part of the second language learner (see also Bradlow & Bent, 
2002, who suggested there is only a small clear speech effect for second language 
listeners).

4.1.1 Measuring tempo There are a number of measures that are used to  
monitor speaking tempo in prosody and timing studies. These include speaking 
rate or speech rate, which is the number of syllables uttered per second of total 
time available to the speaker (including pauses), and articulation rate, which is 
the number of syllables uttered per second of articulation speaking time minus 
pauses (e.g., Grosjean & Deschamps, 1975; Duez, 1981; Butcher, 1981; Fletcher, 
1987; den Os, 1988), although tempo can also refer to articulation rate excluding 
pause (e.g., Quené, 2008). The most common stretch of speech over which to 
calculate articulation rate or speech rate is a stretch of speech between two pauses 
(see section 4.2 below for definitions of what constitutes a pause). For example, 
Miller et al. (1984), crystal and house (1990), and Koopmans-van Beinum  
and van Donzel (1996) compared average syllable duration (aSD) per “run of 
pause-free speech” or “interpausal run,” whereas Tauroza and allison (1990) and 
Krause and Braida (2002) measured words per minute. Koiso et al. (1998) compare 
average duration of morae in inter-pause units in Japanese, which they call  
“sub-utterance units.” Others have compared articulation rate (syllables/s) within 
prosodically defined units like prosodic words and intonational phrases as well 
as inter-pause stretches or “chunks” (e.g., Dankovicová, 1997; Fougéron & Jun, 
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1998), or have measured phone duration/second within inter-pause stretches  
(e.g., Trouvain et al., 2001) or both phone/s and syllable/s (e.g., Pfitzinger, 1999), 
phones and stresses per second (e.g., Fant et al., 1989), or onsets of vowels per 
second (e.g., allen, 1972a, 1972b). Determining what constitutes fast versus slow 
tempo on the basis of these measures is problematic. What is often perceived by 
the listener as slow or fast speech, is not just a question of whether articulation 
rates are high or low. Intonational and prosodic variation and connected speech  
phenomena like assimilations, deletions, and re-syllabifications can influence  
perceived tempo (e.g., Goldman-eisler, 1968; Butcher, 1981; Kohler, 1986; Roach, 
1998). a related question is whether to use phonological syllables, phonetic  
syllables, phonemes, or phonetic segments as the countable unit in articulation 
rate calculation. This is of particular interest in cross-linguistic studies of tempo 
change (e.g., Dauer, 1983; Roach, 1998). Many studies have used phonological 
syllables/s, which presumes that the phonological structures of a language have 
been fully worked out.

The most popular measures tend to be based on syllable rates/s or aSD. Some 
representative studies are as follows. Mean articulation rates for French spoken 
at normal tempo have been reported at around 5.29 syll/s (Grosjean & Deschamps, 
1975), 5.73 syll/s (Malécot et al., 1972), 5.9–6.2 syll/s (e.g., Fletcher, 1987, 1988), 
or 5.2–6.0 syll/s (Fougéron & Jun, 1998). articulation rates of RP english (read 
or spontaneous speech) can range from 5.2 syll/s (e.g., White & Mattys, 2007b) 
to 5.9 syll/s (e.g., Dauer, 1983). a comparison of Orkney and edinburgh english 
revealed mean articulation rates of 5.49 and 5.43 syll/s for read speech and 6.02 
and 5.52 syll/s for spontaneous speech for each respective dialect (hewlett & 
Rendall, 1998). Mean articulation rates for German read speech range from  
5.3 syll/s (Trouvain, 2004), 5.84 (Butcher, 1981), to 6.04 syll/s (e.g., Künzel, 1997). 
Den Os (1988) compared speech rate in Italian and Dutch and showed that  
measures based on phonological syllables and phonetic segment succession per 
second coincide best with perceived tempo differences in both languages. Den 
Os (1988) found no significant differences in articulation rate between the two 
languages with articulation rates of 6.1 syll/s in Dutch and 6.4 syll/s in Italian 
for normal tempo, although significant aSD differences of 263 ms and 213 ms 
have been observed for Dutch spoken in the netherlands compared to Flanders 
(Quené, 2008), backing up articulation rate differences (syllables/s) of around  
16 percent observed by Verhoeven et al. (2004). articulation rates for Greek range 
from 7.1–8.0 syll/s (e.g., Dauer, 1983), and for Spanish rates of between 6.1 and 
8.0 syll/s (Dauer, 1983) and 8 syll/s (White & Mattys, 2007b) have been reported. 
Fant et al. (1991) report ASD values of 195 ms, 165 ms, and 215 ms for Swedish, 
French, and english, respectively. The percentage increase in articulation rate 
(syll/s) variation, where speakers are asked to increase their tempo from slow 
through to fast, also varies from 13–38 percent and 13–30 percent depending  
on the speaker (e.g., Fletcher, 1987; Fougéron & Jun, 1998, for French), whereas 
average articulation rate increases of around 24–25 percent were reported by 
Butcher (1981) for German, and by den Os (1988) for Dutch and Italian. crystal 
and house (1990) similarly reported mean aSD values of 233 ms for a fast talker 
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and 209 ms for a slow talker in their study of american english; suggesting, once 
again, that tempo is highly variable and speaker-dependent for the most part.

It has been suggested, however, that the faster succession of predominantly 
open syllables in languages like Spanish, for example, contributes to the perception 
of syllable timing in this language. Once again, there is a high level of inter (and 
intra-) speaker variation in most studies (e.g., Dauer, 1983), and these measures are 
not really sensitive enough to tap into the other structural features of a language, 
outlined earlier in this chapter, that can influence the succession of syllables within 
inter-pausal chunks or structural units like tone groups or intonational phrases. 
Verhoeven et al. (2004) also suggested that cross-linguistic comparisons of speech 
rates based on syllables per second or words per minute are difficult particularly 
when languages have different syllable and word structures, although it is fine 
to compare syllable rates within a language because structural differences are 
largely minimized (at least in terms of syllables or words). For these reasons, 
some cross-linguistic studies opt to measure phonemes per second or phones per 
second (e.g., Osser & Peng, 1964, cited in Roach, 1998) to circumvent structural 
differences among languages. For example, Osser and Peng (1964) compared 
american english and Japanese and found no differences using a measure based 
on phones/s. Measures based on phones/s also do not suggest a major difference 
between stress-timed languages and syllable-timed languages (see Roach, 1998, 
for discussion of this), although den Os (1988) observed significant differences 
between Italian and Dutch for measures based on phonemes/s, with higher  
values for Dutch versus Italian (e.g., 14.2 phonemes/s compared to 12.0 phonemes/s 
at normal tempo).

Irrespective of which measure is ultimately used, any quantitative study needs 
to differentiate “subjective tempo” (the intended tempo of an utterance) from 
“objective” tempo (the measurement thereof), and subjective, perceived tempo 
(after Butcher, 1981; den Os, 1988; Trouvain, 2004). articulation rate and speaking 
rate (both measured as syll/s) have both been found to correlate with perceived 
tempo differences (e.g., van Bezooijen, 1984). Quené (2007) examined the JnD  
for tempo variation within ten-second fragments of read speech for Dutch. The 
fragments were accelerated uniformly from 80% to 95% or decelerated similarly 
between 105% and 120%. he reported JnD values of around 5% for perceived 
tempo variation, although intra-speaker speech rate variation also often exceeds 
5%. Kato et al. (2003) also found that the ability of Japanese listeners to discrim-
inate different speaking rates within four-mora words is extremely high, with 
slightly lower JnDs of 3.5%.

It is also important to distinguish global from local tempo or dynamic rate vari-
ation, although the use of these terms can be quite confusing (see Dankovicová, 
1997, for a good discussion). Many of the tempo measures outlined above can be 
thought of as global because they effectively collapse micro-temporal variation 
within the domain across which articulation rate is calculated, i.e., the inter-pausal 
stretch, intonational phrase, or tone group. however, speaking rate or articulation 
rate in earlier studies (e.g., Goldman-eisler, 1968; Grosjean & Deschamps, 1975), 
was usually measured across entire speech corpora, and these measures have also 
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been termed “global” compared to those that restrict the domain of articulation 
rate calculation (e.g., Miller et al., 1984; crystal & house, 1990; Pfitzinger, 1999; 
Kato et al., 2003). Local rate effects therefore refer to aSD or average phoneme 
duration measures within restricted domains or some other kind of measure like 
P-center succession (e.g., see Pompino-Marschall et al., 1982; Scott, 1998). Recall 
from section 2.2 that preboundary lengthening can be modeled as a local slowing 
down of tempo in the phrase-final syllable rhyme (e.g., edwards et al., 1991; Byrd 
& Saltzman, 1998). This is precisely the kind of effect that is often called a local 
rate effect (e.g., den Os, 1988; Fant et al., 1991). In fact many of the duration  
influencing variables we have surveyed in this chapter could be classed as “local” 
rate effects in this respect. Variation in articulation rate depends on text-specific 
factors (i.e., number of stresses or accentual prominences, prosodic phrasing, and 
so on) as well as speaker-specific factors. at the end of the day it is important to 
make clear that rates of syllable or segment succession are measures of temporal 
patterns that refer to information structure, prosodic structure, speech style, or 
subjective adjustment of speaking tempo.

4.2 Pause
Pause makes up an important component of the temporal structure of speech and 
pauses contribute to the perception of global tempo (Goldman-eisler, 1968; van 
Bezooijen, 1984). Pauses are often defined as either filled or unfilled/silent. Silent 
pauses show no voiced component in the acoustic waveform and some researchers 
distinguish short intra-segmental or so called “articulatory pauses” with an upper 
threshold of around 100 ms (after Butcher, 1981), corresponding to the closure 
phase of a voiceless stop, from inter-lexical pauses that tend to be longer (e.g., 
Zellner, 1994). Filled pauses are disfluencies that consist generally of voiced  
material that can correspond to elongated single vowels like “uh” in english, or 
portions of syllables (see Shriberg, 2001, for a good survey). Depending on the 
type or corpus analyzed (read speech, news broadcast speech, spontaneous speech), 
the percentage of pause time, as opposed to speaking time, can vary from 15–30% 
(Fant & Kruckenberg, 1989, for Swedish), from 16%–35% (Butcher, 1981, for  
German), and from 6%–38% (e.g., Fletcher, 1988, for French read speech; see also 
the comprehensive summary in Trouvain, 2004, p. 8). In a classic psycholinguistic 
study of pausing, Goldman-eisler (1968) determined that silent intervals of  
between 200 and 250 ms are perceived as audible pauses, and 200 ms seems to 
be a threshold measurement that has been used in subsequent studies of pausing 
(Grosjean & Deschamps, 1975; Grosjean, 1980; Fletcher, 1987; Zellner, 1994).  
Intervals of either 100 ms, 130 ms, or 150 ms, or less in the case of “articulatory” 
pauses, have been measured by others (e.g., Butcher, 1981; hieke et al., 1983; Fant 
& Kruckenberg, 1989; Dankovicová, 1997; Tsao & Weismer, 1997; hansson,  
2002; Wennerstrom & Siegel, 2003; Dankovicová et al., 2004; Trouvain, 2004). 
Butcher (1981) described three broad pause frequency distributions correlating 
with how listeners perceived them: “inaudible” pauses of between 100 and  
200 ms, short pauses of between 500 and 600 ms, and long pauses of between 



574 Janet Fletcher

1,000 and 1,200 ms. Trouvain (2004) also found median pause durations of between 
400 and 600 ms in German, supporting earlier findings by Butcher (1981). Kirsner 
et al. (2002) used Log normal Distribution (LnD) and defined two modes of 
distribution with means of 67 ms and 579 ms with a 173 ms threshold. campione 
and Véronis (2002) similarly analyzed pause durations in a corpus of read and 
spontaneous French speech. They suggested that pauses can be grouped into three 
main categories: brief (< 200 ms), medium (200–1,000 ms). and long (> 1,000 ms). 
One advantage of the LnD is that it supposedly avoids arbitrary decisions  
regarding pause duration classification (e.g., Kirsner et al., 2002).

Pauses occur in connected speech for a number of reasons. They may relate to 
respiration and the need to inhale during spoken communication, and much has 
been written about the “juncture,” “planning,” or “cognitive” functions of pauses 
in speech production and speech processing (e.g., Goldman-eisler, 1968; Butcher, 
1981; Levelt, 1989; Ferreira, 1993; Dankovicová et al., 2004), and their role in  
talk and interaction (e.g., couper-Kuhlen, 1993). The relationship between syntax 
and pausing has been investigated by a number of researchers, and pauses tend 
to occur at major syntactic boundaries (e.g., Oller, 1973; Klatt, 1975; cooper & 
Paccia-cooper, 1980; Butcher, 1981; Ferreira, 1991; horne et al., 1995; Yang, 2007). 
In many of these studies, these pauses (as well as other junctural phenomena 
including preboundary lengthening) also tend to coincide with boundaries of 
higher-level prosodic constituents like intonation phrases or tone groups (e.g., 
Butcher, 1981; Gee & Grosjean, 1983; Ferreira, 1993; KrivokapiÏ, 2007). More-
over, there also appears to be a correlation between pause duration and prosodic 
boundary strength (Strangert, 1991; Zellner, 1994; choi, 2003). Pauses also tend 
to be longer at the end of major discourse segments or units (e.g., hirschberg  
& nakatani, 1996; Swerts, 1997) and are longest at the boundary of discourse 
paragraphs (e.g., Strangert, 1991) or at places of topic shift in the spoken discourse 
(e.g., Smith, 2004). Some report a positive correlation between phrase length and 
pause duration (e.g., Grosjean & collins, 1979; Zvonik & cumminsm, 2002, 2003). 
For example, short pauses of less than 300 ms separate short phrases of less than 
10 syllables (e.g., Zvonik & cumminsm, 2003) and longer phrases are separated 
by longer pauses (Grosjean & collins, 1979; KrivokapiÏ, 2007).

Pausing also gives the speaker time to plan an upcoming utterance (Goldman-
eisler, 1968; Butcher, 1981; Levelt, 1989). Ferreira (1991) showed that speech  
“planning-based” pauses are longer before more complex syntactic material, 
whereas what she terms “timing-based” pauses (after already spoken material), 
tend to reflect prosodic structure. There is also a relationship between pause 
placement, prosodic structure, and syntactic disambiguation across a range of 
languages (e.g., Price et al., 1991; Jun, 2003). In general, tasks that require greater 
cognitive load on the speaker or that require them to perform a more complex 
task other than reading from a prepared script result in longer pauses (e.g., 
Goldman-eisler, 1968; Grosjean & Deschamps, 1975; Butcher, 1981). For example, 
Grosjean and Deschamps (1975) found that pauses are more than twice as long 
during description tasks (1,320 ms) than during interviews (520 ms), and Grosjean 
(1980) also reported lower articulation rates during more cognitively demanding 



 The Prosody of Speech: Timing and Rhythm 575

tasks. Some language-specific differences have also been suggested in earlier 
studies. For example, Grosjean and Deschamps (1975) found a difference between 
the incidence of “non-breath” and “breath” (i.e., respiratory) pauses in their  
corpus comparing english and French radio interviews. apparently the French 
speakers inserted more respiratory pauses in their speech than the english speakers, 
as a proportion of all pauses in general. a difference between the two languages 
was also evident with respect to inter-pausal run, i.e., the average length (measured 
in either syllables or ms) of stretches of speech between pauses. There was a silent 
pause every 9.7 syllables in the english corpus, whereas the French data averaged 
a pause per 14.85 syllables. Subsequent studies of american english by crystal 
and house (1990) reported average inter-pausal stretches of between 6.0 and 10.7 
syllables, showing similar levels of variability reported by Miller et al.’s (1984) 
re-analysis of the original Grosjean and Deschamps (1975) corpus.

Subjective studies of tempo variation are generally based on read speech and 
require participants to self-select their speaking tempo (i.e., slow, normal, fast) or 
to speak in time with a metronome which is manipulated accordingly. Much of the 
increase in speaker tempo from slow through to fast is manifested as a reduction 
in pause time in relation to total speaking time (e.g., Grosjean & Deschamps,  
1975; Grosjean, 1980; Butcher, 1981; Fletcher, 1987; den Os, 1988; Trouvain, 2004), 
although pause behavior alone does not necessarily account for perceived tempo 
variation as suggested in earlier studies (e.g., Goldman-eisler, 1968). Modifying 
tempo also involves modifying the amount of articulation time (e.g., Grosjean & 
Deschamps, 1975; Butcher, 1981; crystal & house, 1990; edwards et al., 1991). 
Pause variables (i.e., pause occurrence, pause type, pause length) are also not 
always “utilized” in symmetrical ways to speed up or to slow down (e.g., Butcher, 
1981). Speakers tend to insert more pauses when slowing down tempo but the 
pauses themselves are not always longer (e.g., Butcher, 1981; Grosjean, 1980). 
Speeding up reading tempo can result in fewer pauses and/or reduced pause 
duration (e.g., Grosjean, 1980; Butcher, 1981; Fletcher, 1987; Fougéron & Jun,  
1998; Trouvain, 2004). Most pauses during fast (read) speech are physiological or 
respiratory pauses, with reduced numbers of “juncture” pauses (e.g., Grosjean & 
Lane, 1977; Butcher, 1981). These varying strategies reflect at the very least a high 
degree of inter-speaker variability, as well as “text”-specific factors, like prosodic 
phrasing and information structure as mentioned above. For example, the reduced 
number of juncture pauses in earlier studies also relates to prosodic restructuring 
at fast tempo. a number of studies based on read speech show that subjects  
produce fewer major or minor prosodic groupings at fast rates of speech (e.g., 
Vaissière, 1983; Fletcher, 1988; Jun, 1996; Fougéron & Jun, 1998; Trouvain, 2004). 
In conversational speech, pauses tend to be somewhat more variable in duration 
and placement, but some studies have shown that there is a complex relationship 
between length of pause and turn-taking. Wennerstrom and Siegel (2003) found 
that “turn shift” in conversation was more likely after either short pauses (lower 
than 500 ms) or long pauses (around 1.5 s), but pauses of intermediate length 
were more likely to occur mid-turn, supporting earlier research on pausing in 
talk and interaction (e.g., Jefferson, 1988; Wilson & Zimmerman, 1986).
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4.3 Tempo: Lengthenings and shortenings
There is a certain amount of consensus in the timing literature that when speakers 
slow down or speed up speaking tempo, speech segment durations are lengthened 
or shortened (e.g., Peterson & Lehiste, 1960; Lindblom, 1963; Kozhevnikov & 
chistovich, 1965; nooteboom & Slis, 1972; Gay, 1978; Port, 1981; crystal & house, 
1982, 1990; Tuller et al., 1982; Kohler, 1986; den Os, 1988; engstrand, 1988; Flege, 
1988; Fletcher, 1988; Fourakis, 1991; Vatikiotis-Bateson & Kelso, 1993; Janse et al., 
2003). Many of these studies are based on the study of controlled experimental 
tokens placed in focal position in a phrase, whereas others are based on the  
comparison of more extensive read material (e.g., Fletcher, 1987; den Os, 1988; 
crystal & house, 1990). For the most part, tempo-related articulation rate variation 
does not always manifest itself as a simple horizontal time compression or expan-
sion of acoustic intervals corresponding to consonant or vowel segments. Between 
normal and fast tempi, most of the above studies agree that vowel segments 
shorten more than consonants with compression values of around 30 percent (e.g., 
Fourakis, 1991, for american english, although Port, 1981, also found that when 
speakers are asked to slow down their neutral speaking tempo, all consonant and 
vowel segments increased in duration by a more or less constant ratio).

There is also a general claim that long segments shorten more than short  
segments at fast rates (e.g., den Os, 1988; crystal & house, 1982). For example, 
at fast rates, phonologically long vowels shorten more than phonologically short 
vowels in some languages that have vowel quantity contrasts, and conversely at 
slow tempo, phonologically long vowels stretch more than short vowels and 
contribute more to increased overall word duration (e.g., nooteboom & Slis, 1969; 
Port, 1981; hirata, 2004). Others have reported more or less equal degrees of 
shortening in long and short vowels due to increased tempo (see, e.g., Magen & 
Blumstein, 1993, for Korean). Speaking rate can also influence the perception of 
vowel quantity in some languages. at fast tempi in english, the degree of vowel 
lengthening before voiced obstruents is reduced (e.g., Port et al., 1980; Smith, 
2002), although there is no difference in shortening of tense and lax vowels (e.g., 
Gay, 1978). Different types of prosodic factors also interact with tempo in a  
variety of ways. Peterson and Lehiste (1960) and Port (1981) found that stressed 
syllable durations in their american english data are less affected than unstressed 
syllable durations by increases in tempo, although Gay (1978) and Tuller et al. 
(1982) showed that unstressed and stressed vowel durations undergo a similar 
amount of compression from slow to fast tempi. Later studies that control for 
stress versus intonational accent have found a more complex relationship. For 
example, at fast rates, stressed syllables in Dutch reduce to 64 percent of their 
normal rate duration, whereas unstressed syllables reduce to 45 percent (Janse  
et al., 2003). Interestingly, syllables carrying sentence stress (i.e., nuclear accent) 
also shorten at fast rates reducing the durational difference between accented  
and unaccented syllables. In other words, the duration cue to nuclear accent is 
less robust at fast rates. Janse et al. explained these differences in terms of the 
different cues to lexical stress and nuclear accent. It is imperative to maintain the 
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durational correlates of the lexical stress contrast at fast rate, whereas other cues 
like f0 excursion cue sentence stress at all rates (see also Fougéron & Jun, 1998; 
Ladd et al., 1999; caspers, 2003, for specific examination of some of the interactions 
between speech rate and intonational variation). Lehiste (1970) also claimed that 
some languages reduce stressed syllable durations less than unstressed syllable 
durations, while others spread the effects of tempo increase in fast speech. This 
view has received support from subsequent studies, including Janse et al. (2003). 
Fourakis (1986) also showed that stressed and unstressed Greek vowels shorten 
by the same amounts (25 percent) from slow to fast tempo. accented vowels in 
French vowels compress by 28 percent and unaccented vowels by 24 percent at 
fast speech rates from slow through to fast tempo, although intonational phrase-
final vowels shorten less (Fletcher, 1988; see also Pasdeloup, 1990). Fougéron and 
Jun (1998) also found that the longest syllables (intonational phrase-final) shorten 
less than accentual-phrase final or nonfinal syllables at fast rates for two out of 
three speakers. Smith (2002) also noted that intonational phrase-final vowels  
in english resist temporal compression compared to nonfinal vowels, although 
other studies show that the degree of shortening of phrase-final accented and 
unaccented syllables (articulatory duration) varies among speakers at fast rates 
(e.g., edwards et al., 1991). In other words, the durational contrast at the phrase 
edge is maintained at fast rates.

hirata (2004) showed that while duration ratios of short to long vowels are 
affected by rate changes in Japanese, overall word duration ratios and vowel-to-
word ratios are little affected. Port et al. (1987) also showed that at fast tempi, 
morae in longer Japanese words shorten proportionately more than morae  
in short words. These results are reminiscent of elements of Kozhevnikov and 
chistovich’s (1965) theory of rhythmic invariance outlined earlier in this review. 
They proposed that changing articulation rate due to tempo increase does not 
affect the relative durations of syllables within a syntagma or a word, even though 
consonant and vowel durations are affected. This notion of relative invariance lay 
at the heart of earlier studies of tempo and other types of temporal effects (e.g., 
nooteboom & Slis, 1969; Lindblom & Rapp, 1973; Port et al., 1980; Kohler, 1986; 
Pickett et al., 1999). For example, nooteboom and Slis (1969) tested this theory 
on Dutch nonsense word data and found that the relative durations of syllables 
in words uttered at fast tempo did not differ from those at neutral tempo. Similar 
results are reported by Kohler (1986) for German, with the relative durations of 
two- and three-syllable feet remaining invariant across tempi. Lindblom and Rapp 
(1973, p. 27) also write of the “occasional incompatibility between the rhythm  
and tempo of syllable imitation and sluggishness in articulatory performance.” 
The degree of temporal compression that takes place within a speech unit such 
as a word or stress foot is often in conflict with “a mechanism aiming at keeping 
the durations of acoustic segments large enough to obviate extensive changes  
in movement rate and the associated neural control” (Lindblom & Rapp, 1973,  
p. 28). There is still a degree of sympathy for the Kozhevnikov and chistovich 
view of temporal organization in speech, particularly at a more abstract level (see, 
e.g., Kohler, 2003).



578 Janet Fletcher

4.3.1 Tempo: The fine phonetic detail In addition to the kinds of segmental 
and syllabic duration effects summarized in the previous section, there is a range 
of articulatory or subsegmental changes that take place as a result of speeding 
up or slowing down tempo. Many early studies of speech rate effects on vowel and 
consonant articulation were influenced by Lindblom’s (1963) model of durational 
undershoot (see section section 2.1, and also outlined in detail in section 2.5 in 
harrington, this volume), with later studies influenced by the h&h model of 
listener-oriented communication (e.g., Lindblom, 1983, 1990; Moon & Lindblom, 
1994), and models of articulatory dynamics (see, e.g., Kelso et al., 1985; Saltzman 
& Munhall, 1989; Browman & Goldstein, 1990; Byrd & Saltzman, 1998). Recall that 
Lindblom (1963) suggested that irrespective of whether vowel duration is deter-
mined by stress or tempo, formant undershoot will occur in shorter segments due 
to mechanical inertia of the articulators in response to the articulatory demands 
of surrounding consonants. This model of vowel production has been much  
applauded for its elegance and simplicity, and articulatory or spectral undershoot 
or reduced articulatory gesture magnitude is indeed observed at fast speech  
rates (e.g., Lindblom, 1964; Kent & Moll, 1972; Flege, 1988; Vatikiotis-Bateson & 
Kelso, 1993; Moon & Lindblom, 1994). It is not the only consequence of changing  
speaking rate however. Gay (1978) found that his american english-speaking 
subjects were able to maintain full vowel quality in unstressed position at a  
rapid speaking rate when requested to do so. Vowel formant targets were  
also consistently reached in stressed fast rates, even though they were often of 
similar duration to unstressed vowels in slow readings. Vowel formant transi-
tions were also less vulnerable to shortening than steady state portions at fast rates. 
In addition, Tsao et al. (2006) showed that the vowel space of habitually fast  
talkers (of english spoken in the upper Midwest of the USa), is not “compressed” 
relative to the vowel space of habitually slow talkers, although the latter show 
more variability in their F1/F2 vowel space which does not necessarily correlate 
with durational variation. Van Son and Pols (1992) also found that formant  
frequencies were not significantly affected at fast rates in Dutch, with the  
exception of overall F1 raising, but there was little evidence of rate-induced  
formant undershoot and relatively small levels of shortening in both stressed  
and unstressed vowels compared to other studies with no major difference  
between the two types of vowel. One should also recall that Dutch vowels  
do not reduce as much as english vowels in unstressed contexts, so this may  
also have been a factor (see section 2.1). as also observed by Fourakis (1991)  
for american english, greater shortening effects were attributed to stress than 
speeding up tempo.

Kuehn and Moll (1976) also showed that potential trade-offs exist between 
strategies of articulatory displacement (in the case of undershooting an articula-
tory target) and articulatory velocity (increasing the speed of movement) at faster 
rates. They found that some speakers increased velocity and therefore their  
articulations exhibited relatively little undershoot. Other speakers maintained 
constant velocity while showing decreased articulatory displacement at fast rates. 
These differing strategies were also observed by hertrich and ackermann (2000) 
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for German, and edwards et al. (1991) for american english. engstrand (1988) 
found that labial gestures overlap more with vowel gestures at fast speech rates, 
which suggests that an additional strategy, involving changing inter-gestural  
timing or phasing, can also be associated with speech rate variation. Shaiman 
(2001) drew a similar conclusion, suggesting that while changes in vowel duration 
due to speech rate are mainly brought about by either changes to lip and jaw 
velocity or displacement, changing inter-gestural timing is a further strategy  
(see also Munhall & Löfqvist, 1992). consonant clusters and consonant sequences 
show consistent durational shortening at fast rates, but less consistent patterns 
of either increased articulatory overlap or spatial modification (e.g., hardcastle, 
1985; Byrd & Tan, 1996; ellis & hardcastle, 2002). almost all articulatory studies 
that examine tempo as a separate factor report high levels of inter-speaker  
variability, in line with studies of more global measures based on syllables per 
second or pausing. articulatory studies of tempo effects and prosodic prominence 
or stress in languages like english mostly concur that changing stress or level of 
prominence and articulation rate are not “equivalent motor transformations” 
(Tuller et al., 1982, p. 1541; see also Ostry & Munhall, 1985). articulatory strategies 
associated with stress and accentuation can be more consistent, compared to 
speech rate (e.g., Tuller et al., 1982; Beckman & edwards, 1994), although high 
levels of inter-speaker variability are also observed (e.g., recall the discussion  
in section 2.1). Speakers regularly adapt their production strategies depending  
on the needs of a particular communicative situation (see, e.g., Schulman, 1989; 
Moon & Lindblom, 1994; Janse et al., 2003; and the discussion in Smiljanic & 
Bradlow, 2008).

5 Concluding Comments

as a result of this vast body of research on prosody and timing, we now  
know a lot more about universal and language-specific segmental and syllable 
duration patterns, and have greater insights into the nature of articulatory timing 
in relation to prosody and prosodic structure. The list of experiments on prosody 
and speech timing on a range of different languages grows yearly. But do  
we know anything more about prosody and timing as a result of five decades  
or more of experimental phonetic research? The answer to this question is  
yes, but there is still more work to be done, particularly on less well studied 
languages, and on different varieties within a language. It is also important to 
bear in mind that the temporal signatures of prosody do not always manifest 
themselves as a simple squeezing or expanding of particular acoustic intervals. 
The continuing development of larger more varied speech corpora, as well as the 
refinement of articulatory monitoring devices and further developments in speech 
perception research will enable closer examination of the phonetic detail of  
spoken language. Prosody and the temporal organization of speech will continue 
to be the subject of a great deal of experimental phonetic research in the years  
to come.
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16 Tone and Intonation

Mary E. BEckMan and  
JEnnIfEr J. VEndITTI

1 Introduction

The technical terms tone and intonation refer to patterned variation in voiced source 
pitch that serves to contrast and to organize words and larger utterances.1 In this 
most general statement of their meanings, they are synonyms. However, the terms 
are differentiated in typical usage by applying them to different aspects of these 
linguistic uses of pitch. This differentiation is exemplified by the two parts of the 
sixth definition for the entry for “tone” in the Concise Oxford English Dictionary 
(COED; 11th edition): “(in some languages, such as chinese) a particular pitch 
pattern on a syllable used to make semantic distinctions” and “(in some languages, 
such as English) intonation on a word or phrase used to add functional meaning.” 
This sixth definition is tagged as the meanings for a technical term in phonetics, 
and its second part subsumes the term “intonation,” which is defined in its own 
entry as “the rise and fall of the voice in speaking.” In the COED entry, then, the 
primary sense of tone as a technical term in phonetics is a localized melodic event 
(a note or glissando) occurring over the span of a syllable, whereas tone qua  
intonation is a pattern of glissandi distributed over a longer span. also, tone in 
the primary sense invokes a system of contrastive pitch patterns that act as  
minimal word-differentiating elements, comparable to the inventory of vowels or 
con sonants of a language, whereas tone qua intonation invokes other functions, 
such as mirroring the syntactic structure of an utterance or indicating its pragmatic 
role in the larger discourse context. These two sets of characteristics make for a 
multidimensional taxonomy of phonetic form in relationship to linguistic function. 
This much is uncontroversial.

a third aspect of the COED definition is more controversial. The two parts of 
the definition refer to two different sets of languages, reflecting the claim in many 
broad-stroke surveys such as Hyman (2006) that particular values along the  
dimensions of form and function tend to coincide in ways that are conducive to 
a one-dimensional classification of language types, with “some languages, such 
as chinese,” at one end and “some languages, such as English,” at the other. 
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careful descriptions of specific languages at every point along the purported 
continuum, on the other hand, typically use the terms together in ways that defy 
the typology. for example, in many descriptions of specific chinese dialects, such 
as chang (1958), “tone” is used to refer to the localized melodic events (notes  
or glissandi) that contrast one-syllable words in citation-form utterances, but 
“intonation” is also used: to designate notes and glissandi that occur at phrase 
edges (rather than on designated syllables) with functions other than that of lexical 
contrast (e.g., marking interrogative speech acts), and to refer to longer-term 
modulations of the implicit melodic scale that defines the relationship of contrast 
among different notes and between two different rising or two different falling 
glissandi. conversely, in many accounts of the English intonation system, such 
as Halliday (1967) and Pierrehumbert (1980), “tone” is used to refer to glissandi 
or notes that are localized to linguistically significant positions, such as the stressed 
syllables of some words and the edges of phrases.

In this chapter, we will elaborate on all three aspects of this definition of tone 
in the COED. We begin by reviewing the various ways in which phoneticians have 
represented the pitch patterns that they observe in the laboratory and the field 
(section 2). We then describe how research in the phonetic sciences over the  
decades since the development of such crucial analytic tools as the source-filter 
theory of vowel production (fant, 1960; Harrington, this volume) has contributed 
to the evolution of a less superficial taxonomy of the forms (section 3) and  
functions (section 4) of spoken language melody. In these descriptions we will 
use many examples of how the taxonomy applies to varieties of chinese and to 
English and other varieties of Germanic, so that we can close by evaluating the 
typological claim that differences observed within and between these two language 
groups can be collapsed into a single dimension of variation ranging from  
“languages, such as chinese,” at one end to “languages, such as English,” at the 
other (section 5).

2 The Representation of Tone and Intonation

2.1 Phonetic representations
Because of the well-behaved psychophysical relationship between the percept of 
pitch and the fundamental frequency ( f0) of the periodic voice source, the choice 
among phonetic measures that one could use to represent tone and intonation 
patterns is fairly straightforward. fry (1968) describes several early methods for 
estimating f0 values over shorter or longer stretches of speech. These included 
measuring the durations of successive periods identified in oscillographic records 
(as in denes & Milton-Williams, 1962) and tracing the frequency of some higher 
harmonic visible in narrow-band spectrograms (as in Lehiste & IviÏ, 1963).  
More recently, the ready availability of computer programs for estimating f0 using 
autocorrelation-based algorithms in free signal-analysis packages such as Praat 
(Boersma, 1993) and WaveSurfer (Sjölander & Beskow, 2000) has made the f0 
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contour of a recorded utterance an even more obvious choice as a first-pass  
phonetic representation of its intonation or tone pattern. The obviousness of this 
choice is reflected in the name by which the f0 contour is often called. In both 
Praat and WaveSurfer, the f0 estimates that are returned by the autocorrelation 
algorithm are called “pitch” values, and many phoneticians use the phrase “pitch 
track” in referring to a time plot of a sequence of estimated f0 values over some 
interval of recorded speech.

It is important to remember, however, that the f0 contour is only a very rough 
first-pass phonetic representation of the melodic pattern of an utterance, for at 
least three reasons. The first is that f0 is not reliably estimated in stretches of speech 
where less regular source qualities such as creaky voice are in play. The failure 
of standard algorithms for estimating f0 in such regions makes the “pitch track” 
a poor phonetic representation for melodic events that harness such a “nonmodal” 
voice quality as a cue, as illustrated in figure 16.1. The f0 contours in the middle 
panels of the figure were calculated over utterances of two sentences of Putonghua 
(Prc Standard chinese) produced by an adult female speaker from Songyuan 
city in Jilin Province. The creaky voice in the third syllable of each utterance  
is a cue to the very low pitch target that characterizes this tone, as shown by 
Gårding et al. (1986), among others.

Figure 16.1 Spectrograms and f0 contours for utterances of (a) LÔo Wáng mÔi rùo [laU21.
waè35.mai21.yoU51] “Old Wang buys meat” and (b) LÔo Huáng táo fàn [laU21.xwaè35.taU21.
fan51] “Old Huang begs for food”, with a close-copy stylization (solid line) overlaid on 
each f0 contour in the bottom row of panels.
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The second reason is essentially the same as the first, but applies to regions 
where the f0 is well defined. When we see the concentrations of energy in a 
600–800 Hz band at 0.27 seconds in each of the spectrograms in figure 16.1, we 
can read this setting of the filter resonances in terms of the combined labial and 
dorsovelar constriction gestures for the initial [w] of the surname Wáng and for 
its devoiced allophone after the initial [x] in the surname Huáng. By contrast, 
when we see the f0 value of 190 Hz at both 0.13 and 0.41 seconds in the right-hand 
utterance (i.e., at the points midway through the [a] nucleus in the two vowels 
before and after the [xw] of Huáng indicated by the arrows underneath the f0 
contour), we cannot know what combination of pulmonary and laryngeal gestures 
produced this setting of the glottal source period. There is a perceptibly lower 
tone target for the vowel at 0.13 seconds as compared to the target for the vowel 
at 0.41 seconds, and this percept of different targets matches transcriptions using 
chao’s (1930) tone letters. Typically, the tone in LÔo in this phrase-medial  
context is transcribed as a drop or as a dipping down to the bottom of the tonal 
space (i.e., [laU21]~[laU214]), whereas the tone in Wáng is transcribed as a rise from 
a middle region (i.e., [waè35]).2 further support for positing such a difference in 
the target minima for these two tones comes from electromyographic studies 
(Sagart et al., 1986; Hallé, 1994), which show consistently high activity of the 
sternohyoid for the very low-pitched target in the low or dipping tone of LÔo  
but less reliable involvement of this muscle at the beginning of the rising tone  
of Huáng. The percept of a lower minimum target for [laU21] than for [xwaè35] in 
figure 16.1 suggests that we hear the speaker’s intent to produce the creaky voice 
quality that cues the lower tone target even when the glottal source wave is 
regular enough that the f0 tracking algorithm does not fail.

The third reason that the “pitch track” can only be a first-pass phonetic repre-
sentation of the melody of an utterance is the existence of so-called micro-prosodic 
effects, whereby the aerodynamics of producing contrastive properties of con-
sonants can cause systematic variation in f0 on consonants and neighboring  
vowels that is related to the percept of the consonants rather than to the percept 
of the utterance tune. These effects also are illustrated in figure 16.1. The syntactic 
structure and the sequence of lexical tones are identical between the two sentences. 
The substantial differences in f0 shape for the second, third, and fourth syllables 
are due to the different manners of articulation for the syllable-initial consonants. 
When native speakers listen to utterances such as these, they parse these micro-
prosodic effects for what they are, and perceive the intended tone sequence that 
is common to both despite the marked differences in f0 shape (see, e.g., reinholt 
Peterson, 1986, Silverman, 1986).

These three limitations of the f0 contour can be overcome to some extent by the 
use of analysis-by-synthesis techniques such as the “close-copy stylization” method 
pioneered by researchers at the Institute for Perception research (IPO) in Eind-
hoven (see, e.g., cohen and ’t Hart, 1967; ’t Hart & collier, 1975; de Pijper, 1983). 
a close-copy stylization is defined as a synthetic approximation to the melody of the 
utterance which meets two criteria: “it should be perceptually indistinguishable 
from the original, and it should contain the minimum number of straight-line 
segments with which this perceptual equality can be achieved” (nooteboom, 1997, 
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p. 646). This kind of downsampling of the f0 contour is very easy to do today, 
because of the re-synthesis utilities based on LPc analysis or PSOLa (atal & 
Hanauer, 1971; Moulines & charpentier, 1989; also see carlson & Granström, this 
volume) that have been implemented in many free signal-analysis packages. The 
bottom row of panels in figure 16.1, for example, shows a close-copy stylization 
of each of the f0 contours in the figure, created using the implementation of PSOLa 
re-synthesis in Praat (Boersma & Weenink, 2007).

2.2 Analysis by synthesis
Making such a close-copy stylization is a first step in developing and testing  
a phonological representation of the intonation pattern of an utterance in the 
models of the British English and dutch intonation systems described in de Pijper 
(1983) and ’t Hart et al. (1990). Both of these models pick out some of the line 
segments in a close-copy stylization as corresponding to phonologically significant 
events. Two types of phonologically significant event are identified: prominence-
lending movements that are anchored to stressed syllables, and juncture-marking 
movements that occur at the edges of phrases. The phonological significance  
of a line segment is determined by the criterion of “perceptual equivalence” (as 
opposed to the “perceptual equality” of the close-copy stylization). Two stylized 
contours are equivalent if listeners perceive them to have the same utterance 
melody. In this framework for modeling utterance melody in languages such as 
English and dutch, cataloguing the recurring patterns of sequences of line  
segments in “perceptually equivalent” melodies is analogous to cataloguing the 
inventory of contrasting vowels or consonants in transcriptions of words and 
phrases elicited in the field. That is, determining the patterns of melodic equivalence 
and dissimilarity across a sufficiently large and varied corpus of utterances in 
several iterations of analysis and perceptual testing of the re-synthesized utterances 
should yield the set of “melodically distinct pitch movements” for the language 
variety. The model parameters that contrast these line segments then are homo-
logous to other distinctive feature sets for the language, such as its contrasting 
vowel heights or frication source places.

In de Pijper’s model of British English, for example, there are eight melodically 
distinct glissandi which are parameterized in terms of their direction (rise versus 
fall), their slope (steep versus shallow), and the pitch levels between which they 
move (e.g., a half rise from lower to middle differs from a full rise from lower to 
upper levels). Some of these melodic elements are illustrated in the two panels 
of figure 16.2. The top panel shows the original f0 contour and a close-copy  
stylization of a two-phrase utterance produced by a young male speaker of  
British English. The lower panel repeats the close-copy stylization and overlays 
an approximation to the re-synthesized contour that would be generated by de 
Pijper’s model. The intonation pattern in each phrase is the variant of what the 
IPO school has called the “hat pattern” depicted in figure 5.6b in de Pijper (1983). 
There is a steep prominence-lending half rise early in each phrase (on the first 
syllable of royal in the first phrase, and on came in the second) followed by a steep 
prominence-lending full fall near its end (on the first syllable of messenger in the 
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first phrase and on ball in the second). The only other phonologically significant 
line segments are the two “continuation rises” over the last part of messenger just 
before the interphrase boundary and over the second half of ball.

In addition to these parameters that specify local rises and falls, there are two 
other essential components of the model. One is the parameter set specifying the 
timing of each rise or fall relative to the segments of the syllable or at the phrase 
edge that licenses it. In de Pijper’s model of English, for example, an early steep 
fall that is prominence-lending starts early enough to be completed at the onset 
of the vowel in the prominent syllable, a neutral fall starts 30 ms after the vowel 
onset, and a late fall does not start until after the end of the syllable.

The other essential component of the model is the “declination line” that is the 
implicit lower level for the melodically distinct rises and falls and that describes 
the f0 over sections in between the melodically distinct movements. In complex 
utterances such as the two-phrase extract in figure 16.2, there will be as many 
declination lines as there are phrases, with “reset” at the phrase boundary. The 
local declination line is steeper for shorter phrases and shallower for longer ones, 
as suggested by the two overlaid grey lines in the figure.

2.3 Phonological representations
We have presented de Pijper’s model in detail because this kind of analysis by 
synthesis has proved to be a valuable tool for going from a database of phonetic 
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Figure 16.2 Extract from a reading of the Cinders passage in the IViE corpus  
(Grabe, 2004) with a two-accent “hat pattern” on each syntactic phrase. dotted lines  
are a close-copy stylization overlaid on the original f0 (top) and on approximations  
to de Pijper’s (1983) model of the melodic elements in this pattern (bottom).
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representations of a good sample of utterances to an adequately formalized  
system of phonological representation for languages such as English, which do 
not offer the fieldworker the crutch of lexical contrast. Ladd (2008, p. 13) lauds 
this “IPO theory of intonational stucture” as “in many ways the first . . . serious 
attempt to combine an abstract phonological level of description with a detailed 
account of the phonetic realisation of the phonological elements.” Other formal 
frameworks that phoneticians began to develop at about this same time also used 
an analysis-by-synthesis approach to decompose f0 contours into contributions 
from three model components for (1) the set of localized pitch events, (2) the 
timing of these events relative to landmarks such as vowel onsets in prosodically 
relevant syllables, and (3) aspects of backdrop pitch range such as the reset points 
and declination slopes in the IPO model. Of course, different frameworks make 
different claims about the allocation of responsibility among these three com-
ponents, as well as different claims about the appropriate set of parameters  
internal to each one. However, all fully formalized frameworks have this kind of 
compositional phonetics, so that the configuration of parameters of the synthesis 
model that generates an f0 contour that is perceptually equivalent to each original 
f0 contour for a set of utterances that share an intonation pattern can be construed 
as the phonological representation of that pattern. formalizing the phonological 
representation of tune in terms of analysis-by-synthesis model parameters in this 
way gives linguists a way to compare models of a language across frameworks, 
or to compare models of different languages within a framework. 

One point of comparison is the size of the smallest sequential element assumed. 
Where the IPO framework takes melodically equivalent glissandi to be the basic 
atomic units, many other models of English and dutch decompose each rise or 
fall into a finer-grained sequence of endpoint notes. Pierrehumbert (1980) and 
Gussenhoven (1984), for example, both analyze the steep prominence-lending fall 
of the English “hat pattern” in figure 16.2 as a transition from a higher pitch 
target to a lower pitch target. These targets, then, were called “high tone” and 
“low tone” in an explicit analogy to the use of these terms in work such as  
Benedict’s (1948) description of Thai and cantonese, and Ward’s (1948) description 
of Efik and Igbo. The analogy made it possible to draw directly on the same kind 
of compositional phonetics that was beginning to be applied to languages such 
as Igbo in order to understand better the interplay between the lexically specified 
melodic elements that are the “tonemes” of the language and any melodic  
elements that are produced or parsed “post-lexically” for sequences of words or 
phrases in their larger discourse contexts. The seminal example of this kind of 
model is Bruce’s (1977) description of Stockholm Swedish word tones, which 
inspired critical elements of Pierrehumbert’s (1980) model of american English 
intonation patterns as well as of Pierrehumbert and Beckman’s (1988) model of 
Tokyo Japanese word-accent patterns in sentential context.

The analogy worked in the other direction, too, making it clear, for example, 
that the segmentation grain for utterance melodies is a theoretically interesting 
question even for languages with lexically contrastive tone. Thus, where Ward 
(1948) and others analyze Igbo word and phrase patterns as sequences of tone 
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levels, with high or low specified for each syllable, clark (1978) proposes a system 
of “dynamic tones” so that a rise or fall is specified only at linguistically significant 
syllable junctures, as in the IPO framework models described above. Similarly, 
where kindaichi (1957) and Haraguchi (1977) analyze Japanese word- and phrase-
level melodies in terms of a succession of low or high tones specified on all 
moraic segments, kawakami (1957), Hattori (1961), and fujisaki and Sudo (1971) 
analyze them as combinations of underlying rises and falls. We will return to  
this point in section 3.1 after describing the ramifications of such differences 
among models for the symbol sets that are a more typical referent of the term 
“phonological representation.”

2.4 Symbolic representations
The control parameters for producing and parsing spectral patterns of utterances 
often are referenced symbolically using transcription systems such as the  
International Phonetic alphabet (IPa), in which each basic segmental unit is 
represented by a letter symbol. The second syllable of the utterance displayed in 
the upper-left panel of figure 16.1, for example, can be transcribed as a sequence 
of three segments [w], [a], and [è], whereas the second syllable of the paired  
utterance to its right might be transcribed as these three segments plus an  
initial [x]. While phoneticians disagree on the ontological status of such  
symbolic tags (e.g., Pierrehumbert, 1990, versus Ladefoged, 1990), there is an 
overwhelming consensus that this grain of syntagmatic discretization is a useful 
starting point for phonological analysis, and hence, that the IPa provides a useful 
common vocabulary for annotating recordings made in the lab or the field and 
for comparing models of what talkers and listeners implicitly know about how 
to differentiate words such as the surnames Wáng and Huáng in these sentences.

There is no comparable standard alphabet for segmenting and tagging  
pitch patterns. The 1989 kiel revision of the IPa resolved a rivalry between  
africanist and Sinological conventions for tagging pitch patterns in languages 
such as Igbo versus cantonese, but only by including both transcription  
systems. In his summary of discussion by the Working Group on Labeling of  
Suprasegmentals at the kiel meeting, Bruce (1989, pp. 36–7) describes the failure 
to achieve even such a laissez-faire resolution for tagging pitch patterns in languages 
such as English:

There exists an apparent need for a direct way of symbolizing intonation in a phonetic 
transcription. However, the opinions diverge regarding the exact way of transcribing 
intonation. for a phonological transcription of intonation the symbolization is very 
much dependent on the language and the analysis.

Why might tone and intonation contrasts be so much less amenable to a  
“phonetic” transcription than are consonants and vowels? We think this is  
because there is no natural universal segmentation for the pitch pattern shorter 
than the utterance as a whole. That is, there is nothing akin to the segmentation 
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of filter-resonance patterns afforded by the abrupt transition from a stop-like 
closure into a more open vocal tract in the cV-like “frame” of canonical babbling 
(Macneilage & davis, 2000) and in the “vocal motor schemes” (Mccune & Vihman, 
1987) that become the infant’s first words. across cultures, mothers may use a 
common stock of attention-getting tunes to draw very young infants into sessions 
of imitative turn-taking, as suggested by Papoušek et al. (1991). and this common 
stock of preverbal melodies may be a basis for trends such as the prevalence  
of raised pitch and rising terminals in yes/no questions noted by Lieberman 
(1967), Bolinger (1978), and Ohala (1983), among others. However, these are  
not universals of syntagmatic alternation within the utterance. They do not make 
a compelling rhythmic base for decomposing the melody of a conversation  
into a sequence of elements any smaller than the tunes of the alternating inter-
locutor turns.

This difference in preverbal rhythmic base gives the symbolic transcription of 
linguistically significant pitch variation a fundamentally different status from the 
symbolic transcription of linguistically significant spectral variation. alphabetic 
transcription can be a useful pretheoretical tool for identifying events that are 
very likely to have phonological significance in the vocal tract filter pattern. The 
analogous use of symbolic transcription for voice source events makes sense  
only within the context of a research community in which shared expectations 
about tunes and their relationship to prosodic structures above the level of  
cV units can emerge. for example, the africanist transcription system that is 
included in the IPa evolved in a community of Bantuists and of researchers  
working on non-Bantu languages in the West african Sprachbund, where a  
long history of language contact has given rise to striking commonalities in  
syntactic and in prosodic organization above the word. The IPO symbols for 
English and dutch prominence-lending shapes and boundary pitch movements,  
similarly, evolved in a community of researchers who developed the symbols as 
shorthand for particular sets of parametric specifications in a shared analysis- 
by-synthesis model of the intonation systems of these two closely related language 
varieties.

2.5 Parametric representations in prosodic phonology
The lack of a universal preverbal rhythmic base for segmenting speech melodies 
at any level below the whole utterance may also explain why languages with 
lexical tone contrasts figured so prominently in the early development of a lineage 
of frameworks that includes Prosodic Phonology (Henderson, 1949) and declara-
tive Phonology (coleman, 1992) on one side of the atlantic, and autosegmental 
Phonology (Goldsmith, 1976/1979), Metrical Phonology (Liberman 1975/1979), 
another Prosodic Phonology (nespor & Vogel, 1986), and articulatory Phonology 
(Browman & Goldstein, 1986), on the other. That is, lexical contrast typically 
provides a more compelling functional basis than pragmatic contrast for segment-
ing the melodic contour into units smaller than the whole utterance. When key 
ideas in this lineage were applied in describing utterance melodies in languages 
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such as English (Pierrehumbert, 1980; Gussenhoven, 1984) and korean (Jun, 
1993/1996), they became what Ladd (1996) termed the “autosegmental-Metrical” 
(aM) approach. These ideas became a basis for annotation conventions developed 
using the Tones and Break Indices (ToBI) framework (cf. the various language 
descriptions in Jun, 2005, as well as the chapter by Beckman et al. in that volume 
for a list of “design principles”).

In reading early work in this lineage, we are often struck by the congruence 
between concepts that were assumed in describing, for example, “the tone-phras-
ing system of kongo” (carter, 1974) and the parameterization of intonation pat-
terns in analysis-by-synthesis models such as de Pijper’s (1983) model of British 
English described earlier. In particular, whether lexically specified tones are tran-
scribed by diacritics on the vowels (as in the africanist tradition) or by numerals 
after each syllable (as in the Sinological tradition), utterance melodies are typically 
described in terms of a convolution of two parts. One part is the concatenated 
sequence of pitch levels for the transcribed tones and the other part is linguist-
ically significant modulations of what Ladd (1992) calls the tonal space (see sec-
tion 3.3). This partitioning of tunes into tones and tonal space is evident in the  
Beijinghua utterances in figure 16.3, where the rising glissando on the word hé-zi 
“box” can be transcribed in terms of a sequence of lower and higher pitch targets 
([23] in chao’s tone numbers or LH by yip’s, 1980, analysis) in both cases, but the 
high target at the end of the glissando in the right-hand utterance is higher  
because it is realized in an expanded tonal space. This partitioning is also congruent 
with the distinction in the IPO framework between the parameters that specify 
the melodically significant glissandi and the parameters that specify a sequence 
of declination lines for successive phrases. 

carter’s account of “the tone-phrasing system of kongo” is also characteristic 
in distinguishing between tones that are anchored to specific syllables in a  
word and tones that signal other phonologically significant anchoring points  
such as the edges of larger phrases. This distinction is congruent with the dis-
tinction between pitch movements on stressed syllables and boundary pitch  

150
200
250
300
350

fang4zai4nei4-gehe2-zi li3-biar le

0 0.3 0.6 0.9

fang4...nei4-gehe2-zi li3-biar le

0 0.3 0.6 0.9
Time (seconds)

Fr
eq

ue
nc

y 
(H

z)

Figure 16.3 Extracted f0 contours for the sentence Fàng zài nèi-ge hé-zi lí-biar le, 
produced by a female speaker of the Beijing dialect of Putonghua in staged dialogues 
where the context makes it a statement ‘(I) put (them) in that box’ (left) or a question 
‘Had (she) put (it) in that box?’ (right). (from Lee, 2005)
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movements in the IPO models of English and dutch, as well as with descriptions 
of some utterance-level melodic contrasts in many languages with lexically con-
trastive tone shapes. The declarative and interrogative utterances in figure 16.3 
illustrate the Beijinghua case. Whereas the pitch events on earlier syllables  
reflect the lexically specified tones, the high tone anchored at the end of the last 
syllable on the right is a pragmatic morpheme that signals its interrogative  
speech act.

In this chapter, we will call this lineage of frameworks “prosodic phonology” 
– using lower case to differentiate this common noun from the homophonous 
name of two particular frameworks within the lineage (Bazell et al., 1966; nespor 
& Vogel, 1986), and also to make clear that the key ideas invoked by this term 
are generic. Each of these ideas was developed more or less independently in at 
least two frameworks within the lineage and was congruent with approaches 
being developed at the same time in the allied science of speech synthesis. We 
will adopt transcription conventions from the relevant prosodic-phonology  
models of tone and intonation systems when we describe f0 contours of example 
utterances or discuss melodic contrasts in the language varieties from which these 
examples are drawn. for instance, the strings of functionally annotated high (H) 
and low (L) tones in (1) and (2) are possible ways to symbolize the tunes of the 
three utterances depicted in figures 16.2 and 16.3.

(One day) a royal messenger   (1) came to announce a ball. 

L+H* L+H*   L-H% H* L+H* L-H%

Fàng zài nèi-ge hé-zia.(2) b.lì-biar le. 
[fã.Da ne .ƒ@ xÏ.D li.p@.l@] 

H+L H+L L+H L L%

Fàng zài nèi-ge hé-zi   lì-biar le? 
[fã ne.ƒ@ xÏ.D@  li.p@.l@] 

H+L H+L L+H L H%

In both sets of transcriptions, there are linking lines. Each such line indicates  
that a tone or tone sequence below is associated to a designated syllable in the 
orthographic or phonetic transcription above. also, in both transcriptions, the + 
infix conjoins tones that are anchored as a glissando around the designated  
syllable, and in (1), the * suffix on the L+H indicates that English contrasts two 
rising glissandi, L+H* versus L*+H, which differ in how they are anchored to the 
designated syllable. By contrast, each % affix in the transcriptions indicates a tone 
that is anchored at a phrase boundary rather than internally to a phrase, whereas 
the – suffix in (1) marks a “floating” L phrase tone that is realized somewhere 
between the preceding L+H* and following H% targets. While we find it useful 
to adopt these tagging conventions, however, we must emphasize that the sym-
bol strings are not narrow phonetic transcriptions. Moreover, they are not even 
broad phonemic transcriptions until they are construed as names of meaningful  
configurations of parameter settings in an analysis-by-synthesis model for the 
speaker’s dialect of British English or of Mandarin chinese.
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3 A Taxonomy of Formal Parameters

In this section, we amplify on the relationships between three key developments 
in prosodic phonology and the components of typical synthesis models that allow 
symbol strings such as the ones in (1) or (2) to be read as pieces of a broad  
phonemic transcription in some actual or possible formal model of the tone and 
intonation systems of the language.

3.1 Segmenting the melody
The first key development was the notion that the melody of an utterance can be 
segmented into a string of localized events – single notes or the conjoined notes 
in glissandi or in more complex sequences such as dipping movements – and that 
this segmentation is autonomous of the formal properties and functions that allow 
the native-speaker listener to parse the filter-resonance patterns in terms of the 
consonant and vowel inventories of a language. This idea gives the name of the 
autosegmental Phonology framework (Goldsmith, 1976/1979), but it is not unique 
to that framework. It is implicit in the cataloguing of significant pitch movements 
in the IPO model, in the identification of turning points in the Lund model  
(Gårding, 1977, 1993), and in the detection of phrase and word-accent commands 
in the fujisaki model (fujisaki & Sudo, 1971; Möbius et al., 1993).

It is useful to begin this discussion of the autonomous status of tone seg-
ments by reviewing the phonetic bases for the earlier conceptualization of tone 
as a suprasegmental feature. a great deal of research over the last five decades  
highlights how a taxonomy of formal properties of vowel and consonant systems 
across languages emerges from the interplay between information-theoretic  
principles and the physiology and physics of speech. Indeed, the very fact that 
there are vowel and consonant systems can be related to the ways in which  
spoken utterances are naturally segmented by the spectral discontinuities that 
result when constrictions (i.e., consonant gestures) are superimposed on more 
open vocal tract postures (vowel gestures). as Goldstein (1989), Ohala (1992), and 
many others point out, even though the consonant and vowel gestures are not 
themselves sequenced, the acoustic patterns they produce are effectively sequenced 
because of two facts about the types of constriction that yield the most robust cV 
segmentation. first, these constrictions block the transmission of spectral informa-
tion that gives the listener clues to coarticulated vowel postures behind the place 
where airflow is impeded. Second, some contrastive features of the most effective 
consonant segments, such as the place of impedance for a stop, are only audible 
during the acoustic intervals for coarticulated vowel postures, so that spectral 
properties at the edges of vowel segments must be treated as transitions between 
consonant states and vowel states in order to recover these “hidden” consonant 
features.

although concurrent tone gestures also are “hidden” by these consonant  
constrictions, source and filter resonances are to a large extent independently 
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controlled during intervals where airflow is not impeded. as Pierrehumbert (2000) 
points out, this independence of source and filter for vowels means that tone 
features are carried on a considerably more separable channel of acoustic infor-
mation when compared to the “hidden” features of consonants (which, as just 
noted, are carried on exactly the same channel of spectral resonance patterns that 
carry the vowel features). Vowel segments are thus the more reliable intervals for 
transmitting information about concurrent tone gestures during a sequence of 
consonants and coproduced vowels. This is the psychophysical basis for a type 
of tone system in which each vowel segment in a word or phrase is the nucleus 
of a syllable that can be counted off in the metrical structure of the utterance by 
virtue of its having exactly one associated lexically specified tone. This kind of 
“tone syllabification” is especially characteristic of utterances in languages such 
as cantonese, where most syllables are monosyllabic content words, and tone 
features typically preserve the syllable count even at very fast speech rates where 
the vowel features are swallowed up (see section 4.1).

Pike (1948, pp. 3–5) reserved the term “tonal language” for a language with 
this kind of tone-syllabification system, whereas many other later researchers such 
as Voorhoeve (1973), Mccawley (1978), Goldsmith (1984, 1987), and Hyman (2001, 
2006) defined “tone language” more broadly and used terms such as “restricted 
tone system” or “pitch accent” to differentiate the “unrestricted tone system” of 
cantonese from their accounts of the underlying tone sequence in languages such 
as Safwa or Tonga, where words typically are longer and phonotactic constraints 
strongly restrict what tones can occur where within a word. One of the more fiercely 
contested questions in prosodic phonology today is the prevalence of tone syllabi-
fication as a basis for counting tone targets in the melodic contours of words and 
phrases. The question arises in part because of the alphabetic bias to model melodic 
contours of languages with “restricted tone systems” as a succession of “phonetic” 
tones for all syllables even over stretches where the observed pitch pattern on the 
vowels depends completely on the pitch targets for nearby “phonemic” tones.

for example, a common strategy for training models of Mandarin chinese tone 
and intonation is to use databases of recorded utterances of sentences such as the 
two in figure 16.1 (e.g., Lee et al., 1993; Shih & kochanski, 2000). This strategy in 
effect treats the language as if it had a cantonese-like prosodic system. By contrast, 
kratochvil’s (1998) corpus study suggests that the Beijing dialect at least differs 
prosodically from cantonese, and that examples such as the two utterances of the 
sentence in figure 16.3 are more typical. The pinyin orthographic transliteration 
of this sentence in (2) above shows nine “characters” or zì. (This chinese term zì, 
which we will use henceforth, names a grammatical unit that riha, 2008, terms 
the “morpheme-syllable” to emphasize that the orthographic unit is a salient 
morphosyntactic chunk corresponding to a well-formed prosodic constituent that 
can stand alone when it is pronounced with a fully realized tone.) However, of 
these nine zì, five (zài, -ge, -zi, -biar, and le) are affixes or grammatical particles 
with “neutral tone” – i.e., they have no lexical tone specification, as indicated for 
the four zì other than zài by the lack of a tone diacritic. (The locative particle zài 
is transliterated with the diacritic for the [51] lexical tone because it is listed in 
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most dictionaries under the entry for the related locative verb, but the particle 
and verb are not homophones; the particle has neutral tone and there is no fall 
in pitch even in the declarative utterance shown in the left panel of figure 16.3, 
where the consonant and vowel are not lenited to nothing, as they are in the 
interrogative utterance on the right.) How can we account for the f0 values in 
neutral tone zì?

chen and Xu (2006) follow recent accounts such as yip (1980/1990) to argue 
that even when there is no lexically specified tone pattern, each syllable in an 
utterance has a surface target tone level. The target value for a neutral tone zì is 
M (i.e., midway between the H and L targets of the four contrastive lexically 
specified tones) and the actual pitch value is an average of this M with the pitch 
value of the immediately preceding tone target. By contrast, Li (2003) follows 
earlier accounts such as chao (1932, 1968) in assuming that a neutral tone zì has 
no tone target even on the surface. The pitch pattern over such a zì can be an 
extension of the pattern for the last preceding lexically specified tone (e.g.,  
continuing the fall after the [51] falling tone or realizing the optional rising tail 
after the [214] dipping tone) or it can be just part of the transition between tone 
targets on either side (e.g., in (2), the last two syllables are the transition from the 
L tone on the root morpheme lí of lí-biar to the pragmatically specified L% or H% 
boundary tone at the end).

The disagreement over which type of account is better is reminiscent of the 
disagreements that occasionally arise in the literature on transitional elements 
such as the release phase of obstruents in Berber. coleman (1998) transcribes the 
release as a reduced vowel, which dell and Elmedlaoui (1998) insist is not part 
of the phonological inventory of the language, so that by their analysis many 
syllables are headed by an obstruent consonant, violating a purported universal 
minimum sonority constraint on syllabicity, albeit not violating most formulations 
of the universal as a sonority sequencing constraint. However, those disagreements 
arise very infrequently relative to the consensus view that consonant and vowel 
gestures in spoken languages tend to be configured syntagmatically in such a 
way that native speakers and linguists can identify a string of cV units, as in the 
IPa transcriptions in (2a) and (2b). By contrast, disagreements like the one that 
gives rise to different counts for the melodic units in these utterances are endemic 
across the communities of researchers working on tone and intonation. These 
disagreements are almost inevitable, because they reflect an inherent ambiguity 
in the parsing of tonal gestures. This ambiguity stems from the fact that a vowel-
by-vowel segmentation of the melody is not intrinsic to the production and  
perception of tone gestures per se, but instead is parasitic on the cV segmentation 
of the spectral pattern that is intrinsic to the production and perception of  
obstruent gestures.

Lieberman (1967) proposes a rather different phonetic basis for segmenting  
the melodic contour that he describes as emerging from the interplay between  
syntactic structures governing the flow of information in a discourse and the 
coordination of respiratory and laryngeal postures to control expiratory airflow 
for phonation. In particular, he suggests that, absent a “marked” gesture to change 
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laryngeal tension, the posture for sustained phonation results in a rise to high f0 
at the beginning of controlled expiration and a rapid fall in f0 toward the end, as 
in the combination of prominence-lending movements in the IPO “hat pattern” 
in figure 16.2. This rise and subsequent fall forms a natural unit of segmentation, 
which Lieberman calls the “unmarked” breath group. He also describes a “marked” 
breath group, which instead has a final rise produced by a localized laryngeal-
tensing gesture. He claims that a comparably localized gesture to boost subglottal 
pressure can also make for a more extreme early rise or a rise in other positions 
to mark focal prominence (“emphasis” or “contrastive stress”) in the discourse 
context of the utterance.

although Ohala (1970) and other later work has discredited Lieberman’s  
characterization of a definitive role for subglottal pressure in the production of 
local melodic events such as the L+H* rise when used to mark focal prominence 
on a particular syllable or word in English, Lieberman’s depiction of an early rise 
and late fall that defines the melodic contour for an “unmarked breath group” 
captures a fairly common aspect of phrasal melody. Safwa, Basque, Japanese, french, 
and many other languages use a small set of tone sequences, often involving  
a rise in pitch anchored near the beginning and a fall in pitch anchored later,  
to highlight the edges of utterances and to segment them into smaller prosodic 
phrases. These same prosodic phrases often seem to be the domain for specifying 
an expanded or compressed tonal space to express the relative prominence of  
the constituent as a whole (see section 3.3), and it is less implausible that this 
expression of phrasal prominence relationships could involve adjustments to the 
pulmonary expiration rate as a mechanism for overall volume control.

The utterance in figure 16.4 illustrates this delimitative aspect of the tone-
phrasing system of Japanese. There are four prosodic phrases, each of which is 
marked by an initial rise in pitch. This rise is analyzed in the X-JToBI tagging 
conventions as a sequence of a low boundary tone that is anchored strictly at the 
phrase edge and a high phrasal tone which is timed to follow the low tone at 
some loosely fixed distance which depends both on the prosodic structure of the 
first syllable and on distance to the next melodic event. In every phrase but  
the third, there is also a steep fall at a designated syllable that is marked by an 
apostrophe in the transliteration of the word in (3a).

Ya’mano-waa.(3) oyo’ideru-ga, marude oborete-iru yo’o-da.
[ja.ma.no.Ma o.joj.de.Qµ.èa maQµ.de o.bo.Qe.te.i.Qµ jo:.da]

%L HL L% HL L% H- L% H- HL L%

Ya*mano-wab. oyo*ideru-ga, marude oborete-iru yo*o-da. 

H*L L H*L L H L H*L

[ja.ma.no.Mac. o.joj.de.Qµ.èa maQµ.de o.bo.Qe.te.Qµ jo:.da] 
[H L L L L HL L L L L H H L H H H H HL L]
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This lexical specification for anchoring a HL tone sequence at some designated 
syllable differentiates “accented” words such as oyo’ideru ‘is swimming’ from 
“unaccented” words such as oborete-iru ‘is drowning’.3 although the verb form 
in the second phrase is unaccented, there is a steep fall in this VP because the 
following evidential particle is lexically accented. Even in phrases that contain  
no accented words, however, there is most typically a fall, albeit often a more 
gradual one, which the X-JToBI conventions analyze as a transition from the high 
target at the end of the phrase-initial rise to the low boundary tone at the follow-
ing phrase edge. Prosodic groups (accentual phrases) can be counted off in an  
utterance from the distribution of the phrasal rises and subsequent steep or gradual 
falls. also, while the tone patterns differ in other dialects, with some having more 
complicated lexical contrasts and some having no lexical contrasts, the metrical 
structures that are defined by the distribution of tones relative to accentual phrase 
(aP) boundaries seems to be shared across dialects. 

accounts such as kawakami (1957) and Pierrehumbert and Beckman (1988) 
concentrate on the way that the tone patterns mark off the salient prosodic groups 
to make for the pan-Japanese metrical system. In such accounts, melodic contours 
for utterances in the standard dialect are segmented only into those tones that 
are anchored relative to the phrase edges and those tones that are anchored at the 
designated syllables of accented words. all other parts of a contour are described 
as tonally “underspecified” and modeled as transitions between the nearest  
tones on either side, making tonal transcriptions of Tokyo Japanese utterances 
such as the one shown in figure 16.4 look like transcriptions of utterances in  
the autosegmental-Metrical model of the american English intonation system  
that was invoked in (1). The transcription in (3a) illustrates, using the X-JToBI 
conventions (Maekawa et al., 2002).

By contrast, in kindaichi (1957) and Haraguchi (1977), the focus is primarily 
on making a spare underlying representation for the lexical contrasts between the 
absence versus presence of the HL sequence and (if present) among different 
anchoring positions within the word. These contrasts are represented by marking 
the designated vowel with a * to show where the HL sequence is to be inserted 
at the initial stage of deriving the surface pitch pattern. The pattern on other parts 
of the accentual phrase is modeled by derivational rules that conditionally insert 
L and H tones on the initial and final vowels, as in (3b), and then copy the inserted 
tones or the lexically specified tones onto other vowels, to produce a “fully  
specified” surface pattern, as illustrated in (3c). This tone-spreading account makes 
the intonation system of Tokyo Japanese look like Voorhoeve’s (1973) picture of 
the “restricted tone system” of Safwa and also like Goldsmith’s (1984) account of 
“tone and accent in Tonga” a decade later.

The difference between the 13 tone segments assumed in the transcription in 
(3a) and the 21 tone segments assumed in the transcription in (3c) is also parallel 
to the difference between specifying tones for just four of the zì in Li’s (2003) 
model that yields the transcription in (2a) as compared to specifying these four 
plus the five M targets for the neutral tone zì in chen and Xu’s (2006) model.  
In both of these cases, one account assumes that the sequence of syllables (or 
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other potential tone-bearing units) is “fully specified” for tone targets whereas the 
other account assumes that the nodes at this level of the prosodic hierarchy are  
“underspecified” for tone. These names characterize the disagreement in terms 
of their different assumptions about the set of localized pitch events – i.e., the 
first of the three synthesis model components listed in section 2.3.

Such disagreements have consequences for the depiction of the “underlying” 
tone specification. for example, in the fully specified account of Japanese tone 
patterns, the starred tone of the H*L word melody is associated to the designated 
mora (which is marked with a * in the lexicon) at the first stage of the derivation, 
and then a L is inserted on the first tone-bearing unit of an aP just in case that 
mora does not already bear a tone specification. This account therefore predicts 
that there will be no tone difference between a sequence of clauses such as yonde 
mi’ru ‘call and then see’ and a verb-auxiliary construction such as yonde-mi’ru ‘try 
calling’, since in both cases the initial vowel of mi’ru will already have an associated 
H tone at the stage of the derivation when an initial L is conditionally inserted, 
as in (4c). By contrast, in the underspecified account, that first L is a boundary 
tone that marks the edge of an aP whether or not the first syllable is accented. 
Thus, utterances of the two-clause sequence often would be distinct from utter-
ances of the verb-auxiliary construction, because the two-clause sequence often 
will be produced as two aPs, as shown in (4a).
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Yamanowa oyoideru ga, marude oborete-iru yoo da.

0 0.4 0.8 1.2 1.6 2 2.4
Time (seconds)

50

100

150

200

250

IP 1

AP 1 AP 2 AP 3

IP 2

AP 4

IP 3

Fr
eq

ue
nc

y 
(H

z)

Figure 16.4 Extracted f0 contour for an utterance of the sentence in (3) meaning 
‘yaManO is swimming, but he’s nearly drowning right now’, produced by a male 
native speaker of Tokyo Japanese. The copy in the bottom panel shows overlaid lines 
for tone targets and tonal space settings that are described in section 3.3. The utterance 
is from Venditti et al. (2008).
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yondea.(4)  mi’ru ‘call and then see’ yonde-mi’ru ‘try calling’

%L H- L% H+L L% %L H- H+L L%

[jon.de  mi.Qµ]b. [jon.de  mi.Qµ] 

yonde  mi*ru ‘call and then see’c. yonde-mi*ru ‘try calling’

L H H*L L H*L

[LH Hd. H L] [L H H  HL]

It is important to note that these differences in the analysis of the underlying 
forms stem from the more fundamental disagreement about the nature of surface 
phonetic representations. In the X-JToBI account of Tokyo Japanese (as in all  
ToBI framework accounts), the surface phonetic representation is the actual pitch  
pattern, as deduced from representations such as figure 16.4, which shows an  
f0 track calculated from a recording of a specific utterance of (3a), or as shown  
in (4b), which is a schematic “pitch track” summary of the many f0 contours  
that we have observed for actual utterances of the phrases in (4a). In Haraguchi’s  
account, by contrast, the surface phonetic representation is still a symbolic  
transcription – a sequence of discrete pitch targets associated vowel-by-vowel, as 
in (4d). On the surface, then, this account makes Japanese look like an unrestricted 
tone language. How can we decide between these two accounts?

Pierrehumbert and Beckman (1988) made the following predictions. If the fully 
specified account is an accurate representation of what the speaker intends to 
produce, then a sequence of spread L tone targets (as in the last four vowels in 
oyo’ideru-ga in (3c)) or a sequence of spread H tone targets (as in the second 
through sixth vowels in oborete-iru-yo’o-da in (3c)) should show the same pattern 
of actual f0 values over the associated vowels regardless of the length of the  
sequence. In the underspecified account, by contrast, the f0 contour over such 
stretches could fall or rise at different rates, depending on the distance between 
the two tone targets specified at the surface. Pierrehumbert and Beckman tested 
these predictions using a set of elicited utterances of three-phrase sentences in 
which both the accent status and the number of syllables in the words in the 
middle phrase were systematically varied. for unaccented medial phrases, they 
measured the slope of the f0 downtrend over the interval between the peak f0 near 
the beginning of the aP to the minimum f0 at the next phrase boundary – i.e., over 
an interval that would be represented as a sequence of H tones in Haraguchi’s 
account but as a mere transition from a phrasal H- to a L% boundary tone in the 
underspecified account. for accented phrases, they fit two slopes, differentiating 
the steep fall of the H+L tones at the designated syllable (which they predicted 
to have a fixed duration and slope) from the shallower decline over the variable-
length region from the L of the accent to the L% at the end of the phrase. In both 
cases, the slope of the downtrend over the variable-length region up to the phrase 
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edge was steeper for shorter intervals and shallower for longer ones, as predicted 
by the underspecified account.

In differentiating between the fully specified and underspecified accounts of 
Tokyo Japanese tone patterns, Pierrehumbert and Beckman (1988) fit very simple 
(straight-line) curves to the f0 contour over both types of tonally unspecified  
intervals. as Pierrehumbert (1980, p. 12), van den Berg et al. (1992), Beckman and 
Pierrehumbert (1992), Myers (1998), Ladd and Schepman (2003), and many others 
point out, however, the shape of a transition over tonally unspecified regions is 
a research question in its own right. Moreover, it is a question that is tied up 
inextricably with questions about alignment or anchoring – i.e., about how the 
speaker synchronizes tone gestures with vowel and consonant gestures so that 
the listener correctly parses where the targets are anchored in relation to prosodic 
positions such as stressed syllables and phrase boundaries.

3.2 Anchoring the tones in time
The second key development in prosodic phonology was the idea that tonal  
autosegments are not suprasegmental features of the vowel segments on which 
they realized. rather vowel (and consonant) segments as well as tone segments 
are associated to positions in a metrical structure, and this structure and the  
association patterns are objects of study in their own right. This idea is often  
associated with the Metrical Phonology framework (Liberman, 1975/1979; Liberman 
& Prince, 1977; Selkirk, 1981), but again, it is not unique to that framework. It is 
developed more fully in the treatment of coarticulation of consonant and vowel 
features in the articulatory Phonology framework (see Browman & Goldstein, 
1986; Byrd & Saltzman, 2003; other work reviewed by fletcher, this volume). for 
tonal autosegments, this idea is implicit in the functional separation between 
prominence-lending pitch movements and boundary pitch movements in even 
the earliest IPO system models, and it corresponds to the distinction between 
turning points and pivots in the Lund model and to the distinction between phrase 
commands and accent commands in the fujisaki model.

To show how this development was separate from the first key idea, we begin 
by comparing what “association” means in the two different accounts of Japanese 
discussed above. The fully specified “phonetic representations” in (3c) and (4d) 
can do away with the link lines and just list the string of H and L tones, reflecting 
the assumption that each tone is aligned simply to coincide with the vowel or 
moraic nasal segment to which it associates by rule. Beckman et al. (1983) describe 
a synthesis model couched in this autosegmental Phonology framework which 
specifies a target f0 value for the H or L tone midway through each vowel or moraic 
nasal in this way. By contrast, the underspecified surface transcriptions in (3a) and 
(4a) must show link lines to identify the accent tones and their designated syllables 
in accented words. Other tones must be annotated for their anchoring relation-
ships. The annotation conventions differentiate the %L and L% boundary tones 
that anchor tightly at the phrase edge from the H- phrase tone that is only loosely 
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aligned relative to the edge of the accentual phrase that begins with an unaccented 
word. Pierrehumbert and Beckman (1988) describe a synthesis program couched 
in the autosegmental-Metrical framework which specifies target f0 values at various 
time points that are chosen to relate the linguistically significant f0 peaks, valleys, 
and inflection points (“elbows”) in the phonetic representation in figure 16.4 to 
the functional differences among the accent tones, the boundary tones, and the 
phrase tones. although the input is a sequence of tones, the ways in which tone 
sequences such as the L% H- are anchored to positions such as the phrase edge 
makes their model much more like kawakami’s account than like kindaichi’s.

Pierrehumbert and Beckman’s (1988) model of Japanese tone structure relied 
crucially on Bruce’s seminal model of Stockholm Swedish tone patterns (Bruce, 
1977, 1982, 1987, 1990). In Bruce’s model, there are three types of tone which are 
anchored in different ways to designated constituents or positions at several 
levels of a hierarchy of prosodic units. The first two relevant levels are the group-
ing of consonant and vowel constituents into short (unstressed) and long (stressed) 
syllable constituents, and the grouping of unstressed syllables together with  
neighboring stressed syllables into word constituents. The second level is marked 
tonally by the word accent, a H+L tone sequence that is anchored to a designated 
strong syllable in each word. This culminative distribution of the H+L sequence 
means that in longer Swedish utterances, words can be counted off in the melodic 
contour for an utterance by recognizing the word-accent tones and their anchoring 
points. above the word level, whole utterances and prosodic phrases within  
utterances are delimited by boundary tones such as the L% for the “terminal 
juncture fall” (Bruce, 1983, p. 223). also, the melodic contour for each phrase must 
include a H- tone, called the sentence accent in Bruce (1977), the phrase accent in 
Pierrehumbert (1980), and the focal tone in Gussenhoven and Bruce (1999). The 
focal tone is realized just after the word accent of the word with “sentence stress” 
– i.e., a word that is in narrow focus in the discourse context or the last word in 
the phrase when there is broad focus over the whole phrase. all the tone types 
are shown in the sample transcriptions in (5). These schematic “pitch contours” 
are based on f0 tracks given in Bruce (1977) and are intended to give a sense of 
the typical patterns of truncation and undershoot.

mellan  målen ‘between meals’a.(5) b.

%L   H*+L H+L* H- L%

mellanmålen ‘snack’   

%L   H*+L      H-  L% 

mellan     målen ‘BETWEENb.  meals [not AT meals]’ 

%L  H*+LH- H+L* L% 

as in most dialects of Swedish, the Stockholm variety has a lexical contrast  
between two anchoring patterns for the word accent, transcribed by Bruce (1990) 
as H+L* (“accent 1”) versus H*+L (“accent 2”). In accent 1 forms such as anden 
‘the duck’, anamma ‘accept’, and målen ‘meals’ produced in contexts with one or 
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more preceding syllables, the H+L* denotes a fall to a low pitch target within the 
stressed syllable that starts from a pitch peak or a high inflection point (an  
“elbow”) about 120 ms before the low target. In accent 2 forms such as anden ‘the 
ghost’, lämna ‘leave’, and mellan ‘between’ there is a peak or high elbow within 
the stressed syllable and a fall to a valley or a low elbow 120 ms later. a compound 
word such as mellanmålen ‘snack’ is marked by a H*+L (accent 2) anchored to the 
designated syllable of the first component and no word accent on any later  
component. This accenting in compound words mirrors the typically initial stress 
in the native Germanic stratum of the lexicon.

Other important concepts are truncation and undershoot. When an accent 1 
word with initial stress is initial in its utterance, the leading H of the accent will 
be effectively “hidden” by the preceding silence, so that the underlying H+L* is 
truncated to be just the L* target on the designated syllable. also, when an accent 1 
word with final stress is final in its phrase, the close succession of fall for the 
H+L* followed by rise to H- and fall to L% leaves very little room for the word 
accent to be realized. There is undershoot so that the L* is effectively a mid tone. 
By contrast, the trailing L of the accent 2 fall is typically fully realized, because the 
designated syllable in an accent 2 word cannot be final. Moreover, the duration 
of the transition from the H* target to the elbow for the trailing L is very stable. at 
the other extreme, the H focal accent has no very fixed constraints on its alignment 
other than that it occurs after the accent tones of the focalized word. In compound 
words, it is especially late, because the trailing L of the word accent has a second-
ary anchoring point at the stressed syllable of the second (or last) word in the  
compound. This account of the focal H- as a “floating tone” is invoked in aM-
framework transcriptions by showing no line linking it to a designated syllable.

Two aspects of Bruce’s work are especially noteworthy. The first was his  
rigorously controlled phonetic methods. He designed his materials to allow a 
systematic comparison of melodic contours for accent 1 and accent 2 words of 
different lengths in both final and nonfinal position and in both nonfocal and 
narrow focus contexts. This was necessary for him to be able to disentangle the 
tones that are specified by the lexicon from the tones that mark other levels of 
prosodic organization. He used analysis by synthesis to verify the segmentation 
of the melodic contour into these disparate elements and to examine their timing 
relative to the consonants and vowels at phrase boundaries and at the designated 
syllables within each phrase.

an equally important aspect of his work was his rigorously imaginative  
adaptation of key ideas from prosodic phonology. He did not let broad-stroke 
typologies dictate what analogies could be drawn between the tone patterns of 
Swedish and the intonational accents of English, and was among the first to grasp 
the implications for prosodic phonology of Bolinger’s (1958) theory of pitch accent 
in English as interpreted by Vanderslice and Ladefoged (1972). He saw that the 
syllable bearing the word accent is not the only potential site for anchoring a tone 
target in a citation-form utterance of a Swedish word, and that tones realized at 
variable distances from the accented syllable in many dialects (including the 
Stockholm one) might reflect rhythmic organization above the word. This let him 
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re-conceptualize the originally somewhat simplistic theory of a direct (i.e.,  
prosodically unmediated) “association” between autonomously segmented tones 
and vowels as a more complex synchronization at “critical timing points” (Bruce, 
1983, p. 234) that speakers and listeners control to resolve potentially conflicting 
demands in different phonological domains.

for the speaker, these conflicts involve “the interaction between the timing of 
phonatory and articulatory gestures” (Bruce, 1983, p. 222), which cannot follow 
an invariant rhythm because the words in a sentence can be one syllable or  
longer, initially accented or accented on a later syllable, in focus or subordinated 
to a neighboring constituent, and so on. consonant and vowel gestures in a  
particular utterance of a string of words must be synchronized with each other 
so that the listener can parse the syllable count, hear whether each syllable is 
stressed or unstressed, and, if stressed, whether it is an extended vowel gesture 
or a coda consonant gesture that contributes the second mora in the syllable. Tone 
gestures also must be synchronized with the consonant and vowel gestures  
so that the listener can hear which stressed syllables are accented, whether an 
accent is H+L* or H*+L, and what word is highlighted by the focal H-. These 
different prosodic functions impose different demands. realizing the word-level 
contrasts between short and long syllables and between H+L* and H*+L accents 
places stringent demands on the timing of the targets. In realizing the utterance-
level contrast between focus and background, on the other hand, the exact timing 
of the focal H- is less relevant than achieving a particular target peak value, since 
the latter signals prominence relationships among words and phrases as well as 
among syllables within each word. conflicts among these demands can be reconciled 
by adapting the tone targets (e.g., through truncation or undershoot) or by adapt-
ing the vowel and consonant targets (e.g., lengthening a final accented syllable 
to realize a complex sequence of word-accent tones, focal H-, and boundary tones, 
as suggested by Lyberg, 1981). To model the relevant interactions, the segments 
and tones must be observed in more contexts than citation form utterances.

In Bruce’s original formulation of this “synchronization hypothesis” he  
differentiated between two orientations for evaluating the synchronization. from 
the “phonological point of view” of a “production oriented model” it is useful to 
specify the critical timing points for the underlying tone targets, but these may 
not map neatly onto the “perceptually critical” f0 events such as rising or falling 
glissandi. for example, in his own perception experiments on the timing of the 
H+L* targets of accent 1 versus the H*+L targets of accent 2, Bruce found that 
the times of the starting and ending points traded off with the steepness of the 
fall in a way that suggested that subjects listened for the point of maximum  
velocity in the middle of the fall. However, reference to this midpoint time “is 
possible only in a sonorant environment” so that “from a perceptual point of 
view, it is probably an estimate of the timing of the entire f0 change . . . that is 
decisive” (Bruce, 1983, p. 231).

Bruce’s hypothesis was developed to account for the variable realizations of 
Swedish word accents across different sentence contexts and different dialects, 
but it was an important precursor to the aM model of Japanese tone structure 
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presented in Pierrehumbert and Beckman (1988), as well as to the development 
of the autosegmental-Metrical framework generally. Initially, development of  
the framework was addressed more to the production-oriented aims of find-
ing “invariant” or “underlying” tone targets and their modes of association to  
phonologically defined positions in the hierarchy. for example, Pierrehumbert and 
Beckman (1988) proposed that the L% and H- tones in their model of Japanese are 
associated initially to the two accentual phrases on either side of the boundary 
that the pitch rise marks, but then that each tone is also associated secondarily 
at a later derivational stage to the first unaffiliated mora in the accentual phrase 
that begins at the boundary. They observed differences in the shape of the rise 
and in measured f0 minima for what they called the “strong L%” versus the “weak 
L%” and they attributed these differences to a contrast between having and not 
having a secondary association to the first mora in the following accentual phrase. 
Gussenhoven and Bruce (1999) similarly propose to account for the shape of  
the trough in citation form utterances of compound words in Stockholm Swedish 
in terms of a secondary association of the trailing L of the H*+L accent. Grice  
et al. (2000) catalogue other examples of languages where a phrase accent can be  
analyzed as having a dual affiliation to both the edge of a larger prosodic domain 
and to some designated syllable within the domain. This focus on tone targets 
and their anchoring relative to the prosodic structures that the speaker controls 
is congruent with the production-oriented approach of the articulatory Phonology 
framework (e.g., Browman & Goldstein, 1990; Byrd, 1996). for example, Xu and 
Liu (2007) apply a model of Putonghua lexical tone alignment to examine syllables 
of both Putonghua and English in order to probe for universal patterns in how 
an onset consonant gesture is anchored to its syllable to be coarticulated with the 
relevant vowel. This application suggests some of the questions that can be  
addressed fruitfully using production-oriented models that assume invariant  
underlying tone, vowel, and consonant targets for the speaker that are aligned 
with each other to reflect the “temporal signature of prosody” (see fletcher, this 
volume, section 2).

Other recent work, however, suggests that the time is ripe to begin to reorient 
our models to incorporate constraints on the listener, too. for example, arvaniti 
et al. (1998, 2000) show that the timing of prenuclear rising accents in Greek does 
not fall out from a simplistic model that designates either the L or the H as the 
target that is associated to the designated syllable. rather, the L is anchored just 
before the syllable-initial consonant and the H is anchored to coincide with the 
cV boundary in the following syllable. Unlike Swedish, Greek has only five 
vowels, with no prosodic contrast between short and long vowels or short and 
long consonants. Many syllables are cV and vowels tend to be quite short. also, 
whereas many Swedish words follow the common Germanic pattern of root-
initial stress, the position of the stressed syllable in a Greek word is constrained 
only to occur on one of the last three syllables. Within this three-syllable window 
stress placement is “phonologically unpredictable” (arvaniti, 1999, p. 171). Given 
these characteristics of the language, the observed anchoring pattern for Greek 
prenuclear rising accents may have emerged as a way to provide the listener with 
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a robust “estimate of the timing of the entire f0 change” in order to reliably parse 
the location of each accented syllable in an utterance.

These demands on the Greek listener are different from the demands on the 
listener from a language such as dutch, where there are many more than five 
vowels in the inventory, vowels are typically longer, and there is also a much 
larger variety of typical syllable structures, including a contrast between syllables 
with short vowels and syllables with long vowels. Ladd et al. (2000) show that 
in dutch, the timing of the end of a rising accent is not fixed in the same way as 
in Greek. rather, it is later relative to the end of a syllable with a short vowel and 
earlier relative to the end of a syllable with a long vowel, and this difference in 
anchoring of the endpoints supports the vowel length contrast even for speech 
rates and discourse contexts where the vowel durations themselves are not  
robustly different.

arvaniti et al. (2000) end their paper with a call for more research both to refine 
what “association” means for our models of the prosodic structures that the 
speaker intends to produce and to devise better methods for understanding how 
targets and their timing properties are realized in the speech signal that the listener 
parses. One promising line of research in this vein is comparative work such  
as SmiljaniÏ (2006). SmiljaniÏ looked at accent-related rises in standard Serbian  
and croatian, language varieties which are mutually intelligible but which differ 
in whether there is a lexical contrast between word accents with an early versus 
a late peak. SmiljaniÏ found that speakers of both varieties signal focal prominence 
on a word by manipulating the timing as well as the maximum f0 value of the 
pitch rise to the accent peak. However, the timing effect is much smaller in Serbian, 
where the anchoring of the rise also signals the contrast between the two word 
accent types. We need more such comparative work in other language groups to 
develop our understanding of the potential role of functional load in the interac-
tion between demands on production and demands on perception. We also need 
more work that does what both Bruce (1977) and SmiljaniÏ (2006) did – namely, 
to observe tones in words across a good variety of sentential and discourse con-
texts, to see how variation in the demand for precise “horizontal” anchoring of 
tone targets relative to critical positions within a word interacts with variation  
in the demand for precise “vertical” positioning of the tone targets relative to the 
tonal space.

3.3 Tone scaling and the tonal space
The third key development in prosodic phonology was the idea that speakers can 
raise or lower and expand or compress the local tonal space as a whole and also 
independently scale tone targets up and down within the tonal space, to reflect 
both autosegmental contrast and relative metrical strength, as well as other sorts 
of linguistic (or “paralinguistic”) relationships. While there is a broad consensus 
that this separation of “vertical” position into two parts is necessary, the separa-
tion is realized differently in different aM-framework models, and the linguistic 
nature as well as the formal status of the independence remain controversial. We 
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will illustrate with the independence of tone-scaling and tonal-space specification 
parameters in an aM-framework model for Tokyo Japanese that was originally 
developed and tested in a synthesis system by Pierrehumbert and Beckman (1988) 
and subsequently modified for the X-JToBI conventions (Maekawa et al., 2002) 
that were developed for tagging the corpus of Spontaneous Japanese (Maekawa, 
2003). The separation of parameters in this model corresponds roughly to the 
specification of variable accentuation levels for turning points independent of  
the parameters of the tonal grid in the Lund model and to the independent 
specification of amplitude values for the accent commands and phrase commands 
in the fujisaki model.

as noted earlier, we have adopted Ladd’s (1992) term “tonal space” to talk 
about the effects that the IPO-framework models generate by specifying variable 
starting values and slopes for declination lines over different parts of an utterance. 
Ladd chose this term to have a framework-neutral way of referring to what chao 
(1930) called the pitch “range” when he proposed his “system of tone letters” and 
the corresponding numerical notation that we used to indicate the lexically con-
trastive pitch pattern on each of the syllables in the transcriptions of the Putonghua 
utterances in the caption to figure 16.1. chao (1932, p. 124) identifies “several 
abstractions” that must be made to record the pitch patterns that differentiate the 
tone classes in any dialect of chinese. Specifically, each pitch level must be  
calculated “relative to the speaker’s range of voice, so that what would be a low 
tone for a soprano is actually higher in pitch than the high tone of a tenor.” 
Moreover, “the range of pitch between different tones and within the limits of 
moving tones is also a variable quantity depending on force of articulation and 
force of vocalization.”

The abstraction over different speakers’ voices is analogous to the abstraction 
over different vocal tracts when computing targets in some speaker-normalized 
representation of the vowel formant space. The abstraction over variable “force 
of articulation” is analogous to the constancy of vowel-class identity across the 
hyperarticulation–hypoarticulation continuum (Lindblom, 1990; see review by 
Harrington, this volume, section 2.5). an important difference between these two 
spaces is that the “force of articulation” and the “force of vocalization” effects on 
vowel formant values are necessarily small compared to speaker effects, because 
maneuvers such as contracting the strap muscles to lower the larynx can change 
a soprano’s vocal tract length by only a small amount relative to the typical length 
difference between her vocal tract and a tenor’s. By contrast, the “force” effects 
on pitch values can be extremely large relative to the differences across speakers, 
so that the soprano’s H tone in a very subdued speaking style can be much  
lower than the tenor’s H tone in a very forceful speaking style. a phonological 
con sequence of this difference between the phonetic spaces is that when force  
of articulation and force of vocalization effects on vowel formant values are  
phonologized as linguistically significant markers of strong versus weak positions 
in the prosodic hierarchy of a language, the markers typically can be described 
in terms of a small number of discrete prosodic constraints on what vowel targets 
can be specified for moras or syllables in different positions of the hierarchy. 
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analogous prosodic constraints on what tone targets can be associated in different 
positions are fairly common across spoken languages (cf. section 4.3), but an even 
stronger universal is the phonologization of the control parameters for position-
ing tones within the tonal space and for varying the dimensions of the tonal space 
itself so that these can act not just as discrete markers of the set of categorical 
contrasts in prosodic organization, but also as gradient markers of more subtle 
differences in relative metrical strength as well as of other linguistic scales.

The bottom panel of figure 16.4 illustrates the parameterization of the tonal 
space and of tone scaling that Pierrehumbert and Beckman (1988) built into their 
synthesis model for Japanese, as these parameters are understood in the version 
of this model that was incorporated into the X-JToBI labeling conventions on  
the basis of later research that is reviewed in Venditti et al. (2008). In this model, 
there are tonal-space or tone-scaling effects that refer to three different types of 
prosodic constituent – the intonation phrase (IP), the accentual phrase (aP), and 
the prosodic word (W).4

at the beginning of the first IP, the reference line that defines the bottom of the 
tonal space is initialized to reflect overall engagement or volume within the speaker’s 
voice range. The reference line for the utterance in figure 16.4, for example, is 
initialized at 70 Hz. This value is maintained until late in the last IP of the utterance, 
where the effect of “final lowering” begins to be noticeable, to signal discourse-
level functions such as topic shifts or yielding of the floor to the other speaker. 
final lowering is a change in the reference line time function, from having a fixed 
value to showing a decline over some span at the end of an IP. In the turn-final 
utterance shown here, for example, the effect reaches in to lower the reference 
line by 44 Hz per second starting at 0.45 seconds from the end of the last IP.

The IP is also the level of prosodic structure where the value for the top of  
the tonal space is (re)initialized. The initial topline values for the three IPs in the 
utterance in figure 16.4, for example, are set at 130, 66, and 110 Hz above the 
reference line.

The IP is also the domain of downstop, a compression of the tonal space trig-
gered at each lexical accent. This effect is implemented in the model by reducing 
the distance of the topline from the reference line by a fixed ratio. The downstep 
ratio in the first IP that is triggered by the accent on the first syllable of the  
prosodic word Yamano, for example, is 0.62 – compressing the tonal space to  
62 percent of its original span.

Tone targets at the level of the IP, the aP, and the W are then positioned within 
the local tonal space that is defined by the additive effects of the initial IP topline 
specification, the compression at each previous downstep, and edge effects  
such as final lowering. Position within the tonal space first of all defines the  
discrete contrast between H tones (the targets that are closer to the topline)  
and L tones (the targets that are closer to the reference line). The level of the aP, for 
example, is defined by the rise from the %L or L% boundary tone to the H- phrase 
tone. at the level of the W, the lexical contrasts among accented and unaccented 
words are expressed by the presence and (if present) the location of the H+L  
accentual fall.
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The top and bottom of the tonal space also act as a reference for continuous 
within-category contrasts in metrical strength. Stronger L tones are scaled lower, 
to be closer to the reference line, and stronger H tones are scaled higher, to be at 
(or even above) the topline. Some of these strength contrasts are intrinsic to the 
tone target type. Within an aP containing an accented W, for example, the H  
tone of the H+L word accent is intrinsically stronger than the H- of the phrase-
initial rise; it will be higher relative to the topline, other things being equal. Other 
strength contrasts are extrinsic and reflect other types of linguistic structure, such 
as the discourse-level differentiation between given and new information. The 
imagined context for the performance of the utterance in figure 16.4, for example, 
is a conversation between two spectators at a triathlon relay race. The other 
speaker has just asked whether the athlete who is swimming could be yamano. 
The H of the word accent in the first aP goes above the local topline to reflect 
the discourse-level prominence of Yamano as a contrastive topic. The H of the 
word accent in the second aP is much lower, reflecting both the compression of 
the tonal space at the downstep and also the given status of the verb oyoideru ‘is 
swimming’ in this dialogue context.

The effects that are illustrated in figure 16.4 are parameterized in somewhat 
different ways in the fujisaki model that Hirai et al. (1997) used to analyze several 
large multispeaker corpora in order to develop the intonation component  
of cHaTr, a concatenative speech synthesis system with prosody-based unit 
selection (campbell & Black, 1997). for example, in the fujisaki model, downstep 
is not modeled explicitly, but instead falls out from the choice of amplitude values 
for successive accent commands. at the same time, there are important com-
monalities between these two models. In particular, both models encode relative 
prominence relationships among tone targets using two different sets of para-
meters. In the fujisaki model, there is a step function (the phrase command) to 
(re)initialize the backdrop tonal space at the beginning of each new IP and a matched 
pair of step functions (the accent command) that generates the rise to the first H 
target in each aP (as well as the fall at the accent or at the end of the aP if there 
is no accented W in the phrase), and the amplitude of each of these two com-
mands is a continuously variable parameter. That is, the distinction between these 
two amplitudes corresponds roughly to the distinction between the tonal space 
parameters that are initialized at the level of the IP and tone-scaling parameters 
that are specified for the tone targets that are obligatory at the level of the aP in 
the aM-framework model depicted in figure 16.4.

One critically important difference between the two models is the treatment of 
L-tone scaling. as noted already, prominent L tones are scaled downward toward 
the reference line in this aM-framework model. In the utterance in figure 16.4, 
for example, the L% tone at the IP boundary after oyoideru-ga is lower in the local 
tone space than the L% tone at the mere aP boundary after Yamano-wa, reflecting 
the difference in metrical strength between those two positions in the prosodic 
hierarchy. In Osaka Japanese, where there is a contrast between %L-beginning and 
%H-beginning words, there is a similar downward scaling of this initial L tone as 
well as a delay in the beginning of the following rise in L-beginning unaccented 
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words under focal prominence (kori, 1987) and in pragmatically loaded questions 
(Miura & Hara, 1995). These effects would be difficult to model in the fujisaki 
framework without introducing another type of (downward pulsing) accent  
command that can be positioned at places other than the beginning of the aP.

another critical difference is in the treatment of effects such as final lowering. 
Beckman and Pierrehumbert (1986) suggest that extreme final lowering defines 
one end of a continuum which has (at the other end) an effect that they call “final 
raising” which they observed in syntactically unmarked questions. as already 
stated, in the aM model in figure 16.4, this kind of edge-in effect is modeled 
directly as a change in the shape of the tonal space at the end of some phrasal 
grouping, analogous to the way that phrase-final lengthening and initial strength-
ening are treated in the p-gesture model of Byrd and Saltzman (2003) and other 
articulatory-Phonology framework models (see review in fletcher, this volume, 
section 2.2). In the fujisaki framework, by contrast, such edge-in upward or down-
ward slope differences cannot be modeled directly. There is a necessary downtrend 
across the tonal space for the whole IP, because the phrase command impulse is 
smoothed by a filter function and the resulting curve is convolved with the  
concurrent accent commands, each of which is also smoothed by a different  
filter function. However, since these filter shapes are intended to reflect “hard” 
physiological constraints (cf. Öhman, 1967; fujisaki, 1983), they are not under the 
speaker’s direct control. In order to vary the slope as a way of marking structural 
properties such as the discourse property of being turn final, the modeler must 
insert a phrase command with just the right amplitude at some place near the 
end to counter the downtrend from the damping function. The inability to model 
systematic slope variation directly makes the fujisaki model fundamentally  
different not just from the aM-framework model of Japanese, but also from  
Grønnum’s very different model of functionally similar effects in Standard danish 
(Thorsen, 1983, 1985, 1986).

Grønnum’s model, on the other hand, is fundamentally different from both the 
fujisaki model and the aM model in that all aspects of the tone pattern are treated 
in terms of a hierarchy of trend lines, with slopes that are specified for the nested 
spans of the individual stress groups within individual clauses within a semantic-
ally coherent text. factors affecting these slopes are the length of the span (e.g., 
the clause-level slope is very steep for clauses containing fewer stress groups  
and very shallow for clauses containing many stress groups) as well as the same 
discourse-level factors that Beckman and Pierrehumbert (1986) identify as the 
function of edge-in effects such as final lowering.

as Grønnum (1990, p. 199) points out, the danish effects are formally distinct 
from the Japanese effects in that they are global and not localized to the phrase 
end. The downtrend that signals finality “does not just reach one half-second in 
from the end, it reaches in all the way back, across several . . . stress groups to the 
onset of the utterance.” In Liberman and Pierrehumbert’s (1984) aM-framework 
re-interpretations of Grønnum’s results, this longer-range clause-level slope  
function is modeled in terms of downstep triggered locally at each successive 
accent. The speaker would have to be able to specify a different downstep ratio 
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at the beginning of each IP in order to simulate the difference in slope between 
a final and nonfinal clause. The even longer-range slope of the text, on the other 
hand, is modeled in terms of the speaker’s specific choices for reference line or 
topline initialization values for the successive phrases. Grønnum (see Thorsen, 
1984, p. 307) criticizes this “local” approach as arbitrarily allocating responsibility 
to disparate sets of formal parameters to account for the functionally uniform 
hierarchy of syntactic and semantic coherence.

Grønnum (1995, p. 348) voices a related criticism in her review of the equally 
“local” treatment of downtrends in Möbius’ (1993) fujisaki-framework model of 
German. Specifically, she points to his results that the amplitude of the phrase 
accent command depends on the number of accents and also (in short sentences) 
on whether the accent is early or late. after quoting from Möbius’ comparison 
between his more “local” approach and her “hierarchical” one, she agrees:

That is exactly . . . the problem with Fujisaki’s model as adapted by the author: it 
permits phrase command amplitudes to depend on accent location, and it does not 
supply criteria for a principled choice between several sets of phrase and accent 
parameters which each render an acceptable f0 copy of an original, if such are  
conceivable. and that, I think, is incompatible with a model which purports to be 
physiologically and linguistically motivated.

Ladd (1992, 1993) and others point to a comparable “degrees of freedom” problem 
for the tone-scaling and tonal-space parameters of the aM-framework models of 
English and Japanese associated with Pierrehumbert and her colleagues, but it 
surely is a problem for Grønnum’s model, too, once one goes beyond carefully 
scripted lab speech. Indeed, this indeterminacy will be a problem for any analysis 
by synthesis model that is sophisticated enough to simulate the ways in which 
tonal space and tone pattern interact in speech but relies exclusively on goodness 
of f0 fit as a criterion for choosing among parameter settings. In short, there are 
very pressing research questions that need to be addressed before we have a good 
model of tone scaling and its relationship to tonal space control, including the 
overarching one that Grønnum identifies in her review of Möbius’ model: What 
kind of criteria can be applied to distinguish among models or among different 
parameter settings within a model?

as noted in Grønnum’s review, Möbius defends his choice of framework on the 
grounds that the tonal space parameters in the fujisaki model are physiologically 
motivated. The basis for this claim is in Öhman’s seminal model of Scandinavian 
“word and sentence intonation” in which he posited two distinct laryngeal  
gestures for word accents and sentence-level patterns, and suggested that these 
could be identified with independent activation of two different parts of the  
cricothyroid muscle (Öhman, 1967, pp. 29–30). fujisaki (1983, pp. 53–4) follows 
Öhman to posit the same physiological correlates for the different damping  
functions that he proposed for the phrase command and the accent command. 
Work on the control of f0 in speech has not supported this idea. neither has it 
identified evidence of separate “gestures” for tonal-space versus tone-scaling  
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parameters, because there is no compellingly obvious way to conceptualize the 
task space. In this respect, the articulation of f0 is fundamentally different from 
the articulation of spectral correlates of consonant constrictions. There are some 
suggestive ideas in work on physiological correlates of tone and pitch accent 
contrasts, such as Gårding et al. (1970), Erickson (1978, 1993), Erickson et al. (1995), 
Beckman et al. (1995), Hallé (1994), and Sugito (2003). There is also research  
such as Herman (2000) and Epstein (2002), documenting perceptible differences in 
vowel amplitude and voice quality associated with the final lowering effect. These 
non-f0 correlates perhaps could help in conceptualizing the task space for tonal-
space gestures if examined at the articulatory level, as suggested in Herman et al. 
(1996). However, the interactions among laryngeal tension, vocal fold thickness, 
and pulmonary effort are complex and not completely understood. There looks 
to be a great deal of basic research yet to be done before physiological evidence 
can be brought to bear directly on the degrees of freedom question.

another avenue of attack that may yield more immediately applicable criteria 
is to develop experimental paradigms for assessing whether native listeners treat 
tone scaling and tonal space separately, as in Herman (2000) and Gussenhoven 
and rietveld (2000). Such experiments might be especially useful if paired with 
studies designed to pin down the meaning differences associated with minimally 
contrasting melodic contours where tone scaling or tonal space differences seem 
to act as a primary cue or as an enhancing secondary cue, as in Hirschberg and 
Ward (1992), Grice and Savino (1995), Venditti et al. (1998), caspers (2000), and 
Lee (2000, 2005). as Gussenhoven (1999) points out, however, this avenue of  
research requires that we look more closely at the types of linguistic functions 
that are linked to different formal parameters in different languages, and think 
carefully about how particular experimental tasks might preclude discovery of 
the use of some pattern of tones, tonal anchoring, tone scaling, or tonal-space 
settings for a particular function. This highlights the fact that we need a better 
understanding of the range of linguistic functions that can be encoded in spoken 
language melody and of how these functions are realized in related language 
varieties as well as in different language families.

4 A Taxonomy of Linguistic Functions

In this section, therefore, we will briefly describe some of the functions that have 
been identified, beginning with the “tonemic” function of constituting a small 
finite set of meaningless contrasting patterns that can be combined with elements 
from other sets of meaningless contrasting patterns (consonant constrictions and 
vowel postures) to build an indefinitely large lexicon.

4.1 Tonemes and tonal morphemes
The basic “tonemic” function is most easily illustrated with utterances and words 
from a language such as the standard Hong kong dialect of cantonese. In this 
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variety, most words are monosyllabic (that is, any given zì probably is a word), 
and every syllable is specified for one of the tone patterns exemplified by the 
contrasting wordforms in (6).

(6) a. [wåi55] ‘power’ [wåi33] ‘fear; pleasant’ [wåi22] ‘guard’
  [wåi35] ‘position’ [wåi23] ‘surround’ [wåi21] ‘person’
 b. [wå?t5] ‘dense’ [wå?t3] ‘revolve’ [wå?t2] ‘kingfisher’

figure 16.5 shows example utterances of the six wordforms with sonorant rhymes 
in (6a) produced as citation form sentences. The extremely low onset of the toneme 
that is transcribed with [35] reflects a sound change in progress in the Hong kong 
standard dialect (see So, 1996, who transcribes it as [25], and reviews the literature 
on this and other recent tone changes and merges). The black and gray f0 tracks 
in figure 16.6 illustrate how the mid-level tone of the homophones meaning ‘fear’ 
and ‘pleasant’ is realized in two other intonational contexts. The morpheme just 
before [wåi33] ‘pleasant’ in the utterance plotted with gray in that figure also has 
this same mid-level tone. The pitch perturbation at the syllable boundary is a 
juncture-marking creaky voice quality that sets off and emphasizes the final word, 
which is as long as the total duration of the first four morphemes of the utterance. 
all of the earlier morphemes in this utterance, as well as in the utterance plotted 
with the black line, are shortened by a process that Wong (2006) calls “syllable 
fusion.” When morphemes are conjoined into compound words or frequently 
uttered phrases, speakers can signal the particularly close juncture by weakening 
or deleting medial consonants and merging the two syllables’ vowels. Except in 
the most extreme cases, however, the percept of each syllable’s tone specification 
is preserved to maintain the syllable count. Thus in this variety of cantonese the 
tone specifications are contrastive properties of syllables fully on par with such 
properties as the palatalized offglide in the rhymes in (6a) as opposed to the  
glottalized plosive coda in the rhymes in (6b). The typical shapes of words in 
combination with the extremely “isolating” or “analytic” nature of the grammar 
drives a robust segmentation of the melody into syllable-anchored tone units.
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Figure 16.5 Example f0 contours of citation intonation utterances of the level tone 
wordforms (black) and contour tone wordforms (gray) listed in (6a) produced by
an adult female native speaker of Hong kong cantonese. The utterances are from
Wong et al. (2005).
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The pitch patterns on the final syllable in figure 16.6 illustrate another way in 
which tones can function in lexical contrast. The [wai33] syllable in each of these 
utterances is prolonged to be three or five times the average length of syllables 
earlier in the utterance. This prolongation leaves room for the realization of one 
or two more tone targets that are transcribed using the notational conventions 
described earlier for the transcriptions in (1)–(5). This “code-switching” between 
transcription systems follows the c-ToBI conventions proposed by Wong et al. 
(2005) to clearly distinguish the morphemic function of the tones transcribed  
as H% and HL% in these utterances from the tonemic function of the tones tran-
scribed as [23], [22], [21], [33], and so on in (6). The meanings of these two morphemes 
H% and HL% are reflected in the glosses. The H% at the end of the utterance in 
gray makes it an incredulous echo question as indicated by the “?!” at the end of 
the gloss, whereas the HL% at the end of the utterance in black imparts the sense 
of discovery or sudden realization glossed by the ‘Oh I get it!’

cantonese has an extremely rich set of pragmatic morphemes like these final 
boundary tones. Many of these sentence particles are composed of vowel and 
consonant phonemes as well as the tonemes, but several of them are just the 
toneme affixed to the final content word, as illustrated here. The H% boundary 
tone in the Beijinghua utterance in the right panel of figure 16.3b, similarly, is 
one of two tonal morphemes among the 28 sentence particles that chao (1968) 
counts. The count for any of the Mandarin dialects is somewhat easier, since the 
nontonal components of the sentence-final particles of Mandarin are analyzed as 
being neutral tone and combinations of particles are never counted separately 
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Figure 16.6 Spectrogram and f0 contour (black) for utterance of the sentence
[o23jyn21loi21håi22wåi33]+HL% ‘Oh I get it! The word was <fear>.’ with overlaid f0 contour (gray) for 
utterance of [keoi23jåu22wÅ:22håi22fÅ:i33wåi33]+H% ‘She said then that the word was <pleasant>?!’ 
produced by the speaker who produced the utterances in figure 16.5. The f0 contours for the two 
utterances are aligned at the onset times of the final homophonous words [wåi33] (solid cursor). 
The utterances are from Wong et al. (2005).
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from the particles that are simple syllables or simply tonal. By contrast, counts 
for cantonese range widely (as many as 206 by yau’s, 1980, count), depending 
on whether polysyllabic sequences, monosyllabic particles that are potentially 
fused forms of polysyllabic sequences, and other complex forms are counted 
separately. for example, Law’s (1999) count of between 35 and 40 includes sets 
that are traditionally described as being minimally differentiated by tone, such as 
the minimal pair [tse55] and [tse?k5] studied by chan (1998). fung (2000) suggests 
that cantonese sentence particles such as these can be grouped into a much smaller 
number of “families” of phonologically related particles that have a common core 
meaning. That is, she proposes that the meanings of [tse55] and [tse?k5], for example, 
can be analyzed in terms of the core meaning of the [ts] family in combination 
with the meanings of the tones (which correspond to the tonal morphemes tran-
scribed in c-ToBI as H% versus -%). Sybesma and Li (2007) analyze fung’s families 
in more detail, and propose that each of the 40 most common sentence particles 
is composed of three parts: (1) an onset morpheme that is either the default null 
(glottal stop) initial or one of the fully specified consonants [h, k, l, m, l~n, ts]; 
(2) a nucleus morpheme that is either the default vowel [e:] or one of [å:, O:]; and 
(3) a tonal morpheme that is either the default [3] (tagged as a protracted neutral 
target :% in c-ToBI ), [?4] (tagged as -% in c-ToBI), [5] (H%), or [1] (L%). By this ana-
lysis, then, the HL% transcribed for the utterance plotted in black in figure 16.6 
might be a compound of Sybesma and Li’s tonal morphemes [5] and [1], or it 
might be the tonal morpheme corresponding to [51], which as a toneme has merged 
with [5] in the Hong kong dialect (see So, 1996, among others).

The difficulty of counting the number of cantonese sentence particles as  
compared to the ease of counting the nine cantonese lexical tonemes in (6) is note-
worthy. It may reflect the elusiveness of pragmatic “meaning,” which is difficult 
to paraphrase outside of the specific contexts where a pragmatic morpheme is 
appropriate, as compared to the stark difference in referential meaning that lets 
us identify the polysemous nature of the wordform [wåi33]. It also may speak to 
a more basic difference between tonemes and tonal morphemes that stems from 
the design principle of duality of patterning (Hockett, 1960) – i.e., the principle 
that the lexicon of any human language is a self-diversifying system in which a 
small number of discretely different elements can be combined to make a large 
number of potentially extremely complex morphemes without losing their discrete 
distinctiveness (Goldstein & fowler, 2003). consider the analogous difference  
for vowel segments. It is easy to recognize that the vowel phonemes in the two  
syllables of the English compound A-frame are the same but that the vowels in 
the two syllables of A-team or AWOL are different. It is harder to say whether the 
vowel morpheme [e:] in the first syllable of each of these three words is the same 
or even whether AWOL is polymorphemic in the way that A-frame obviously is.

These two sources of difficulty have long confounded the analysis of the tonal 
morphemes of English. Is the tune in the second phrase of figure 16.2 a sequence 
of four tonal morphemes, as suggested in the transcription in (1), which follows 
the analysis in Pierrehumbert and Hirschberg (1990)? Or is it two tone morphemes 
H*L H*LH to which a linking rule has applied to anchor the L of the first  
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morpheme to the second stressed syllable, as proposed by Gussenhoven (1984)? 
What kinds of experiments can we use to differentiate between these two  
morphological analyses? Ladd (2008, ch. 4) gives an insightful description of the 
difficulties for English and a few other related languages, as well as a review of 
arguments advanced by proponents of different analyses and of the relevant 
experimental studies.

4.2 Prosodic grouping
In describing the “tonemic” function using cantonese examples, we emphasized 
the monosyllabic word shapes and isolating morphology of the language, because 
the more general function of lexical contrast will be realized using very different 
segmentation and anchoring parameters in a language where words are polysyllabic 
or the grammar is of a more “agglutinative” or “synthetic” nature. for example, 
every modern chinese dialect has a system of lexical tone contrasts that is a reflex 
of the same original tone categories that give rise to the cantonese tonemes in (6), 
but in a Wu dialect, the tone pattern that corresponds to a toneme of a cantonese 
word typically will not be realized in the same way on the cognate Wu morpheme. 
Words are typically at least two syllables, and very productive morphological 
processes (typically called “tone sandhi” – see chen, 2000) insure that just one 
toneme is specified for each compound word or phrasal construction in an 
 utterance. The Shanghai examples in (7) are from Zee and Maddieson’s (1980) 
study, and the schematics are based on the f0 tracks they show. The compound 
nouns in (7c) and (7d) are derived from the sets of four zì in (7a) and (7b),  
respectively. These examples illustrate the tone sandhi processes that relate  
the patterns of derived words to the citation form tone patterns of the zì  
from which they are derived. The most general description is what chan and ren 
(1989) call “Pattern Extension”; the underlying toneme of the first zì is the only 
one realized, and its component tones are extended to cover the whole word or 
phrase, as in (7c).

[Çin51] ‘new’               a.(7) [v@è14] ‘to hear’  [tÇi34] ‘to record’   [tse51] ‘person’
HL LH MH HL

[tÇi?5] ‘to unite’ b. [hw@è51] ‘matrimony’ [ts@è34] ‘proof’ [s®51] ‘book’
H HL MH HL

[Çin.v@è.tÇi.tse] ‘reporter’   c.
H L

[tÇi.hw@è.ts@è.s®51] ‘marriage license’ d.
H L-

all of the Wu dialects use some variant of this Pattern Extension process, although 
details such as the typical phonological anchoring pattern may differ across  
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tone types and across dialects. for example, Zee and Maddieson analyze the 
abrupt fall in (7d) in terms of a constituent-final tone that they posit for all such  
compound words, whatever the initial toneme, but they do not discuss the  
early anchoring point for the tone in some cases, such as (7d). kennedy’s (1953) 
description of a very similar abrupt fall in Tangxi compounds that have initial 
syllables with checked tone rhymes suggests an alternative analysis in which the 
abrupt fall is the realization over longer material of the creaky voice register that  
characterizes the checked tone. More recent work by chen (2008) suggests that 
both analyses may be supported for variant realizations of longer compounds for 
at least some younger speakers. The cross-dialect differences in anchoring point 
can be appreciated by comparing the Shanghai falling-tone example in (7c) to  
the three Wuxi falling-tone examples in (8). The four examples in (9) are an  
alternative pattern for Wuxi compounds that begin with a falling-tone zì.

[sE] ‘three’a.(8)
H L

[sE.èie] ‘3 years’ b.
H HL

 [sE.dvµ.mO?.dõ] ‘3 big wooden tubs’ c.
H HL

[fi] ‘fly’ (9) [fi.tÇi] ‘airplane’ [fi.tÇi.phiv] ‘air ticket’ [fi.tÇi.phiv.tÇia] ‘airfare’ 
HL L LH L LH L LH

The transcriptions and schematics in (8) and (9) are based on the descriptions  
and f0 tracks in chan and ren’s (1989) account of the history of two different  
morphological processes that they identify in this dialect. They describe the  
Pattern Extension process in Wuxi as typically applying to number+classifier 
expressions, as in (8), and also to reduplicated verbs, verbs with resultative or 
directional complements, and reduplicated nouns in child-directed speech. The 
Wuxi “Pattern Substitution” process in (9), by contrast, is typically applied to 
verb phrases with direct objects, to reduplicated nouns in the adult lexicon, as 
well as to the very productive compound word formation process illustrated in 
(9), where [fi1.tÇi14] is ‘fly machine’, [fi1.tÇi.1phiv14] is ‘fly machine ticket’, and [fi1.
tÇi.1phiv1.tÇia14] is ‘fly machine ticket price’. chan and ren relate these two Wuxi 
processes to a contrast that kennedy (1953) describes for the Tangxi dialect, where 
the morphosyntactic difference is clearer. When the two Tangxi processes apply 
in combining the morphemes [tsO51] ‘to fry’ and [vE24] ‘rice’, the Pattern Extension 
process yields the compound noun [tsO5.vE1] ‘fried rice’ whereas the second type 
of process yields the verb phrase [tsO.vE24] ‘to fry rice’.

despite the differences across the examples in (7)–(9), however, the function is 
essentially the same. The toneme specification is a property of the constituent as 
a whole, and the boundaries between successive constituents are marked by a 
transition to the next lexically contrastive tone pattern. The contrasting melodic 
contours, then, effectively group strings of syllables into coherent prosodic con-
stituents (tone sandhi groups) that align to constituents or domains specified by 
other parts of the grammar. When utterances are short and decontextualized, as 
in the utterances examined in Zee and Maddieson (1980) and chan and ren 
(1989), the domains are described in terms of morphosyntactic relationships. When 
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utterances are longer or produced in more elaborated discourse contexts, other 
types of relationship, such as the articulation of an utterance into topic and focus 
or given and new, come into play, as discussed by Selkirk and Shen (1990) among 
many others.

This same function of prosodic grouping is invoked by carter’s (1974) descrip-
tion of the “tone-phrasing system of kongo” and by our description of the  
distribution of L% and H- tones in Japanese in section 3.1 above. It also is a critical 
element in Halliday’s (1967, p. 9) description of English utterances as “an  
unbroken succession of tone groups each of which selects one or another of the 
five tones” as well as of Pierrehumbert’s (1980, p. 19) definition of the “tune” in 
English as “the melody for the intonation phrase.” as should be obvious from 
this list of languages, as well as from the differences between cantonese and 
Shanghai, the ways in which melody is harnessed for the function of prosodic 
grouping are orthogonal to the ways in which melody is harnessed for the  
function of lexical contrast. cantonese and Shanghai have inherited the same set 
of tone categories from their common ancestor language, but cantonese does not 
have any morphological process like these “tone sandhi” processes in Shanghai 
and the other Wu dialects and instead uses the consonant- and vowel-focused 
process of syllable fusion. Thus, the surface melodies of cognate compound words 
and phrases make for very different tone groups in the two languages. The modern 
Japanese dialects offer the complementary evidence, for a double dissociation. 
although the accentual phrase melodies of Japanese mark off analogous tonally 
delimited prosodic phrases in very similar ways in the Tokyo and Osaka dialects, 
the tone at the aP boundary in Tokyo is invariantly L, whereas Osaka preserves 
an older tonemic contrast between %L-beginning and %H-beginning words.

4.3 Metrical prominence
In accounting for the melodic differences between the disyllabic compound noun 
[tsO5.vE1] ‘fried rice’ and the verb phrase [tsO .vE24] ‘to fry rice’ in Tangxi, kennedy 
(1953) talked about the prosodic grouping function that the two patterns have  
in common, but he also described differences in the “stress pattern,” with the 
compound noun pattern having “louder stress” on the first syllable and the verb 
phrase having it on the second. a related segmental difference is specific to the 
checked tone; the glottal coda in morphemes such as [ba?3] ‘white’ or [tÇhUk5] ‘to 
drink’ can trigger gemination of a following syllable onset in the compound-noun 
pattern but not in the verb-phrase pattern, as in [bas3.sE51] ‘white water’ versus 
[tÇhU.thsaè33] ‘to drink soup’. (This condition on the gemination of there being 
immediately preceding stress at the word boundary is similar to the condition of 
word-final stress on raddoppiamento Sintattico in many varieties of Italian – see, 
e.g., Vayra, 1994; d’Imperio & Gili fivela, 2003.)

In other Wu dialects, also, the syllable in the tone sandhi group that is  
associated with the toneme bears segmental hallmarks that are associated with 
phrasal or lexical stress in other languages. for example, Zee (1990) documents 
a process of vowel lenition in Shanghai whereby the high vowels of the language 
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[i, ®, u]5 can be devoiced or deleted in certain environments. This is essentially 
the same process as the “syncope” that cedergren and Simoneau (1985) describe 
for [i, y, u] in Quebec french, and the “reduction” that dauer (1980) describes for 
[i, u] in Greek, which arvaniti (1994) uses as a metric of stress on pretonic  
syllables. as in these other two languages, devoicing in Shanghai is a variable 
process that depends on speech rate as well as on the identity of the neighboring 
consonants. It is also tonally conditioned. In Quebec french, syncope never affects 
vowels in the final syllable of the constituent that cedergren et al. (1990) define 
as the domain of final pitch accent. This is the constituent that Jun and fougeron 
(2002) call the accentual phrase, highlighting the demarcative function of the 
obligatory final pitch accent and the optional initial rise. In Greek, similarly,  
devoicing does not occur on the stressed syllable – i.e., the syllable which is  
associated with one of the tonal morphemes of the utterance melody. In Shanghai, 
too, devoicing never affects the first syllable in the tone sandhi group – i.e., the 
syllable to which the toneme is associated phonologically. chao (1968, pp. 31, 141) 
also notes high-vowel devoicing in neutral tone syllables in the Beijing dialect of 
Putonghua, a relationship that he describes in chao (1932, p. 129) in terms of the 
notion “stress-accent” or “tonic stress”:

Stress-accent does not play any important role in most chinese dialects. But in a few 
dialects, including that of Peiping, tonic stress plays such an important part that 
unstressed syllables not only tend to have their vowels obscured, but also lose their 
proper tones, and acquire a level, usually short tone, the pitch being determined by 
the preceding syllable.

Thus, in all four of these languages, the property of being eligible to bear an  
associated toneme or tonal morpheme prohibits application of a process that 
weakens or deletes vowels. This is true both of Beijing Mandarin and of Greek, 
where the location of this “tonic stress” is not predictable from the prosodic 
grouping into words and phrases, and of Shanghai and french, where the fixed 
position of the “tonic stress” serves to demarcate the tone sandhi group or  
accentual phrase.

By contrast, high-vowel devoicing is not constrained by the tone pattern of the 
accentual phrase in either Japanese or korean. Maekawa and kikuchi (2005)  
observe devoiced vowels in the corpus of Spontaneous Japanese in many syllables 
that are aligned to the phrasal H- in unaccented phrases or associated to the H 
of the H+L lexical pitch accent. Jun and Beckman (1994) likewise document  
pervasive high-vowel devoicing in a corpus of enacted lab speech dialogues of 
korean, both in syllables that are aP-medial and in syllables that are associated 
to the LH or HH sequence that marks the beginning of the aP.

This reduction of vowels in the first syllable of the aP in these two languages 
contrasts with other segmental effects in this position. In Japanese, for example, 
older speakers who produce the nasal allophone of [g] in aP-medial positions 
(such as in the -ga particle in the Yamano-wa oyoideru-ga clause in figure 16.6) do 
not produce [è] in aP-initial position. keating et al. (2003) and others show that 
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the beginning of the aP in korean also is a position marked by “initial strength-
ening” of the consonant (see fletcher, this volume, section 2.2.4). The consonantal 
effects are more in line with the segmental effects of metrically strong position in 
languages with tonic stress. In Shanghai, for example, voiced stops are voiceless 
with breathy voice releases when they are onsets of syllables at the beginning of 
a sandhi tone group, but are voiced with short closures in tone-group medial posi-
tion where the syllable does not bear a tone specification (cao & Maddieson, 1992). 
That is, they show the same allophonic patterns with respect to the tone sandhi 
group that Jun (1993/1996) and others document for the korean lax stops in  
aP-initial versus aP-medial position. There are similar effects in syllables with 
tonic stress versus syllables with neutral tone in the Beijing dialect. for example, 
the voicing of the [ts] in the second syllable of fàng zài in the left panel of  
figure 16.3 is a cue to the neutral tone status of the syllable. One possible way 
to characterize the different treatments of the vowel in Japanese and korean as 
compared to the other four languages, then, is to say that the vowels are less 
important than the consonants in defining the syllables and the rhythms of  
anchoring points for tones in these two languages. another way to characterize 
the difference is to say that Japanese and korean emphasize edges at all levels of 
metrical structure, from the consonant-focused definition of the syllable to the 
primarily demarcative use of tonemes and tonal morphemes, whereas Beijing 
Mandarin, like English, emphasizes heads.

This difference has ramifications for the realization of focal prominence. In 
korean and Japanese, focal prominence is realized primarily by an expansion of 
the tonal space to enhance the demarcative rise at the beginning of the first aP 
coupled with a post-focal erasure of aP boundaries (see, e.g., Venditti et al., 1996). 
Other prominence-enhancing mechanisms include the choice of IP-final boundary 
tones such as the H% tone of Tokyo Japanese (see, e.g., Venditti et al., 2008). In 
Beijing Mandarin, English, and Swedish, by contrast, focal prominence instead 
singles out a syllable with tonic stress and then either reduces or deletes the tones 
associated to following stressed syllables (see Jin, 1996; Xu & Wang, 2001, among 
many others, for Mandarin; ch. 6 of Ladd, 2008, for a review of the literature on 
English; and Bruce, 1977, 1982, among many others, for Swedish). chapter 7 of 
Ladd (2008) gives a particularly insightful discussion of this difference between 
edge-focus and head-focus strategies. He also suggests a common underlying 
unity. The syllable with tonic stress in languages such as English and Swedish 
plays a culminative role in marking words and larger morphosyntactic constituents, 
as illustrated by the tone pattern that marks the compound word in (5). The word 
that is the domain of the focal H- in Stockholm Swedish, similarly, plays a  
culminative role in marking intonation phrases and their alignment with the 
domains of focus in the information structure of the sentence. Pierrehumbert 
(1980) posits a similar “phrase accent” for English, as in the transcription in (1). 
Gussenhoven (1984), by contrast, treats the rise-fall-rise over messenger and ball 
as a single H*LH tonal morpheme. By either analysis, however, the word that 
contains the stressed syllable to which the H* tone is associated plays a similarly 
culminative role vis-à-vis the focus domain in English. Ladd (2008, p. 278)  
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suggests that both the culminative function and the demarcative function can  
be viewed as ways of identifying levels of grouping in the metrical hierarchy of 
a language:

If . . . we see prosodic phrasing as the ultimate basis of sentence stress, we may see 
that the correct way to pose questions about universals of the prosody-focus link is 
not “Why is the main accent in this sentence on word X rather than on word y?” 
but rather “Why is this sentence divided up into phrases the way it is?”

a further advantage of thinking of “sentence stress” in this way is that focus and 
other aspects of information structure at the level of the sentence then become 
the local expression of the same types of discourse structure relationships that 
are encoded in such effects as final lowering, as discussed in nakatani (1997) and 
Venditti (2000).

5 Is a Typology Needed?

as noted earlier, Pike (1948) reserved the term “tonal language” for languages 
like cantonese, but later researchers define tone language more broadly. for  
example, Hyman (2006, p. 229) gives a “working definition of tone” which turns 
out instead to be a definition of a language type: “a language with tone is one 
in which an indication of pitch enters into the lexical realisation of at least some 
morphemes.” He rejects a distinction between “pitch accent system” and “tone 
system” (corresponding to Voorhoeve’s distinction between “restricted” and  
“unrestricted” tone systems described above, and Pike’s earlier distinction between 
a true “tonal language” and a language with a “word-pitch system”). He points 
out that languages cited as examples of the “pitch accent” type are a varied lot, 
including languages as different as Tokyo Japanese (where “accent” does not 
imply metrical prominence and the majority of native words are unaccented) and 
Stockholm Swedish (where every word has at least one syllable with tonic stress 
and a compound word has exactly two). Therefore “culminativity” does not seem 
such a useful metric for typological grouping. While he rejects the idea of this 
third type, however, he maintains that a tenable distinction can still be made 
between a “tone language” prototype and a “stress-accent language” prototype. 
His criteria for setting up this distinction require that he treat stress as a  
“suprasegmental” property on par with H tone, rather than as a structural  
property on par with syllabicity. That is, he proposes that the prototype stress-
accent system is one in which “every word has at least one stress accent” and 
“the stress-bearing unit is necessarily the syllable.”

kubozono (2001, p. 264) agrees that the languages that are singled out as  
“pitch-accent” languages are not anything like a homogenous type, but he points 
out that there are as “many subtypes of tone and stress systems as the subtypes 
of pitch-accent systems.” as our examples from three chinese languages and  
as many Germanic languages in the previous three sections should make clear, 
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we concur with this assessment. We suspect that the appearance of prototypes 
comes from looking too closely at just one or two of the functions in which  
tone participates, as well as from being thoroughly immersed in the consensus  
assumptions of specialists in just one or two Sprachbund regions. for example, 
Hyman’s tone language prototype looks to us like a description of features which 
are frequently encountered together in prosodic systems in the Bantu and West 
african Sprachbunds, where tone patterns often function as tonemes, whereas his 
stress-accent language prototype looks to us like a description of features that are 
frequently encountered together in West Germanic languages such as English, 
where tone patterns typically function as tonal morphemes that are associated to 
syllables with tonic stress.

In this context, we are also struck by a comment that Gussenhoven (2004,  
pp. 46–7) makes about Hyman’s definition of tone. He first points to languages 
where no word pairs are distinguished by having different tone patterns, but 
where tone nonetheless enters into the specification of words, either by consistently 
being associated at some position such as the first or last syllable in every word 
(so as to demarcate words in utterances) or by being associated with particular 
phrasal boundaries in a way that makes them morphological markers. He then 
suggests:

. . . a case can be made for lexically specified tone in intonation-only languages. 
clearly, pitch accents and boundary tones constitute an “intonational lexicon” from 
which speakers make semantically and pragmatically appropriate choices for every 
accented syllable and intonational phrase (Liberman 1975). additionally, intonation-
only languages may have tonal specifications in the “segmental” lexicon for particles 
which invariably appear with a particular intonation contour, like dutch sentence-
final [hE], which expresses an appeal for agreement, as in Leuk, hè’? “nice, isn’t it?”

It was this salient remark that prompted us to group the tonemic function and 
the morphemic function together in section 4.1.

although we have singled out Hyman (2006) as representative of the broad-
stroke typologies, we could have cited any of many other papers that assume 
that other prosodic differences naturally fall out from the difference between  
using tone “to make semantic distinctions” and using it “to add functional  
meaning.” for example, Hyman’s definition is virtually identical to that of  
Welmers (1973). The difference that is deemed critical in these broad-stroke  
typologies is a distinction between the tonemic function of lexical contrast and 
everything else – between languages such as cantonese, where many of the tones 
in the melody of a typical utterance are tonemes that combine productively  
with the consonant and vowel phonemes of the language to make a large and 
expandable set of morphemes, and languages such as English, where the tones 
are pragmatic morphemes chosen from a small and relatively closed set. This is 
a useful distinction, because it predicts that there would be sharp differences in 
native speakers’ and linguists’ metalinguistic awareness of the tone count, as 
suggested in section 4.1. However, contra Hyman (2001, 2006) we do not see that 
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it correlates neatly with all of the other distinctions that could be made on the 
basis of the functions outlined in sections 4.2 and 4.3. appreciating the difference 
in ease of counting that falls out from the fact that a L+H that is anchored to a 
stressed syllable in Putonghua is a toneme whereas a L+H* that is anchored to  
a stressed syllable in English is a pragmatic morpheme does not preclude these  
two languages from being far more like each other in many other respects than 
either is to a language such as Japanese. Trying to reduce the multidimensional 
taxonomic space outlined in sections 3 and 4 to a continuum from a “tone language” 
prototype such as Putonghua (or any other variety of chinese) to a “stress-accent 
language” prototype such as English (or any other variety of Germanic) makes 
as much sense as reducing the space to a one-dimensional continuum from a 
prototypical head-focus language (such as Beijing Mandarin or English) to a 
prototypical edge-focus language (such as Japanese). Or (since we are phoneticians 
and not syntacticians) it makes as much sense as reducing the space to a one-
dimensional continuum from a prototypical vowel language (such as Shanghai 
or Swedish) to a prototypical consonant language (such as korean).

In summary, we have managed to keep this introduction to tone and intonation 
within the space of a chapter by concentrating primarily on chinese and Germanic 
(the languages mentioned specifically in the COED definition) along with Japanese 
(a language that is often cited as intermediate in type). We have tried to cover a 
small part of the large literatures on these three languages in a way that hints at 
the enormous variety of systems possible within even this small handful. However, 
we must emphasize that there are thousands of languages in the world, and we 
have in-depth descriptions of the tone and intonation systems of fewer than two 
dozen of them. Until we have a much more thorough taxonomy, along with more 
extensive comparative work within and between languages, any typology is bound 
to be premature.

nOTES

1 at many points in this chapter, we will use the term prosody to refer to aspects of the 
organizational structure of utterances that are critical for understanding tone and intona-
tion, but which have more to do with the rhythm of segments. We refer the reader to 
fletcher (this volume) for a definition of this term and a review of the relevant work.

2 chao’s tone letters locate notes and glissando turning points in the local tonal space in 
terms of five points numbered from 1 for the bottom to 5 for the top of the tone space.

3 The traditional use of the term “accent” both for pragmatic tonal morphemes in English 
and for lexically specified tone patterns in Japanese is the source of frequent confusion 
among scholars of both languages. further confusion is caused by the fact that the 
Japanese word akusento, which ‘accent’ translates, here refers to the entire configuration 
of tones for the level of prosodic grouping that is called the accentual phrase, including 
both the lexically specified pitch fall at the designated syllable and the “post-lexically” 
specified pitch rise at the beginning of the accentual phrase. See Venditti et al. (2008) 
for an explication of the differences between the two phenomena.
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4 While we focus on the tonal aspects of the definition here, each of these levels of  
prosodic grouping is also marked by segmental effects such as differing degrees of 
“initial strengthening” and “phrase-final lengthening” (see fletcher, this volume).

5 following Zee and Maddieson (1980), we transcribe the apical vowel here and in  
the examples with [®] rather than with the non-IPa symbol used in the Sinological 
literature.
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17 The Relation between 
Phonetics and Phonology

John J. ohala

1 Introduction

The question “What is the relation between phonetics and phonology?”, like any 
question with historical and philosophical implications, cannot be answered  
objectively. Whenever an answer to this question is given it is inevitably subjective, 
grounded in the experience, beliefs, and prejudices of the answerer. This is no 
less true of my discussion here than of the views I survey from the past and the 
present. nevertheless, I will try to make explicit the basis of my opinions so that 
those who have other views will be in a better position to evaluate my position 
and, perhaps, be persuaded by it.

To begin we must establish the defining characteristics of phonetics and  
phonology. among the defects that I perceive in many prior attempts to define 
phonetics or phonology is specifying a field in a way which owes too much to 
modern theories and methods and which therefore implies that the field didn’t 
even exist n years ago. To correct this defect it is necessary to take a broad  
historical view and to attempt to establish the recurring themes of the fields and 
aims of their practitioners. I believe that the defining characteristics of a discipline 
are not its methods and not its theories – the answers to questions – but rather 
the questions themselves. The methods used to get answers to questions and the 
candidate answers to the questions show periodic change; the questions themselves 
are remarkably long-lived and stem from the ordinary experience and puzzlings 
people have about spoken language. ancient myths, oral and written, from many 
diverse cultures show, by the candidate answers given, that the following are 
some of the persistent questions people have had about spoken language:

Q1 how did speech originate? Why do humans use speech but not other species? 
What is the relation between human speech and animals’ cries? Is vocal 
communication possible across species?

Q2 Why is there such diversity in the form of speech, i.e., between different linguistic 
communities and between generations of the same linguistic community?
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Q3 What is the physical structure of speech? how is it made? how is it 
perceived?

Q4 how is speech represented in the brain?
Q5 how does one learn to pronounce one’s first language, a second language?
Q6 how can we communicate effectively with speech under adverse conditions, 

over great distances, with high background noise? how can we effectively 
“freeze” ephemeral speech so that we can store spoken messages for later 
recall?

Q7 how can we ameliorate speech communication deficits (e.g., cleft palate, 
stuttering, lisping, deafness)?

Q8 how does meaning come to be associated with the sounds of language?

although I would maintain that these are among the perennial questions about 
spoken language, it may happen that at any given time in history or in specific 
communities one or more may be the focus of inquiry with others neglected. For 
example, in the eighteenth century there was more focus on Q1 and Q2; in the 
twentieth century, greater effort was spent on Q4. only some of these questions 
have received widely accepted answers: Q2 was partially answered by the develop-
ment of the comparative method in the nineteenth century; the accumulation  
of efforts devoted to Q3 over three centuries and more have given us an under-
standing of the physical structure of speech sufficient to make machines which 
speak and understand speech. Similarly, the invention of writing, the telephone, 
the hearing aid, surgical repair of cleft palate, etc. have provided some answers 
to Q6 and Q7. Q1 has yet to be satisfactorily answered and, indeed, the curiosity 
we have about all these aspects of speech will never be completely satisfied.  
It is the never-ending search for answers to these questions that unites everyone 
in the field, from von Kempelen to von humboldt, from Grimm to Greenberg, 
from helmholtz to halle. Methods and theories come and go; the questions  
remain.

2 Some History

With this base it is now appropriate to survey opinions on the relation of phonetics 
and phonology. Sommerstein (1977, p. 1) states:

Phonology is a branch of linguistics; phonetics is often considered not to be. Phonetics 
deals with the capabilities of the human articulatory and auditory systems with 
respect to the sounds and prosodic features available for use in language, and with 
the acoustic characteristics of these sounds and features themselves . . .
 Phonology, in a sense, begins where phonetics leaves off. It is concerned with the 
ways in which the sounds and prosodic features defined by phonetics are actually 
used in natural languages . . .
 . . . there have been two main views on [the object of phonological inquiry] . . . “What 
phonic features (a) serve in the language under investigation, or (b) are capable  
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of serving in natural language, to distinguish one utterance from another?” [this  
is classical phonology] . . . [The other asks] “What are the principles determining the 
pronunciation of the words, phrases and sentences of a language; and to what extent 
are these principles derivable from more general principles determining the organ-
ization . . . of all human languages?” [= generative phonology].

From these and similar quotes from other texts one could characterize phonetics 
as concerned with discovering and describing the vocal sounds utilizable by 
humans, and studying articulation, acoustics, and perception; in other words  
approximately the domain of inquiry of Q3 above. Phonology is said to be con-
cerned with how the sounds used in language pattern or function, how they are 
represented and used in the mental grammar of speakers; approximately Q1 and 
Q4 and perhaps 5. Phonetics deals with concrete, physical manifestations of speech 
sounds; phonology with abstract, psychological manifestations – indeed, more 
generally, with the nature of human language and the genetic endowment which 
makes it possible. Phonetics is characterized as using the methods of the natural 
sciences; phonology as using the methods of the social sciences or perhaps of the 
humanities. (See also Kenstowicz & Kisseberth, 1979, p. 1; hawkins, 1984, p. 7; 
lass, 1984, p. 1; Clark & Yallop, 1990, pp. 1–2.)

Curiously, in few of the texts I surveyed (admittedly not a thorough search) is 
there any mention of sound change, i.e., Q2, when the definition of phonology 
and its differentiation with phonetics is specified. Perhaps phonological change 
is assumed to be covered by the psychological focus if one assumes that “sound 
change is grammar change” (Kiparsky, 1968). In any event, it is widely recognized 
that there is an intimate relation – some would say an identity – between the 
sound patterns which figure in synchronic, supposedly mental, grammars and 
the sound changes that occur in successive generations (halle, 1962; Kiparsky, 1968; 
King, 1969). It is safe to assume that an understanding of diachronic variation is 
essential to an understanding of the many sound patterns which occupy main-
stream phonologists today: vowel harmony, spirantization, epenthesis, deletion, 
diphthongization, etc.

I would now like to contrast the contemporary view of the relation between 
phonetics and phonology with earlier attitudes on the matter, i.e., up to three 
centuries ago. Given that both “phonetics” and “phonology” did not necessarily 
exist as separately recognized disciplines in earlier centuries, I will instead look 
at the relation between the domains of study that are classified today as phonetic 
or phonological.

2.1 Amman to Rousselot
Johann Conrad Amman (1669–1724), like his contemporaries John Wallis and  
William holder, delved into the study of the physical nature of speech because 
of his interest in teaching the deaf to speak (amman, 1694). But in pursuing this 
he made many original observations and analyses that would today be considered 
“phonological”: he proposed an elementary, binary, hierarchical system of phonetic 
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features that still merits attention. In his system manner features dominated place 
features (see Miller & nicely, 1955, who found that manner distinctions are  
more resistant to confusion than place distinctions). he considered his system as 
a “natural” hierarchy, i.e., in accord with nature, among other reasons, because 
substitutions of sounds in, for example, pathological speech, involve similar sounds 
at the lowest level of the hierarchy, not the highest; thus an alveolar “semi-vowel” 
like l is substituted for another, r, or one nasal for another whereas vowels and 
consonants which are differentiated at the highest level, are rarely if ever substituted 
one for the other. amman (like Wallis before him) also made some elementary 
phonological observations, e.g., “If any word terminates in n and the following 
word begins with b or p . . . then in pronouncing the n we unconsciously change 
it, for the sake of euphony, into m . . .”

Charles de Brosses (1709–77) wanted to do for language what Descartes  
and newton had done for the physical universe: derive it from first principles. 
The principal thesis of his work Traité de la formation méchanique des langues,  
et de principes physiques de l’étymologie (1765) was that the phonetic properties of 
words originally shared certain features of the things they designated (thus, he 
pointed out, words for lip often contain labial sounds, words for nose often contain 
nasal sounds, etc.). (See also Court de Gebelin, 1776.) Thus he was concerned 
with Q1 and Q8, above. In pursuing this argument he found it useful to do a 
completely original anatomical–physiological analysis of speech sounds. I say 
“original” because it was so far below what was known at his time that it is 
evident he must have done it without consulting contemporary sources. But it  
is not the sophistication of his analysis or the lack of it but rather the integra-
tion of what we now consider phonetics with phonology that is noteworthy.  
he invented two phonetic notations which enabled him to show the phonetic 
similarity of cognate words in diverse languages in spite of their having quite 
different spelling.

Erasmus Darwin (1731–1802), grandfather of Charles Darwin, in his work The 
Temple of Nature (1803) attempted to explain the origin of human society as well 
as language and speech. This work includes brief reports of his efforts at speech 
synthesis and what may be the first recorded instance of an instrumental phonetic 
study on a live, intact, speaker: To determine the place of articulation of vowels, 
he writes, “I rolled up some tin foil into cylinders about the size of my finger; 
and speaking the vowels separately through them [that is, inserting the cylinders 
into his mouth], found by the impressions made on them [i.e., where they were 
dented], in what part of the mouth each of the vowels was formed . . .” (p. 119). 
he also proposes 13 unary features for differentiating all human sounds (including 
the Welsh [¬]): three basic places of articulation, oral resonance,1 nasal resonance, 
voiceless frication, voiced frication, etc.

Robert Willis (1800–75), a Cambridge professor of mechanics (“engineering,” to 
use the modern equivalent), in his 1830 work “on the vowel sounds,” specified 
quantitatively a single characteristic vocal tract resonance for each vowel and 
claimed that their principal articulatory determinant was vocal tract length. he 
remarked that with some refinement of his study he should be able to provide 



 The Relation between Phonetics and Phonology 657

“philologists with a correct measure for the shades of differences in the pro-
nunciation of the vowels by different nations.” In other words, he envisioned a 
universal, quantitative, acoustically based specification of vowel quality (a goal 
that unfortunately still eludes us). his “single resonance” theory of vowels, though 
superseded by Grassmann’s (1854) and helmholtz’ (1863) subsequent work (the 
basis for the modern acoustic theory of vowels), bears a resemblance to modern 
auditorily based theories of vowel quality, e.g., Fant and Risberg’s F2-prime  
(Fant & Risberg, 1963; and hermansky’s PlP (perceptual linear predictive)  
transform, 1990).

T. Hewitt Key (1799–1875), at first professor of latin and later professor of 
comparative philology at london University (now University College) and at one 
time professor at the newly formed University of Virginia, attempted to apply 
Willis’ theories to problems of sound change. In his paper “on vowel-assimilation, 
especially in relation to Professor Willis’ experiment on vowel-sounds” (1855),  
he proposed explanations for vowel harmony and umlaut by invoking Willis’ 
notion that vocal tract length is the main articulatory determinant of their quality.  
although his explanations would not be judged worthy by modern standards, 
his account is an admirable attempt to integrate what he knew about acoustic 
phonetics and the traditional problems of historical phonology. his article also 
contains some memorable and still pertinent admonitions:

[Some scholars of language] have allowed themselves . . . to be led astray by paying 
more attention to the symbols of sound than to sounds themselves . . . Scholars  
seldom unite the love of classical and scientific pursuits; and a paper [i.e., Willis’] 
of the highest value for philology might well fail to meet with all the attention it 
deserves from the students of language . . .

Rudolf von Raumer (1815–76) in his paper “Die sprachgeschichtliche Umwandlung 
und die naturgeschichtliche Bestimmung der laute” (1856 published in von 
Raumer 1863 and trans. W. P. lehmann, 1967) strongly advocated the integration 
of the latest phonetic research with historical phonological studies. he wrote:

Through the discoveries of historical linguistic investigation, the significance of  
phonetics has been placed in a new light. The more the importance of phonetics 
becomes recognized, the more apparent becomes the need to understand as clearly 
and precisely as possible its subject matter, namely the sounds themselves.

he attempted to give a more physiologically realistic interpretation to the first 
and second Germanic sound shifts in the light of philological and phonetic prin-
ciples (based largely on Brücke, 1856).

Karl Verner (1846–96), one of the giants of nineteenth-century linguistics whose 
paper “Eine ausnahme der ersten lautverschiebung” (1875) was a prime inspira-
tion for the neo-grammarian revolution, in his later years plunged into phonetic 
studies of accent in order to understand better how it could influence sound 
change. he was one of the first in Denmark to obtain an Edison phonograph.  
he then constructed an elaborate and quite sophisticated optical instrument  
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which permitted him to enlarge the tiny grooves it traced on the metal foil when 
recording speech such that he could measure their waveforms and analyze  
them mathematically. Unfortunately all this effort did not produce significant 
results and was never published, except posthumously in his Collected letters 
(Verner, 1913; see also Jespersen, 1933, and Fischer-Jørgensen, 1979).

Abbé Pierre-Jean Rousselot (1846–1924), often called the father of experimental 
phonetics, introduced into phonetics the physiological methods of E. J. Marey, 
physician, pioneer in the study of locomotion, and the one who perfected the 
kymograph (with his invention, “Marey’s capsule”). Rousselot attempted to do 
for phonetics what helmholtz had done for hearing and vision: reduce their  
function to known physiological principles. Indicative of his view of the broad 
integrative character of the phonetic sciences are two of his major works: first, 
his dissertation (1891) which was an attempt to give an instrumental phonetic 
account of the sound changes which shaped the dialect spoken in his home town;2 
and, second, the application of phonetics to the communication problems of the 
deaf (1903).

Many other examples of a similar sort could be given (see also Rapp, 1836; 
Bindseil, 1838; Jacobi, 1843; Weymouth, 1856; Techmer, 1880; Ellis, 1877; Sievers, 1881; 
Passy, 1890; Grandgent, 1896; Sweet, 1877; Panconcelli-Calzia, 1904; Grammont, 
1933). These all testify to the fact that there was no bar to the integration of what 
we would now label phonetics and phonology – a quite different attitude to what 
exists in the latter part of the twentieth century.

2.2 Strains between phonetics and phonology
To be sure, there were some signs of tension between phonetics and phonology 
and Key’s remarks quoted above reflect that. In addition there are the following 
remarks of Roudet (1910; a student of Rousselot’s) and Spargo (1931; the translator 
of holger Pedersen’s history of nineteenth-century linguistics, 1924), which by 
their intensity suggest that there were already some bitter feelings between the 
two fields.

. . . la phonétique fournit a l’étude théorique des langues anciennes et modernes une 
base indispensable, faute de laquelle une foule de faits linguistiques demeurent 
inintelligibles, faute de laquelle toute une part de la grammaire historique se réduit 
à un pur psittacisme, à une collection de formules verbales à peu près dénuées de 
signification réele. (Roudet, 1910, p. v)
 . . . one important feature of [Pedersen’s work] . . . is the striking rôle assigned to 
the study of phonetics in increasing our knowledge of linguistics. It is shown clearly 
that every important advance during the last century and a quarter was made by a 
scholar who attacked his problem from the phonetic side. Surely this fact has its 
importance for the future of linguistic study, and suggests that the indifference to 
phonetics in many of the graduate schools in the United States is an evil presage for 
future progress. (Spargo, 1931; in the preface, dated 1930, to his translation of holger 
Pedersen’s Sprogvidenskaben i det nittende aarhundrede, 1924)
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But it would seem that the strained relations arose out of a difference in tem-
perament or background: the bulk of those doing historical phonology had little 
or no training in or taste for phonetic work.3 Rousselot, in the introduction to his 
Principes (1897–1908) offers a somewhat kinder view (p. 1):

. . . les procédes des sciences expérimentales sont assez étrangers aux linguistes. Une 
sorte de terreur superstitieuse s’emparé eux dès qu’il s’agit de toucher au mécanisme 
le plus simple. II fallait donc leur montrer que la difficulté est moindre qu’ils ne se 
la figurent et leur faire entrevoir le champ immense que l’experimentation ouvre 
devant eux.

The picture that emerges from these brief vignettes from the history of phonetics 
and phonology up to the early decades of the twentieth century is that there was 
no hardening of the division between phonology and phonetics (or speech tech-
nology and speech pathology). Those who studied speech pursued their research 
in whatever way was comfortable for them, depending on their training: medical, 
mathematical, physical, or philological, but with many unhesitating excursions 
into new methodological territory.

2.3 The split between phonetics and phonology
What precipitated the apparent split between phonetics and phonology later on 
in the twentieth century? It is generally recognized that the division occurred due 
to the rise of structuralism, taught initially by Ferdinand de Saussure (1857–1913) 
and Jan Baudouin de Courtenay (1845–1929) but fully developed in phonology by 
the Prague School. In his 1939 work Grundzüge der Phonologie (trans. 1969 by C. 
Baltaxe), n. S. Trubetzkoy (1890–1938), a leader of the Prague School, distinguished

. . . the study of sound pertaining to the act of speech [phonetics] which is concerned 
with concrete physical phenomena, [and] would have to use the methods of the 
natural sciences, while the study of sound pertaining to the system of language 
[phonology] would use only the methods of linguistics, or the humanities, or the 
social sciences. (p. 4)

In this way phonetics was placed outside of linguistics proper and phonology 
was conceived of as an autonomous discipline. The emphasis on system or the 
relationship between speech sounds and their function, rather than on the sub-
stance of those sounds, represented a new concern and one which seemed at  
the same time to open up new frontiers for phonological study and to liberate 
the study of speech sounds from physical phonetics and all the burdens of the 
methodology of the natural sciences.

Without a doubt phonology has a rich inheritance from Trubetzkoy and the 
school which he helped to develop. In fact, some of Trubetzkoy’s phonological 
generalizations were based on intuitive phonetic grounds (though he felt he had 
to apologize and explain at some length how this didn’t imply that he thought 
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precise phonetic correlates of sound contrasts mattered). But Trubetzkoy’s concep-
tion of phonetics was something of a stereotype:

la phonétique actuelle se propose d’étudier les facteurs materiels des sons de la 
parole humaine: soit les vibrations de l’air qui leur correspondent, soit les positions 
et les mouvements des organes qui les produisent . . . le phonéticien est necessaire-
ment atomiste ou individualiste . . . Chaque son de la parole humaine ne peut être 
étudié qu’isolement, hors de tout rapport avec les autres sons de la même langue. 
(1933, pp. 232–3)

a similar stereotype applied to astronomy would characterize its proper activity as 
merely looking at and cataloguing stars. no mention would be made of cosmology, 
astrophysical theory, etc., i.e., attempts to generalize about the birth, development, 
and death of stars, the formation of galaxies, the origin of the universe. This is 
the fallacy of equating the immediate, visible object of study with the ultimate 
object of study. Though the immediate object of study in phonetics (and in the 
psychological study of speech) may be the sounds of speech observed at vari-
ous stages in the speech chain, the ultimate objects of study are the underlying 
causes of speech sound behavior, where “behavior” includes the same broad  
domain that Johann amman studied three centuries ago, how laterals are pro-
duced, the assimilation of nasals to the place of articulation of following stops, 
the patterns of substitution of one speech sound for another, the organization of 
speech sounds.

a few qualifications must be added to the above historical interpretation of the 
origin of the split between phonetics and phonology. First, Trubetzkoy was not 
alone in his attitude. as the earlier quote from Spargo reveals, north american 
linguists had formed much the same opinion independently. Sapir’s emphasis on 
the psychological aspect of speech sounds (Sapir, 1925) also led to a depreciation 
of phonetics within linguistics:

Mechanical and other detached methods of studying the phonetic elements of speech 
are, of course, of considerable value, but they have sometimes the undesirable effect 
of obscuring the essential facts of speech-sound psychology.

Second, there was also some opposition to Trubetzkoy’s divorce of phonetics from 
phonology. Gyula laziczius (1948 [1966]), a member of the Prague School, insisted 
on the essentially linguistic concerns of phonetics. Eberhard Zwirner (Zwirner & 
Zwirner, 1936) emphasized that a proper experimental phonetic study of speech 
sounds must take into account the sounds’ linguistic function. In fact, although 
Zwirner’s views were not very influential in the development of the field, modern 
linguistic phonetics independently developed the same operating principles (see 
also Fischer-Jørgensen, 1985). Furthermore, the British school of linguistics did 
not separate phonology and phonetics and, indeed, were much later than many 
other schools in adopting two separate names for the joint activity.

Third, it must be acknowledged that some of the new interests of phonology 
were more in the psychological domain (this was especially true of Baudouin de 
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Courtenay’s and Sapir’s conception of phonology) and were not the typical focus 
of phonetic studies at that time. however, this situation has changed considerably 
today where there is substantial overlap between phonological, phonetic, and 
psychological studies of speech (e.g., Fowler, 1981; Cutler & norris, 1988; lahiri 
& Marslen-Wilson, 1991; ohala & ohala, 1995). Even so, although expressing an 
interest in the psychological aspect of speech, phonologists since Trubetzkoy’s 
and Sapir’s time have shown little initiative in adopting or developing rigorous 
psychological methods of studying sound patterns in language. The consequences 
of this neglect could be profound: many of the sound patterns in language claimed 
to be part of the native speaker’s psychological endowment may simply be the 
residue of past sound changes which themselves came about primarily due to 
phonetic factors (ohala, 1992a). other aspects of speakers’ awareness of sound 
patterns in their language may stem from their knowledge of their language’s 
orthography (Jaeger, 1984; Read et al., 1986; Wang & Derwing, 1986; Derwing, 
1992; Morais & Kolinsky, 1994) which, being a cultural artefact, can hardly count 
as knowledge required of a competent native speaker.

It could also be claimed that there is a sense in which all phonological work 
does in fact incorporate some phonetics insofar as it uses terms such as “obstruent,” 
“voice,” etc. however, I would like to differentiate between two forms of phonetics 
(see also ohala, 1990a): one I call “taxonomic” phonetics and the other “scientific” 
phonetics. Taxonomic phonetics has provided us with traditional phonetic terms 
and symbols used to describe and classify speech sounds and has remained largely 
unchanged since the formation of the International Phonetic association a century 
ago. Scientific phonetics, on the other hand, continues to change. It constantly 
expands its horizons; it develops new data, concepts, and methods; it rejects or 
revises earlier beliefs shown to be deficient, and, to the extent that the surviving 
beliefs or theories have congruence with the universe, it has practical payoff, e.g., 
in language teaching, speech pathology, and speech technology. of course, it also has 
payoff in phonology: e.g., how would we be able to make sense of the inherent 
tendency of obstruents to become or remain voiceless if husson’s (1950) neuro-
chronaxic theory of vocal cord vibration had not been effectively refuted? While 
autonomous phonology embraces taxonomic phonetics, for the most part it excludes 
scientific phonetics. a good bit of what is called and taught as “phonetics” in 
many universities – if it is taught at all – is exclusively taxonomic phonetics. 
Scientific phonetics is the intellectually most exciting form of the field – and one 
of the most successful and rigorous within linguistics (if one allows, of course, 
that it is part of linguistics). It addresses issues of fundamental importance for 
phonology. (See below.)

and it was not just the domain of inquiry that phonology left behind after its 
divorce from phonetics; it also abandoned phonetics’ manner of bringing evidence 
to bear on theoretical claims. over the decades the phonetic sciences had estab-
lished a respectable degree of accountability in the way that generalizations and 
theories are proposed and defended. The degree of accountability in the field has 
been improved and tightened. as a result there is a relatively continuous and 
cumulative tradition on which to develop and refine both methods and theories. 
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To give just one example, and one which has far-reaching implications for phon-
ology and for the behavioral sciences in general: careful phonetic studies spanning 
a century have demonstrated, the tremendous amount of variation – essentially 
infinite in character – that exists in the speech signal (ohala, 1989). This synchronic 
variation parallels to a great extent documented diachronic variation which, in 
turn, gives rise to sound patterns studied by modern phonology: morphophonemic 
variations, phonotactic patterns, universal and language-particular patterns in 
languages’ segment inventories, and allophonic variation. In addition, some  
patterns of variation parallel the phonological variation in language acquisition 
(first and second), as well as listeners’ misperceptions over the telephone. Under-
standing variation in one of these domains has the potential to explain it in the 
other domains.

3 Philosophy

anderson (1981) presents a useful scheme for discussing the relation of phonology 
with other disciplinary domains, e.g., phonetics, psychology, ethology, social and 
cultural factors, etc. Given Figure 17.1, where the thick-line circle represents the 
domain of “language” (where, presumably, Phonology belongs) and the thinner-
line circles intersecting it represent other disciplinary domains to which one may 
refer to explain specific aspects of language, the question may be stated: Is there 
any area within language which remains outside the intersection of these circles? 
are there any phenomena that are uniquely linguistic and which “cannot be 
explained as special cases of other systems”? anderson endorses the Chomskyan 
position that language is a uniquely human

mental organ . . . which is not reducible to features of other kinds (at least, within 
the limits of present knowledge in such areas as neurology, brain chemistry, the 
genetic control of development, etc.). It is exactly this area . . . that ought to occupy 
the central concern of linguists if they wish to arrive at an adequate conception of 
the essential and special nature of human language.

There is, of course, no question that there will always be some things about  
language (or any other domain) that we will at the time be unable to explain by 
reference to physics, psychology, etc. These things should not be ignored but 
should be described. But to enshrine the things we are ignorant about as the 
central concern of linguistics is to misplace one’s priorities. If one believes that 
there are irreducible phenomena in language then there will be no motivation  
to seek explanations for them. Indeed, left on its own, autonomous phonology 
endlessly recycles much the same data, trying out different labels and descriptive 
devices on it (markedness, abstract underlying forms, ordered rules, alpha-variables, 
atomic rules, upside-down rules, charm, optimality, a staggering variety of  
conditions and principles), all of which are attributed quite facilely to the  
new theoretical deus ex machina, “universal grammar.” But it does this without  
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achieving any greater insight into the mechanisms of speech. If one is committed 
to seek explanations for phenomena, not simply to relabel them, then there is a 
chance that the area of ignorance becomes smaller with time and as a spinoff will 
have practical benefits in speech technology, language teaching, and in commun-
ication disorders. Such a reductionist research strategy should not be misinter-
preted, as it often is, as a requirement that every phenomenon in language must 
be immediately reducible to principles from other disciplinary domains. This is  
unreasonable; one might as well proclaim “let ignorance be abolished!” Rather, 
this is a strategy of what may be called “opportunistic reductionism”: when an 
opportunity presents itself to explain something linguistic, that opportunity should 
be pursued and evaluated. (See also the exchanges between lass, 1980, and ohala, 
1987; Pierrehumbert, 1990, and ohala, 1990b; Pierrehumbert, 1991, and ohala & 
ohala, 1991.)

There is another sense in which anderson’s Venn diagram confuses the central 
issue of the relation between phonology and phonetics (and psychology, ethology, 
socio-cultural factors, etc.). When a given phenomenon is explained (reduced),  
it does not imply that one discipline “owns” those facts and therefore shrinks the 
“turf” of another discipline – in the case of linguistics, what anderson refers to 
as the domain of “language per se.” When anthropologists cite linguistic evidence 
of name taboos from linguistics as support for posited societal structure, who 
owns the notion that there are hierarchical relations between individuals in a 
community? When neurologists discover localization of specific linguistic functions 
in the brain such as pronominalization, who owns the notion of modularity of 
these linguistic functions? If universals of sentence prosody (as well as size sound 

“Language”

Etc.

Ethology

Psychology

Phonetics Socio-Cultural Factors

Figure 17.1 Venn diagram illustrating the overlapping domains of linguistics and 
other disciplines. (after anderson, 1981)
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symbolism, facial expressions involving the mouth, and sexual dimorphism of the 
human vocal anatomy) are argued to be governed by the same ethological principles 
that determine the shape of other species’s agonistic vocalizations (ohala, 1984, 
1994), which discipline owns the explanans? When Bantu specialists trace the 
introduction of the word for “iron” in the various Bantu languages and paleonto-
logists date the spread of iron smelting throughout sub-Saharan africa, who owns 
the resulting picture of pre-historic Bantu migrations and the resulting spread of 
technology? neither linguistics nor other disciplines “lose ground” by such a cross-
disciplinary union of data, methods, and theories. If anything, such a marriage 
increases the scope of all disciplines in the partnership. It is this idea, I think, that 
underlies the old, hopefully not out-dated, notion of the unity of science. (See below.)

anderson qualified his view on the autonomy of linguistics by acknowledging 
that it applied “within the limits of present knowledge.” But he does not make 
clear how the present limitations of knowledge are to be overcome. Shall linguists 
wait for those in other disciplines to provide answers to their questions or shall 
linguists themselves take the initiative?

4 The Integration of Phonetics and Phonology

as argued by laziczius and Zwirner, virtually all phonetic studies embrace and 
are guided by the phonological notion that speech sounds are part of a system 
and that the primary function of their physical make-up is to contrast with each 
other – both paradigmatically and syntagmatically. Thus many phonetic studies 
attempt to tease out the cues differentiating phonologically-specified contrasts 
using a corpus of minimal pairs or n-tuples. (See, e.g., lisker & abramson, 1964, 
1970; ladefoged, 1963; lehiste, 1967.) The common practice within phonetics  
of making a given measurement (e.g., vowel duration, formant frequency) on 
multiple tokens and reporting the means of these measurements is evidence that 
phonetics seeks some sort of pronunciation norm which is more abstract than any 
given speech token.

But the integration of phonetics and phonology is evident in other ways as 
well. I will briefly mention some of the traditional questions of phonology that 
can benefit from phonetic studies.

4.1 How is the pronunciation of words and other  
posited units of language represented and  
processed in the head of the speaker?

The first, most candid, answer to this question is: we don’t know. Even such a 
fundamental issue as whether phoneme-sized segments are employed – or employed 
at all stages of encoding and decoding – has not been settled satisfactorily. There 
is an abundance of candidate answers given to the question of how speech is 
represented mentally, but until they have been properly evaluated they are just 
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speculations. Within phonology the basic criterion applied in evaluating claims 
about mental representation of language is simplicity and such related notions  
as naturalness and elegance. But these are quite subjective and we learn from the 
history of science that the workings of the universe do not always coincide with 
pre-conceived human preferences.4

Insofar as phonetic studies – or psychological studies (there is not always a 
clear distinction) – can shed light on the structure and processing of speech sounds 
in the mind of the speaker at some stages before the activation of muscle contrac-
tions and in the mind of the listener at some stages after the acoustic signal is 
transduced into an auditory signal, they may help us to discover other aspects 
of speech representation in the brain. Representative studies in this area (from 
among hundreds) include Stetson (1928), Kozhevnikov and Chistovich (1965), 
lisker et al. (1962), lieberman (1967), ohala (1981, 1992b), Cutler et al. (1986), 
Maddieson (1989), Krakow (1993), Tuller and Kelso (1994).

4.2 How can we explain the occurrence of common  
cross-language sound patterns?

at least since the work of Passy (1890) and Rousselot (1891), parallels have been 
noted between synchronic, non-distinctive, variation in pronunciation, which  
can be discovered in fine-grained instrumental study of speech, and diachronic 
variation discovered via reconstruction or by the direct evidence in ancient texts. 
Moreover, the synchronic variation in many cases is understandable by reference 
to known physical phonetic principles. From this one may conclude that (1) many 
sound changes arise first as non-distinctive synchronic variation and (2) that it  
is physical principles that determine the direction of this variability, including 
articulation (the topological geometry of the vocal organs as well as their inertia 
and elasticity), aerodynamics, how given vocal tract configurations give rise  
to sound, and auditory principles. a cognitive element, e.g., how listeners may 
err in “parsing” the events in the speech signal, is also important (ohala, 1992a, 
1993a). although speaker-specific and culture-specific psychological or cultural 
factors play some role in sound change (certainly in the actual triggering of sound 
changes), phonetic factors are the most important factors and those most amen-
able to experimental study in determining cross-language universals or tendencies 
for sound patterning, i.e., patterns in phoneme inventories, in phonotactics, as 
well as in morphophonemic or allophonic variation.

Though the physical constraints shaping speech sound behavior are universal, 
their influence on languages is probabilistic, not absolute, because there are often 
ways that they can be overcome. Similarly, gravity is universal but individuals 
are capable of walking upright; occasionally, however, they lose their balance and 
stumble and then gravity asserts itself and they fall.

I will briefly present two examples of phonetically explained sound patterns 
(see also ohala, 1983, 1985, 1989, 1990d, 1992a, 1993b, 1994, 1995, 1997a, 1997b, 
1997c; ohala & Busà, 1995; ohala & lorentz, 1977; Kawasaki, 1986, 1992; ohala 
& ohala, 1991; Wright, 1986).
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4.2.1 The “bias” against voiced obstruents as is well known, there is a distinct 
“bias” against voiced obstruents in languages. Some languages, like Mandarin 
and Korean, have only voiceless stops and others, like English, which have both 
voiced and voiceless, show a lesser frequency of occurrence of voiced stops in 
running speech. Voicing in fricatives is even more infrequent than in stops. This 
pattern arises for the following reasons. Simplifying somewhat, vocal cord vibra-
tion has two requirements: first, the vocal cords must be lightly adducted, i.e., 
neither pressed against one another nor too far from the midline; and, second, 
there must be sufficient air flowing between the vocal cords. assuming the first 
requirement is met, one of the principal factors influencing the second is the state 
of the supraglottal cavity. obstruents, by definition, block the flow of air out of 
the vocal tract. During an obstruent the air accumulates in the air space between 
the point of constriction and the glottis; air pressure thus increases. Eventually the 
air pressure above the glottis will rise to approach that below the glottis. When 
the pressure differential across the glottis falls below a certain value (estimated 
at 1 to 2 cm h2o), the air flow will drop below the level necessary to maintain 
voicing. Vocal cord vibration will then stop. (See ohala, 1983, 1990c, 1994.)

This is the principal reason for the bias against voiced obstruents. But there are 
many extensions and further elaborations of this principle.

The longer a stop closure is held, the more likely this constraint is to manifest 
itself. Thus voiced geminate stops often become devoiced, see Table 17.1. This 
aerodynamic constraint can be overcome (within limits) by enlarging the oral 
cavity during the obstruent closure in order to make more room for the accumu-
lating air. Some enlargement happens passively due to the natural “give” or 
compliance of the vocal tract walls to impinging air pressure, but even more 
enlargement can be done actively by lowering the tongue and jaw, letting the 
cheeks bulge out, raising the velum, lowering the larynx, etc. This factor must be 
responsible for the fact that the voiced implosives in Sindhi developed from 
geminate voiced stops, see Table 17.2. To maintain voicing during the long (gem-
inate) stop closure the oral cavity volume was increased, including by lowering 
the larynx, and a sound change occurred when listeners took the cues for this 
active cavity enlargement as purposeful.

however, the option of maintaining voicing by enlarging the oral cavity is less 
effective the further back the supraglottal closure is made because there is less 

Table 17.1 Geminate devoicing (Klingenheben, 1927)

Original (“ursprüng”) Libanon-Neusyrischen

naggib nakkib trocken
medaggel mdukkel Lügner
šaddar šattar schickte
zabben zappen verkaufte
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surface area to yield to the impinging pressure and because there are few options 
for cavity enlargement. Thus voiced uvular and velar stops, [g], [g], therefore, are 
vulnerable; they may lose their voicing, their stop character, or both. This no 
doubt underlies the frequent absence of these sounds in languages which other-
wise have one or more voiceless uvular or velar stops (see Table 17.3).

Southern (nobiin) nubian exhibits a morphophonemic pattern where both the 
influence of geminates and the influence of place of articulation are manifested. 
See Table 17.4. here an inflectional process meaning ‘and’ adds the suffix [On] to 
a noun stem and geminates the final consonant. But if this final consonant is 
voiced, the geminate that results is voiceless, unless it is articulated at the furthest 
forward place: labial.

Statistics show that the bias against voicing in obstruents is even stronger in 
fricatives than in stops (ohala, 1983). although this may at first glance seem  

Table 17.2 Development of implosives in Sindhi (Varyani, 1974)

Prakrit Sindhi

*pabba paguni lotus plant fruit
gaddaha gapahu donkey
-(g)ga`Êhi ©anÎhi knot
bhagga bha:©u fate

Table 17.3 Stop inventories showing absence of voiced velars

Thai p t k
ph th kh

b d

Chontal p t k
b d
p2 t2 k2

Table 17.4 Morphophonemic variation in nobiin nubian (Bell, 1971;  
ohala & Riordan, 1979)

Noun stem Stem + ‘and’

fab fob:On father

sEgEd sEgEt:Oon scorpion

kaÙ kaÚ:On donkey

mUg mUk:On dog
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puzzling because the fricatives, unlike stops, do involve some venting of the air 
accumulating behind the point of constriction, other factors are involved. optimal 
voicing, as mentioned above, requires maximizing the ∆Ptransglottal = Psubglottal – Poral. 
optimal frication, on the other hand, requires maximizing ∆Ptransoral = Poral – Patmosphere. 
Psubglottal and Patmosphere offer little or no opportunities for systematic, rapid, control. 
Therefore Poral is the only parameter that can be controlled in order to optimize 
voicing and frication during voiced fricatives. But the one constraint would require 
keeping Poral as low as possible and the other keeping it as high as possible.  
obviously, it is not possible to do both simultaneously. Thus to the extent that 
voiced fricatives have good frication, they are liable to be devoiced (and this is 
true of the sibilant fricatives [z, Z]) and to the extent that they maintain their 
voicing, they are liable to have little or no frication (and this is true of the “weak” 
fricatives such as [β, v, D, ƒ]; see Pickett, 1980, p. 155).

4.2.2 When nasal, labial velars behave like velars The labial velar consonants 
[w, Z, 0, 4, 2] have two simultaneous constrictions, one labial and one velar. 
nevertheless, when these sounds become nasal or have a nasal assimilating in 
place to them, insofar as the resulting nasal is other than labial velar, they pattern 
like velars, rarely or never as labials (see Table 17.5). In fact, this pattern appears 
even in languages where in other cases the labial velars pattern like labials, e.g., 

Table 17.5 labial velars pattern as velars in assimilating nasals (ohala & 
lorentz, 1977)

Tswana passive verb formation (Cole, 1955)

Verb root + passive suffix Passive verb stem

-bala + wa -balwa to read
BUT:
-roma + wa -roèwa to send
-akana + wa -akaè:wa to think

Kpelle definite formation (Welmers, 1962)

Indefinite Definite

gcO 2mcOi wax
lúu 2núui fog, mist
ƒîla 2èilaï dog
wée 2èwéei white clay
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when interacting with or becoming obstruents, (see Table 17.6). This pattern  
occurs due to the factors determining the acoustic differences between nasals.  
All nasal consonants have resonances from the pharyngeal-nasal air spaces; what 
differentiates one nasal from another is the length of the side cavity, the oral  
cavity, branching off of the pharyngeal-nasal passage. For this purpose it is  
the length of the oral cavity measured from the pharynx forward that matters (see 
Figure 17.2). In the case of a labial velar nasal, the effective length of this side 
cavity is that measured from the pharynx to the first, the velar, constriction. Thus 
labial velar nasals will tend to sound like simple velar nasals and listeners may 
interpret them thus.

As for why, when the labial velar approximant [w] becomes voiceless, it often 
becomes a labial or labio-dental, two principles can be cited. First, an approxi-
mant can become an obstruent, i.e., give rise to turbulent noise, not due to any 
change in the supraglottal configuration but because air moves through the con-
striction with greater volume and thus with greater velocity. But in principle for 
[w] (or [Z]) there should be two more or less equal noise sources at the labial 
and the velar constrictions. But frication noise is inherently a high frequency 
sound and the downstream air space in the labial velar [w] constitutes a low-pass 
filter to the noise produced at the innermost, the velar, constriction. The frication 
noise at the velar place will be attenuated. Thus the noise generated at the out-
ermost, the labial, constriction will dominate.

Table 17.6 Labial velars patterning with labials and velars. Tenango Otomi (Blight 
& Pike, 1976)

/h/ > [Φ] / __ w
/n/ > [è] / __ w

m è w

Figure 17.2 Schematic representation of the vocal tract during the production of [m], 
[è], and [w]. The portion of the vocal tract contributing these sounds’ resonances are 
shown with the dashed lines and arrows. See text for details.
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4.3 Phonetics and phonological theory
To the extent that phonetic explanations such as the above are judged successful, 
they present challenges to phonological theory.

4.3.1 The relevance of language structure to sound change First, it has been 
common since Prague school work on diachronic phonology in the 1930s (Jakobson, 
1931 [1972]) and subsequent work influenced by it, to propose that language 
structure, i.e., the system of contrasts, both paradigmatic and syntagmatic, plays 
an important role in motivating sound change. For example, asymmetries in the 
segment inventory are claimed to motivate on the one hand “filling of the gaps” 
– so-called “pull chains” – or, on the other hand, modification or elimination  
of segments to relieve the pressure due to crowding in one part of the segment 
inventory – so-called “push chains” (Martinet, 1968). But the similar behavior of 
given speech sound types in different languages, briefly reviewed above, occurs 
in languages that have very different structure. one is left with the impression 
that the physical structure of the given speech sound is more of a determinant  
of its diachronic fate than are the character and patterning of its sister phones. 
The role of a language’s sound structure in diachronic phonology deserves more 
careful study (see ohala & Busà, 1995).

4.3.2 Sound change is phonetically natural; should grammars be, too? Gen-
erative phonology assumes that speakers construct a grammar of their language 
that is simple and that simplicity correlates with the generality and naturalness 
of the grammatical rules (halle, 1962; Chomsky & halle, 1968, ch. 9). natural and 
general rules thus have a preferred status in the grammar. In the past few decades 
there has been a continuing procession of devices and representations aimed at 
showing the generality and naturalness of the phonological processes embodied 
by rules, i.e., where the natural and general behavior of speech sounds falls out 
from the representation itself. among these are features, marking conventions, 
autosegmental phonology, and feature geometry. But these representations fail in 
the vast majority of cases to represent the naturalness of phonological processes. 
For example, feature geometry, widely considered the most elaborate and phon-
etically oriented phonological representation, cannot reflect the naturalness of the 
processes discussed above:

1 why obstruents inhibit voicing
2 why place of articulation and the duration of a stop closure further modulate 

this inhibition
3 why implosives might develop out of geminate voiced stops
4 why there is a stronger bias against voiced fricatives than voiced stops
5 why labial velars tend to pattern as velars when nasal or interacting with nasals
6 why approximants become obstruents when devoiced
7 why labial velars tend to pattern as labials when becoming or interacting with 

obstruents
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In defense of feature geometry it might be acknowledged that it is incapable  
of representing the naturalness of these processes since it does not incorporate 
phonetic principles based on aerodynamics and acoustics and such principles 
underlie (1)–(7). But if another, more elaborated, version of feature geometry were 
developed where the dependency relations of voicing on place and closure duration, 
etc., were incorporated then this defect could be corrected. I submit that such an 
elaboration if done would be identical to the phonetic models we have already 
(Fant, 1960; Stevens, 1971; ohala, 1976, 1990c; Westbury & Keating, 1985; Scully, 
1990, etc.). But phonology has shown considerable reluctance to adopt the con-
tinuous, physical models of speech and perhaps for good reason: it seems unlikely 
that the native speakers’ grammars include physical principles such as Boyle’s 
law and the like. among other things, grammars are thought to operate on dis-
crete entities, not continuous parameters.

So there is an inherent problem: Grammars are supposed to give priority  
to natural phonological rules but the ultimate embodiment of naturalness  
would require rules and representations that are psychologically implausible. 
The resolution of this problem may require re-thinking one of the fundamental 
assumptions of modern phonology: that phonetic naturalness plays any role  
in speakers’ grammars. Do speakers, in fact, recognize the difference between 
phonetically natural and phonetically unnatural patterning of speech sounds? 
There is no substantial body of evidence suggesting that they do. The fact  
that phonetically natural sound patterns can be found in languages does not 
necessarily mean that language users are aware of them. Many “natural” patterns 
exist in language (ohala, 1992c) – indeed, in the universe as a whole – that may 
escape the attention of the individual even though he or she knows in detail 
the individual objects or events which manifest the pattern. Were it otherwise, 
there would be much less history of science; every pattern and regularity of 
nature would be instantly evident to everyone who observed it. The phono-
logical grammars in speakers’ heads – i.e., the rules and representations that 
underlie native speakers’ mastery of their language – may be coded using 
unanalyzed phoneme-like units and large look-up tables. The phonological  
concord evident in vowel harmony, for example, could be handled this way, 
though it may seem inelegant to the linguist who is aware of the general pattern 
that underlies it. however, a historical and phonetic account of how natural 
sound patterns arise in languages – also a proper concern of the phonologist 
– should involve as much physical phonetics as necessary to make a convincing 
explanatory scenario.

In conclusion, I personally advocate a characterization of phonology as the 
discipline that occupies itself with the questions listed at the start of this chapter 
and that seeks answers to the questions by employing the methods, data, and 
theories from phonetics (as well as psychology, social science (including history), 
ethology, etc.). Inherent in this view is that phonology should not be conducted 
as an autonomous discipline but rather should embrace any means that will help 
it to get the answers it seeks.
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noTES

Portions of this paper have appeared earlier in ohala (1991).
1 Darwin used different terminology; I am “translating: his terms into their approximate 

modern sense.
2 In the introduction to his Principes de phonétique expérimentale (1897–1908), Rousselot 

declared that the synchronic study of speech was intertwined with the study of the 
development of speech sounds in the past (p. 2).

3 There are exceptions, of course: von Raumer, Grandgent, Passy. on the other side, those 
who received their formative training in phonetics, there were many who were well 
versed in traditional historical phonology, e.g., Rousselot (a student of the Romance 
philologist Gaston Paris).

4 The Ptolemaic school and even the great Copernicus labored under the assumption 
that planetary orbits consisted of circles or one or more circular epicycles – in part 
because the circle was regarded as the perfect geometrical shape: “since the movement 
of the heavenly bodies ought to be the least impeded and most facile, the circle among 
plane figures offers the easiest path of motion . . . ; likewise that, since of different fig-
ures having equal perimeters those having the more angles are the greater, the circle 
is the greatest plane figure . . . and the heavens are greater than any other body” (Ptolemy, 
The Almagest, from hutchins, 1952). It wasn’t until the work of Kepler at the end of  
the sixteenth century that astronomers accepted that orbits were ellipses. With great 
reluctance it was realized that nature didn’t necessarily share Man’s notions of what 
was simple and natural.
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18 Phonetic Notation

JohN h. EsliNg

1 Introduction

Many excellent treatises on phonetic notation exist (sweet, 1877, 1880–1, 1971; 
Abercrombie, 1953, 1991, pp. 91–100; Wells, 1976, 2006; Catford, 1981; laver, 1994, 
pp. 549–62; MacMahon, 1996; Kemp, 2006). The present chapter may be regarded 
as an update. The information presented here derives primarily from the inter-
national Phonetic Association’s revision to the international Phonetic Alphabet as 
of 2005. To emphasize its consistency and auditory accuracy, the tradition of iPA 
notation is traced back to 1926. The iPA does not hold a monopoly on auditory 
accuracy in phonetic notation; it is represented here as a common core of standard 
usage that transcribers of language can universally refer to and understand. it  
is the notational system that can be considered the most widely relied on inter-
national standard for the phonetic transcription of dictionary entries (Rey &  
Rey-Debove, 1988, p. xii; Roach & hartman, 1997, pp. viii–xv; de Wolf et al., 1998, 
p. vi). Within any system of phonetic notation, there are bound to be areas  
of ambiguity that challenge the users of the system in practical terms and that 
challenge the very theoretical constructs of the system itself. Therefore, this  
chapter will also consider aspects of transcription practice that may force  
theoretical issues and that may require reformulation of both the way in which 
certain symbols are used and the theoretical phonetic relationships that pertain 
between sets of symbols.

1.1 Written transcription of speech
Phonetic notation refers to the ways in which speech sounds are written down 
or “transcribed” visually. The ideal goal is to be able to transcribe any sound that 
can occur in any language of the world. since the early twentieth century, in the 
European tradition, this task has been accomplished most commonly using  
alphabetic notation. in the nineteenth century, however, the tradition had iconic 
origins, specifically in the articulatorily based Visible Speech notation developed 
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by Alexander Melville Bell (1867) and elaborated by Alexander graham Bell  
(1872, 1906). orthographic notation, as opposed to phonetic notation, represents 
the sounds of speech of the world’s languages in a variety of ways depending on 
the cultural traditions of the particular language or language group. orthographies 
are commonly categorized as ideographic, syllabic, and alphabetic (Daniels & 
Bright, 1996). The principal difference between orthographic representations and 
phonetic representations of the speech sounds of a language is that an orthog-
raphy may not represent every sound that occurs, may not represent every sound 
uniquely, and may maintain historical representations that no longer indicate  
how the particular language forms are pronounced. That is, an orthographic writ-
ing system may choose to represent words, syllables, or groups of sounds of the 
language rather than the individual speech sounds that a phonetic form of nota-
tion typically isolates in a string of auditorily distinct articulatory maneuvers, 
representing them one after the other as far as the particular phonetic theory  
allows. There may also be several ways in a given orthography of writing what 
is in effect the “same” phonetic sound. This can be the result of the orthographic 
system’s cultural persistence over time, where various ways of representing the 
same speech sound evolve and are maintained in orthographic usage. Changes 
in pronunciation over time may also not continue to be reflected in the symbol-
ization used in the orthography. An orthography may maintain, therefore, more 
symbols or combinations of symbols than there are distinctive sounds in the con-
temporary pronunciation of a language. in addition to these basic differences, 
there is of course also the matter of dialect change and divergence, whereby 
various forms of a language diverge while still maintaining the same or a similar 
orthography to write the language. it is usual for many historical orthographic 
representations to persist for centuries as these changes and splits occur and  
as new language groups adopt older, neighboring, or innovative orthographies 
as their cultural norm. A single language can illustrate all of these traits in its 
orthographic repertory. For example, English shorthand can be both ideographic 
at the word level and phonetic at other levels. Numerals such as “8” are of course 
word-level representations; and there are several ways in standard English  
orthography of writing vowels such as /i/ (“meat,” “green,” “scene”) or /e/ 
(”main,” ”mane,” ”day,” ”eight”) or consonants such as /f/ or /k/ (”physics,” 
”cough,” ”kick”); and sequences such as “gh” may have lost their historical value 
in words such as “night” where only a vowel remains.

Phonetic transcription systems have evolved with the intention of representing 
in a universal way the speech sounds that can occur in human language, irrespec-
tive of the orthographic means by which they may be written. This implies that 
the basis of notation is the “speech sound” rather than a phonological, morpho-
logical, or syntactic entity. Nevertheless, phonological considerations may enter 
into the choice of representations, distinguishing a “broad” phonemic level of 
transcription from the “narrow” phonetic level (Abercrombie, 1964). Universality 
also implies that one speech sound will have one and the same notational repre-
sentation, whatever languages it occurs in. This in turn assures that it remains 
possible to transcribe a language variety phonetically even after sound changes 
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occur and dialect pronunciations diverge to the point that they are no longer 
reflected in the popular orthography. The principles that phonetic notation should 
follow are outlined in the Handbook of the International Phonetic Association, begin-
ning with the theoretical assumptions that underlie how speech is analyzed and 
repeating policy statements first developed in the late nineteenth century (iPA, 
1999, pp. 3–4, 159–60, 196). The main underlying tenet is that each “distinctive 
sound,” in the sense of a sound that is meaningfully distinct from another in a 
particular phonology, merits its own sign (iPA, 1999, p. 27). some more narrow, 
detailed, “allophonic” differences in sound quality are intended to be shown with 
supplementary symbolization – with smaller letters or with diacritics (iPA, 1999, 
p. 28). other allophones may nevertheless have full symbols available for their 
transcription, e.g. [Â] for /m/ before labiodental fricatives in English. Although 
the phonetic speech sound referents of particular symbols are quite concise, cer-
tain symbols can be used as superordinate “cover symbols” in broad transcription 
to represent an entire class of more narrowly transcribed sounds/symbols (laver, 
1994, p. 553). Typically, the broadly representative symbol is either presented in 
orthographic form, e.g., r, or enclosed in phonemic slashes, e.g. /r/, while the 
submembers of the set are referred to within square brackets, e.g. [®, Q, r, R, ‰].

1.2 Iconic phonetic notation
iconicity in notation is another level of consideration. it exists in ideographic 
systems, but it is not absent in alphabetic or in phonetic notation. Abercrombie 
(1991, p. 93) outlines the parallel between the development of shorthand, of  
phonetic notational systems, and of writing systems in general. Articulatory iconi-
city exists at various levels and may be at the root of most writing systems. 
Nevertheless, however cogent articulatory iconicity may have been for the inven-
tor of a writing system, the contemporary learner of the system can assemble 
many symbols of diverse provenance to logically represent the spoken forms. in 
phonetic notation, systems of transcription that have remained primarily iconic, 
such as Bell’s Visible Speech (1867), have their limitations and are not as efficient 
for the greatest number of users as a system that is primarily alphabetic, however 
iconic the development of those alphabetic characters may once have been. The 
incorporation over the years of characters that possess widely recognized cultur-
ally familiar meanings has proved much more usable. in the case of the iPA, most 
of these characters have come from the greco-Roman alphabetic tradition, and 
to this extent the iPA has a European bias.

1.3 Alphabetic phonetic notation: The International 
Phonetic Alphabet

The iconic system of Bell’s Visible Speech was modified by henry sweet in the 
1880s and called the Revised Organic Alphabet (MacMahon, 1996, p. 839). Paul Passy 
and Daniel Jones produced a similar system in 1907, called simply the Organic 
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Alphabet (MacMahon, 1996, p. 840). By 1926, the international Phonetic Alphabet 
had evolved from an iconic form to an alphabetic form. The 1926 iPA chart is 
presented in Figure 18.1 as an early example (iPA, 1926).

Many modifications have been made over the years to the Association’s official 
alphabet (e.g., Wells, 1976; iPA, 1989a), but the 1926 version still bears a striking 
similarity to the set of symbols in use in 2005. The 2005 revision to the iPA is 
presented in Figure 18.2. it has the basic form of the chart that grew out of the 
1989 Kiel Convention to revise the iPA (iPA, 1989a), hosted by the institute of 
Phonetics and Digital speech Processing of the Christian-Albrechts-University of 
Kiel, and which was published after two more rounds of revisions as the 1996 
iPA chart. The vowel chart in particular remains virtually intact, despite several 
interim alterations ventured between 1926 and the 1996 revision. only the rounded 
version of the open front vowel [œ], missing but implicit by virtue of its position 
in the 1926 version, has been explicitly added. of the four mid-central vowels in 
addition to schwa that were present in 1926, all continue to be recognized, and 
only the shape of the symbol for the half-open central rounded vowel has reversed 
its direction from the 1926 representation of that sound. Chronicling it as Cardinal 
Vowel 22, Abercrombie (1967) and Catford (1977, p. 179) already used the closed 
reversed epsilon shape [„], which was reinstated in the iPA chart as of 1996.

The symbol shapes themselves derive from various sources, as explained in 
detail by MacMahon (1996, pp. 822–3). some are traditionally Roman in origin, 
with values very close to their widely proliferated orthographic usage; some are 
extended Roman characters; some are greek; a few are adaptations of familiar 
letters or punctuation marks; a few are derived from letters or diacritics used in 
other languages; and some are new creations. symbols have an articulatory– 
auditory basis, whereby each particular sound is associated with a specific symbol, 
and a series of sounds with similar articulatory shapes comes to be associated 
with a particular set of symbols. Despite the mandate that there should be one 
symbol for one sound, this is not strictly the case. The symbols [t] and [d] etc. 
can be used for Dental, Alveolar, or Postalveolar sounds, but strictly speaking, 
when those sounds are Dental, they should be designated with a dental diacritic 
([b è]). Also, the ejectives are marked with an apostrophe (e.g. [pP tP]), to represent 
glottal closure, and when stops are aspirated ([ph th]), a superscript [h] (a puff of 
breath) is added in narrow transcription.

A number of formal conventions govern the iPA chart. Place of articulation of 
the consonant sounds is presented from left to right. in the time of A. M. and  
A. g. Bell, when purely iconic articulatory notation was used, the chart was turned 
the other way round, with the lips at the right, and their iconic symbols reflected 
this fact. By the time of the 1926 chart, the convention had changed, with the  
lips being placed at the left. This was probably a typesetting expediency, reflect-
ing a preference to set tables from left to right. Manner of articulation is now 
presented at the left of the chart, beginning at the top with sounds that exhibit 
full closure (Plosives or “stops”) and Nasals, which also have oral closure. Trills, 
Taps/Flaps, and Fricatives have progressively greater opening of the articulators, 
and Approximants (at least central or “median” approximants) have the greatest  
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Figure 18.2 The chart of the international Phonetic Alphabet revised to 2005. 
(Reproduced by permission of the international Phonetic Association)

THE INTERNATIONAL PHONETIC ALPHABET (revised to 2005)
CONSONANTS (PULMONIC)

Close

Close-mid

Open-mid

Open

Where symbols appear in pairs, the one 
to the right represents a rounded vowel.
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Where symbols appear in pairs, the one to the right represents a voiced consonant. Shaded areas denote articulations judged impossible.
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Clicks Voiced implosives Ejectives

O Bilabial g Bilabial P Examples:

||

|

| Dental d Dental/alveolar pP

tP

kP

sP

Bilabial

! (Post)alveolar Í Palatal Dental/alveolar

Palatoalveolar © Velar Velar

Alveolar lateral Ì Uvular Alveolar fricative

' Primary stress
" Secondary stress

: Long e:
"foUn@'tIS@n

®i.ækt

; Half-long e;
e˘ ˘Extra-short

|

||

Minor (foot) group

Major (intonation) group

. Syllable break

‡ Linking (absence of a break)

TONES AND WORD ACCENTS
LEVEL CONTOUR

Extra
highor ore Rising

¤ High Falling

e ‹ Mid
High
rising

› Low e Low
rising

Extra
low e Rising-

falling

-

-

-

-
Downstep Global rise

Upstep Global fall

© 2005 IPA

DIACRITICS     Diacritics may be placed above a symbol with a descender, e.g. *è

8 3 9

96 `

`
h 0
)
(
±

w

nj

l

4

ƒ

”

#

¿

Velarized or pharyngealized   k
× >
… <
7 <

w

h

Voiceless labial-velar fricative Ç  Û Alveolo-palatal fricatives

w Voiced labial-velar approximant W Voiced alveolar lateral flap

Voiced labial-palatal approximant Í Simultaneous S and x

H Voiceless epiglottal fricative

ë

ë

Voiced epiglottal fricative
   Affricates and double articulations
   can be represented by two symbols

Epiglottal plosive
    joined by a tie bar if necessary.

?

i

e Ø øe
e

é ¨

0

´ „

å

Ovε

y
Central

u

o

µ

æ

œ

a Œ A Å

6

e
e

tskp

v

Voiceless Breathy voiced Dental

Voiced Creaky voiced Apical

Aspirated Linguolabial Laminal

More rounded Labialized Nasalized

Less rounded Palatalized Nasal release

Advanced Velarized Lateral release

Retracted Pharyngealized No audible release

Centralized

Mid-centralized Raised (    = voiced alveolar fricative)

Syllabic Lowered (   = voiced bilabial approximant)

Non-syllabic Advanced Tongue Root

Rhoticity Retracted Tongue Root

n b3 a3
s t b̀ à
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Figure 18.3 The number chart of the international Phonetic Alphabet revised to 2005. 
(Reproduced by permission of the international Phonetic Association)

CONSONANTS (NON-PULMONIC)

Clicks Voiced implosives Ejectives

176 Bilabial 160 Bilabial 401 Examples:

177 Dental 162 Dental/alveolar
101
 + 401 Bilabial
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THE INTERNATIONAL PHONETIC ALPHABET (revised to 2005)
CONSONANTS (PULMONIC)
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OTHER SYMBOLS

© 2005 IPA

DIACRITICS     Diacritics may be placed above a symbol with a descender, e.g. 119 + 402B

Velarized or pharyngealized   209

169

170

171

172

174

173

182  183

        181

175

Voiceless labial-velar fricative Alveolo-palatal fricatives

Voiced labial-velar approximant Voiced alveolar lateral flap

Voiced labial-palatal approximant Simultaneous S and x

Voiceless epiglottal fricative

Voiced epiglottal fricative
   Affricates and double articulations
   can be represented by two symbols

Epiglottal plosive
    joined by a tie bar if necessary.

(509)433

Voiceless Breathy voiced Dental

Voiced Creaky voiced Apical

Aspirated Linguolabial Laminal

More rounded Labialized Nasalized

Less rounded Palatalized Nasal release

Advanced Velarized Lateral release

Retracted Pharyngealized No audible release

Centralized

Mid-centralized Raised (    = voiced alveolar fricative)

Syllabic Lowered (   = voiced bilabial approximant)

Non-syllabic Advanced Tongue Root

Rhoticity 327 Retracted Tongue Root

n b3 a3
s t b̀ à
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degree of articulatory opening before a segment is open enough to be recognized 
phonetically as a vowel. lateral approximants also have oral opening, but at the 
sides (or one side) of the mouth, hence the label lateral fricative and lateral 
 approximant. There are two other critical parameters represented in the matrix 
of symbols. Consonant sounds that are voiceless (without vibration of the vocal 
folds) are designated by the symbol at the left in a pair of symbols, while sounds 
that are voiced (when vocal fold vibration is present) are designated by the  
symbol at the right in a pair of symbols in the pulmonic consonant columns. in 
the case of vowels, symbols representing an unrounded vowel (with spreading of 
the lips) are found at the left in a pair of symbols that have otherwise identical 
articulatory shapes, with the symbols representing a rounded vowel (with round-
ing of the lips) being designated by the symbol at the right in a pair. These con-
ventions reflect the hierarchical interplay of possible stricture modifications of the 
principal articulators, which can be thought of very generally (in stream-of-speech 
order) as the larynx (within it, the glottis and the pharynx), the velopharyngeal 
port, the tongue, the lips, and the jaw. Any system of phonetic notation needs to 
take the articulatory components of these five major regions into account, since 
any individual consonantal or vocalic sound implies a setting of these five areas, 
whether active or neutral. This will be particularly apparent in the description 
and transcription of voice quality (section 2.8).

in 1989, an equivalent system of “iPA Numbers” was instituted as a means  
of unambiguously indicating any symbol or sequence of symbols on the chart 
(iPA, 1989b). The 2005 version of the Number Chart is shown in Figure 18.3. This 
reference system is useful because it has the same visual orientation as the symbol 
chart. since 1989, it has become possible to refer to individual symbol shapes us-
ing Unicode values, which are 16-bit hexadecimal versions based originally on 
AsCii and extended with the Unicode Consortium (2007) and the Text Encoding 
initiative (2002) concepts to incorporate a unique value for each character within 
a worldwide set of writing system definitions including phonetic notation.

With respect to vowels, there has been some debate about how accurately  
the articulatory basis corresponds to the auditory basis for each symbol. Catford 
(1977, pp. 168–9, 176; 1981: 27–8) argues that early vowel quality descriptions 
evolved not just as auditory targets but that there is proprioceptive articulatory 
merit to their classification; that is, a vowel set can be learned articulatorily while 
developing proprioceptive cues based on the articulatory parameters outlined in 
the vowel chart. This view asserts the validity of the tongue-position model of 
vowel specification. others argue that the targets are purely acoustic and that 
articulatory positioning may vary (ladefoged, 1967). one moderating factor in 
evaluating whether tongue positions are as evenly articulatorily spaced as the 
Cardinal Vowel model posits is the model of the vocal tract itself. The issue is to 
identify where in the vocal tract the various resonances originate that contribute 
to vowel quality. Catford and Esling (2006) present a revised view of the vocal tract, 
based on Esling (2005), which could be thought of as incorporating “two vocal 
tracts in one” or an oral articulating compartment and a laryngeal articulating 
compartment. This two-part vocal tract is represented in Figure 18.4. Following 
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this model, it is predictable that the more open a vowel is, particularly “open 
back” vowels, the more likely it is that it will be susceptible to the effects of the 
laryngeal articulator. it is therefore to be expected that even the Cardinal Vowels 
in their evolution, particularly the ones in the retracted region of the vocal tract, 
would have been susceptible to the resonance characteristics of the “back-cavity” 
laryngeal articulator. For notational purposes, however, and leaving possible  
laryngeal coloring aside for the moment, a system based on proprioceptively 
determined tongue heights in the “front-cavity” oral vocal tract is entirely plaus-
ible and workable.

The implication of a vocal tract with a substantial laryngeal component built into 
it is that vowels acquire new representational groupings. Based on three directions 
of tongue movement, vowels are grouped into fronted, raised, and retracted sets. 
The retracted, laryngeal component of the system makes it clear that vowels in 
the lower-right corner of the chart fall within the domain of laryngeal, specifically 
pharyngeal “coloring.” This region corresponds to the Pharyngeal and glottal 
columns at the right-hand side of the consonant chart. To accommodate this re-
vised view of the vocal tract, the 2005 iPA vowel chart is modified in Figure 18.5 to 
show the three articulatory regions in which the various auditory vocalic qualities 

Figure 18.4 A revised depiction of the oral and laryngeal vocal tracts in which  
tongue motion is separated into three components and in which laryngeal activity 
includes glottal, aryepiglottic laryngeal constrictor, and height components. T = tongue; 
U = uvula; E = epiglottis; h = hyoid bone; AE = aryepiglottic folds; A = arytenoid 
cartilages; VF = vocal folds; Th = Thyroid cartilage; C = cricoid cartilage. (From Esling, 
2005, reproduced by permission of the University of Toronto Press)
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lie. As is the case with the Cardinal Vowels, the symbolic notation for these vowel 
qualities represents a long tradition of auditory and articulatory mapping, based 
on minimal sound-category differences in particular languages and studied phon-
etic comparison and training across a wide variety of languages. The regrouping 
merely points out the potential effects of resonances in the laryngeal articulator 
and that certain vowels in the mapping are more susceptible to it than are others. 
An example of how these effects can be noted with supplementary symbolic 
notation is given in section 2.2.

Perhaps the most important thing that can be said about the international 
Phonetic Alphabet is that the values which the symbols represent are distinct 
auditory qualities (combinations of bursts, silences, noise, or resonance) that have 
been attested as occurring in one or more languages as meaningfully contrastive 
speech sounds. Also, the sounds represented in series in the iPA chart are a fully 
expanded conceptualization of values derived from the phonological series of 
many languages in which these sounds occur. An attempt has been made to fill 
in every cell in the chart where distinctive sound contrasts have been observed. 
This has been done for the fricatives, for example, where contrastive speech sounds 
have been attested in all possible place-of-articulation categories and have been 
designated with a symbol.

2 Challenges to Notational Categories

There are six issues that can be taken as cases in point to illustrate where changes 
may need to be made to the system of phonetic notation as theories evolve  

Figure 18.5 A revised conceptualization of the iPA vowel chart to correspond to the 
laryngeal articulator model of the vocal tract in Figure 18.4 (From Esling, 2005, 
reproduced by permission of the University of Toronto Press)
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to explain how categories of sounds are related. These issues include (1) the  
pharyngeal/epiglottal place of articulation, (2) the differentiation of vowel quality, 
(3) the concept of secondary articulations, (4) the notions of juncture and  
stress, (5) the notion of strength of articulation, and (6) tongue-front articulations. 
Mention is also made of the need for notational taxonomies for sounds that occur 
in disordered speech (section 2.7) and also for the description of voice quality 
(section 2.8).

2.1 Revisions to place of articulation
one outcome of the laryngeal articulator model is the remapping of pharyngeals 
and epiglottals onto the same place of articulation. This remapping could be 
viewed as a spatial reconfiguration. As reinforced by standard works such as 
Catford (1977), auditory description and categorical mapping is extremely robust. 
The challenge is finding notational equivalents for the distinctive sound categories. 
in the 1989 iPA chart, epiglottals were added as “other symbols”: voiceless epi-
glottal fricative, voiced epiglottal fricative, and epiglottal plosive. The theory of 
the vocal tract prevalent at the time of the 1989 revision would have dictated that 
“epiglottal” be considered a categorical place of articulatory stricture between 
“pharyngeal” and “glottal.” The reason for not including a separate “epiglottal” 
column among the “Pulmonic Consonants” was one of practical economy to avoid 
making the chart too wide. For the same practical reason, “alveolo-palatal” was 
listed among the “other symbols” rather than among the “Pulmonic Consonants” 
where it would have otherwise slotted in between “Retroflex” and “Palatal.” The 
“epiglottals” had been painstakingly differentiated auditorily and catalogued by 
Catford (1968) with terms that sometimes combined “pharyngeal” and “epiglottal” 
and sometimes combined “pharyngeal” and “glottal” as ways of distinguishing 
the sound qualities. Taking the laryngeal articulator model as an alternative point 
of reference, “pharyngeal” and “epiglottal” are arguably not separate places but 
rather a function of the laryngeal aryepiglottic constrictor mechanism (Esling, 
1996, 1999); and “glottal” and “pharyngeal” are interpreted as different degrees 
of valve control within the laryngeal aryepiglottic constrictor mechanism (Esling, 
2005; Edmondson & Esling, 2006). The mapping of the “epiglottals” that were 
newly introduced in 1989 can therefore be reconceived as a conflation of place  
of articulation but as an elaboration of manners of articulation. in this way, for 
example, the epiglottal plosive can be included among “Pulmonic Consonants” 
as a pharyngeal plosive – the elusive “pharyngeal stop” attested by Kinkade (1967) 
but without a theory to support its identity at the time. The voiceless epiglottal 
fricative and voiced epiglottal fricative can be treated as a voiceless epiglottal  
trill and a voiced epiglottal trill, respectively, because trilling of the aryepiglottic 
folds and frication typically co-occur, in the same way that trilling and frication at 
the uvula often co-occur. Alternatively, [H] and [ë] could be qualified as two new 
pharyngeal fricatives with higher larynx height settings than the “standard” or 
“basic” pharyngeal fricatives [Ó] and [¿] already listed in the “pharyngeal” column, 
depending on whether larynx height is independent of the aryepiglottic constrictor 
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mechanism in their articulation. As a result, the epiglottal fricatives can be added 
to the existing set of pharyngeals, whose values have all been rethought as  
new manners of articulation or as new qualities of the “back-cavity” resonator. 
The notational symbols used to transcribe the sounds continue to be logical and 
robust, since the auditory sound qualities that served as the original basis for 
their transcription are as distinctive as before in the languages in which they  
occur. The new articulatory information helps to clarify what the symbols should 
be taken to stand for and what their distribution should be. The symbols them-
selves retain most of their earlier meaning, given the logical phonetic order of 
their development, and are extremely usable characters to fit into revised phonetic 
interpretations.

2.2 Revisions to vowel characterization
The phonetic notation for vowel sounds also has a basis in the articulatory shape 
of the vocal tract, which can be subject to reinterpretation. The vowel diagram  
in the iPA chart, remarkably consistent in content from 1926 through 2005, separ-
ates vowels into close and open in terms of jaw height (high and low in terms  
of tongue height), front and back with reference to tongue positioning, and  
unrounded or rounded in terms of lip configuration. Research into the operation of 
the larynx as an articulator and the pharynx as a resonating space suggests that 
the “back” vowels could be more explicitly divided into “raised” and “retracted” 
vowel qualities as shown in Figure 18.5 (Esling, 2005; Edmondson & Esling, 2006). 
The retracted conceptualization results from an articulatory reinterpretation of 
how the rear section of the vocal tract works. This in no way changes the history 
of phonetic listening that has come to characterize an [æ] or an [a] or an [A] or 
an [Å] in the practice of vowel identification and transcriptional notation. What 
the remapping adds is primarily an explanation of what the various influences 
are that can change the quality of the vowels in a particular region in articulatory, 
auditory, and acoustic terms. it also reveals potential regroupings of symbols and 
how resonating cavity relationships in the vocal tract might differ within each 
particular grouping. The symbols, therefore, retain an auditory value that is under-
stood and accepted on the basis of common training and practice. The tendencies 
for the so-called “coloring” of particular vowel sounds to change should not be 
regarded as linear functions (e.g., as high-to-low or front-to-back continua) but 
rather as functions of the influence of fronting, raising, or retracting. of the three 
areas, retracting is the area that can exert the greatest change in background 
coloring on vowel quality. This is evident in the phonologies of so-called “ATR” 
languages, where [i I], [u U], and even [a A] contrasts need to be transcribed not 
only with different symbols to indicate the quality difference but also with a 
diacritic to indicate the absence or presence, respectively, of laryngeal constriction, 
using the currently available “advanced tongue root” and “retracted tongue root” 
diacritics [>] and [<]. Phonetically, the contrastive pairings would be marked as: 
[i I], [u U], and [a A] (Padayodi, 2008). Phonemically, the contrasts could be indi-
cated most economically by only the absence or presence of the ‘retracted tongue 
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root’ symbol to convey that the second member of the pair has laryngeal con-
striction, thus: /i/ /i/, /u/ /u/, and /a/ /å/. Redundant marking, however, 
may have its advantages in both a phonetic or a phonemic marking scheme. This 
principle of redundancy in phonetic notation derives from the fact that the  
contrastive features that distinguish one phonemic consonant or vowel from  
another in a language may also be multiple and therefore redundant. The ATR/ 
–ATR example demonstrates that vocalic differences may either be represented 
as differences in vowel quality, or as the effect of a secondary resonating chamber,  
or both.

2.3 Notation of secondary articulations
secondary aspects of primary articulations present a challenge to notational con-
ventions. The issue has to do with how long a secondary feature lasts and whether 
it should be marked on a consonant symbol, after the consonant, or on the vowel. 
Arabic emphatics are a case in point. Every variety of Arabic has a series of sounds 
with secondary “coloring” whereby, for example, [s t l] contrast with another 
series of sounds that have secondary tongue raising or retraction. This quality of 
“backing” can be captured in general by the tilde diacritic through the consonant, 
meaning ‘Velarized or pharyngealized’, e.g. [Š ~ k] (Catford, 1977, p. 193). in the 
1989 revision of the iPA, this usage is superseded by superscript diacritics that 
follow the consonant symbol, i.e. [s¿ t¿ l¿] if the quality is “Pharyngealized” (as in 
Thelwall & sa’adeddin, 1999), or [sƒ tƒ lƒ] if the quality is judged to be “Velarized,” 
or even [s‰ t‰ l‰] if the quality is to be labeled “Uvularized.” This practice, however, 
introduces possible ambiguity as to the sequencing of events. since the vowel in 
such contexts in Arabic is also modified, another way to write the contrast would 
be [sa ta la] versus [sÅ tÅ lÅ]. The distinction is made redundant using the nota-
tion [sa ta la] versus [s¿Å t¿Å l¿Å], but necessarily so if it is important to show that 
the secondary quality pervades the entire syllable. it would probably be a chal-
lenge to conceptual logic to note the difference only with vowel symbols, without 
appearing to qualify the consonants, e.g. [saa taa laa] versus [sÅÅ tÅÅ lÅÅ], because 
vowels are not usually used to qualify consonant symbols, and especially as this 
practice might confound the need to also mark contrastive length in Arabic.

secondary labialization is another case in point. simultaneous lip rounding  
on an [s] was once rendered with a subscript [w] as [à] (iPA, 1949, p. 17). in 1989, 
a following superscript was adopted, thus: [sw]; but it could be argued that this 
practice does not distinguish explicitly between the possibility of simultaneous 
rounding on the consonant and sequential rounding between the consonant and 
the following vowel. Thus, there could conceivably be a need to distinguish an 
especially rounded pronunciation of [swu:n] as in soon and of [swwu:n] as in swoon 
to show both simultaneity and consecutiveness of the rounding feature. This could 
be accomplished equally well by reverting to a generalized rounding diacritic, 
thus [su:n] versus [swu:n]. Normally, in carrying out phonetic transcription, a 
chosen practice is explained so that the particular usage adopted in the case at 
hand is apparent (Abercrombie, 1964).
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2.4 Notation of stress and juncture
The device used for marking stress (most generally correlated with intensity dif-
ferences) in iPA notation is a raised bar preceding a stressed syllable [']. secondary 
stress is noted with a lowered bar ["]. This usage is preferred to using a mark 
over the syllable itself, since a superscript diacritic over a vowel could be confused 
with an indication of tone (pitch movement) rather than stress. Differences in 
intensity are usually carried by the vowel of a syllable, but this is not always the 
case. in strings of consonants, for example, a case may need to be made that  
one of the elements in the string begins the focus of stress (Czaykowska-higgins, 
1993; shaw et al., 1999). But even where consonants and vowels occur in alternat-
ing succession from syllable to syllable, there are options in the placement of  
the stress symbol. Typically, the stress mark is placed at the beginning of the 
stressed syllable, i.e., before the initial consonant. however, Payne (2005) has used 
an alternative formula to mark stress in italian by focusing on the main stress-
bearing unit – the vowel – rather than on the consonantal onset element of the 
syllable. in this interpretation, the stress mark appears immediately before the 
vowel symbol (typically represented by “V”) of the stressed syllable of a bisyllabic 
sequence, regardless of whether there is a single consonant, a geminate consonant, 
or no consonant preceding it (consonants being represented by “C”). Thus, instead 
of marking a pair of syllables as 'CVCV, or 'CCVCV in the case of a geminate 
consonant (or splitting the geminate, as is often done, C'CVCV), the stress mark 
is put immediately before the vowel in either case, C'VCV or CC'VCV.

in using phonetic notation, a decision has to be made as to where divisions 
occur between articulatory units. This is often accomplished by indicating a break 
between syllables with the diacritic for “syllable break” [.] to indicate where a 
sequence of syllables should be divided. This is the notion of “juncture” in the 
American phonemic tradition (Trager & smith, 1951). it is of theoretical interest 
that this break or juncture is not necessarily a pause; it could relate to the length-
ening of a vowel or consonant segment, to the stress or phonetic intensity placed 
on one syllable relative to another, or even to the relative pitch of units in the 
sequence. The precise acoustic or physical nature of the break may be indeter-
minate or attributable to more than one articulatory event, but the auditory/
perceptual conceptualization of a break can be captured at a general phonetic 
level by a single notational device. This relates to the need to indicate where 
“stronger” articulations occur.

2.5 Notation of strength of articulation
strength of articulation can be implied by some symbols, as can speed of articula-
tion and also aerodynamic force. in other cases, force may need to be specified 
explicitly. The force with which articulators are used is implied somewhat, in a 
muscular sense, by the inherent scale of manners of articulation in the iPA chart. 
Plosives and nasals (higher up on the chart) require a greater degree of contrac-
tive muscular activity to close the articulators than do fricatives or approximants 
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(lower down on the chart), which are produced with less stricture. implosives, 
ejectives, and clicks, on the other hand, imply aspects of greater force, if only 
because a second articulator is used in coordination with the primary oral articu-
lator to generate the sound – the larynx in the case of implosives and ejectives, 
and lingual closure in the case of clicks. since these sounds are produced with 
nonpulmonic airstream mechanisms, the force with which the oral articulators 
operate may be greater than for their pulmonic counterparts. speed may also be 
greater for the nonpulmonic consonants, as in the case of ejectives or clicks, where 
the oral release causes an abrupt acoustic burst. Taps and flaps are another cat-
egory where speed differs from their fully stopped counterparts. Tapped [Q] implies 
a quicker oral articulation than stopped [d], and the flap [Œ] is a faster dynamic 
action than stopped [Î ]. Trills are sounds with a different requirement on the 
pulmonic mechanism to generate the force required for the action and also with 
a consequently inherently greater speed difference from other types of sounds. 
This force is aerodynamic rather than muscular, supplying greater pulmonic force 
for the production of the trill. Trills, as a consequence, may involve over 25 rapid 
bursts in the case of [r] and other oral trills (hardcastle, 1976, p. 132) or a 50–60 hz 
pattern in the case of aryepiglottic trilling [H ë] (Esling & Edmondson, 2002). 
Apart from these inherent elements of particular sounds, it has been proposed 
that force of articulation can be noted with special diacritics where needed: sub-
script double quotes for greater force, subscript “corner” for less force (Duckworth 
et al., 1990 – discussed in section 2.7). When it comes to the length of time it takes 
to produce articulatory events (aside from those consonants or vowels marked 
explicitly with a length mark [:]), some events are inherently longer than others, 
e.g. pharyngeals (Esling et al., 2005), but these details are not signaled explicitly 
in the symbolization used.

2.6 Notation for tongue-front detail
oral articulations are particularly numerous in the region of the front of the 
tongue, especially when the tongue tip is raised. The possibilities of maneuver-
ability afforded by the tongue front are more proliferated and elaborated than for 
other articulatory regions. some cells of the iPA chart are shaded to represent 
categories judged articulatorily impossible, but there are no such impossibilities 
noted for the front lingual tip-up region of the chart. still, the notational devices 
provided in this area of the chart are not adequate to represent all of the articula-
tory detail that the tongue front can perform. in fact, discovering the full range 
of articulatory elaboration in this region is one of the frontiers of theoretical  
phonetics that merits concentrated cross-linguistic research and corresponding 
notational refinement.

An example of tongue-front articulation that is not specified in the iPA notational 
scheme is the notion of grooving. sweet (1877, pp. 19–20) discussed “narrow” and 
“wide” in the context of tongue shape in the production of vowels, but that refer-
ence is perhaps more relevant to what has been discussed in the second half of 
the twentieth century in terms of tense and lax vowels. grooved tongue shape in 
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fricatives remains a challenging articulatory phenomenon to define and to repre-
sent symbolically. longitudinal grooving of the median lingual sulcus differs 
between [s] and [S], but this detail is only an implicit component of the symbols. 
There is no separate diacritic to indicate more or less, or narrower or wider groov-
ing. Usually, distinctions between different types of “s” sounds are indicated  
with diacritics that imply an alteration in the place of articulation of the sibilant. 
That is, [s] can be distinguished from [á] (advanced) and from [â] (retracted). it is 
also possible to apply diacritics to specify an apical [ã] or a laminal [ä], which  
are designations of “place” but on the active articulator. Conventional practice 
typically accounts only for the action of an active articulator against a passive 
arti culator, such as “apico-alveolar” where the active tongue tip articulates against 
the passive alveolar ridge.

A similar situation characterizes the ambiguity of place of articulation be-
tween Alveolar, where the tongue apex can be used to produce “apical” sounds 
or the tongue blade can be used to produce “laminal” sounds, and Palatal, which 
implies sounds that are made with the tongue tip down. Between the two, a 
number of terms have been used to describe intervening sounds: Palatoalveolar, 
Post alveolar, and Alveolo-palatal. in terms of place of articulation, it could  
be argued that all three of these categories involve the same general location. 
Their origins, however, are connected with particular sounds that are widely 
distinguished across languages, primarily involving fricatives. Again, rather than 
solely being a function of place of articulation, the differences result from the 
position of the tongue tip (whether it is up or down) and the degree and type  
of grooving required. The layout of the chart implies a continuum of gradual 
tongue-tip retraction from [s] to [S] to [ß]. The previous appellation for [S Z], in 
rather clumsy place-of-articulation terms, was Palatoalveolar. The terminology 
evolved to Postalveolar, ostensibly to highlight the continuity of tongue-tip  
retraction and to avoid a conflict with the patently tongue-tip-down category of 
Alveolo-palatal. The difference between Retroflex and Alveolo-palatal (which 
would normally be the next place of articulation after Retroflex and before  
Palatal on the chart except for lack of space) is that the tongue tip is up and re-
tracted (“receded” may be a better term) for the former, while it is down (behind 
the lower teeth) for the latter. so the difference is really attributable to the active 
articulator rather than to the passive place of articulation. in fact, in this sense, 
Retroflex is not really a place of articulation on the palate but rather a manner  
of tongue-tip shaping. The fricatives in the Alveolo-palatal category are [Ç Û]. 
Acoustically, they have the highest noise frequency of the fricative manner of 
articulation, that is, they have more sibilance than their backer Palatal counterparts 
[ç Ô], and this is the feature that distinguishes them most clearly auditorily. But 
“s” sounds also have high noise frequencies, and there is more articulatory  
similarity in the Alveolar to Postalveolar to Alveolo-palatal sounds [á s â S Ç]  
than the symbolization may portray. in terms of auditory distance, it is clear that 
they are not Retroflex, but articulatorily it remains unclear in the notation how 
much apical articulation, how much laminal articulation, or how much grooving 
is involved.
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2.7 Notation for disordered speech
in clinical applications of phonetics, it has been found necessary to develop new 
sets of symbols and new categories to transcribe atypical speech (Duckworth  
et al., 1990). The motivation and chronology of this development are recounted 
in the Handbook of the IPA (iPA, 1999, pp. 186–93), where the 1997 chart of “ExtiPA 
symbols for Disordered speech” (known as the “Extended iPA”) is also printed. 
This system adds six new place-of-articulation categories (Dentolabial, labio-
alveolar, linguolabial, interdental, Bidental, and Velopharyngeal) and three new 
manner-of-articulation categories (lateral central fricative, Nareal fricative, Percus-
sive) to those found in standard iPA usage. in addition, a number of new conven-
tions are proposed, including diacritic usage and the symbolization of pausing, 
loudness, speed, and timing features of connected speech. Most values in the 
ExtiPA chart are more extreme articulations than those commonly found in normal 
speech. For example, dentolabial, labioalveolar, bidental, and velopharyngeal  
articulations are not normally encountered in the sound systems of languages of 
the world; and the three new manners of articulation in the ExtiPA chart are not 
required in the iPA chart because their use can also be confined to the description 
of disordered speech. Nevertheless, “normal” is a relative designation, and some 
of these less commonly encountered categories could prove useful in develop-
ing wider-reaching phonetic theories. At the very least, the ExtiPA taxonomy 
broadens the symbolic capability of the basic iPA notational system with con-
siderably more detail than was formerly possible. The proliferation of notational 
categories (for instance, designating the simultaneous presence of whistling, of 
nasal airflow, or of velopharyngeal friction, or specifying an opposite direction of 
airflow) offers an opportunity to expand on the ways in which particular articulatory 
components can be related to others; and this expanded notational freedom can 
lead to more creative thinking about the production of speech in general, not only 
of atypical speech.

2.8 Notation for voice quality
Based on the categorization of voice quality (long-term and usually habitual  
vocal tract settings) found in laver (1980), a set of symbolization to mark changes 
in voice quality has evolved. The Voice Quality symbol “VoQs” system (Ball  
et al., 2000) is intended as a hypernotational scheme for marking long pieces of 
segmental transcription. Within the square-bracket demarcation boundaries for 
phonetic transcription [ ] or the slashes for phonemic/phonological transcription 
/ /, the VoQs notation of the quality to be applied to or superimposed on an 
entire string of symbols is placed between curly brackets { }. Thus, an extremely 
nasal string of speech would be isolated between {3V . . . and . . . 3V}, and a stretch 
of speech with slightly raised larynx voice and harsh phonation would be contained 
between {1LV! . . . and . . . 1LV!}, where the numbers represent scalar degrees. 
Various combinations of diacritics can be added to the global voice symbol V 
(standing for “voice” in this case rather than for “vowel,” which is its common 
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usage in phonological notation) to convey multiple meanings economically.  
For example, a stretch of consonants and vowels with uniformly superimposed 
moderate nasalization, lingual retroflexion, and whispery voice phonation could 
be represented between the brackets: {2WÆ . . . 2WÆ}. Not all combinations of traits 
are so amenable, however, to symbolic grouping on a single carrier letter; and 
ExtiPA designations and their scale may have to be symbolized on successive V 
symbols or on multiple carrier symbols such as J for jaw position, as in open jaw 
voice {J . . . J}.

3 Elaborating the IPA System of Notation

An elaborated consonant chart is presented in Figure 18.6 to serve as a reference 
and tracking device for consonantal articulatory possibilities. some of the issues 
discussed in section 2 are incorporated into this chart, which is based on the 2005 
iPA chart as well as on some aspects of the Extended iPA chart. The elaborated 
chart (1) incorporates an elaboration of place-of-articulation columns implied in 
the 2005 chart, supplemented by additions from the ExtiPA system, (2) illustrates 
the combination into a single category of place of articulation in the pharyngeal 
area as required by the laryngeal articulator model, (3) elaborates the range of 
manners of articulation to account for a full set of possible categories, (4) demon-
strates graphically the reasons why the 2005 iPA chart is more succinct and  
economical than this more extensive version, and (5) highlights areas of current 
conflict in articulatory description that have yet to be resolved.

Pharyngeals and epiglottals are represented together and combined in the same 
column. This approach recognizes that there exists a plosive category within the 
pharyngeal articulator, [?]. The sound termed the “Epiglottal plosive” is therefore 
seen as the culmination of active closure by the aryepiglottic pharyngeal stricture 
mechanism. The so-called “Epiglottal fricatives” are represented as pharyngeal 
trills, [H ë], since the place of articulation is identical to [Ó ¿], but trilling of the 
aryepiglottic folds is more likely to occur in tighter settings of the laryngeal con-
strictor or with more forceful airflow. The same “epiglottal” symbols could rep-
resent pharyngeal fricatives that have a higher larynx position than [Ó ¿], but a 
higher larynx position is also more likely to induce trilling than in a pharyngeal 
fricative with a lowered larynx position. Because [H ë] and [Ó ¿] occur at the same 
Pharyngeal/Epiglottal place of articulation (Esling, 1999), the logical phonetic 
distinction to make between them is in manner of articulation, trill versus frica-
tive. This new classification alters their value from the 2005 iPA chart. Following 
arguments that frication is difficult to produce or to distinguish when glottal 
voicing and constriction in the pharynx are so close to each other (laufer, 1996), 
but also recognizing a tradition of practical phonological necessity, [¿] is retained 
in the fricative row but also added to the approximant row with the explicit  
diacritic specification [>]. Although not a recognized phonemic distinction, the 
equivalent affricates are also included in an added row in the elaborated chart; 
that is, [?Ó ?¿] have not been described as distinctive sounds, but their phonetic 
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sequencing is clear and easily transcribable. They account for the gliding portion 
at the release of full aryepiglotto-epiglottic closure (in which the active aryepiglottic 
folds articulate against the passive epiglottis). The nonpulmonic rows of the  
Pharyngeal/Epiglottal column have been left empty, although they are not judged 
impossible. The Pharyngeal/Epiglottal and glottal places of articulation are sep-
arated by dark lines into a laryngeal zone, consistent with the laryngeal articulator 
model presented in Figure 18.4. significantly, many articulations that are possible 
at other vocal tract locations are shaded as impossible within the laryngeal articu-
lator zone. Nevertheless, more categories are recognized and included here than 
in the official iPA chart.

it is worth pointing out that it is not accidental in the 1993/1996/2005 iPA 
charts that the left edge of the vowel chart lies directly beneath the Palatal place 
of articulation. if it were spatially possible, the right edge should lie beneath the 
Velar column, as in the 1926 chart. Thus, the front vowels [i y] are related nota-
tionally to the Palatal consonants, and the raised (up and back) vowels [µ u] are 
vocoid versions of the articulations found in the Velar column. This diagrammatic 
relationship is more explicit in the 1926 chart (Figure 18.1), where both columns 
are wide enough to show that the lingual positioning for [i] is related to [j] and 
that the lingual positioning for [u] is related to [w]. Following the logic of the 
vowel groupings in Figure 18.5, vowels in the open front corner [a œ] are also 
reflections of Palatal tongue positioning, but also of jaw opening – hence the labels 
“close” and “open”; while the retracted vowels [A Å] should be located beneath 
the Pharyngeal/Epiglottal column. To represent this relationship graphically might 
necessitate turning the Pharyngeal/Epiglottal and glottal columns on their sides 
and placing them horizontally beneath the columns from Bilabial to Uvular. such 
a solution is not elegant, however, as most vowels remain oral, and only two 
columns of consonantal symbols and one corner of the vowel space are related 
to the laryngeal articulator. Despite the notational challenge, the conceptual audi-
tory relationship between the retracted vowels and consonants produced in the 
laryngeal articulator region remains clear.

The predominance of front lingual articulations is apparent from the elaborated 
chart. lines divide the chart into four sections, isolating labial from front lingual 
from back lingual from laryngeal articulations. Dentolabial has been borrowed from 
the ExtiPA chart to complement labiodental, although it is more common in 
clinical contexts and is perhaps more useful for instructive phonetic purposes 
than for describing sounds that occur in natural language. such a statement is 
always difficult, since not all of the sounds that occur in language today have 
been described yet; and some may never be described before their languages 
become extinct. it is nevertheless instructive to demonstrate that stops at the 
Dentolabial place of articulation (and even at the labiodental place of articulation) 
are more difficult to hold than stops at more common places of articulation. 
sounds from linguolabial to Retroflex in the front lingual section are articulated 
with the dexterity (if that is an accurate analogy) of the pointed part of the tongue. 
As noted above, no cells in this region have been shaded as impossible, although 
some may remain unlikely. Those cells that are not filled in the 2005 chart are 
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given explicit symbol combinations here. Most of the linguolabial sounds will 
not be encountered in world languages, but it is instructive to show that the 
available diacritic can be applied to a variety of sound types. There is some  
question as to whether linguolabial stops should be written with a “t” or a “p” 
if the lips are also closed. such borderline issues make for good theoretical debate. 
A full Alveolo-palatal column has been added at the beginning of the back lingual 
section, where sounds are articulated with the tongue tip down. The stop symbols 
[Ê Î] are less familiar than their fricative counterparts [Ç Û] in iPA usage, but many 
descriptions particularly of Asian languages use them quite routinely. it remains 
a challenge to phonetic description to distinguish accurately between sounds that 
are produced with the tongue tip down but with stricture by the front portion of 
the tongue (as is the case with Alveolo-palatals) and sounds that are produced 
with the blade of the tongue (laminally) as opposed to with the tip (apically). 
Many common front lingual stops, especially in Asian languages, have been found 
to be “Apicodental-laminoalveolar” stops rather than simply Dental or Alveolar 
(harris, 2006). such detailed distinctions are not yet adequately represented on 
the elaborated chart.

some other common articulatory possibilities are also not shown on the  
elaborated chart. Aspirated plosives, such as [ph] or [th], do appear explicitly, but 
breathy-voiced stops such as [bí] or [dí] do not, and not all types of secondary 
articulations can be shown, e.g., the numerous secondary effects that can qualify 
clicks. As is the case with the 2005 iPA chart, many articulatory possibilities remain 
implied because of space restrictions as well as for descriptive economy. it is also 
implicit that defining a diacritic is taken as adequate to explain how it combines 
with another character, even though each diacritic is restricted to a limited set of 
symbols; for example, aspiration only follows voiceless and generally plosive 
symbols. Voiced plosives can be accompanied by breathy voice, which can either 
use the breathy-voiced symbol as a diacritic [dí] (implying a sequence) or the 
breathy-voiced fricative diacritic [d] (implying simultaneity). such decisions of 
usage are also subject to phonological considerations and descriptive tradition. 
Although there are only two phonation types with explicit diacritic characters 
specified in the iPA chart, breathy voiced [3] and creaky voiced [`], diacritics can 
be borrowed from VoQs notation, and sequences can be qualified using VoQs 
bracketing. it is significant that breathy voiced and creaky voiced (laryngealized) 
notations represent phonatory opposites, the former being open or nonconstricted, 
and the latter being laryngeally constricted. Thus, the laryngealized diacritic [`] 
could also be used to specify varieties of harsh voice.

The Nasal manner of articulation is the second row in the chart because  
the oral vocal tract is stopped (as for a plosive) during nasal airflow in their 
production. in the elaborated chart, voiceless nasals are included since their  
occurrence is not uncommon. The voiceless diacritic is the only diacritic that can 
be used either above [*] or below [8] another symbol without changing its mean-
ing. Trills are also specified for voicelessness, as are two Taps, but audibility can 
be an issue, so the places of articulation where they can occur are restricted.  
A labiodental flap symbol was added to the iPA chart in 2005. its shape implies 



 Phonetic Notation 699

that the lips and the teeth are the articulators by default. An attested bilabial  
version of the flap (Anonby, 2006) is therefore marked with an advancing diacritic 
to indicate that the two lips are involved. The Fricative row has been split in two, 
primarily in order to indicate how the front of the tongue is used in two different 
ways. Both sibilant, grooved [s z] sounds, which could also be written [á {], and 
the traditionally “interdental” [T D] sounds occupy the Dental place of articulation. 
similarly, both [â |] and the more usual [S Z] sounds are Postalveolar, but with 
differing grooving characteristics. And a sound with a double articulation, pur-
portedly Postalveolar and Velar [Í], but which may also have a distinct rounding 
component when it occurs in swedish, is given a place on the chart.

Approximants are also split into two levels – the controversially intermediate 
category of “lowered fricatives” and the more commonly used and sometimes 
doubly articulated approximants (with two points of oral stricture). To specify  
a phonetic difference between [Ô j j] is a very fine line, but it is argued to have 
meaningful distinctiveness in spanish (Martínez-Celdrán, 2004). The double  
articulations [Z Á w] appear twice; they have a lip-rounding component and 
therefore also appear in the Bilabial column. What could be viewed as a technical 
problem is that the most open consonants [j M] are also implied to have inherently 
spread lips, in the same way that the vowels [i µ] are unrounded, i.e. spread. 
however, a consonant like [j] may not have much lip spreading in its natural 
phonological incidence. This is what justifies an intermediate, nonspread (and 
nonrounded) category [ j Á] between the two, in particular to distinguish the  
sequence [ƒ Á M]. lateral fricatives and approximants also present an interesting 
case. Unlike the central (or median) fricatives and approximants, where the  
passage through the vocal tract is medially located, the laterals have central  
closure, like a stop. it should also be noted that there is no voiceless [l] counter-
part to [l] specified, since it would be perceived as the lateral fricative [¬] because 
of the replacement of periodic voicing by turbulent noise.

Affricates are elaborated in a similar way to the fricatives. Affricates are only 
referred to obliquely on the iPA chart. Even on the elaborated chart, it is clear 
that not all possibilities can be represented. only homorganic possibilities are 
specified. heterorganic affricates and double articulations are not included,  
just as there is no room to include double-stop categories such as [0 4]. Non-
pulmonic consonants – implosives, ejectives, and clicks – are given separate rows 
in the elaborated chart. Both voiceless and voiced implosives are listed, using the 
voiceless diacritic following the usage in Mclaughlin (2005). The ejectives are less 
numerous than the pulmonic stops and affricates; and the clicks, as mentioned 
above, are not annotated for secondary articulatory features. A large proportion 
of symbols represent sounds that involve stopping the airflow through the vocal 
tract. These sounds, and combinations of them, could produce a larger number 
of combined characters than it is practical to represent even in a chart intended 
for instructional, educational purposes.

several qualifications, therefore, need to be made to the chart as elaborated in 
Figure 18.6. The [¿] symbol can also be placed in the Tap row to indicate a rapidly 
articulated closure and opening of the aryepiglottic folds. This phenomenon has 
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not been fully explored, but a variety of ’ain /¿/ in iraqi Arabic that is too short 
to be an epiglottal stop [?] and has too much of a burst to be a fricative or an 
approximant is a likely candidate. A logical symbol would be the basic [¿] with 
a breve (short) mark at the top. The same would apply for a uvular tap. several 
attested and/or logical ejective fricatives appear along with the stops and affricates 
in the Ejective row. since some are more common, or likely, than others, there are 
gaps. The example of [rP] is of course necessarily understood to be voiceless [rP], 
since that is a property of the production of all glottalic egressive sounds. in the 
last row of the table, each click may have several secondary accompaniments, 
such as in the series [| |h è| g| |? |X |H] (Miller, 2007; Miller et al., 2009), but only 
the basic primary values are represented here. This qualification can be seen  
to be a general one. Most consonants in most rows can be embellished by the 
addition of secondary articulatory features such as palatalization [ j], uvulariza-
tion [‰], or pharyngealization [¿]. single or “singleton” consonants can also be made 
“geminate” (double or longer in length), which can be indicated by the iPA  
length mark [:]. such a range of elaborations, however, cannot be represented 
exhaustively in a single coherent chart.

Constructing an elaborated chart of notational representations such as this is 
perhaps useful as a theoretical phonetic exploratory device but at the same time 
may not be ideal as a tool for describing the sounds of the world’s languages. 
First and foremost, not all of the sounds represented on this elaborated chart are 
attested in languages of the world; and there are therefore far more symbols than 
are needed in practical phonetic transcription. At the same time, much of the fine 
phonetic detail usually represented by diacritic notation is absent. For the purposes 
of phonetic instruction, however, the elaborated chart broadens the conceptual 
field of articulatory possibilities while retaining an image of gaps of articulatory 
unlikelihood or of articulatory impossibility.
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19 Sociophonetics

Paul FoulkeS, JameS m. Scobbie, 
and dominic Watt

1 Introduction

in general terms, sociophonetics involves the integration of the principles, tech-
niques, and theoretical frameworks of phonetics with those of sociolinguistics. 
However, there has been considerable variation both in the usage of the term  
and the definition of the field, so that sociophonetic research may orient more 
towards the concerns of sociolinguists on the one hand or phoneticians on the 
other.

the first recorded use of the term “socio-phonetic” (sic) is by deshaies-lafontaine 
(1974), a dissertation on variation in canadian French carried out squarely within 
the emergent field of labovian or variationist sociolinguistics. the term was coined 
as a parallel to “sociolinguistic” in order to capture the project’s emphasis on 
phonetic rather than syntactic or lexical variables (deshaies, p.c.).1 among  
phoneticians, sociophonetics has been used as a thematic label at the quadrennial 
international congress of Phonetic Sciences (icPhS) since 1979. the nine papers 
presented under this heading at the 1979 conference followed the pattern set by 
deshaies-lafontaine in addressing central questions in sociolinguistics with reference 
to phonetic variables. contributions included papers by eminent sociolinguists 
such as labov (on vowel normalization) and Romaine (on variation and change 
in Scottish /r/). Probably the first example of explicitly sociophonetic work published 
in a prominent journal is the variationist study of Viennese German by dressler 
and Wodak (1982, although they prefer the epithet “sociophonological,” with 
synonymous intent).

Since these early studies the quantity of research which can be described as 
sociophonetic has increased rapidly, particularly since the mid 1990s, and the 
scope of that research has become ever broader. to support this observation it  
is instructive to survey the set of papers presented at the 2003 icPhS. around  
90 papers were presented on topics with a sociolinguistic connection, such as 
variation, change, socially informed fieldwork, and speaking style. However,  
discussions also included subjects as diverse as the phonological relationship 



704 Paul Foulkes, James M. Scobbie, and Dominic Watt

between liquids, descriptive accounts of albanian and cocos malay, loanword 
pronunciation, conversation analysis, methods for developing large corpora, and 
psycholinguistic experiments on information processing.

indeed, given the recent growth of the field and the disparate paths it has taken, 
providing an adequate definition of sociophonetics is far from straightforward. 
the discipline draws upon a rich empirical corpus which is generated through a 
wide set of methods and which is exploited to address a diverse range of theoret-
ical questions. circumscription of the field is similarly problematic. the bound-
aries of the discipline have become increasingly porous, such that sociophonetic 
research now amalgamates theories and methods not only from phonetics and 
sociolinguistics but also from related fields including psycholinguistics, clinical 
linguistics, first language (l1) and second language (l2) acquisition, theoretical 
phonology, and computational linguistics. at the same time, though, the eclecticism 
of sociophonetics may be misinterpreted as indicating a lack of clear focus. its 
development through the marriage of traditionally separate disciplines has also 
led, perhaps, to its being viewed as a relatively peripheral concern to its con-
tributory fields. However, whilst it remains something of a loose confederation 
of industries, the inclusion of this chapter in the second edition of this handbook 
bears witness to the claims of sociophonetics to be an independent discipline. 
With this in mind our goal in this chapter is both to survey the current state  
of the field and in doing so also attempt to delimit and define it. We will point 
to a number of important contemporary theoretical issues in phonetics more 
broadly where we think progress can best be made through work that draws on 
sociophonetic concepts and methods.

in our view, the unifying theme of sociophonetic work is the aim of identifying, 
and ultimately explaining, the sources, loci, parameters, and communicative functions 
of socially structured variation in speech. in this view the goals of sociophonetics 
include accounting for how socially structured variation in the sound system is 
learned, stored cognitively, subjectively evaluated, and processed in speaking and 
listening. Such work contributes to the development of theoretical models in 
phonetics and sociolinguistics, spanning speech production and perception, with 
a clear focus on the origin and spread of change. Sociophonetic methods and data 
also contribute to theoretical models in phonology, acquisition, and long-term storage 
of linguistic knowledge, because of the field’s focus on fine phonetic detail, and 
structured variation.

methodologically, socially structured variation offers great opportunities for 
experimental phoneticians to exploit, because micro-typological studies fall neatly 
between cross-linguistic and idiolexical comparisons. the fine granularity of the 
differences between related socially located linguistic systems provides an invaluable 
research tool, albeit one which has to date largely been exploited in cross-dialectal 
research defined geographically rather than socially. Phonetic research often draws 
on homogeneous pools of subjects to suppress variation, but intersubject dif-
ferences in fine phonetic detail which function socially can be used in order to 
understand both the variation and the aspects which are common across closely 
related systems, by using structured pools of subjects.
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We continue this overview with a brief explanation of socially structured vari-
ation, identifying the kinds of phenomena that are investigated in sociophonetic 
studies. We then survey representative studies, first those with a focus on speech 
production, followed by a discussion of sociophonetically informed studies of 
speech perception. We highlight a number of important methodological issues 
and the principal theoretical contributions made by sociophonetic work. Finally, 
we address the potential contributions of sociophonetics to applied fields.2

2 Defining Sociophonetic Variation

Speech provides various kinds of information simultaneously, a fact recognized 
by the earliest scholars of language (see for example chambers’ 2002 discussion 
of the Sanskrit grammarian Panini, writing in c. 600 bc). in modern linguistics 
it has become customary to draw a binary division between linguistic and extra-
linguistic, or indexical, information.

linguistic information is that conveyed in respect of propositional meaning – what 
we might loosely characterize as assertions about the world that can be abstracted 
from their contexts of utterance. We can generally identify multiple utterances as 
linguistically equivalent even if they are pronounced in different ways. We do this 
by selectively attending to the linguistic information carried by the signal, as we 
do when, for instance, writing down utterances using a standardized orthography.

as well as permitting the communication of semantic information, however, 
speech also provides a rich source of indexical information reflecting, for example, 
a speaker’s background, pragmatic intent, and emotional state (abercrombie, 1967).3 
Some sources of indexical information emerge as the product of the universal 
constraints of biology and physics. organic factors, such as vocal tract anatomy 
and physiology, exert a clear influence on vowel formant values and fundamental 
frequency such that relatively abrupt differences can be observed between adult 
males, females, and children. Similar effects underlie developmental aspects of 
first language acquisition and physical changes through the life course, most 
noticeably in old age. other indexical features are purely a social product, that 
is, arbitrary associations between linguistic variants and types of speaker or speech. 
to illustrate, a much cited example is that of coda (postvocalic) /r/ in english 
(e.g., Scobbie, 2006b). Studies of so-called rhotic varieties (e.g., in north america, 
ireland, and Scotland) have found statistical differences in the production of coda 
/r/ across social classes (e.g., labov, 1972; Reid, 1978; Romaine, 1978; Stuart-Smith, 
2007a). in these varieties, members of higher socio-economic groups typically use 
audible consonantal rhoticity more than those of lower social groups. the rhotic 
nature of coda /r/4 can therefore be said to index social class. the arbitrariness 
of the association between rhoticity and class is illustrated when we compare the 
same phonetic quality in non-rhotic dialects (e.g., in england), where the opposite 
social evaluation of coda /r/ can be observed: a rhotic pronunciation of the final 
consonant in a word like car when it is a coda is often taken as a sign of low 
rather than high social status (Wells, 1982, p. 35).
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the example of english coda /r/ illustrates both the importance of social factors 
in directing change and, at this level of description, its phonetic arbitrariness. in 
both rhotic and non-rhotic communities variation encompasses phonetic weakening 
and vocalization of coda /r/, a commonality which phonetic and phonological 
theory attempt to explain. but considering the phenomenon in isolation from its 
social context, through study of articulatory, acoustic, or perceptual data, is likely 
to be less revealing than research which incorporates extra dimensions from  
sociophonetics which explore the functionality and indexical meanings of the 
variants and their role in the establishment of structured variation and the trans-
mission of change.

the indexical functions of a linguistic variable are usually manifested in statis-
tical differences in a form’s distribution across speakers, groups, or speech styles, 
rather than resulting from categorical usage or non-usage of a particular variant. 
this is certainly true in the case of studies of english /r/, for instance. However, 
examples of the latter can be found: macaulay (1991) found that use of the monoph-
thong [Ë] rather than [vË] in words like house and down in Scottish english was 
frequent in the speech of his working-class informants, but was altogether absent 
among his middle-class speakers. discrete phonological differences have also been 
reported for males and females in other languages, including Gros Ventre (taylor, 
1982) and chukchi (dunn, 2000).

a central question in the study of indexical features is how universal and social 
constraints interact. Johnson (2006), for example, compares vowel formant spaces 
for males and females in 17 languages and dialects. the magnitude of differences 
in F1/F2 distribution varies substantially across the languages, indicating that 
biology alone cannot account for the variation (see also Rosner & Pickering, 1994, 
pp. 49–73). Furthermore, there is evidence from studies of children which shows 
differences in average fundamental frequency, formant values, and voice quality 
between prepubescent boys and girls. these findings suggest that some gender-
appropriate speech behavior must be learned in childhood rather than being 
determined solely by anatomical differences between the sexes (Sachs, 1975; lee 
et al., 1995; Sederholm, 1998; Whiteside, 2001). it can therefore be difficult, even 
impossible, to disentangle socially-influenced variation from variation which is 
the product of biology and physics. in light of the difficulties presented to the 
analyst by this convolution of sources of variability, we recognize as sociophonetic 
any aspect of systematic phonetic variation in which the indexed factor is at least 
in part the product of social construction (following Foulkes & docherty, 2006, 
p. 412).

3 Sociophonetic Studies of Speech Production

3.1 Sources of variation
the majority of work carried out under the rubric of sociophonetics has focused 
on identifying the indexical roles of features of speech production. it has been 
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established that speech varies in systematic ways as a function of a very wide 
range of social factors. this has been one of the fundamental contributions of 
labovian sociolinguistics more generally, and is reflected in the early sociophonetic 
works referred to in the introduction. one of labov’s principal motivations at the 
inception of his highly influential studies of english in new York city was to 
show, contra earlier works on american urban varieties such as Hubbell (1950), 
that linguistic variation is not random, inexplicable, or theoretically irrelevant. 
this manifesto, laid out explicitly in labov (1966a), informs all subsequent work 
carried out under the variationist sociolinguistics banner.

early sociolinguistic work focused on sources of variation identified as correlating 
with broad demographic categories such as social class, age, speaker sex, and 
ethnicity, and with speaking style (e.g., labov, 1966b; labov et al., 1972). Figure 19.1 
represents a typical example, illustrating quantified data for (ng) from norwich 
english (trudgill, 1974). the sociolinguistic variable (ng) refers to the final nasal 
in gerunds (walking, etc.) as well as in polysyllabic monomorphemes such as 
ceiling and in the words anything, everything, nothing, and something. in all varieties 
of english so far studied, speakers alternate between using the standard velar 
nasal [è] and the nonstandard alveolar [n]. However, the data in Figure 19.1 show 
that variant selection is not random. instead, it displays structured heterogeneity 
(Weinreich et al., 1968), correlating with both the sex and social class of the speaker. 

Figure 19.1 usage of non-standard variant [n] for (ng) in norwich english. (adapted 
from trudgill, 1974, p. 94)
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use of [n] is lowest for the middle-class groups, and rises across the social con-
tinuum, with an abrupt leap for the upper working class relative to the lower 
middle class. in all social groups the men use more [n] than the women. use of [n] 
in norwich is therefore an index of speaker gender and especially of social class.

Figure 19.1 is a typical example of early sociolinguistic research in that it shows 
that vernacular or nonstandard forms tend to be more frequent for males and for 
members of lower socio-economic groups. However, plenty of counter-examples 
have since been reported which reflect particularly marked social differences in 
the community under investigation. one such example is mees and collins’ (1999) 
analysis of the distribution of glottalization features in cardiff english, in which, 
contrary to the pattern found in other parts of the uk, glottal pronunciations of 
preconsonantal and prepausal /t/ are apparently evaluated locally as prestigious. 
in another example, Watt and milroy (1999) discuss variation in newcastle eng-
lish in the vowels of the face, goat, and nurse lexical sets (following the notation 
system devised by Wells, 1982). the patterns of variation do not align on a 
standard–nonstandard continuum. instead, younger females appear to be leading 
a change away from the traditional local vernacular forms [fI@s], [gU@t], and [nO:s] 
towards other nonstandard variants that have wider currency across the north of 
england: [fe:s], [go:t] and [nø:s].

much sociolinguistic work since the 1960s, informed by theoretical advances 
from adjacent fields such as sociology and anthropology, has been devoted to 
refining our understanding of the relevant social sources of variation. one  
important result of such work has been a move beyond broad demographic  
categories in both methodology and theorizing. We offer below a brief review of 
some important advances in our understanding of the main sources of learned 
variability.

3.1.1 Social class, communities, and networks ash (2002) discusses problems 
in defining and measuring social class, and assesses the value of class for studies 
in non-Western societies (see for example Haeri’s (2003) critique of conventional 
notions of class, gender, and speech style among cairene arabic speakers). Yet 
social/stylistic stratification of some kind, e.g., diglossia (Ferguson, 1959), can 
occur in many different societies, including those where Western analytic categories 
may not straightforwardly apply. and even in Western societies, concepts such 
as social class require deconstruction in order to identify more precisely the root 
causes and functions of linguistic variation. For example, studies in the commun
ities of practice framework (eckert & mcconnell-Ginet, 1999; meyerhoff, 2002)  
show how linguistic forms are affected by an individual’s chosen membership of 
groups. Groups may be defined at a local level (such as belonging to a particular 
sports team or professional organization), but they may also reflect more wide-
spread and abstract patterns of social practice (exemplified by adolescents and 
their choices in behaviors, clothing, slang terminology, and arguably vernacular 
pronunciation on a nationwide basis).

mendoza-denton’s work on the language of young latina gang girls in cali-
fornia, for instance, links sociophonetic and discourse variation to gang members’ 
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“expectation-violating” modes of (nonlinguistic) behavior, such as fighting, that 
transgress what is conventionally considered appropriate for young women 
(mendoza-denton, 1996, 1999). linguistic choices are viewed as one type of 
symbolic resource in the construction and maintenance of identities. in a similar 
vein, bucholtz (1998, 1999) demonstrates that “nerds” (students who consciously 
adopt an “uncool” identity) differentiate themselves from their peers through 
various social practices including phonetic and linguistic choices. californian 
nerds, for instance, did not participate in ongoing vowel changes such as fronting 
of goat and goose, used released forms of word-final /t/ instead of the typical 
unreleased or glottalized forms, and avoided current slang. other studies on the 
role of phonetic variants in establishing social identity include eckert (2000) on 
socially polarized school groups, kiesling (1998) on members of american college 
fraternities and sports teams, and bunin benor (2001) on orthodox Jewish women. 
there is a relatively wide collection of studies on the phonetic properties of gay, 
lesbian, and bisexual speakers and speech styles, including Pierrehumbert et al. 
(2004), munson et al. (2006), and munson (2007). it is increasingly apparent  
from studies such as these that individuals exercise a considerable degree of 
choice – whether conscious or subconscious – over the phonetic forms they use in 
their speech, within the constraints imposed by intelligibility considerations. these 
choices can make an essential contribution to the indexing of personal stance, 
identity, and communicative function. the freedom which speakers have to define, 
use, change, and move between different identity-based sociolects starkly shows 
the pitfalls which phoneticians and phonologists risk by failing to take social 
variation into account when positing functional explanations for patterns that 
may exist in a standard variety, but in a different form in other varieties.

the individual’s degree of entrenchment in a group has also been assessed 
through studies which take account of the speaker’s social network (milroy, 1987b). 
Generally speaking, the more central the place of the individual in a group, the 
stronger their adherence to the group’s norms of behavior and the greater the 
normative influence of linguistic forms associated with that group. For example, 
labov (1972) investigated several sociolinguistic variables in the speech of the 
rival Harlem street gangs, the aces and the thunderbirds. members of both gangs 
used many nonstandard phonological forms, including [n] for (ng) and [d] or [v] 
for (th) (in brother, etc.). the nonstandard usage of core members was relatively 
similar across the gangs, and considerably higher than that for peripheral asso-
ciates of either gang. Strength of social networks may also be affected by factors 
such as differences in geographical mobility (britain, 2002), the extent of routine 
behaviors such as those based around sport and leisure activities (britain, 1997), 
and general social structures such as patterns of employment (milroy, 1987b).

network strength and structure interact in complex ways with the more con-
ventional demographic categories typically employed in sociolinguistic research. 
For example, dubois and Horvath’s (1998, 1999) study of variability in dental 
fricatives among louisiana cajun english speakers revealed a resurgent use of the 
traditional stops [b] and [è] (for /q/ and /ð/respectively) by younger informants 
(20–39 years of age). the informants were distinguished by their membership of 
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networks which were described as either “closed” (enclave or otherwise insular 
communities) or “open” (in which individuals are more participative in wider 
society). the revitalization of (th)-stopping, they argue, is best accounted for  
by attending to speakers’ membership of open and closed networks as well as 
by their gender. Young closed network men and women tended to “recycle” the 
traditional stop variants, but among open network speakers this habit was only 
observed among men. (th)-stopping in cajun english thus has multiple indexical 
functions which differ depending on the relative openness of the networks in 
which its speakers are integrated. dubois and Horvath link the resurgence of the 
stop variants to a revival of positive associations with the formerly stigmatized 
cajun culture and identity.

3.1.2 Age and life stages biological age is obviously an important contributor 
to phonetic and linguistic differences through childhood (Vihman, 1996) and again 
in later life (beck, this volume). However, age differences may also reflect socially 
determined divisions of the age continuum, or life stages. eckert (1997) argues  
that in most Western societies there are three main life stages: childhood, adoles-
cence, and adulthood. each is defined by major differences in typical lifestyle, 
which in turn exert radically different influences both on general behavior and 
specifically language use. the number of stages, their distinct patterns of social 
behavior, and their effects on language may differ from society to society or change 
over time. Speakers of particular ages in particular communities may also show 
marked linguistic differences as a consequence not only of long-term social con-
vention, but also because of major historical or social events. in his study of dialect 
change in Gaza arabic, for example, al Shareef (2002) divided speakers into age 
groups according to their experiences of mass migration into Gaza following 
political events in 1948 and 1967. those who were adults before 1948 were found 
to maintain their original local dialects, while those born after migration showed 
effects of contact with other dialects.

in childhood, lifestyle is dominated by the family setting. children receive the 
bulk of their linguistic input from the immediate family and they conform broadly 
to the norms of the input model(s). For example, Foulkes and docherty (2006) 
examined the use of pre-aspirated voiceless stops in newcastle english, finding 
a close correlation between usage by 2- to 4-year-old children and that of their 
mothers. kerswill and Williams (2000) offer a clear illustration of the importance 
of the home model in their study of children’s speech in milton keynes, a town 
which underwent huge expansion in the 1960s to create a commuter residence 
for london and other cities in the south east of england. as a result the new town 
experienced very high rates of in-migration from all over the uk and further 
afield. in kerswill and Williams’ study, 4-year-old children showed great phono-
logical diversity as a group, reflecting the mix of dialects in their homes. children 
of rhotic parents, for example, displayed rhoticity themselves.

input variation has also been the focus of a series of studies on acquisition of 
Scottish english, including Hewlett et al. (1999) and Scobbie (2005). they examined 
the acquisition of the complex phonological pattern referred to as the Scottish 
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Vowel length Rule (SVlR). most varieties of english display vowel length dif-
ferences dependent on the voicing of the following consonant such that the vowels 
of brood and bruise are longer than that of brute. the effect of the SVlR is that 
vowels preceding voiced stops are also short, such that in SVlR accents brood and 
brute are short, while bruise is long. the impact on acquisition of SVlR of different 
parental models was assessed, considering whether children have two, one, or 
no Scottish parents. their findings indicate that the pattern is harder to learn if 
one or neither parent is Scottish. Scobbie (2005) shows in detail how a “mixed” 
speaker can incorporate aspects of both parental and community targets to result 
in new and typologically marked patterns. Sociophonetic studies can therefore 
be highly instructive for our understanding of phonological acquisition. a great 
deal can be learnt from how children form their own system (Vihman, 1996) on 
the basis of different input systems, whether the inputs vary as part of the com-
munity’s sociolinguistic norms (the standard sociolinguistic focus), or between 
the family and the community at large, or even within the family.

through childhood and into adolescence the social role of the peer group  
begins to take over. linguistically, the adolescent period is frequently characterized 
by a shift away from the family model in favor of high usage of nonstandard 
forms, high usage of forms that are innovative in any ongoing sound change,  
and homogeneity of usage across the peer group. the milton keynes study again  
illustrates such a shift. compared with the 4-year-olds, children aged 8 and  
12 years showed increasing divergence from their parental models, but increasing 
focusing of the dialect within the peer group. minority forms such as rhoticity 
had disappeared by age 6 (kerswill & Williams, 2000).

in adulthood, lifestyle may settle again, and the exigencies of career choices may 
lead to particular language varieties taking on a certain market value for the speaker, 
depending on communicative function. For example, coupland (1980) discusses 
the value of both local cardiff speech and standard varieties for a worker in a 
travel agency. Pappas (2006) gives an account of stigmatized local pronunciations 
of /l/ and /n/ in Patra Greek, showing that use of stigmatized variants, and 
attitudes towards them, correlate with speakers’ orientations towards metropolitan 
versus provincial lifestyles and their associated employment aspirations (see also 
brouwer & van Hout, 1992).

3.1.3 Sex and gender Speaker sex has often been investigated in phonetic as 
well as sociolinguistic studies, perhaps because the biological effects of speaker 
sex on speech are in many respects obvious and impossible to avoid (for phonetic 
studies with a particular focus on sex-based differences, see, e.g., byrd, 1994; 
Whiteside et al., 2004; Simpson & ericsdotter, 2007; Jacewicz et al., 2007). For their 
part, sociolinguists have come to focus more on the socially constructed and 
“performed” roles of gender rather than the binary category of biological sex 
(butler, 1990; Hall & bucholtz, 1995; eckert, 2000; cheshire, 2002). the importance 
of gender in understanding language use is grounded on the observation that males 
and females tend to compete with, and evaluate themselves against, members of 
their own gender (eckert, 2000, p. 122). to understand variation in speech it is 
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therefore important to explore differences within gender groups rather than focus 
on simple male/female comparisons. the specific question for sociophonetics is 
how these factors of sex and gender interact. the extent to which biological sex 
differences might directly underpin apparently arbitrary gender differences with 
respect to sociolinguistic behavior has received less attention, however. Gordon 
and Heath (1998) attempt to draw explicit links between biological sex and male/
female differences in the extent of participation in ongoing sound changes by 
pointing to “intrinsic” sex-based preferences in the sound symbolic domain. they 
argue on the basis of synchronic and historical data from a range of languages that 
women tend to lead vowel changes towards the close front region of the vowel 
space, while men are predisposed towards changes involving vowel retraction 
and rounding.

the importance of gender as opposed to sex is illustrated in studies such as 
that by mcconnell-Ginet (1983), Johnson (2006), and Stuart-Smith (2007b). Stuart-
Smith, for example, provides a detailed study of [s] production by 32 english 
speakers from Glasgow. anatomical differences between males and females  
predict acoustic differences in [s], such that the smaller vocal tract typical for a 
woman would produce an [s] with aperiodic energy at a higher overall frequency 
than the larger male vocal tract (Stevens, 1998, p. 398). However, in Stuart-Smith’s 
study, the acoustic data from working-class girls patterned with those from  
males. Figure 19.2 shows the long-term average spectrum (ltaS) for the [s] in 
the word ice as produced by a young working-class female (upper pane) and for 
a young middle-class female (lower pane). the distribution of energy in the spec-
trum for the working-class female resembles that typically found for Glaswegian  
males, with a much lower center of gravity than that found for middle-class 
women.

Following the reasoning expressed by eckert (2000) and others adopting a com-
munities of practice framework, Stuart-Smith interprets the girls’ phonetic patterns 
not as an attempt to sound like males, but to distance themselves from middle-
class girls and the social identity they present.

3.1.4 Regional variation in addition to the social dimensions of variation we 
should also comment on studies of regional variation, since speech also indexes 
a person’s geographical identity. Regional studies have a particularly long history, 
and in fact, from the perspective of our definition of sociophonetics, it is possible 
to regard the pioneers of nineteenth-century dialectology as the first socio-
phoneticians (e.g., Wenker, 1895). their work not only yielded descriptive documenta-
tion of geographical variation, it also showed awareness of the social variation 
within communities through the predominant focus on older rural males as the 
harbingers of maximally archaic forms, as well as a recognition that traditional 
dialects were undergoing change through processes such as standardization 
(chambers & trudgill, 1998). contemporary analyses of regional variation operate 
with more complex notions of space which acknowledge “distance” between 
locations as having social and psychological dimensions rather than being defined 
solely in terms of geographical proximity (britain, 2002). Such factors may include 
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political boundaries and differing orientations towards larger economic centers 
(e.g., boberg, 2000; Woolhiser, 2005; llamas, 2007).

the wider mobility of some groups, implicit and explicit processes of national 
and supralocal standardization, and people’s exposure to and awareness of other 
regional varieties have been prime areas of interest for sociophoneticians. advances 
in telecommunications, recording, and analysis technologies have facilitated the 
exploration of interaction and interference between a wide range of subtly differ-
ent phonetic systems. For an overview of recent studies carried out within this 
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framework and the development of increasingly sophisticated theoretical models 
to which they contribute see auer et al. (2005).

3.1.5 Ethnicity, race and bilingualism ethnicity is a social product as opposed 
to a biological given (Fought, 2002) (like gender as opposed to sex) and indeed 
can be entirely nonbiological if based on religion or culture. both ethnic marking 
in l1 and the role of ethnicity in creating an l2 variety have been examined. the 
relationship between linguistic variation and ethnicity has been a prominent focus 
in sociolinguistics since labov’s earliest works, which included investigations of 
the phonological patterns of the Portuguese and Wampanoag native american 
minorities in martha’s Vineyard (labov, 1963), and Puerto Ricans and african 
americans in new York city (labov et al., 1968). a great canon of work has since 
been produced on african american english (aae), describing its current features 
and also tracing its development (see, e.g., Wolfram, 1969; mufwene et al., 1998; 
Green, 2002; Wolfram & thomas, 2002). Phonological features have been less 
studied than other aspects of the grammar, and the bulk of work has concentrated 
on differences between aae and other varieties with little attention being paid 
to variation within aae (Wolfram & Schilling-estes, 1998, p. 174). it is often  
assumed, in fact, that aae varies relatively little geographically (but see, e.g., 
Hinton & Pollock, 2007, for counter-evidence), and collectively aae speakers 
appear to resist participation in major sound changes such as the northern cities 
Shift (e.g., Wolfram & Schilling-estes, 1998; milroy & Gordon, 2003).

the english of several other ethnic communities has been studied in north 
america (e.g., anderson, 1999; Fought, 1999, 2003; Ryback-Soucy & nagy, 2000; 
Schilling-estes, 2000; thomas, 2000; boberg, 2004). However, the role of ethnicity 
in shaping accent differences has been studied relatively rarely elsewhere, or with 
respect to languages other than english. exceptions include maori english (britain, 
1992; Holmes, 1997), ethnic varieties of english in australia (clyne et al., 2001), 
ethnic marking in israeli Hebrew (Yaeger-dror, 1994a), and ethnic groups divided 
on religious grounds in the uk (milroy, 1987b; mccafferty, 1999, 2001). Heselwood 
and mcchrystal (2000) present a preliminary study of the accent features of Panjabi-
english bilinguals in bradford, revealing marked gender differences in the use  
of l2-influenced variants. For example, the males used a greater number of retro-
flexed variants of /t/ and /d/, a feature characteristic of Panjabi itself. it appears 
that the males may be adapting phonological features of one language for use as 
markers of ethnicity in the other. this “recycling” of sociolinguistic features is 
also reported by dyer (2002) in her study of the english steel town, corby. the 
town saw a large influx of Scottish steel workers in the 1960s. Subsequent gen-
erations have abandoned most Scottish phonological features, but some have been 
retained as markers of local corby identity and a means by which young corby 
speakers differentiate themselves from inhabitants of neighboring areas.

Strategic sociolinguistic choices can also be made by second language learners 
and bilinguals: van der Haagen (1998), for instance, investigated dutch learners 
of english and found correlations between their attitudes to american and british 
varieties and their pronunciation preferences. choice of language or variety may 
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contribute to a speaker’s social identity. khattab (2006, 2007, 2009) shows that 
english–arabic bilingual children learn and exploit a range of phonetic variants 
comparable to that of their monolingual peers. moreover, phonetic interference 
patterns from english onto arabic can be interpreted not as imperfect learning 
(bi-directional interference) but as strategic devices to achieve conversational goals. 
For example, the children frequently adapted english words to arabic phonology 
when attempting to satisfy their parents by speaking arabic in fieldwork sessions. 
Scobbie (2005) links such results back to monolingual cross-dialectal variation and 
the influence of parents with “incomer” accents, while evans et al. (2007), lambert 
et al. (2007), and Hirson and Sohail (2007) focus on the effect of being in a bilingual 
community. Variability of rhotics in Panjabi-english bilinguals also reflects the 
growing trend of examining first- and second-generation immigrant variation, 
further linking topics in acquisition and bilingualism to social and ethnic identity.

3.1.6 Intra-speaker variation the sources of sociophonetic variation discussed 
so far are all important for the observation of inter-speaker differences within a 
community. intra-speaker variation, meanwhile, has been investigated mainly 
through analysis of speech across several modes of communicative setting which 
collectively can be labeled style. in labov’s early work style was viewed as a 
continuum defined by degree of self-monitoring. Vernacular usage was hypo-
thesized to occur where speakers paid minimal attention to their speech, while it 
was predicted that increasing formality (accessed, for example, in tasks such as 
reading aloud) would lead to increased self-consciousness and self-monitoring 
(labov, 1972, p. 208).

labov’s original formulation of style has been acknowledged to be simplistic, 
however. it is now recognized that speakers adjust phonetic parameters in response 
not only to their own self-monitoring but also in response to a range of external 
factors including topic, physical setting, and audience. a more standard variety of 
pronunciation may be used, for example, where a speaker deems it appropriate 
for the listener (e.g., because of the formality of the setting, or when the speaker 
judges that the listener might understand a vernacular form less readily than its 
standard equivalent). bell (1984) refers to this effect as audience design. lindblom 
(1986, 1990) conceptualizes within-speaker variation in a similar way in the H&H 
(hyper- and hypo-speech) framework. Speakers position themselves along a hyper–
hypo continuum according to the communicative setting, trading off the demands 
of limiting articulatory effort against those of ensuring intelligibility for listeners. 
the hyper end of the continuum is characterized by relatively canonical speech, 
with shifts to the hypo end permitting incrementally more underarticulation. the 
hyper–hypo range may align with a standard–vernacular continuum, but need 
not necessarily do so. Wassink et al. (2007) compare the features of hyper-speech 
with those of lombard and child-directed speech. Work in conversation analysis 
has also shown that fine-grained phonetic cues may be manipulated by partici-
pants to manage interaction, for example to delimit speaking turns, highlight 
repetitions, time interruptions, and indicate (dis)agreement (local, 2003, 2007; 
ogden, 2004). interactants have been shown to monitor and systematically adapt 
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details of consonant and vowel pronunciation, loudness, rhythm, timing, intona-
tion, and pitch in their negotiation of conversation.

intra-speaker variation has furthermore been investigated in a number of longi-
tudinal studies. Such work is relatively commonplace in the acquisition literature, 
in which children’s articulatory development is monitored (davis, this volume). 
Sociolinguistic studies have also tracked the emergence of social and stylistic 
variation among children (e.g., Roberts, 1997; docherty et al., 2006; Smith et al., 2007). 
Systematic sociolinguistic variation is present in the input children receive from 
the beginning, and it appears to be learned in tandem with aspects of the phono-
logical system from the onset of speech production. there is, furthermore, evidence 
that input from adults is tailored to the developing social identity of children. For 
example, in a study of newcastle english, Foulkes et al. (2005) found speech from 
mothers to girls contained more standard variants of /t/ than speech to boys, 
thus mirroring the gender-correlated patterns found in the adult community.

Fewer longitudinal studies have been carried out of adult communities or indi-
viduals, due both to logistical difficulties in performing such work and also as a 
result of the widespread assumption that linguistic patterns are essentially fixed 
once a speaker reaches adulthood. However, evidence from the few available 
studies suggests this assumption may be erroneous (e.g., trudgill, 1988; Yaeger-
dror, 1994b; Sankoff et al., 2001; nahkola & Saanilahti, 2004; bowie, 2005; Sankoff 
& blondeau, 2008). a particularly famous example is the study of Queen elizabeth 
ii’s speech (Harrington et al., 2005). over a 50-year period, as evidenced by her 
annual christmas broadcasts, the Queen’s speech has in some respects shifted  
in tandem with ongoing changes in standard british english, for instance in  
respect of lowering and retraction of the trap vowel (Hawkins & midgley, 2005; 
Fabricius, 2007).

3.1.7 Summary the research reviewed in this section illustrates the complex range 
of external factors that exert systematic influence on phonetic and phonological 
form. it also shows that sources of variation are to a large extent “performed” 
rather than given: variation in speech is certainly constrained by biology, but is 
not wholly shaped by it. Socially determined factors complement those determined 
by biology, and interact with them, enabling speakers to use phonetic variation 
as a resource to achieve a range of social goals. Speaker-hearers are socially situ-
ated, and the social situation is rich in structured variation, so even traditional 
experimental laboratory-based phonetic research cannot afford not to exploit the 
opportunities which are available to experimentally control for variation by using 
socially structured pools of subjects (Scobbie, 2007a).

in general, inter-speaker differences have received too little focused attention 
in the phonetics and phonology literature, in which they are frequently treated 
as undesirable noise in the data. (exceptions to this pattern include abbs, 1986; 
Vaissière, 1988; Johnson et al., 1993; Syrdal, 1996; and allen et al., 2003.) Similarly, 
sociolinguistic studies have often tended to gloss over differences between indi-
viduals’ speech productions by pooling or averaging data for speaker groups (but 
see, e.g., mees & collins, 1999; mufwene, 2001; beckett, 2003; Piroth & Janker, 
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2004). the relevance of individual variation to our understanding of social and 
communicative aspects of language is, however, being recognized more widely 
by practitioners in both fields (docherty, 2007). neither phoneticians nor socio-
linguists have addressed issues of ethnicity to the level of detail given to other 
factors (but see, e.g., Wolfram & thomas, 2002; Fridland, 2003). Sociolinguists 
have also been criticized for the implicit determinism of some of their claims (see, 
e.g., coulmas, 2005). However, it is now widely accepted that while factors  
such as region, class, and gender all have an important influence on speech, they 
do not determine how people speak (Johnstone & bean, 1997, p. 236). instead, the 
array of structured variation available to an individual, coupled with other factors 
such as ideology (coupland, 1980; Woolard & Schieffelin, 1994; milroy, 2001; 
Wassink & dyer, 2004), can be seen as a rich resource from which the individual 
can choose elements in order to project his or her identity and achieve particular 
communicative goals.

3.2 Loci of variation
Segmental variation has been a dominant focus in sociophonetics, but it has  
become apparent that socially structured variation may be found at all levels  
of phonetic and phonological structure from subsegmental aspects of timing to 
suprasegmental properties of larger structural domains.

3.2.1 Segmental variation From the segmental point of view, socially influenced 
variation can be found at various levels: the phonemic system, phonotactic  
distribution and lexical incidence of phonemes and allophones, and segmental 
realization (Wells, 1982; Foulkes & docherty, 2006). Such differences may be evident 
across dialects of a language, therefore indexing regional background, and they 
may also contribute to stylistic differences when speakers shift, for instance, from 
more to less standard varieties. they may also be subject to variation and change 
within a community, and thus become associated with subgroups.

numerous examples of segmental variation have already been given. However, 
the importance of acoustic analysis of vowels must be acknowledged, since it 
forms the core of the highly influential sociolinguistic work of labov et al. (1972). 
in a large-scale survey of vocalic variation in american english, individual vowel 
productions were represented by plotting on x–y scattergrams the frequencies of 
the first and second formants of vowels measured from their midpoints, or points 
of greatest formant displacement. this was an application of a technique already 
long established in the mainstream phonetics literature (e.g., Joos, 1948; Peterson 
& barney, 1952), and has since been employed in (socio)phonetic work on many 
languages and dialects (see, e.g., thomas, 2001, for varieties of english; Gordon 
et al., 2000, for chickasaw; kim, 2005 for Finland Swedish; or cieri, 2005, for 
italian dialects). of particular interest has been the potential of F1/F2 data to be 
diagnostic of sound change. For instance, overlap of significant numbers of tokens 
of ostensibly contrastive phonemic categories on the F1/F2 plane may be taken 
to indicate suspension of phonetic contrast through merger, while changes in a 
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vowel category’s field of dispersion is often interpreted as qualitative drift. a 
much-studied example is american english /a/ (as in cot) versus /O/ (as in caught). 
Figure 19.3 from majors (2005), to take a random example, appears to indicate for 
missouri english that while a contrast is maintained by speakers in St. louis 
(lower panel) the vowels are qualitatively nondistinct, as well as backer relative to 
/u/, in Springfield speech.

incursion of one vowel’s field of dispersion into the area occupied by another may 
trigger a chain shift, whereby movements of neighboring vowels are co-ordinated 
to preserve the system of contrasts (docherty & Watt, 2001). a great deal of research 
has been devoted to the progress of chain shifts in varieties of north american 
english, in particular the northern cities Shift, which is operative in the urban 
varieties of a large swathe of the north-central united States (labov et al., 1972). 
labov (1994, 2001, forthcoming) has generalized from these studies a number of 
principles of linguistic change, for which he claims both predictive power and robust 
cross-linguistic validity.

instrumental phonetic analysis of vowel systems has thus been harnessed both 
to vindicate theories of sound change first elaborated in structuralist linguistics 
(e.g., martinet, 1955; Hockett, 1965) and also as a means of tracking sound changes 
in progress. the success of this approach has led, however, to a tendency to 
sideline – or to ignore altogether – many of the more problematic aspects of the 
methodology. F1/F2 plots are often presented as though they directly represent 
speakers’ vowel productions, despite the fact that they do not incorporate per-
ceptually relevant features such as vowel duration, formant dynamics, formant 
bandwidth, and contributions to vowel quality made by the third and higher 
formants. coincident frequencies of the lowest two formants for two vowel tokens 
do not necessarily entail their perceptual identity (e.g., Faber & di Paolo, 1995; 
labov et al., 1991; majors, 2005; labov & baranowski, 2006; see also section 4.3 
below). Further doubt is cast on the perceptual importance of formant frequencies 
during the “steady-state” portions of vowels by the results of experiments with 
silent-center syllables (mcleod & Jongman, 1993; nittrouer, 2005), which show 
that formant transitions to and from flanking consonants may carry a good deal 
of the perceptual load when listeners are asked to identify vowels. likewise, 
aspects of vowel production including phonetic quality and gradient phonemicity 
(Scobbie et al., 1999; Scobbie & Stuart-Smith, 2008), cross-speaker differences in 
formant transitions (thomas, 2000; mcdougall, 2004) and in formant frequencies 
(nolan & Grigoras, 2005) make understanding the complex relationship between 
vowel production, vowel acoustics, and vowel perception yet more elusive.

one challenge which continues to stimulate research in vowel perception con-
cerns the way(s) in which listeners compensate for formant frequency differences 
between talkers by normalizing the acoustic consequences of, firstly, vocal tract 
length (i.e., differences between men, women, and children), and secondly, regional, 
social, and idiosyncratic accent differences. For sociophonetic purposes, it is clearly 
desirable to attempt to preserve variation deriving from sources of the second 
type, while minimizing the effects of variation resulting from vocal tract length 
differences, since the latter are likely to be of secondary interest. Several reviews 
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Figure 19.3 Vowel midpoint “static” F1/F2 plots for two missouri english speakers 
(lower plot, St. louis speaker 1; upper plot Springfield speaker 9), showing values for 
individual tokens of /a/ and /O/ and mean values for /i/ and /u/. (adapted from 
majors, 2005)
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of the performance of various normalization algorithms have been published  
(e.g., Rosner & Pickering, 1994), but the most recent of these (adank et al., 2004) 
approaches the issue from a specifically sociophonetic direction by evaluating the 
relative merits of a range of “vowel intrinsic” and “vowel extrinsic” normalization 
methods. Watt and Fabricius (2002) describe a routine which can be used to  
improve the mapping of male and female speakers’ F1/F2 spaces as estimated 
by increases in the spaces’ coextensiveness. this is done by rescaling F1 and F2 
values relative to the speaker’s “centroid,” which has as its coordinates the grand 
mean of the mean F1 and F2 values for /i/, /a/ (or whatever is the most  
open vowel in the variety under investigation), and a point in formant space at 
which the speaker’s minimum F2 is equivalent to his or her minimum observed 
F1 value. the last was considered necessary for the routine to be of utility when 
investigating varieties of british english lacking fully close, back, and rounded 
vowels. the best means of normalizing other acoustic measures, especially where 
these have been abstracted from frequency continua (e.g., spectral moments), are 
less clear.

consonantal variables have typically been analyzed auditorily rather than acous-
tically in sociolinguistic work, but recent studies have begun to apply sophisticated 
analytic techniques to large and heterogeneous data samples. Stuart-Smith’s (2007b) 
study of Glasgow [s], for example (see section 3.1.3 above), quantified acoustic data 
in terms of the mean center of gravity, spectral peak, and acoustic slope of the 
fricative. kissine et al. (2003) followed similar procedures in a study of devoicing 
of dutch fricatives, as did munson et al. (2006) in their comparison of gay and 
heterosexual speakers. Formant analysis has also been extended to sonorant  
consonants such as /r/ (Foulkes & docherty, 2000) and /l/ (carter, 2003; livijn, 
2002). Heselwood (2007) utilized a combination of acoustic, laryngographic, and 
nasoendoscopic techniques in his investigation of productions of the ‘ayn in a 
range of varieties of arabic.

other investigative techniques used in sociophonetic work include electro-
palatography (Wright, 1989; Hardcastle & barry, 1989), mRi (Zhang et al., 2003) 
and ultrasound (mielke et al., forthcoming; see further below).

3.2.2 Subsegmental variation one of the main contributions of instrumental 
techniques has been to reveal that systematic variation in speech production can 
reach down to very fine-grained detail. Phoneticians have regularly and frequently 
documented subtle differences in articulatory targets across languages. indeed, 
Pierrehumbert et al. (2000, p. 285) conclude that “there are no two languages in 
which the implementation of analogous phonemes is exactly the same . . . even 
the most common and stereotypical phonetic processes are found to differ in their 
extent, in their timing, and in their segmental and prosodic conditioning.” clear 
exemplifications of this are provided by cross-linguistic research on features such 
as voice onset time (Vot) (lisker & abramson, 1964; cho & ladefoged, 1999), the 
effects of prosodic context (turk & Shattuck-Hufnagel, 2000; Suomi, 2005), and 
connected speech processes (kohler, 1990; cucchiarini & van den Heuvel, 1999; 
nicolaidis, 2001; Farnetani & Recasens this volume).
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Similar differences have also been observed both across and within dialects of 
the same language. Fourakis and Port (1986) showed dramatic differences in the 
occurrence of epenthetic stops in dialects of english. While five american subjects 
produced epenthetic stops categorically in words such as dense and false, four 
South africans never did. these patterns indicate that epenthesis is not the  
automatic product of universal vocal tract dynamics on articulatory gestures, but 
must instead reflect learned patterns of articulation. docherty and Foulkes (1999, 
2005) draw a similar conclusion in a study of voiceless stop realizations in two 
dialects of english. tokens in the data varied in terms of the extent of continued 
voicing from preceding vowels, and the presence or absence of release bursts, 
formant transitions, and pre-aspiration. the patterns can be interpreted as vari-
ation within the co-ordination of articulatory gestures. However, some of these 
patterns were also associated with particular demographic groups within the 
dialects, such that certain patterns were indexical of, for example, speaker gender. 
using electropalatographic (ePG) techniques, nolan and kerswill (1990) examined 
consonantal place assimilation at word boundaries. their data showed that  
participants from lower socio-economic groups produced significantly more  
assimilated tokens than those from the higher ones.

Sociophonetic data provide a very powerful tool for investigating theoretical 
models of phonetics because they allow experimental examination of slightly 
different linguistic systems, while holding many other factors constant, something 
that is far harder, indeed almost impossible, to achieve in cross-linguistic research 
(Scobbie, 2007a). a particularly interesting subcase of variation is where the  
phonetic targets of a group of speakers are scattered in a region of phonetic space 
that would normally be regarded as extending right through adjacent category 
spaces. Study of fine variation may be an end in itself, but when the “same” 
phonological opposition is spread through phonetic space in a socially structured 
way, we are then able to probe directly the phonetics–phonology interface. For 
example, Scobbie (2005, 2006a) shows via analysis of Vot and prevoicing that 
the contrast between “voiced” and “voiceless” stops varies widely among Shetland 
islanders with different parental backgrounds. the phonetic targets of Vot, for 
example, span the range from lead to long lag, without any loss of contrastiveness 
between “/p/” and “/b/”, or any sense of a categorical shift from one system of 
voicing (aspiration-based) to another (voicing-based). the finding of an inverse 
relationship between the extent of aspiration for /p/ and the rate of prevoicing 
for /b/ is also found in aberdeen (Watt & Yurkova, 2007), stratified by age. kissine 
et al. (2003) have analyzed a number of cues to the dutch /v/~/f/ contrast,  
and while trading relations between acoustic cues to contrast have been studied 
extensively (Repp & liberman, 1987; Hodgson & miller, 1996), socio phonetic 
variation seems to provide a natural setting for such research.

3.2.3 Suprasegmental variation Suprasegmentals have been studied less fre-
quently in sociolinguistic than phonetic work, largely on account, perhaps, of the 
difficulty in establishing the functional equivalence of alternate linguistic forms 
in data samples consisting of uncontrolled materials (see milroy & Gordon, 2003, 
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pp. 185ff.). Quantification and comparison of patterns is thus rendered particularly 
complex. intonational meanings, for example, comprise several strands of infor-
mation reflecting (at least) grammatical structure, the pragmatic function of the 
utterance, and the speaker’s stance (cruttenden, 1997).

Regional and social variability has, nevertheless, been studied in respect  
of many suprasegmental features. britain (1992), for example, investigates the 
development of high rising tone in declaratives among speakers of new Zealand 
english. the innovative pattern was particularly associated with younger speakers, 
females, and maoris. it was also found to play particular discourse roles, serv-
ing as a means of monitoring listener attention, and helping the speaker to  
maintain the conversational turn. other accounts of regional and social variation 
in intonation include Fletcher et al. (2005), Grabe et al. (2000), nolan and Farrar 
(1999), and van leyden (2004) for english; dalton and ní chasaide (2003, 2005) 
for irish; bruce and Gårding (1978) for Swedish; Selting (2004) and bergmann 
(2006) for German; Heffernan (2006) for Japanese; and ogden and Routarinne 
(2005) for Finnish, with a specific focus on the discourse functions of rising  
intonation. Sociophonetic studies of tone languages include Stanford (2007) on 
Sui, and Hildebrandt (2007) on manange and other bodish languages.

Rhythmic features have frequently been compared across languages, and the 
development of quantitative analytic methods such as the pairwise variability 
index has permitted quantification which reflects the traditonal categories of stress- 
and syllable-timing (e.g., Grabe & low, 2002; see also Ramus et al., 1999). these 
methods have been applied successfully to dialects of the same language. For 
example, carter (2005) presents an analysis of Spanish speakers’ acquisition of 
rhythm in l2 english, while cedergren and Perreault (1995) discuss age and class 
effects on syllable timing in montréal French, and keane (2006) addresses vari-
ation in high and low diglossic varieties of tamil.

Sociophonetic examinations of vocal setting and voice quality are relatively 
rare, which may reflect the relative analytic complexity of such features where 
the descriptive protocol developed by laver (1980) is applied to large samples of 
speakers. Stuart-Smith (1999) documents voice quality for 32 speakers of Glasgow 
english, finding systematic variation related to their age, gender, and social class. 
more limited studies, involving either impressionistic statements or a focus on 
the distribution of a particular phonation type, include Henton and bladon (1988), 
esling (1991), and Gobl (1988). trent (1995) found voice quality differences aided 
accurate identification of ethnicity when listeners were presented with samples 
of speech produced by african american and caucasian speakers, while Podesva 
(2007) considers the contribution of falsetto phonation to a speaker’s construction 
of a gay identity.

3.2.4 Summary it appears that systematic variation can occur in speech pro-
duction at all levels of phonetic structure that have been studied in detail in a 
sociophonetic framework. However, it remains an open question whether certain 
phonetic or phonological parameters are more or less predisposed to bear the 
burden of indexical meaning. labov (2006) appears sceptical that sociophonetic 
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variation can occur in principle in any domain. it has often been noted, for  
example, that regional variation in english is largely carried by vowel realization 
(Wells, 1982, p. 178). by contrast, it has been claimed that features such as lexical 
stress placement appear to vary rather little across english dialects (Wells, 1995). 
it is of empirical interest to assess whether patterns of sociophonetic variation are 
constrained by the phonological system of the language, or by other systematic 
aspects of variation such as those induced by, for example, prosodic structure. 
comparing the effects on variation of both internal (grammatical) and external 
(social) constraints is typical in sociolinguistic studies (tagliamonte, 2006). However, 
attempts to assess the influence of internal constraints on external ones are relatively 
rare (docherty, 2007). notable examples of such research are mendoza-denton  
et al. (2003), who take account of word frequency, and the extensive survey by 
Raymond et al. (2006) of factors affecting /t, d/ deletion in english.

4 Sociophonetic Studies and Speech Perception

although sociophonetic research has been primarily concerned with speech 
production, attention has increasingly turned to speech perception. thomas (2002a) 
provides a detailed review of perceptual studies which are of relevance for  
sociophonetics. the majority of this work falls into four main categories, each of 
which is discussed further below.

4.1 Identifying indexical features
many studies have shown that listeners can extract cues to a speaker’s social or 
regional background from the speech signal. Geographical origin has perhaps 
been tested most frequently (e.g., bush, 1967; munro et al., 1999; van bezooijen 
& Gooskens, 1999; clopper & Pisoni, 2004), but there are also examples with a 
focus on ethnicity (e.g., trent, 1995; baugh, 1996), social class (Sebastian & Ryan, 
1985), gender/sex (lass et al., 1979), and sexuality (munson et al., 2006). clopper 
et al. (2006) found a complex interaction of the speaker’s gender and regional 
origin, and “dialect markedness,” to influence listeners’ judgments of perceptual 
similarity among four regional dialects of american english.

Foulkes et al. (in press) tested whether listeners could use differences in voiceless 
stop realization as a cue to speaker gender, using child talkers aged 2–4 years from 
tyneside, uk. their predictions were based on observations of gender-correlated 
differences in studies of adult tynesiders’ speech. For example, in word-medial 
intervocalic position (butter, happy, baker), plain oral variants are statistically more 
frequent for females, while males prefer glottalized forms (docherty & Foulkes, 
1999). in the experiment by Foulkes et al., a group of listeners from tyneside 
heard a set of single word stimuli containing voiceless stops and were asked to 
identify the sex of the child. control groups of americans and british listeners 
from other regions were also recruited. Results showed differences across the 
groups in the predicted directions (Figure 19.4). the tyneside listener group (but 
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not the control groups) gave significantly fewer “girl” responses to stimuli with 
glottalized stops than they did to stimuli with a plain variant, and they also gave 
fewer “girl” responses to glottalized tokens than either control group did. the 
results support the conclusion that local listeners display tacit knowledge of  
statistical associations between phonetic variants and socially defined categories 
of speaker.

the main aim of studies such as these has usually been to identify which fea-
tures listeners use in the identification process, and whether these coincide with 
indexical features observed in studies of speech production in the communities 
concerned. However, it has also been found that listeners vary in their ability to 
perform these tasks, and furthermore that there is variability in the weight of 
perceptual cues across speakers, listeners, and situations. Some of the variability 
is no doubt the result of differences in experimental designs: studies have differed, 
for example, in the length and type of stimuli used, from extended extracts to 
single vowels (Walton & orlikoff, 1994), and natural, filtered (lass et al., 1980) or 
resynthesized speech (Graff et al., 1986). understanding this variability in listener 
performance relative to speech input is of particular relevance in the forensic 
domain when lay listeners may be called upon to give evidence about a voice they 
have heard in a criminal context (bull & clifford, 1984; blatchford & Foulkes, 2006).

Figure 19.4 Percentage of “girl” responses to word-medial tokens by listener group 
and variant. (adapted from Foulkes et al., in press)
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Research categorized under the label perceptual dialectology (Preston 1999; long 
& Preston, 2002) can also be considered sociophonetic, although its experimental 
methods typically do not involve the presentation of recorded samples to listeners. 
Rather, they assess listeners’ awareness and memory of regional and social varieties 
through tasks such as identifying dialect boundaries on maps.

4.2 Evaluating indexical features
listeners’ subjective evaluations of indexical features have been investigated in 
a number of studies. as thomas (2002a) notes, formal assessment of listeners’ 
interpretations of linguistic variation dates back at least to Pear (1931). choice of 
language or variety, alternative pronunciations, and variation in acoustic and 
phonetic parameters of voice may all affect the way listeners judge the personality 
of a speaker. Various techniques have been employed including the matched guise 
paradigm (Giles & Powesland, 1975; cargile et al., 1994) and experimentally 
modified stimuli. Some studies have linked listener attitudes to particular aspects 
of speech. For example, van bezooijen (1988) suggests that her dutch listeners 
drew upon prosodic differences in their evaluation of “strong” personality, but 
social status and intelligence were linked more to segmental features. this remains, 
however, an under-researched area and one in which judgments and social evalu-
ations are perhaps more likely to be locally determined rather than based on 
universal associations of phonetic features with character traits. coupland and 
bishop (2007) show that evaluations of regional accents of english vary in respect 
of the speaker’s gender and the listener’s own background. moreover, many 
judgments differed by age of listener, indicating that attitudes may change over 
time. Standard accents, for example, were rated less highly by young listeners, 
who by contrast gave much more favorable ratings than older listeners did to 
london, australian, and West indian accents.

understanding attitudinal responses to linguistic variation is particularly import-
ant in studies of inter-ethnic communication (lambert et al., 1960; Gumperz, 1982; 
Purnell et al., 1999). attitudes have also been discussed in relation to issues such 
as the impact of the media on children (lippi-Green, 1997), success in the job 
market (milroy & milroy, 1998), the likelihood that a jury will convict or acquit 
(dixon et al., 2002), and the transmission of linguistic change (van bezooijen, 2005).

4.3 Perception of ongoing change
a number of investigations have assessed whether listeners are able to perceive 
sound changes in progress such as phonemic mergers (e.g., Hay, Warren et al., 
2006). Presumably, the diffusion of changes throughout a population depends upon 
listeners’ abilities to detect others’ innovatory usages before they can adopt them 
in their own speech, even if those differences are apparently indistinguishable  
by outside observers, including phoneticians using a conventional battery of 
analytical methods (see section 3.2.1). the presence and persistence of marginal 
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contrasts (e.g., near-mergers) in phonological systems also have implications for 
principles such as maintenance of perceptual distance that underpin models of 
the cognitive representation of speech and language.

the results of these studies are, however, somewhat mixed. it has been argued 
that listeners lose the ability to perceive contrasts that are disappearing, even if 
they retain the contrast in production (e.g., Janson & Schulman, 1983, on a vowel 
merger in Swedish). However, labov et al. (1991) argue that such results may 
reflect the artificiality of the test scenarios (listeners being asked to label isolated 
vowels, or synthetic stimuli). labov et al. used more natural stimuli to test  
Philadelphians’ ability to discriminate pairs such as merry and Murray, which are 
near-homophonous or indeed fully merged for many speakers in Philadelphia. 
their results suggested that listeners could recover distinctions, albeit with  
difficulty. Similar findings are reported by di Paolo and Faber (1990).

4.4 Impact of social and regional variation on  
perception and processing

the perceptual studies reviewed above have primarily been carried out to test 
listeners’ reactions to features of interest from a sociolinguistic perspective. Parallel 
developments have seen researchers in experimental speech perception consider 
the impact of social, regional, and inter-speaker variation on tasks such as lexical 
access and phoneme identification.

Gender differences in speech have received relatively scant attention in the 
perception literature. Strand (1999) found that her subjects’ perception of the 
category boundary between /s/ and /S/ was influenced by the gender of a person 
in a picture they were shown while performing the listening task. Similar findings 
are reported for vowel categorization by Johnson et al. (1999). in experiments by 
niedzielski (1999), listeners were exposed to voice samples they were told were 
either canadian or michigan english. From a set of synthesized vowels they were 
then asked to choose exemplars most appropriate to the variety they had heard 
earlier. their decisions differed according to the variety they believed they had 
been listening to. Sociolinguistically distributed cues present in the acoustic signal 
and inferred social factors interact, for example in the perception of Vietnamese 
tone (brunelle & Jannedy, 2007). it appears, then, that sociolinguistic expectations 
may influence basic speech perception to quite a marked degree, with increasing 
evidence of the implicitness of the expectations (see also elman et al., 1977; Janson, 
1983; Hay, Warren, & drager, 2006; Warren et al., 2007).

Previous exposure to particular accents or to the voices of individual talkers 
may also have an impact upon processes such as word recognition, making this 
an active area of research where phonetic, sociolinguistic, and psycholinguistic 
concerns are converging (e.g., delvaux & Soquet, 2007). nathan et al. (1998) found 
better word recognition rates by children who were familiar with the talker’s 
accent. evans and iverson (2007) report similar results, with speakers of southern 
english accents proving better at identifying southern-accented words embedded 
in noise than were speakers of northern accents. With respect to individual voices, 
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nygaard et al. (1994) found that subjects performed better at word recognition 
tasks than control subjects who had not previously heard the talkers’ voices. this 
implies that information about the features of individual voices is retained by 
listeners and can be drawn upon if necessary. nygaard and her colleagues argue 
on this basis that lexical representations of words must contain speaker-specific 
details alongside the more abstract information that permits lexical access when 
listening to novel talkers (see also Hawkins & Smith, 2001; lachs et al., 2002; 
Hawkins, 2003; nygaard, 2005; docherty, 2007; and mitterer & ernestus, 2008 for 
a contrary view).

4.5 Summary
these perceptual studies reviewed above show that listeners can and do access 
indexical information in the course of listening to speech. thus there must be 
some cognitive storage and processing of that information. the question remains 
as to what form this representation takes, and how it is stored and processed 
relative to more traditional conceptions of “linguistic” knowledge (see further 
section 6 below).

5 Methodological Issues

it is clear from the disparate lines of work we have reviewed that one of the 
defining features of sociophonetics is that it draws upon a particularly wide array 
of methodologies that have generally been developed in other, longer-established 
disciplines. We do not propose to provide a critique of all methods which have 
been used in sociophonetic studies. However, it is worth drawing attention  
to major differences between the methods typically employed in sociophonetic 
studies of speech production compared with those of laboratory phonetics and 
phonology. We also take the opportunity to highlight some of the newer methodo-
logies currently being applied to sociophonetic work.

5.1 Data collection
data collection methods are perhaps the most obvious point of disparity, reflect-
ing differences in the prevailing research questions of sociolinguistics on the one 
hand and phonetics/phonology on the other.

in labovian sociolinguistics the vernacular has always been regarded as the most 
prized speech style. the focus of such research on establishing variation within 
and across communities has furthermore meant that data are usually collected 
from a heterogeneous speaker sample, and often involve a range of speech styles. 
these emphases lead sociolinguistics and sociophonetics into a position of conflict 
with most other empirical fields, including experimental phonetics, phonology, 
and acquisition, which have usually been most concerned with citation forms and 
(implicitly) standard varieties. experimental studies in these fields have, moreover, 
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generally used heavily controlled and/or artificial materials and experimental 
tasks. materials are often elicited through randomized word-lists, sometimes  
consisting of nonsense words which conform to the phonotactics of the language 
in question. data are usually gathered in ideal acoustic conditions, often from 
relatively small and homogeneous groups of speakers of standard dialects, often 
colleagues or university students, speaking in isolation.

the contrasting approaches naturally have both strengths and weaknesses. the 
control exercised over laboratory materials facilitates analysis and comparison  
of spoken material across languages, contexts, or speakers, with, in principle, all 
factors held constant except for the features under scrutiny. materials gathered 
in the field, on the other hand, can be difficult because of impaired technical 
quality, the unpredictable returns of spontaneous data (overlapping speech, the 
lack of sufficient tokens of the features of interest), and because analysis needs 
to cater for many potential factors which may influence phonetic forms. duration 
studies, for example those of vowel length or Vot, are exceptionally hard to 
perform on uncontrolled data because of the effects of factors such as phono-
logical context and overall speech rate. more generally, acoustic images of data 
from spontaneous interaction do not always reduce easily to the neat templates 
provided in acoustics textbooks.

analysis may therefore need to begin with an assessment of the phonetic  
categories apparent in the data, even if these do not conform to prior expecta-
tions based on, for instance, the iPa definition of a sound. For example, in  
an analysis of voiceless stop realizations in newcastle english, docherty and 
Foulkes (1999, 2005) constructed an acoustic profile of each token, describing the 
presence or absence of acoustic features as well as quantifying key parameters. 
this detailed record allowed tokens to be categorized for the purposes of dis-
cussing patterns of social distribution. the same technique was applied to  
children’s speech in a subsequent study (docherty et al., 2006). examining phonetic 
tokens in such detail permitted an essential degree of refinement in the con-
sideration of whether children were mastering the acquisition of the stops. the 
analysis was able to take into account the full range of variant forms found in 
the ambient language, and thus also circumvented a potentially misleading reli-
ance on stand ard or citation forms as the putative targets for acquisition. khattab 
(2006, 2007, 2009) followed a similar approach in her study of arabic-english 
bilingual acquisition, showing the importance of establishing targets for acquisi-
tion that take account both of local norms and of variation in the community’s 
speech patterns.

While laboratory materials are very useful in many ways, they are problematic 
in others. they only scratch the surface of the informants’ phonetic repertoire and 
thus limit the theoretical inferences that can be drawn with respect to speech 
planning or phonological knowledge. it may be easy to elicit particular strings of 
phonemes through nonsense materials, but extremely difficult to ensure that the 
pronunciation of these high-level units approaches in any way the forms that are 
observed in natural use. laboratory materials may also lack severely in naturalness. 
elicitation using read materials, for example, has often been criticized by sociolinguists. 
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if the spoken vernacular differs markedly from the standard written form, read-
ing aloud may represent a discrete linguistic task rather than a point towards the 
formal or hyper end of a style continuum (milroy & Gordon, 2003, p. 201). this 
is perhaps clearest in the case of diglossic communities such as those of the  
arabic-speaking world, but the same issue can be raised in any community. We 
should also bear in mind that reading tasks may be threatening, inappropriate, or 
unworkable for many speakers such as young children or members of nonliterate 
communities, and materials tailored to provide minimal pairs for segmental  
phonological or phonetic analysis may result in speech which is too narrow for 
prosodic analysis. university-educated adults make convenient and sophisticated 
research subjects, and phoneticians are well aware that many competent language 
users from other groups present methodological difficulties. elicitation methods 
may therefore need creative adaptation, such as the use of picture-based tasks 
(khattab, 2006, 2007, 2009), and interactive or distracting activities such as map 
tasks (e.g., Grabe, 2004) or spot-the-difference tasks (bradlow et al., 2007). in any 
case, it is essential that the experimental method and materials are appropriately 
paired, and interpreted with respect to the situation.

Sociolinguistic methods present different problems. collecting suitable data 
entails the consideration of many sampling and fieldwork issues, including how 
to define the speech community and the relevant social or demographic divisions, 
how to elicit appropriate linguistic styles, and how to obtain adequate material 
in field settings. ladefoged (2003), milroy and Gordon (2003), and tagliamonte 
(2006) provide excellent overviews of such issues. the necessity of sampling from 
different speaker groups means that corpora collected in sociophonetic fieldwork 
can become particularly large, and thus time-consuming both to collect and 
analyze.

in light of the various decisions that must be made, and the need to tailor 
fieldwork and analysis to the speech community as well as the potentially diverse 
research questions at stake, there can be no fixed protocol for sociophonetic data 
collection. However, a common base for research in the labovian variationist tradi-
tion would be to collect a combination of spoken materials, some relatively well 
controlled and some to reflect the natural repertoire of the language users being 
studied. Speaker samples are often constructed around broad social categories 
such as age, class, and sex/gender, and clearly contrasting groups are selected 
rather than attempting to sample the whole community along demographic con-
tinua. For example, in studies of “class,” speakers may be selected from markedly 
different neighborhoods, judged via local knowledge of typical housing and work 
types, rather than through the application of complex systems to quantify the 
relevant demographic factors that contribute to an individual’s social class (e.g., 
Watt & milroy, 1999; Stuart-Smith, 1999).

depending on their aims, other types of sociophonetic work may present stark 
contrasts in terms of the amount and range of data collected, and the size and 
range of speaker samples. Work on the phonetics of conversation, for instance, 
may involve intricate analysis of small sets of conversational fragments, with no 
specific interest in the social background of the speaker (e.g., local, 2003; Plug, 
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2005). more ethnographically informed research may be based on coarser analysis 
of extensive speech samples from relatively few people (e.g., mendoza-denton, 
1996, 1999; Hay & drager, 2007). Surveys of the geographical distribution of 
phonetic forms may involve large speaker samples, but trade this requirement 
against a relatively small quantity of material (labov et al., 2006).

5.2 Data analysis
acoustic analysis is now more widespread and much easier to perform than  
ever before thanks to the availability of free analysis packages such as Praat and 
Wavesurfer, and specialized additions for analysis, storage, and presentation of 
data (e.g., akustyk). However, it is important to bear in mind that acoustic data 
are not inherently superior to data derived from careful auditory analysis. While 
the latter may be coarser, it has the advantages of being faster, and processed 
through the best normalization mechanism yet developed: the human ear and 
perceptual system. although auditory analysis may be argued to run the risks of 
human error and subjectivity, acoustic analysis can be subject to similar problems. 
acoustic data, and thus the theoretical claims made on the basis of the data, are 
all affected by the analyst’s choice of recording equipment, software package, 
analysis settings, measurement criteria, and location of measurement for a given 
token. differences generated by such decisions may be far from trivial. illustra-
tions of striking variation in acoustic data include Harrison’s (2004) comparison 
of formant measurements using different software systems and settings, and the 
effects on formant data of both telephone transmission (künzel, 2001; byrne & 
Foulkes, 2004), and microphone types (Plichta, 2004). For a summary of best 
practices in handling acoustic data see the regularly updated reviews on Plichta’s 
website (http://bartus.org/akustyk).

instrumental articulatory phonetics has had a limited impact in sociophonetics. 
Research projects conducted in cambridge by kerswill, nolan, and Wright in the 
late 1980s used ePG (Stone, this volume), and convincingly showed the value  
of articulatory data (kerswill, 1985; kerswill & Wright, 1990; Wright & kerswill, 
1989). Standard arguments that instrumental analysis can be more powerful and  
reliable than transcription were extended through study of an important socio-
linguistic variable, namely /l/ vocalization, which is difficult to analyze acoustic-
ally. acoustically subtle aspects of articulation can be explored with ePG or other 
techniques, but this approach was not subsequently adopted in sociolinguistics, 
not least perhaps due to issues of cost and convenience. in more recent work, 
Scobbie and Wrench (2003) and Scobbie et al. (2007) have undertaken fairly  
standard lab-based phonetic studies which, by focusing on broad dialectal and 
subtle inter-speaker variation in /l/ vocalization, again make a case for socio-
phonetic articulatory research.

it is possible to gather some types of data about articulation as simply as making 
an audio recording, for example with a camera, but quantitative and intra-oral data 
constitute a more difficult proposition. a priori, articulatory data are equivalent 
to acoustic data as a means to a sociolinguistic end, and are merely problematic 
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for two main logistical reasons. First, equipment to collect such data (and the expert-
ise to use them meaningfully) is not as available as audio-recording equipment. 
Second, the relative invasiveness of the data collection process may be expected 
to interfere with speaker behavior, especially if speakers have to be recorded in 
laboratories. on the other hand, articulatory data can make a novel and important 
contribution to the analysis both of the complex and unpredictable relation-
ship that exists between the sounds of speech and the vocal tract configurations 
that generate them, and also to the social variables which shape interaction.  
it is debatable whether any model of the speaker in his/her social context can be 
complete without articulatory data. one view (thomas, 2002b, p. 168), explicitly 
relating to the variable (r), holds that only acoustic instrumental analysis is relevant. 
Such a view adopts a listener-oriented theory of variation, in which it is only 
what people hear that matters. the alternative view holds that there is also a 
pressing need to investigate how speakers physically create sounds in a social 
context, in order to examine the role of the speaker as a sociolinguistic agent. the 
aim of speakers may indeed be to reproduce in acoustic space the sociolinguistic 
variants which they themselves hear around them in order to convey social mean-
ing appropriately, but their speech production strategies to achieve this goal may 
well differ from those used by other people.

a technique which appears particularly promising for articulatory sociophonetic 
research is ultrasound tongue imaging (uti) (Gick & Wilson, 2006; Stone, this 
volume), which has some advantages over ePG in immediacy of use, especially 
for obtaining qualitative articulatory information on the location, shape, and 
movement of a large part of the mid-sagittal section of the tongue. its main  
disadvantages are that it is hard to obtain good acoustic–articulatory temporal 
alignment and accurate spatial images of the tongue (Wrench & Scobbie, 2006) 
and to ensure stability of the probe (Scobbie et al., 2008), and it is not agreed how 
to quantify the tongue images for statistical analysis. this last point may be a 
particular problem for sociophonetic work in that data are required from relatively 
large samples of speakers. ePG is excellent for the study of anterior constrictions, 
while uti seems ideal for looking at secondary articulations like velarization or 
pharyngealization, because the articulations are slow-moving open constrictions. 
Perhaps ultimately both techniques will be used simultaneously for sociophonetic 
research (Wrench & Scobbie, 2003).

to evaluate the approach, Scobbie et al. (2008) have explored the methodo-
logical ramifications of the use of uti within an otherwise standard sociophonetic 
design, with subjects aged 12–13. initial results indicate that word-list style speech 
differs little if uti measurement is introduced in a field setting. Perhaps these 
speakers are more likely to be influenced by the presence of a conversational 
partner who is a friend than by the experiment and the equipment per se. moreover, 
while it might seem obvious that an observer effect could be greater when the 
speaker is aware that their speech is being measured articulatorily than where 
the measurement is merely acoustic (through an audio recording), we suspect 
that participants do not strongly associate the measurement of their oro-facial 
physiology to speech and accent. the implications of speaking into a microphone 
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are far more obvious: a researcher is going to listen and make judgments based 
on the sound of the voice. For the lay person, articulatory data from inside the 
mouth are esoteric, physical, and removed from normal linguistic experience.

the resulting ecb08 corpus, undertaken in schools and in the laboratory, con-
firms findings from purely laboratory-situated pilot studies (Scobbie & Stuart-
Smith, 2005): some speakers attain the acoustic goal of sounding derhoticized (hence 
young and vernacular) using articulatory routines which nevertheless contain 
persistent strong rhotic-like gestures. as well as the more predictable gestural 
reduction, uti reveals that in some cases, covert rhotic-like lingual articulations 
such as retroflexion may be masked by devoicing and temporal delay into  
post-utterance silence, so that they generate little or no rhotic auditory/acoustic 
effect (Figure 19.5). thus, for reasons that are not yet clear, and in contexts and 
styles that are not yet understood, speakers can aim for a derhoticized acoustic 
target (which carries a particular sociolinguistic meaning) using an articulation 
with reveals a strong but relatively inaudible reflex of the diachronically previous 
and apparently still “underlying” affiliation. Similar behavior may also occur in 
dutch (Scobbie et al., in preparation).

Figure 19.5 Four ultrasound images showing tongue-tip raising late in a pre-pausal 
derhoticized token of citation “for” from a Scottish english speaker. anterior to right. 
the third formant remains high throughout the token [fv].
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Finally, statistical analysis is generally essential in sociophonetic work, especially 
given the likelihood that complex sources of variation in the design and the focus 
on spontaneous speech may yield some messy data. appropriate techniques must 
therefore be chosen carefully. Sociolinguists have generally been content to identify 
variable patterns with the Varbrul program (Rand & Sankoff, 1990). However, 
this program is not without its limitations (being restricted to categorical data, 
for example) and it enjoys little popularity in other fields (Pierrehumbert, 2006). 
Generic tools such as regression and analysis of variance find more favor in  
experimental phonetics, where the researcher has more control over the number of 
tokens per cell. cluster analysis is also used in case studies where several variables 
are examined simultaneously (Horvath, 1985; Stuart-Smith et al., 2007). For a 
general survey of statistical techniques see Rietveld and van Hout (1993).

5.3 Outlook
While sociophonetics is characterized by its eclecticism with respect to data and 
methods, it is apparent that its techniques have so far been applied to relatively 
few languages. Work on english is especially dominant (as testified by the bias in 
examples cited in this chapter). However, sociophonetic studies of other languages 
are increasing in number, with recent work including studies of albanian 
(moosmüller & Granser, 2006), arabic (khattab et al., 2006), irish (dalton & ní 
chasaide, 2003, 2005), latvian (bond et al., 2006), and Shoshoni (elzinga & di 
Paolo, forthcoming).

Sociophoneticians are furthermore coming together to share good practice in 
analytic techniques, especially those that can be applied to spontaneous speech. 
the annual nWaV conferences in north america have staged workshops on 
sociophonetic techniques applied to speech production since 2004, and a first 
textbook is to appear (Yaeger-dror & di Paolo, 2010). Sociophonetics still needs 
phonetic scientists to develop better techniques for processing large quantities of 
data, often spontaneous speech, and for normalizing across different speakers 
(Van de Velde, 2007).

6 Theoretical Implications of Sociophonetic Studies

it will be apparent from the foregoing that sociophonetic data have been harvested 
to address a wide range of theoretical issues, reflecting the range of disciplines that 
have contributed to the development of sociophonetics as a field. We offer here 
a brief summary of the main theoretical areas of concern to sociophoneticians.

Given the historical origin of sociophonetics within sociolinguistics it is no 
surprise to find considerable overlap in their theoretical interests. labov’s work 
has always been principally concerned with providing explanations for language 
change: how changes originate and how they spread through grammars and com-
munities (labov, 1994, 2001, forthcoming; milroy, 1992). Sociophoneticians have 
naturally focused on aspects of sound change. the contribution of sociolinguistic 



734 Paul Foulkes, James M. Scobbie, and Dominic Watt

work in general to historical linguistics has been to complement the theoretical 
predictions of earlier schools, especially those of the neogrammarians and struc-
turalists. the claims of such schools were largely based on concepts relating to 
the grammatical system, such as functional load and symmetry (mcmahon, 1994). 
Sociolinguists have agreed that such factors may indeed contribute to deter-
mining which changes are more likely to occur, and what paths they might take. 
indeed, as noted in section 3.2.1, labov’s chain shift model draws explicitly on 
structuralist notions of the phonological system.

However, sociolinguists have demonstrated that it is essential to make reference 
to human communities and human interaction in order to fully understand how 
and why changes take place where and when they do. changes operate because 
communities are heterogeneous, and because speaker-listeners evaluate competing 
linguistic forms. they recognize that variants have indexical meanings and thus 
that their use may be more or less attractive, appropriate or valuable in particular 
social circumstances. Positively evaluated variants (such as coda /r/ in american 
english) generally spread at the expense of their less positively evaluated rivals. 
the contribution of theoretical tools from sociology, social psychology, and other 
neighboring disciplines cannot be underestimated in this regard. Frameworks 
such as social networks and communities of practice have both been imported 
into linguistics and have led to significant advances in our understanding of the 
structure of human interaction and its effects on language.

experimental phonetics has itself made considerable advances in respect of the 
actuation problem, or the question of where and why a change begins. experimental 
studies explain how phonetic innovations may arise as a result of the dynamic 
actions of the articulatory system, the effects of aerodynamic principles operating 
within the vocal tract, and the properties of the perceptual system. it has been 
shown, for example, that contrastive systems of high and low tones arise through 
reanalysis of fundamental frequency differences originally associated with  
consonant voicing (Hombert et al., 1979), while affrication of stops is most likely 
to develop adjacent to close vowels because of the likelihood that vocal tract  
narrowing will create turbulent airflow (ohala 1983, 1989). Such explanations are 
limited, however, to phonetically transparent and cross-linguistically recurrent 
changes. they do not explain the more arbitrary developments found in abundance 
in sociolinguistic studies, such as the change in english /r/ which has taken opposite 
paths in different parts of the english-speaking world. labov has attempted to 
make sense of the apparent arbitrariness of many changes by appealing to degrees 
of conscious awareness of variable forms on the part of speaker-listeners. Variables 
may be ranked as stereotypes, markers, or indicators, in decreasing order of 
awareness. different types of change may affect the different types of variable. it 
remains a moot point whether phonetic forms can be shown to have universal 
degrees of salience, equally noticeable no matter what the community or language 
concerned (docherty, 2007). Frequency effects may interact with those of social 
evaluation to determine the outcome of change (bybee, 2001), as in the case of 
dialect leveling changes and new dialect formation (kerswill & Williams, 2000; 
trudgill et al., 2000; trudgill, 2004). the features of new dialects, as in the case 
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of new Zealand english, tend to be drawn from the common shared features of 
the contributing dialects, with minority forms becoming lost.

Sociophonetic data have made less of an impact on the main theoretical develop-
ments in phonetics and phonology. Following the pattern of chomskyan linguistics 
in general, phonology and phonetics have largely pursued an active strategy of 
eliminating many aspects of variation, including socially structured variation, from 
their purview. theories of speech production and perception (elman & mcclelland, 
1986; levelt, 1989; löfqvist this volume) have certainly made reference to vari-
ation in spoken form, but in general this has been variation connected to prosodic 
context, segmental environment, speech rate, etc. Phonology has likewise tended 
to be concerned with aspects of variation that can be considered allophonic or the 
subject of phonological rules or processes (depending on the terminology used in 
the particular model).

as a consequence, there has been rather limited communication so far between 
sociophonetics on the one side and phonological and phonetic theory on the other. 
Sociophoneticians have not yet tested the full range of predictions made by the-
oretical models, while theoreticians have been slow to take account of sociophonetic 
data and the challenging testing ground that they provide. Some collaborative 
progress has been made, however, as the following examples illustrate. First, 
adjustments have been made to the machinery of several phonological models  
in response to the findings of sociophonetic work, including optimality theory 
(e.g., nagy & Reynolds, 1997; anttila, 1997; coetzee, 2006). Second, work on the 
phonetics of conversation has established that many aspects of speech planning 
are mutually negotiated by partners in interaction, and that listeners orient to 
fine-grained aspects of phonetic detail in the construction of conversation. Find-
ings such as these raise some serious challenges to many of the fundamental assump-
tions of modern linguistic theories, including segmental structures, the core role 
of the lexicon, and the emphasis on speech planning being the product of one 
party (local, 2003, 2007). Finally, data from sociophonetic studies of speech pro-
duction by adults and children are contributing to the refinement of exemplar 
models of phonological knowledge, first applied to language in speech perception 
research (Foulkes & docherty, 2006; Hay, nolan, & drager, 2006; Johnson, 2006; 
and for a critique, labov, 2006). exemplar models are prime candidates to accom-
modate sociophonetic data, since they depart from tradition in taking aspects  
of variation as central facts to be accounted for and explained (Pisoni, 1997;  
Pierrehumbert, 2002). they also implicitly acknowledge that socially conditioned 
variation may overlap with aspects of variation which result from reflexes of the 
phonological system, being manifested in the same phonetic materials (docherty 
et al., 2006).

7 Wider Applications of Sociophonetics

as well as contributing to linguistics, sociophonetic studies provide valuable 
resources for a range of applied fields.
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Variation poses a perennial problem for speech technology. natural variation 
must be catered for in speech and speaker recognition systems to ensure robust 
performance (Hoequist & nolan, 1991; laver, 1995; bates et al., 2007). descrip-
tive sociophonetic accounts can contribute to such systems, identifying the  
loci and parameters of variation for speakers, dialects, and contexts. they may 
assist in refining speech synthesis programs, rendering them more natural-
sounding and acceptable to listeners. Synthesis systems are also being developed 
which permit options for regional dialect and other indexical features of the 
speaker’s voice (Fitt & isard, 1999; carlson & Granström, this volume). Socio-
phoneticians and speech technologists have furthermore often shared corpora 
of recordings in the pursuit of their respective goals (e.g., Glenn & Strassel, 2006).

in speech and language therapy, sociophonetic research provides a baseline of 
normal patterns of within-speaker and within-community variation. this can assist 
the speech and language therapist in distinguishing genuine pathology from 
nonstandardness in children’s speech and language development (Howard & 
Heselwood, 2002; oetting, 2005), and can also be used to inform appropriate 
diagnosis and treatment in adults (milroy, 1987a, pp. 208 ff.; docherty & khattab, 
2008). the close resemblance of certain innovatory speech forms to infantile and/
or pathological pronunciations (e.g., labiodental /r/ or (th)-fronting and -stopping 
in english) can make this difficult. it increases the likelihood that non-disordered 
early adopters of such sound changes are more likely to be misidentified as  
phonologically delayed or disordered than their peers, with obvious repercussions 
in terms of workload and commitment of resources, and potential distress to the 
child and his/her caregivers. the sociophonetic literature can therefore be a valu-
able aid to speech and language therapists whose task it is to decide whether or 
not to recommend treatment, a consideration explictly recognized by a number of 
contributions to mcleod (2006). among other things it may help them to identify 
the point at which intervention becomes unnecessary or self-defeating in cases 
where the change has been adopted by a critical mass of speakers of the variety 
(see further Watt & Smith, 2005).

a refined assessment of normal patterns of spoken variation may further assist 
in pedagogical issues. educationalists are better equipped to assess educational 
needs in particular communities as a result, for example, of understanding the 
differences between standard written forms and the local pronunciation norms. 
a striking example where this issue came to public attention was in the united 
States in 1979, when the presiding judge upheld a suit brought against the School 
district board of ann arbor, michigan, by black parents claiming that the school 
system had violated their children’s rights by failing to teach them standard 
english or to take their spoken dialect into account during their education (Freeman, 
1982; Wolfram & Schilling-estes, 1998, pp. 169 ff.).

many sectors of commerce plan their business strategies with reference to  
linguistic factors, including assessments of the impact of spoken variation on 
their markets (bell, 1991, pp. 135 ff.). For instance, the locations for telephone  
call centers may be chosen in part because the local speech variety is deemed to  
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be attractive or acceptable to clients. advertising campaigns may select specific 
regional accents or individual voices to maximize the appeal of the product to 
customers. linguistic researchers are also coming to study the effects of language 
choices on workers as well as businesses, for example with reference to the use 
in call centers of written texts, explicit training in conversational style, and the 
forced choice of sociolinguistic forms (mirchandani, 2004; orr, 2007).

Finally, sociophonetics plays a central role in the growing field of forensic 
phonetics. understanding cross-speaker and within-speaker variation is essen-
tial in the process of speaker comparison, in which the recorded voice of a 
criminal is compared with that of a suspect. of particular importance are the 
establishment of the distribution of features across populations and the para-
meters of variation in different settings (for example, assessing the impact of 
speaking on a telephone, and the effects on the voice of emotion and intoxicants). 
the effects of aging may also be important in cases where there is a long delay 
between the recording of the crime and that of the suspect. in another forensic 
task, speaker profiling, the analyst is asked to describe the likely source of a 
voice in order to narrow the field of potential suspects, for example in cases 
where a telephone call or tape recording may be delivered by a kidnapper. the 
strength of conclusions that can be drawn depends largely on the documentary 
record of how linguistic features are distributed (for an example, see ellis, 1994; 
French et al., 2006).

8 Conclusion 

as this review has illustrated, sociophonetics is a diffuse research field, but one 
which is beginning to lay claim to be a core phonetic science. its unifying  
characteristic is that it is born of a cross-fertilization of methods and theories, 
drawn especially from phonetics and sociolinguistics but increasingly grafting 
itself to the principles of other disciplines. the strength of this pedigree is that 
it enables sociophonetics to address some of the weaknesses in its component 
parts (thomas, 2002b). the source materials of sociophonetics include not only 
standard dialects and citation speech, but a range of speech styles and they dis-
play a particular emphasis on spontaneous interaction. data samples are typically 
large and elicited from heterogeneous samples. the methodologies employed  
by sociophoneticians range from controlled experimentation to ethnographically 
informed observation of speaking and listening in different situations. the  
analytic methods used in sociophonetics span a wide range of techniques,  
both instrumental and auditory. Sociophonetics is also informed by a variety of 
different theoretical models, and its results are in turn being used to address a 
wide range of theoretical issues.

the array of materials, methods, and models testifies to the recognition by 
sociophoneticians that speech is a multifaceted signal, replete with systematic 
variation resulting from many sources, and fulfilling a wide range of functions. 
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Placing the social complexity of speech center stage offers a strenuous challenge 
in explaining how aspects of variation are learned, stored, and processed. in 
particular, it remains to be seen whether sociophonetic variation and “pure  
linguistic” knowledge are best handled as discrete cognitive modules (docherty 
& Foulkes, 2000; docherty et al., 2006; Scobbie 2007b).

labov has famously noted that he long resisted the term “sociolinguistics” 
because of its implication that there might be a successful linguistic theory which 
is not social (labov, 1972, p. xiii). by the same token, many researchers in phonetics 
are now coming to the view that abstraction of speech from its social context 
limits the power of phonetic research. thus, socially structured variation is both 
a topic of undeniable theoretical importance for the phonetic sciences, and a 
phenomenon that can be exploited by phoneticians of all types in the pursuit of 
the very widest range of research interests. Fine differences in the phonetic sys-
tems of individuals that are not merely physiological are part of the grammar, 
and should not be marginalized as “variation-as-noise,” because they can be used 
to explore the fundamental bases of sound systems in far more subtlety than cross-
linguistic differences. Subtle and otherwise, many speech phenomena are learned 
and used as part of the construction of social identity, making sociophonetics one 
of the key phonetic sciences.

noteS

We record our thanks to bill Haddican, Ghada khattab, and malcah Yaeger-dror for their 
valuable comments on drafts of this chapter, more of which we wish we had space to 
incorporate. Jane Stuart-Smith kindly provided us with the material for Figure 19.2. We 
thank tivoli majors for providing the data for Figure 19.3. Scobbie gratefully acknowledges 
eSRc grant ReS-000-22-2032.
1 although sociophonetics does not yet appear in published versions of the Oxford  

English Dictionary, the OED archives provide one instance of “socio-phonetic” which 
predates deshaies-lafontaine. the term is used by Halle (1963, p. 10) in a translation 
of a Russian text by Gvozdev from 1949. However, its sense there is metalinguistic and 
does not concur with modern usage. our thanks to Gillian evans of the OED and mike 
macmahon for drawing this to our attention.

2 We acknowledge that the authors of the works we cite may not themselves use the 
term sociophonetic to describe their research.

3 a number of sociolinguists utilize Silverstein’s (2003) distinction between “first-order” 
and “second-order” indexicality in accounting for differences in functional aspects  
of linguistic variation. First-order indexicality refers to the (objective) association  
of particular patterns of linguistic behavior with globally or locally meaningful  
social groups, while second-order indexicality pertains to speakers’ subjective meta-
linguistic knowledge of the social and communicative roles played by variable  
linguistic forms.

4 the use of the symbol /r/ here is intended to cover a range of possible phonetic forms. 
See, e.g., Stuart-Smith (2003) for discussion of variants in Scottish english.
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20  An Introduction to Signal 
Processing for Speech

DAnIel P. W. ellIS

1 Overview

The formal tools of signal processing emerged in the mid twentieth century when 
electronics gave us the ability to manipulate signals – time-varying measurements 
– to extract or rearrange various aspects of interest to us, i.e., the information in 
the signal. The core of traditional signal processing is a way of looking at the 
signals in terms of sinusoidal components of differing frequencies (the Fourier 
domain), and a set of techniques for modifying signals that are most naturally 
described in that domain, i.e., filtering. Although originally developed using 
analog electronics, since the 1970s signal processing has more and more been 
implemented on computers in the digital domain, leading to some modifications 
to the theory without changing its essential character. This chapter aims to give 
a transparent and intuitive introduction to the basic ideas of the Fourier domain 
and filtering, and connects them to some of the common representations used in 
speech science, including the spectrogram and cepstral coefficients. We assume 
the absolute minimum of prior technical background, which will naturally be 
below the level of many readers; however, there may be some value in taking 
such a ground-up approach even for those for whom much of the material is 
review.

2 Resonance

Consider swinging on a child’s swing. (It may be a while since you’ve been on 
one, but you can probably remember what it was like.) even without touching 
the ground, just by shifting your weight at the appropriate points in the cycle, 
you can build up a considerable swinging motion. The amount of work you put 
in at each cycle is quite small, but it slowly builds up, until it is enough to lift 
you high off the ground at each extreme. Building up the swing requires making 
the right movements at just the right time – it can take a child a while to figure 
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out how to do this. More vigorous movements can build up the swinging more 
quickly, but the cycle time – the time between two successive instants at the same 
point in the cycle, for instance the highest point on the back of the swing – is 
basically unvarying with the amplitude of the swinging, the amount of work you 
put in. even the size and weight of the child doesn’t have much effect, except in 
so far as their center of mass gets further from the seat as they get bigger.

The swing is an example of a pendulum, a simple physical system that can 
exhibit oscillations, or a pattern of motions that repeats with little variation with 
a fixed repetition time. The conditions that support this kind of oscillation are 
relatively simple and very common in the physical world, meaning that the 
simple mathematics describing the relationship between the input (child’s weight 
shifts) and output (swing motion) apply largely unmodified in a wide range of 
situations. In particular, we are interested in the phenomenon of resonance, which 
refers to the single “best frequency” – the way that the largest swinging amplitude 
occurs when the swinger injects energy at a single frequency that depends on the 
physical properties of the oscillating system (which are usually fixed).

The swing is an interesting example because it reveals how small amounts of 
work input can lead to large amplitude output oscillations, provided the inputs 
occur at the right frequency, and, importantly, the right point in the cycle, i.e., the 
correct “phase” relationship to the motion. But another pendulum example can 
more clearly illustrate the idea of frequency selectivity in resonance: consider a 
weight – say some keys or a locket – on the end of a chain. By holding the top 
of the chain, and moving your hand from side to side, you can make the weight 
move from side to side with the same period. However, the amplitude of the 
weight’s motion, for a fixed amplitude of hand motion input, will vary greatly 
with the cycle period, and for a small range around a particular frequency, the 
natural frequency of the setup, the output motion will be very large, just like the 
motion of the swinging child. If you deliberately start moving your hand slightly 
faster or slightly slower than this best frequency, you will still be able to make 
the weight oscillate with the same period as your hand, but the amplitude will 
fall rapidly as you move away from the natural frequency. We could make a plot 
of the amplitude of the side-to-side motion in response to a fixed amplitude input 
motion as a function of the frequency of that input motion, and it might look 
something like Figure 20.1. At low frequencies, the ratio between input and  
output motion is approximately 1, i.e., when moved slowly, the bottom of the 
pendulum follows the top. Around the natural frequency, the ratio is very large 
– small motions of the pendulum top lead to wild swinging, at the same frequency, 
of the weight. At high frequencies, the ratio tends to zero: rapid motion at the 
top of the pendulum is “lost,” leaving the weight almost stationary.

3 Sinusoids

Mathematical equivalents of the pendulum and a few simple variants are remarkably 
common in the natural world, ranging from the task of trying to rock a trapped 
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car out of a snowdrift to the shaking of the earth’s crust after an earthquake, all 
the way to the quartz crystal at the heart of a digital watch or a radio antenna. 
There are a couple of aspects of this common phenomenon which we should note 
at this point relating to the shape of the resonant waveform.

Figure 20.2 returns to the swing example, plotting the position of the weight 
(the child) as a function of time. We see the regular, periodic motion appear as a 
repeating forward-backward pattern, but the particular shape of this pattern, the 
smooth alternating peaks of the sinusoid, is essential to and characteristic of this 
behavior. You probably came across sinusoids in trigonometry as the projections 
of a fixed length (hypotenuse) at a particular angle, but that doesn’t seem to 
provide much insight to their occurrence here. Instead, the interesting property 
of the sinusoid is that its slope – the rate of change at any given time – is another 
sinusoid, at the same frequency (of course, since the whole system repeats exactly 
at that frequency), but shifted in time by one-quarter of a cycle. The slope of a 
graph showing position as a function of time is velocity, the rate at which position 
is changing, and this is shown to the right of the figure. In the plot, the relative 
amplitudes of position and velocity are arbitrary, since they depend on the dif-
ferent units used to measure each quantity.

looking in detail at the figure, there are four time points labeled, with a snap-
shot of the swing shown for each one. At time A, the beginning of the graph, the 
swing is hanging straight down, but it is about to move forward, perhaps because 
the swinger has just pushed off against the ground. Thus the position is at zero, 
but the velocity is positive and indeed at its maximum value. At point B, the 
swing has returned to its straight-down position, but now it is traveling backwards, 
so we see that the velocity is at its maximum backwards (negative value). Conversely, 
point C finds the swing at its maximum positive position, when the motion is 
changing from forward to backward, so the swing is still for a split second – i.e., 

Figure 20.1 Sketch example of the amplitude of pendulum motion in response to a 
fixed amplitude input of varying frequency.
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at zero velocity. D is the symmetric case at the very back of the swing, again a 
moment of zero velocity.

If we normalize time to be in units of complete cycles, we can equate it to the 
angles of trigonometry, in which case we speak of the phase of the sinusoid, and 
measure it either in degrees (360° for a complete cycle) or radians (2p rad for  
a complete cycle). At a given frequency, a time shift is equivalent to a phase  
shift, and in this case the quarter-cycle difference between position and velocity 
corresponds to a 90° or p/2 rad phase shift.

Resonant systems of this kind involve the periodic transfer of energy between 
two forms. In this case, one is the kinetic energy of the motion of the weight, 
which is proportional to the square of the velocity. At points A and B, all the 
system in the swing is in the kinetic energy of the swinger’s motion – energy that 
would be violently transferred to someone unlucky enough to step into the path 
of the swing. The complementary energy form is potential energy, the energy 
gained by lifting the swinger up against gravity away from the ground due to 
the arc traced by the swing. At points C and D, when the swing is momentarily 
stationary (zero kinetic energy), the swinger is also highest from the ground, 

Position Velocity
0 0
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e
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Figure 20.2 Motion of the simple pendulum swing. The slope (derivative) of the  
plot of position with time gives the velocity, which is shown on the right. Small  
sketches to the left show the instantaneous configuration of the swing at the times 
labeled A to D. note that both position and velocity are sinusoids, a waveform with  
a “pure” frequency, and that there is a one-quarter cycle phase shift between them.
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corresponding to maximal potential energy. The total of kinetic plus potential 
energy is constant throughout the cycle, but at all other points it is shared between 
the two forms. not only does resonant behavior always involve such an exchange 
between two energy forms, but the particular 90° phase shift between the two 
domains is also a common characteristic. It is the constant transfer of energy 
between these two forms that leads to the visible, dynamic behavior, even without 
any additional energy input, i.e., if the swinger remained frozen on the seat.

This brings us to a second aspect of resonant motion – exponential decay. If the 
swinger builds up a large-amplitude motion, then stops shifting their weight to 
inject energy into the system, the sinusoidal motion continues, but its amplitude 
gradually decays until the swing is essentially still. What has happened is that 
the energy is being lost, for example to air resistance, and heating up the moving 
joints of the swing mechanism, so the maxima of kinetic and potential energy are 
steadily decreasing. Figure 20.3 shows an exponentially-decaying sinusoid, as 
might occur with undriven swinging. notice that the amplitude decays by a 
constant factor for each unit of time, i.e., if it decays to half its initial amplitude 
by time T, it has decayed to one quarter at time 2T, one eighth at time 3T, one 
sixteenth at time 4T, etc. This is the hallmark of exponential decay.

exponential decay of an oscillating, resonant system is also related to its “tuning,” 
i.e., how sharply it responds to its natural frequency. This is visible as the sharpness 
of the peak in a plot of amplitude versus frequency like Figure 20.1, and actually 
depends on the rate of energy loss. A highly tuned resonance has a very sharp 
resonant peak as a function of frequency, and its resonant oscillations die away 
very slowly. A more strongly “damped” resonance dissipates more energy each 
cycle, meaning that oscillations die away more rapidly, and the preference for the 
natural frequency over other oscillation frequencies is less dramatic. As an ex-
ample, the shock absorbers (also known as dampers) in a car’s suspension system 
are needed to minimize “bouncing” oscillations that would otherwise occur with the 
spring-mass system at each wheel. When the shock absorbers age or fail they lose 
their ability to dissipate energy, and the car will develop a tell-tale (and very dis-
concerting) tendency to oscillate up and down every time it goes over a bump.

Figure 20.3 exponential decay. The sinusoid amplitude steadily decreases, losing  
a fixed proportion of its amplitude in a fixed time, i.e., it halves in amplitude every  
T seconds.
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A simple resonance always involves sinusoidal motion. Returning to the pendulum 
being shaken at its top, even if you move your hand in a much less smooth way, 
for instance shifting almost instantaneously from one extreme to the other for a 
square-wave input, the motion of the weight will still be essentially a sinusoid 
with the same period. And if you shake your hand randomly, most often the 
weight will begin to move at its resonant frequency with a sinusoidal motion – as 
we will see below, we interpret this as the resonant system “filtering out” a frequency 
component at the natural frequency from the random motion.

lest we lose sight of the motivation of this entire discussion, Figure 20.4 shows 
a brief excerpt of a voice waveform, extracted from a vowel sound. We see a few 
cycles of the fundamental voice period, but notice how within each period, the 
waveform looks a lot like an exponentially decaying sinusoid. This is because the 
vocal tract, shaping the sound, is behaving as a simple resonant system being 
shocked into motion once every pitch cycle.

4 Linearity

Prior to presenting the central idea of Fourier analysis, there is one more support-
ing concept to explore: linearity. Very roughly, linearity is the idea that scaling the 
input to a system will result in scaling the output by the same amount – which 
was implicit in the choice of using the ratio of input to output amplitudes in the 
graph of Figure 20.1, i.e., the ratio of input to output did not depend on the abso-
lute level of input (at least within reasonable bounds). linearity is an idealization, 
but happily it is widely obeyed in nature, particularly if circumstances are restricted 
to small deviations around some stable equilibrium.

In signal processing, we use “system” to mean any process that takes a signal 
(e.g., a sound waveform) as input and generates another signal as output. A  
linear system is one that has the linearity property, and this constitutes a large 
class of real-world systems including acoustic environments or channels with 

Figure 20.4 example of vocal waveform during a vowel. We see three cycles of  
the voice pitch; within each cycle, the waveform looks a lot like an exponentially 
decaying sinusoid.
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rigid boundaries, as well as other domains including radio waves and mechanical 
systems consisting of rigid connections, ideal springs, and dampers. Of course, 
most scenarios of interest also involve some nonlinear components, for example 
the vocal folds that convert steady air pressure from the lungs into periodic pressure 
waves in the (largely linear) vocal tract.

linearity has an important and subtle consequence: superposition. The property 
of superposition means that if you know the outputs of a particular system in 
response to two different inputs, then the output of the system in response to the 
sum of the two inputs is simply the sum of the two outputs. Figure 20.5 illustrates 
this. The left columns show inputs, and the right columns show outputs, for a 
simple resonant system as described in section 2. The first row shows the system 
response when the input is a sinusoid right around the natural frequency. notice 
that the scale on the output graph is much larger, reflecting the increased amplitude 
of the output sinusoid. The second row is for a sinusoid at double the frequency, 
outside the resonant peak. The output is still a sinusoid at the same frequency, 
but its amplitude is much smaller than in the resonant case. Finally, adding the 
two inputs results in a waveform with the same basic period as the first row, but 
no longer sinusoidal in shape. For this linear system that obeys superposition, 
the output is simply the sum of the outputs from the previous two conditions. 
But because the output in the first row was so much larger than that in the second 

Figure 20.5 Illustration of superposition. left column shows three inputs to a linear 
system, where the third is the sum of the preceding two. Right column shows the 
corresponding outputs; because the first row has a much larger amplitude than the 
second, the third looks largely the same as the first.
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row, the sum is dominated by the first row, so the contribution of the higher 
frequency component in the input is practically negligible.

now we can learn one more very important property of sinusoids: They are the 
eigenfunctions of linear systems. What this means is that if a linear system is fed 
a sinusoid (with or without an exponential envelope), the output will also be a 
sinusoid, with the same frequency and the same rate of exponential decay, merely 
scaled in amplitude and possibly shifted in phase. The scale factor (or gain) and 
shift angles will depend on the sinusoid frequency, but are otherwise constant 
properties of the system. Any other waveform will in general be modified in a 
more complex way that cannot be explained by a single, constant factor or phase 
shift. This property is evident in Figure 20.5, where the output of the resonance 
to each of the two sinusoids is simply a scaled and delayed version of the input, 
but the more complex waveform is extensively modified (to look more like a  
sinusoid). This sinusoid-in, sinusoid-out property, combined with superposition, 
is the key to the value of Fourier transform, presented in the next section, which 
describes an arbitrary input as a sum of sinusoids.

One last definition: If a system’s property changes – for instance if an acoustic 
tube changes shape or length – the specific scaling and phase shift values for each 
sinusoid frequency will likely change too. Much of our analysis assumes time-
invariant systems, so that we can assume the way in which a signal is modified 
does not depend on precisely when the signal occurs. However, even systems 
which are not time-invariant (such as the human vocal tract) can be treated as 
locally time invariant, i.e., the modification applied to a given sinusoid will change 
only relatively slowly and smoothly, so the linearity assumptions can be applied 
successfully over sufficiently short time scales.

5 Fourier Analysis

The core of signal processing is Fourier analysis, and the core of Fourier analysis 
is a simple but somewhat surprising fact: Any periodically repeating waveform can 
be expressed as a sum of sinusoids, each scaled and shifted in time by appropriate 
constants. Moreover, the only sinusoids required are those whose frequency is an 
integer multiple of the fundamental frequency of the periodic sequence. These 
sinusoids are called the harmonics of the fundamental frequency.

To get an arbitrarily good approximation to an arbitrary periodic waveform, it 
may be necessary to include a very large number of sinusoids, i.e., continue up 
to sinusoids whose frequency is very high. However, it turns out that the scaling 
of any single sinusoid that gives the best approximation doesn’t depend on how 
many sinusoids are used. Thus, the best approximation using only a few sinusoids 
can be derived from a higher-order, more accurate approximation simply by 
dropping some of the harmonics.

It makes sense that the only sinusoids involved are the harmonics (integer 
multiples of the fundamental frequency), since only these sinusoids will complete 
an exact, integer number of cycles in the fundamental period; any other sinusoids 
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would not repeat exactly in each period of the signal, and thus could not sum to 
a waveform that was exactly the same every period.

Figure 20.6 illustrates the Fourier Series concept. The original periodic waveform 
is a square wave, i.e., with abrupt transitions from +1 to -1 and back in each 
cycle. It is particularly surprising that the sum of a series of smooth sinusoid 
functions can even approximate such a discontinuous function, but the figure 
illustrates how the first five Fourier components (which in this case consist only 
of odd multiples of the fundamental frequency), when appropriately scaled and 
aligned, begin to reinforce and cancel to match the piecewise-constant waveform. 
We also note that in the special case of the square wave, the harmonic amplitudes 
are inversely proportional to the harmonic number.

It turns out that finding the Fourier series coefficients – the optimal scale con-
stants and phase shifts for each harmonic – is very straightforward: All you have 
to do is multiply the waveform, point-for-point, with a candidate harmonic, and 
sum up (i.e., integrate) over a complete cycle; this is known as taking the inner 

Figure 20.6 Illustration of how any periodic function can be approximated by a  
sum of harmonics, i.e., sinusoids at integer multiples of the fundamental frequency  
of the original waveform. Top panel shows the target waveform, a square wave. Next  
panels show the first five harmonics; in each panel, the dark curve is the sinusoid,  
and the light curve is the cumulative sum of all harmonics so far, showing how the 
approximation comes increasingly close to the target signal.
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product between the waveform and the harmonic, and gives the required scale 
constant for that harmonic. This works because the harmonics are orthogonal, 
meaning that the inner product between different harmonics is exactly zero, so 
if we assume that the original waveform is a sum of scaled harmonics, only the 
term involving the candidate harmonic appears in the result of the inner product. 
Finding the phase requires taking the inner product twice, once with a cosine-
phase harmonic and once with the sine-phase harmonic, giving two scaled har-
monics that can sum together to give a sinusoid of the corresponding frequency 
at any amplitude and any phase.

Finding the Fourier series representation is called Fourier analysis; the converse, 
Fourier synthesis, consists of converting a set of Fourier coefficients into a wave-
form by explicitly calculating and summing up all the harmonics. A waveform 
that is created by Fourier synthesis will yield the exact same parameters on a 
subsequent Fourier analysis, and the two representations – the waveform as a 
function of time, or the Fourier coefficients as a function of frequency – may be 
regarded as equally valid descriptions of the function, i.e., together they form a 
transform pair, one in the time domain, and the other in the frequency, or Fourier, 
domain.

If Fourier analysis could be applied only to strictly periodic signals it would 
be of limited interest, since a purely periodic signal, which repeats exactly out to 
infinite time in both directions, is a mathematical abstraction that does not exist 
in the real world. Consider, however, stretching the period of repetition to be 
longer and longer. Fourier analysis states that within this very long period we 
can have any arbitrary and unique waveform, and we will still be able to repre-
sent it as accurately as we wish. All that happens is that the “harmonics” of our 
very long period become more and more closely spaced in frequency (since they 
are integer multiples of a fundamental frequency which is one divided by the 
fundamental period, which is becoming very large). Put another way, to capture 
detail up to a fixed upper frequency limit, we will need to specify more and more 
harmonics.

now by letting the fundamental period go to infinity, we end up with a signal 
that is no longer periodic, since there is only space for a single repetition in the 
entire real-time axis; at the same time, the spacing between our harmonics goes 
to zero, meaning that the Fourier series now becomes a continuous function of 
frequency, not a series of discrete values. However, nothing essentially changes 
– and, in particular, we can still find the value of the Fourier transform function 
simply by calculating the inner product integral. now we have the most general 
form of the Fourier transform, pairing a continuous, nonrepeating (aperiodic) 
waveform in time, with a continuous function of frequency. In this form, the 
symmetry between time and frequency (and the lack of privilege for either  
domain, from the point of view of mathematics) begins to become apparent.

One kind of aperiodic waveform that might interest us is a finite-length waveform, 
i.e., a stretch of signal that exists over some limited time range, but is zero every-
where else. Since it never repeats, its Fourier transform is continuous. However, 
it turns out that the constraint of finite extent in time imposes smoothness in the 
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frequency domain, meaning that we can be sure not to miss any important detail 
if we only evaluate the Fourier transform at a limited number of regularly spaced 
frequency points.

As an example, Figure 20.7 shows the brief speech excerpt from Figure 20.4 
along with the magnitude of its Fourier transform, up to 4 kHz. (The magnitude 
is the length of the hypotenuse of the right-angle triangle formed by the sine  
and cosine coefficients for a particular frequency, and corresponds to the ampli-
tude of the implied sinusoid.) A Fourier transform magnitude plot like this is 
commonly known as a magnitude spectrum, or just spectrum. It is shown in two 
forms: the middle panel uses a linear magnitude axis, and the bottom panel plots 
the magnitude in deciBels (dB), a logarithmic scale that reveals more detail in the 
low-amplitude parts of the spectrum. note that the 80 dB vertical range in the 

Figure 20.7 Fourier transform pair example. Top panel: time-domain waveform of a 
brief vowel excerpt, windowed by a raised cosine tapered window (dotted). Middle 
panel: Fourier transform (spectral) magnitude, up to 4 kHz. Bottom panel: spectral 
magnitude using a dB (logarithmic) vertical scale.
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bottom plot corresponds to a ratio in linear magnitude of 10,000 : 1 between most 
and least intense values. The time waveform has been scaled by a tapered window 
(shown dotted) to avoid abrupt transitions to zero at the edges, which would 
otherwise introduce high-frequency artifacts. The time-domain signal is zero  
everywhere that is not shown in the image. We notice dense, regularly spaced 
peaks in the spectrum; these arise because of the pitch-periodicity evident in  
the waveform (i.e., the repetitions at roughly 10 ms). If the signal were exactly 
periodic and infinitely repeating, these spectral peaks would become infinitely 
narrow, existing only at the harmonics of the fundamental frequency; the Fourier 
transform would become the Fourier series. Superimposed on this fine structure 
we see a broad peak in the spectrum centered around 2,400 Hz; this is the vocal 
tract resonance being driven by the pitch pulses, and corresponds to the rapid, 
decaying oscillations we noticed around each pitch pulse in the time domain. A 
quick count confirms that these oscillations make around 12 cycles in 5 ms, which 
indeed corresponds to a frequency of 2,400 Hz. The spectrum has no significant 
energy above 4 kHz, although the dB-domain plot shows that the energy has not 
fallen all the way to zero.

6 Filters

Taken alone, the existence of the Fourier transform might be no more than a 
mathematical curiosity, but in combination with our previous examination of the 
properties of sinusoids, linearity, and superposition, it becomes extremely power-
ful. Recall that in section 4 we said that (1) feeding a linear, time-invariant system 
with a single sinusoid will result in a scaled and phase-shifted sinusoid of the 
same frequency at the output, and (2) the output of a linear system whose input 
is the sum of several signals will be the sum (superposition) of the system’s  
output to each of those signals in isolation. The Fourier transform allows us to 
describe any signal as the sum of a (possibly very large) set of sinusoids, and 
thus the output of a particular system given that signal as input will be the same 
set of sinusoids, but with their amplitudes and phases shifted by the frequency-
dependent values that characterize that system. Thus, by measuring – once – the 
way in which a system modifies sinusoids of all relevant frequencies, it is a 
simple matter to predict the Fourier transform (and hence the time-domain wave-
form) of the system’s output in response to any input signal described by its 
Fourier transform.

In signal processing, a filter is essentially any system with an input and an 
output, but the term implies that the properties of the system are being viewed 
as emphasizing certain aspects of the signal while reducing or removing certain 
others. In a linear, time-invariant filter, it is the Fourier components – sinusoids 
of differing frequencies – that are selected, meaning that they are either amplified 
(made larger) or attenuated (made smaller). There are infinitely many possible 
filters, even within this relatively narrow, idealized set, but they are typically 
categorized according to the broad properties of how their scaling effects vary 
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with frequency: a low-pass filter boosts low frequencies close to zero; high pass 
does the converse, attenuating lower frequencies; bandpass selects frequencies 
within a limited range, and band-stop or notch filters remove specific frequency 
ranges. note that the simple resonance with which we introduced this chapter in 
Figure 20.1 is a kind of bandpass filter. One way to make a band-stop filter is to 
“cancel out” energy at certain frequencies (e.g., by adding it to a negated version 
of itself, corresponding to a 180° phase shift), leaving the low and high frequen-
cies. Resonances in systems are often called “poles,” referring to a specific feature 
of the mathematical description of the system; the locally attenuating aspects, as 
found in band-stop filters, are known as “zeros” because they can remove certain 
sinusoidal or decaying-sinusoidal inputs to give zero output.

Much of the foundation of signal processing involves techniques to design  
and construct filters to achieve specific goals and characteristics. There are a 
number of “optimal” design procedures that design filters, for implementation 
in electronics or software, that do the best possible job in terms of leaving some 
frequencies unmodified while removing others, subject to various constraints  
such as cost or complexity. While linear filtering is a relatively limited subset of all 
possible signal modifications – only slightly more complex than the “treble”  
and “bass” controls on a hi-fi amplifier – it turns out to be very useful in a wide 
range of applications, particularly when trying to separate a particular piece of 
information, such as a particular voice, from the middle of a large amount of  
background noise.

As we just mentioned, filters can be implemented in a variety of forms: it is 
possible to build acoustic systems with controlled resonant properties, such as an 
organ pipe which is a very sharply tuned band-pass filter coupled to a nonlinear 
air-jet oscillator. (You may have noticed that the sound of a pure sinusoid is 
reminiscent of an organ or a flute.) However, the birth of signal processing  
occurred when it became possible to represent signals (audio, radio, or others 
such as television) as electrical voltages and process them using electronic circuits. 
Much of the theoretical foundation was based on analog electronics, but from the 
1960s onwards more and more signal processing has been performed on digital 
computers using signals represented as sequences of values stored in memory.

This required a modified theoretical foundation, known as discrete-time or 
digital signal processing (DSP), because whereas an analog voltage can in theory 
vary at any frequency from the very slow to the extremely fast, a digital repre-
sentation involves measuring and storing the voltage only at a finite set of discrete 
instants (usually regularly spaced). DSP systems usually have a fixed sampling 
rate, which is the number of samples recorded every second, and any variations 
in the signal which involve significant detail below the timescale of this sampling 
will not be accurately captured. In fact, it turns out that to store components up 
to some particular frequency, it is necessary to sample at least double that frequency, 
thus the highest correctly represented frequency is half the sampling rate, known 
as the Nyquist frequency. For example, in CD digital audio, the sampling rate was 
chosen as 44.1 kHz to ensure that the highest frequencies perceptible by humans 
– around 20 kHz – could be adequately represented, with the extra 10 percent 
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providing some breathing space to make it easier to construct the digital-to-analog 
converters required to render the digital representation back into an actual, physical 
sound for listeners. The problems that arise when sampling a frequency higher 
than the nyquist rate are illustrated in Figure 20.8.

7 The Spectrogram

Filters and signal processing turn up in many places in phonetics and speech 
science, from cleaning up field recordings through to performing data compres-
sion on archives, but perhaps their greatest impact is in providing analysis tools 
that can measure and quantify different acoustic phenomena, and perhaps the 
most familiar of those is the spectrogram. We can now precisely describe how a 
spectrogram image is constructed, using the ideas presented so far, but first we 
must mention one more reason why sinusoids and the frequency domain are so 
important and relevant for sound: the nature of hearing.

Once air pressure fluctuations have been collected by the outer ear, converted 
into microscopic force variations by the eardrum, and transferred to the inner ear 
by the bones of the middle ear, they encounter the single most critical component 
of auditory perception, the cochlea, which is responsible for converting a 
one-dimensional time-varying pressure into a sequence of firings on the tens of 

Figure 20.8 Illustration of discrete-time (sampled) representations of sinusoids  
below (top) and above (bottom) the nyquist rate. Analog domain signals are shown  
as dotted, and sampled values are shown with circles, connected by stairstep lines.  
note that the discrete, stairstep signal captures the general shape of the below-nyquist 
frequency sinusoid, but for the higher frequency, the sampled representation appears  
to reflect a completely different periodicity.
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thousands of nerve fibers of the auditory nerve flowing to the brain. The cochlea 
is exquisitely sensitive and very complex, but in essence it is just a series of 
resonators, not so very different from the one described by Figure 20.1. each 
resonator responds to energy in a narrow frequency range, causing a certain 
subset of nerve fibers to fire when there is energy at those frequencies. Thus, the 
auditory system performs something like a Fourier transform, breaking down the 
time-domain pressure fluctuations into separate sinusoidal components through 
a bank of resonant filters.

The representation on the auditory nerve, however, is not a pure frequency 
domain representation: Although different sets of nerves indicate energy in dif-
ferent frequencies, they also vary in time – whereas a pure Fourier representation 
would only have a frequency axis. In fact, the transformation performed by the 
cochlea is closer to a short-time Fourier transform (STFT), which breaks up a 
longer signal into a succession of smaller fragments, centered around different, 
specific times by gating the original signal with a sliding window, then calculat-
ing the Fourier transform of each of these time-localized pieces to reveal the 
varying energy in each frequency band as the input signal changes. note that  
this is exactly equivalent to constructing a set of bandpass filters, one for each 
frequency being considered, then calculating the total energy coming out of each 
band over a succession of short windows.

Although there is rather more to how the ear works than this, the magnitude 
of the short-time Fourier transform is exactly what we see when we look at a 
spectrogram, and one of the reasons it is such a valuable tool for visualizing sound 
content is because of its correspondence, in very broad terms, to the internal 
representation of sound employed by our brains. A spectrogram is actually a fine 
grid of cells, indexed by frequency on the vertical axis, and by time on the hori-
zontal axis, where the color (or darkness) of each cell indicates the amount of 
energy in that frequency band at around that time. The spectrogram typically 
uses a logarithmic mapping from signal intensity to pixel darkness (i.e., a deciBel 
scale), corresponding to the nearly-logarithmic mapping from signal intensity to 
perceived loudness observed in hearing.

The main parameter of a spectrogram is its analysis window length, which in 
turn determines its spectral resolution: There is a formal relationship of uncertainty 
between time and frequency (inevitable since they both arise from the same one-
dimensional waveform, rather than being in any sense independent quantities). 
When we are interested in seeing voicing pitch revealed as a set of parallel sinu-
soidal har monics, we must use a longer time window of 20 ms or more to give 
a fine (narrowband) frequency resolution. To see fine timing detail of pitch pulses 
and stop bursts, we use a much shorter time window of a few ms at which point  
pitch harmonics blur together and disappear, but the broader spectral variation 
due to the formant resonances in the vocal tract remain quite visible.

Figure 20.9 illustrates the steps involved in converting a time waveform into a 
sequence of short-time Fourier transforms and assembling these into a spectrogram 
image. Although the first versions of this representation used analog bandpass 
filters, we now always calculate the spectrogram on a computer (meaning, among 
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Figure 20.9 Calculation of the spectrogram. Input signal (1) is converted into a 
sequence of short excerpts by applying a sliding tapered window (2). each short  
excerpt is converted to the frequency domain via the Fourier transform (3), then these 
individual spectra become columns in the spectrogram image (4), with each pixel’s  
color reflecting the log-magnitude at the corresponding frequency value in the Fourier 
transform. After zooming out, the individual columns of pixels cannot be distinguished, 
and we have the appearance of a continuous image – the spectrogram (5).
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other things, there is always a hard limit on the frequency range at the nyquist 
rate). Since each column of pixels involves taking a Fourier transform, the com-
putation involved in creating a spectrogram can be substantial, however it is  
made significantly more feasible through a special, optimized algorithm for cal-
culating the Fourier transform of discrete-time signals called the Fast Fourier 
Transform (FFT). The FFT manages to exploit redundancy between the values being 
employed when taking the inner products against sinusoids of different frequencies 
to reduce the computation required by a factor that actually improves as the 
transforms become larger (longer time windows).

8 Linear Prediction

Imagine we have a system and we want to know how to build a copy – an artificial 
system with the same properties. (This problem is sometimes called system  
identification.) We could measure its gain and phase shift at a set of different  
frequencies (and in fact we can do this very quickly by feeding it as input the 
superposition of all frequencies at once, which turns out to be an impulse, the 
briefest possible click.) We could then build a bank of bandpass filters, adjust  
the gains of each one to match the measured gains at each frequency, then add 
the outputs together again, and we’d have a system that performed much like 
our original. But it would be an approximation, and it would involve a very large 
amount of computation. By contrast, a direct implementation of the discrete-time, 
single-pole resonance like Figure 20.1 requires just two multiplications per sample. 
If we knew that the system we were trying to duplicate consisted of only a few 
simple resonances, we could in theory create a more accurate and much more 
efficient duplicate by identifying the parameters of those resonances (their best 
frequencies and tuning), then implement an equivalent resonant system.

As it happens, there is an efficient and robust procedure for doing just this. In 
a discrete-time implementation, a resonant filter involves a few delays applied  
to the output signal, then feeding back these delayed outputs (with particular 
scaling constants) to the input. (The actual number of delays determines the order 
of the filter, i.e., how many distinct resonances it will have.) In effect, in the  
absence of inputs, the output at a particular time is a linear combination of a few 
recent output values, and the process of fitting a resonant filter to a particular 
signal consists of choosing the scaling constants that do the best job of matching 
(or predicting) each output sample from its immediate predecessors. For this 
reason, the technique is known as Linear Prediction (lP). It is such a useful and 
powerful technique that it turns up in various other places under names like  
all-pole modeling and autoregressive modeling.

The actual mathematics is a little involved, but the net result is that given only 
a segment of the output of a system, linear predictive analysis finds a simple 
resonant filter that does the best job of accounting for the spectrum of the signal 
being analyzed, along with the input signal (called the “residual”) which, when 
fed to the resonant system, would recreate the original signal. The approach 
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minimizes the energy of the residual, which is achieved by making it as close as 
possible to a purely random (white noise) sequence – but any signal structure 
that cannot be explained by the resonant filter, either because the model has a 
lower order than the true filter, or due to the input to the original system, can be 
left in the residual. This makes the approach particularly robust – it does the best 
job it can within the limitations of the model, but it is perfectly able to approxi-
mate more complex signals and systems.

The biggest limitation of linear prediction is that it can only model systems that 
consist purely of resonances (poles), whereas very many systems of interest will 
also include zeros. no approach of comparable simplicity and power exists for 
modeling systems with zeros – partly because once zeros are introduced it becomes 
much harder to define the unique, best system to approximate any signal, since 
similar results can in many cases be achieved with either poles or zeros. However, 
there is one system of great interest that is well approximated by an all-pole 
model, namely the vocal tract. Apart from nasals, in which the parallel nasal path 
gives rise to zeros in the overall spectrum, most speech sounds are well approxi-
mated as a spectrally flat input signal – often called the excitation source, but 
equivalent to the lP residual – being shaped by a set of resonances which are 
generally identified with the filter effected by the variable cavities of the vocal 
tract. In practice, this lP source-filter model leads to usable simulations of voice 
sounds; it was the key to the first wave of mass-market speech synthesis applica-
tions (pioneered by the “Speak and Spell” toy in 1978), and it is at the heart of 
every speech compression algorithm, including GSM and other cell phone encod-
ing schemes. In these applications, speech is broken up into short (10–30 ms) 
segments, which are then encoded as a single, fixed, lP filter, plus an excitation 
signal, which, in the popular Code-excited linear Prediction (CelP) scheme, is 
encoded as an index into a large dictionary known to both encoder and receiver. 
It is the relatively slowly changing character of the physical shape of the vocal 
tract, and hence its acoustical properties, that allows it to be described by relatively 
infrequent model updates, leading to very significant data compression gains.

Figure 20.10 illustrates the kinds of approximations that result from lP model-
ing. The top trace shows the spectrum of a 30 ms segment of speech, similar to 
Figure 20.7. Below are the spectra (gains as a function of frequency) for series of 
lP approximations for models of order 2, 4, 6, 8, 10, and 12. each resonance actually 
requires two poles to be modeled, so a 12th-order model (with 12 poles) can repro-
duce up to six resonant peaks. These relatively small lP filters cannot reproduce 
the spectral detail of the harmonic peaks, which are provided by the excitation 
in a complete system. In human voice, harmonic structure comes from the non-
linear oscillations of the vocal folds, not from the resonances of the vocal tract.

9 Speech Features

As we have mentioned, the goals of signal processing can be quite diverse, but they 
all revolve around the idea of manipulating the information content in signals to 
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facilitate some application. One important and illuminating application is auto-
matic speech recognition (ASR), where signal processing is involved at the very 
beginning to convert the raw speech signals into features that attempt to extract 
the information from the speech signal most relevant to recognition, while exclud-
ing (being invariant to) irrelevant information, and at the same time making the 
representation as small as possible, to reduce the computational burden. Speech 
recognition will be described in more detail in the next chapter, but here we  
will briefly look at the most popular speech features from a signal processing 
perspective.

9.1 Spectral features
Although it is only used directly in fairly rare circumstances, the vast majority of 
speech recognition features are essentially based on the spectrogram. In particu-
lar, speech is first segmented into overlapping short fragments of 20–40 ms, which 
are given smooth edges with a tapered window, then transformed to the frequency 
domain to find the magnitude of the energy in each frequency band, while dis-
carding the phase. One reason the unmodified spectrogram is unpopular is that 
this is still a very large representation, e.g., 256 values per frame, which just means 
more work and more parameters in the later pattern recognition stages. In fact, 
the essential challenge of speech recognition is successfully recognizing different 
instances of the same sound as belonging to the same class – for example, a  
particular vowel pronounced by different people and at different pitches. Too 

Figure 20.10 examples of linear predictive models of different orders (lower panel) 
that are approximating the broad spectral resonances evident in a short speech  
fragment whose spectrum is shown in the top pane. Adjacent lP spectra are offset  
by 10 dB to aid visibility.
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much spectral detail tends only to make this generalization harder (although it 
might help in distinguishing two voices from one another).

9.2 LP features
One way to avoid capturing spectral detail that goes beyond that required simply 
to recognize the phone being pronounced is to fit a low-order, constrained model 
such as linear Prediction. As illustrated in Figure 20.10, a low-order lP model 
will capture the broad spectral shape of the sound but smooth away all the pitch 
harmonics – an advantage for languages like english where the actual pitch con-
tributes very little phonetic information. By the argument that lP modeling is 
approximately identifying the resonances arising from the shape and status of 
the vocal tract (which control exactly how different speech sounds are generated), 
we even have a feature that directly and compactly describes the nature of the  
vocal tract configuration. The success of classification tasks often depends on 
details of how the feature values vary and how well this matches the classifier 
being used; the mathematical simplicity of lP models opens a wide range of 
alternative descriptions that carry equivalent information but which have second-
ary properties making them more suitable for various tasks such as classification, 
interpolation, and compression. lP models are somewhat vulnerable to back-
ground noise, however, since the poles will attempt to model any energy in the 
original signal, whether or not it comes from noise or interference.

9.3 MFCCs
The most common features used in speech recognition are the Mel-frequency  
cepstral coefficients or MFCCs. let us explain these two parts separately. The  
Mel-frequency scale is a nonlinear mapping of the audible frequency range that 
was proposed in the first half of the twentieth century to account for listeners’ 
judgments about the relative distance between tones – a fixed separation on the 
Mel axis is supposed to result in pairs of tones that are judged as equally differ-
ent in pitch. The scale is approximately linear below 1,000 Hz and approximately 
logarithmic above 1,000 Hz, reflecting the widely supported result that human 
auditory perception has a bandwidth that increases with frequency – this is even 
observed in the cochlea, where the resonant structures have broader and broader 
tuning, and wider spacing, in the higher frequencies. The consequence of this is 
that a conventional spectrogram, which allocates as many pixels to the spectrum 
between 0 and 500 Hz as it does to the 3,500 to 4,000 Hz range, seems to be  
paying too much attention to the higher frequencies at the expense of low- 
frequency details. There are a number of different auditory frequency scales other 
than Mel (including Bark), but they all share the property of expanding detail in 
the low frequencies and compressing it in the high frequencies. In Mel scaling, 
this can be done by calculating a relatively high-resolution spectrum, then com-
bining together subsets of the frequency values using a weighted average, where 
the averaging occurs over a wider range of frequencies as the center frequency 
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rises. Figure 20.11 illustrates the typical weighting curves used in warping a 
spectrum to the Mel axis: each Mel bin combines energy with a triangular weight-
ing scheme, spanning from the center frequencies of its two adjacent bins, with 
the bin spacing increasing with frequency. For instance, Mel bin number 10, the 
middle band in this scheme (shown bold in the figure), is composed of a weighted 
combination of frequencies in the range 1.4 to 1.8 kHz, with the greatest con-
tribution coming from around 1.6 kHz.

The net result of these combinations can be seen in the top two panels of 
Figure 20.12, which compare a linear frequency spectrogram with the equivalent 
visualization after the Mel frequency warping is applied. It can be clearly seen 
how the bottom quarter of the linear-frequency spectrogram has been expanded 
to fill more than the bottom half in the Mel-scaled version, and the energy above 
4 kHz has been squeezed into a small band at the very top of the image, broadly 
reflecting its relative perceptual importance.

The second part of MFCCs is the Cepstral Coefficients. Cepstra – the name is 
a play on “spectra,” with the idea that the parts have been flipped around – were 
proposed in the late 1960s as a representation in which the complex effects of 
filtering on a waveform were converted into simple addition, which could then 
make them easier to reverse and remove. It amounts to taking a second Fourier 
transform on the logarithm of the magnitude of the original spectrum (Fourier 
transform of the time waveform). Because of the symmetry between time and 
frequency in the basic Fourier mathematics, without the intervening log-magnitude 
step, taking the Fourier transform of a Fourier transform almost gets you back to 
the original signal. But taking the magnitude removes any phase (relative timing) 
information between different frequencies, and applying a logarithm drastically 
alters the balance between intense and weak components, leading to a very different 
signal. Cepstra can be calculated on conventional spectra, but the Mel-cepstrum, 
where the transform is applied to a Mel-warped spectrum, introduces even more 
changes. As the third panel of Figure 20.12 illustrates, MFCCs are not very useful 
for visualization, but they are extremely effective as a basis for phonetic classifica-
tion in speech recognizers. This can be explained by the way that they compactly 
describe the broad shape of the short-time spectrum using just a few values – and 

Figure 20.11 Weighting curves to convert a linear frequency spectrum into Mel 
frequency. The weighting used to construct bin 10 (the middle bin) is shown in  
bold as an example.
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that these values tend to all be relatively independent, meaning there is little 
redundant information in the feature vectors. These two properties – compactness 
and low redundancy – have large practical benefits when building pattern recog-
nition systems, even though the information conveyed is all already present in 
the original linear-frequency spectrogram.

The final panel of Figure 20.12 shows a reconstruction of the Mel spectrogram 
based only on the MFCCs. What we see is the smoothing effect that comes from 
keeping only the first 13 cepstral coefficients. This simply doesn’t have enough 
space to fully describe all 40 Mel values, but it preserves the broad ridges and dips, 
and discards (smoothes out) finer structure, such as the individual harmonics 
which are still visible at low frequencies in the original Mel spectrum. It is to  

Figure 20.12 Mel-frequency spectra and cepstra. The top panel is a standard,  
linear-frequency spectrogram; in the second panel, the frequency axis has been  
warped to the Mel scale by combining each column of the top panel according to a 
40-bin version of the weights in Figure 20.11. The third panel shows the first 13 values  
of the DCT of each column of the Mel spectrogram, which gives the MFCC features 
most commonly used in speech recognition. (“liftering” refers to filtering in the cepstral 
domain.) The final panel shows the effect of inverting those 13 values back into a  
Mel spectrogram, showing how discarding the higher-order cepstral coefficients has 
effectively smoothed the spectrum across frequency to remove any pitch-related 
information or other fine-structure detail.
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be expected that this implicit smoothing is helpful to speech recognizers, since 
we expect the broad spectral information (i.e., the resonant peaks or formants) to 
be the relevant information for making phonetic classifications, and that the pitch 
information would only be a distraction that is better off being discarded.

9.4 Perceptual Linear Prediction (PLP)
Further insight into speech features can be obtained by comparing MFCCs with 
an alternate, popular representation called Perceptual Linear Prediction (PlP;  
Hermansky, 1990). PlP features often perform comparably to MFCCs, although 
which feature is superior tends to vary from task to task. PlP features use the 
Bark auditory scale, and trapezoidal (flat-topped) rather than triangular windows, 
to create the initial auditory spectrum. Then, rather than smoothing the auditory 
spectrum by keeping only the low-order cepstral coefficients, linear prediction is 
used to find a smooth spectrum consisting of only a few resonant peaks (typically 
4–6) that matches the Bark spectrum. Although the resulting linear predictor 
doesn’t correspond to any time waveform that has been calculated, it is still  
possible to perform this fit using a neat piece of mathematics that finds the lP 
solution starting from only the magnitude spectrum (which we have), rather than 
the waveform itself. Finally, this smoothed PlP spectrum is again converted  
to the compact, decorrelated cepstral coefficients via another neat mathematical 
trick that finds cepstra directly from an lP model – although the same result 
would arise from calculating the values of the lP model’s gain at regularly spaced  
frequencies, converting to log, and taking the final Fourier transform.

9.5 Other speech feature processing
There are two more steps commonly applied in speech recognition and that can 
have a significant benefit on recognition accuracy. The first is calculating “delta 
coefficients,” i.e., an estimate of the local slope, along the direction of the time 
axis, for each frequency or cepstral coefficient. This means that sounds which are 
better characterized by changes in the speech signal than by their instantaneous 
characteristics – like liquids – can be better recognized in the space of a single 
frame if their rates of change in different frequency regions are consistent (meaning 
the delta features will show less spread than the direct spectrum, and will thus 
be easier for a pattern classifier to identify). The delta slopes are typically calculated 
by finding the best-fitting straight line over 50–100 ms of signal, to smooth out 
large variations resulting from noise and other local instability in the voice.

The second commonly applied enhancement is some kind of normalization, 
most often Cepstral Mean Normalization (CMn), in which the average value of each 
cepstral dimension over an entire segment or utterance is subtracted from that 
dimension at every time step, making the time-averaged value equal to zero. This 
additive offset in the cepstral domain is equivalent to an additive offset in the 
log-spectral domain as well (the inverse Fourier transform of the mean cepstral 
vector), which is itself equivalent to a constant multiplicative factor at each frequency 
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in the linear frequency domain (i.e., a non-time-varying profile of gain as a func-
tion of frequency, exactly the effect of a stationary filter). Thus, CMn can largely 
remove the effect of a large class of fixed, linear filters that might have been  
applied to the speech, as might arise if the speech has been recorded by different 
microphones, or passed through a different channel.

10 Conclusions

This chapter has reviewed some aspects of signal processing, starting from a 
minimum of assumed background, with the aim of giving some additional insight 
into the properties and meaning of the signal-processing operations and results 
most often encountered in phonetics. Without any equations, we hope to have 
supplied some useful, intuitive insights and explanations concerning the opera-
tions of speech signal processing. Those seeking greater detail can consult one of 
the excellent texts on this topic: lathi (2002) gives a very clear, but mathematically 
complete, general introduction to signals and systems; Oppenheim et al. (1999) 
is the most authoritative reference on Digital Signal Processing in general. Finally, 
Gold and Morgan (2000) (which the current author is at present revising) provides 
an accessible, wide-ranging, and entertaining overview of speech signal process-
ing and recognition, among other topics.
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21 Speech Synthesis

Rolf CaRlSon and  
BjöRn GRanStRöm

1 Introduction

this chapter will review some of the more popular approaches to speech synthesis, 
with an emphasis on methods useful in phonetic research. Speech synthesis is 
not only one of the important applications of speech and language research but, 
in our opinion, a very valuable tool in the study of phonetics. We will point to 
some present and future applications of text-to-speech technology and describe 
some current trends in speech synthesis research.

Speech synthesis, during the last decade, has moved out of the research depart-
ment and into everyday applications, such as speech-based dialog systems  
and aids for the disabled. Some of these applications actually employ prerecorded 
messages. although a professional phonetician could contribute to creating  
procedures for optimizing the quality of such services, we will not focus on such 
methods in this chapter, but concentrate on the general aspects of speech synthesis 
as used in, for example, text-to-speech systems.

Electronic speech synthesis has developed over the last 50 years. In the publica-
tions by fant (1960), Holmes et al. (1964), flanagan (1972), Klatt (1976), and allen 
et al. (1987), the foundations for speech synthesis based on acoustical or articulatory 
modeling can be found. the paper by Klatt (1987), gives an extensive review of 
the developments of speech synthesis techniques at that point in time. a number 
of textbooks and review papers have since been published. a recent handbook 
of speech processing (Benesty et al., 2008) covers the field from a technical perspec-
tive. the books by dutoit (1997) and taylor (2008) cover many of the current 
challenges on an introductory and detailed level.

2 Speech Synthesis in Text-to-Speech Systems

the most widespread applications of speech synthesis techniques are in text- 
to-speech systems. Such systems can be thought of as comprehensive models of 
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the process of reading aloud. advanced versions of text-to-speech systems will 
hence contain components that are based on more than phonetic knowledge, even 
with a relatively wide definition of the phonetic sciences. In figure 21.1, we have 
outlined a generic text-to-speech system. In its details it does not correspond  
to any specific system, but contains components found in many systems. In actu-
ally implemented systems, still on the research level or commercialized, the  
developers have put varying emphasis on the different modules and have also 
found radically different solutions to the posed functional demands.

3 Components of a Generic Text-to-Speech System

looking at figure 21.1 from top to bottom, we first see the input text module. 
this component typically identifies text of different kinds, such as digits, acronyms, 
and names. this process is generally called text normalization. the input text  
can normally be mixed with other information, such as phonetic text or special 
symbols controlling either system functions or linguistic/phonetic processing. 
Some systems today have a multilingual capability. at least ideally, one would 
like language switching to take place automatically. language identification is a 
research area in its own right and will not be described here, but is obviously 
useful in, for example, a text-to-speech system used for reading web pages of 

Figure 21.1 a generic text-to-speech system. Shaded modules are not discussed in 
detail in this chapter.
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various origin. multilingual components have been developed in projects such 
as ESPRIt/PolYGlot (Boves, 1991) and can be part of a foreign name pronun-
ciation system (Church, 1986; Carlson et al., 1989; Vitale, 1991; lindström & Eklund, 
2007). In some synthesis systems special phonetic units have been introduced in 
order to handle special pronunciation needs. the linguistic processing module 
varies a great deal in complexity and ambition in different systems. the balance 
between rules and lexicon is due to language structure and implementation con-
straints. the amount of syntactic analysis varies from simple local phrasing based 
primarily on function word identification to attempts at complete sentence pars-
ing. the derived information is useful both for disambiguation of homographs 
and as an input to the prosodic description module. In this module the prosodic 
phrasing/stress and accent are determined. the components so far described 
(shaded in figure 21.1) will not be discussed further in this chapter, but serve as 
a basis for phonetic processing in the text-to-speech system. the unshaded com-
ponents will be described in greater detail below.

4 Notations for Rule-Based Parametric  
Speech Synthesis

development tools for text-to-speech systems have received considerable attention. 
Historically the bases of such tools followed the development of phonological 
theory. the work on generative phonology and especially the publication of The 
Sound Pattern of English by Chomsky and Halle (1968) led to a new kind of synthesis 
system based on rewrite rules (Carlson & Granström, 1976). their ideas inspired 
researchers to create special rule compilers for text-to-speech developments in  
the early 1970s. the software developed according to this basic principle varies  
depending on the developer’s inclination. It is important to note that crucial 
decisions are often hidden in the systems – the rules may operate rule-by-rule  
or segment-by-segment. other important decisions are based on the following 
questions: How is the backtrack organized? are the default values in the phoneme 
library primarily referred to by labels or by features? these questions might seem 
trivial, but we see many examples of how the explicit design of a system influences 
the thinking of the researcher. With the greater emphasis on prosodic modeling 
and the related development of nonlinear phonology (Pierrehumbert, 1987),  
synthesis procedures inspired by such theories were created, as in the systems 
described by Hertz et al. (1985), Hertz (1991), and van leeuwen and te lindert 
(1993). the common feature of these notations was that they keep information on 
different linguistic levels (tiers) separate in a more explicit way than the essentially 
linear representation based on generative phonology. this gives potentially higher 
flexibility, but also more complex notations.

modeling segmental coarticulation and other phonetic factors is an important 
part of a text-to-speech system. the control part of a parametric synthesis system 
calculates the parameter values at each time frame. two main types of approach 
can be distinguished: rule-based methods that use an explicit formulation of 
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existing knowledge, and the data-based methods that replace rules by a collection 
of segment combinations of different unit lengths. Clearly, from a phonetic point 
of view both approaches have their advantages. models based on rules force the 
researcher to understand the underlying principles, and corpus methods bypass 
this problem to some extent and give much better intelligibility and naturalness. 
We will discuss corpus-based methods further under the heading “synthesis by 
concatenation” (section 7 below). If the parametric data is coded in terms of targets 
and slopes, we need methods to calculate the parameter tracks. the efforts by 
Holmes et al. (1964) and the filtered square wave approach by liljencrants (1969) 
are some classical examples in this context. Some of the problems of this approach 
will be discussed under the heading “articulatory models” (section 6.4).

5 Prosodic Descriptions and Implementations

Prosodic aspects of speech, primarily segmental duration and fundamental frequency 
( f0) contours, are an important topic in speech synthesis research. different speak-
ing styles, like reading or dialog speech, different dialects, different emotions or 
attitudes, are all characterized by different kinds of prosody. the general belief 
is that prosody is the key to the naturalness that is often lacking in current text-
to-speech systems. durational models, often based on the segmental duration 
model described by Klatt (1979), have been developed for several languages. this 
work is often based on labeled speech corpora, where model predictions and corpus 
durations can be matched (van Santen & olive, 1990). the standard deviation of the 
prediction error is often found to be on the order of 25 ms (Carlson, 1991). Whether 
this is mostly due to inherent durational variability or to disregard for some import-
ant linguistic/pragmatic factors is not clear. Intonation is inherently more difficult 
to model. automatic analysis of f0 is still not reliable for all voices and substantial 
variability exists among speakers. local segmental context often affects the f0 
tracings, often referred to as inherent pitch or microprosody. Speech synthesis, as 
an alternative to speech analysis, has actually been used as a tool to better under-
stand the important aspects of pitch contours. one important example of such work 
is the tradition at the Institute for Perception Research (IPo, Eindhoven) on perceptu-
ally valid stylization (Collier, 1990). Several other aspects of speech, such as voice 
source adjustments resulting in amplitude variations or vari ation in spectral shape, 
are also prosodically important. General increase of articu latory distinctness in 
focal positions and relaxation of articulators towards the end of phrases are often 
observed and are also important to model in speech synthesis.

6 Sound Generation Techniques in  
Parametric Synthesis

Sound generation in speech synthesis can be divided into three main classes: 
waveform coding, analysis–synthesis, and synthesis by rule. In waveform coding 
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natural speech is used, digitally coded in a form that makes storage and manipula-
tion efficient. the analysis–synthesis method is defined as a method in which human 
speech is transformed into parameter sequences, which are stored. the output  
in such a system is created by a synthesis based on the prestored parameters.  
In a synthesis-by-rule system, the output is generated with the help of rules which 
control a synthesis model such as a vocal tract model, a terminal analog, or some 
kind of coding.

It is not an easy task to place different synthesis methods into unique classes. 
Some of the common “labels” are often used to characterize a complete system 
rather than the model it stands for. a rule-based system using waveform coding 
is a perfectly possible combination, as is speech coding using a terminal analog 
or a rule-based diphone system using an articulatory model.

the sound-generating part of a synthesis system can be divided into two sub-
classes depending upon the dimensions in which the model is controlled. a vocal 
tract model can be controlled by spectral parameters such as frequency and band-
width, or shape parameters such as size and length. the source model that excites 
the vocal tract usually has parameters to control the shape of the source waveform. 
the combination of time-based and frequency-based controls is powerful in the 
sense that each part of the system is expressed in its most explanatory dimensions. 
a drawback of the combined approach can be that it makes interaction between 
the source and the filter difficult. However, the merits seem to outweigh this.

6.1 Voice source models
the traditional voice source model has been a simple or double impulse. this is 
one reason why different voices produced by parametric text-to-speech systems 
from the last decade lack naturalness to a great extent. While the male voice 
sometimes has been regarded as being generally acceptable, an improved glottal 
source will open the way to more realistic synthesis of child and female voices 
and also to more naturalness and variation in male voices.

most source models work in the time domain with different controls to manipu-
late the pulse shape (Rosenberg, 1971; Rothenberg et al., 1975; Holmes, 1973; Klatt 
& Klatt, 1990). one influential voice source model is the lf-model (fant et al., 1985; 
Gobl, 2003). It has a truncated exponential sinusoid followed by a variable cut-off 
6dB/octave low-pass filter modeling the effect of the return phase, i.e., the time 
from maximum excitation of the vocal tract to complete closure of the vocal folds. 
figure 21.2 explains the function of the control parameters. In addition to the 
amplitude and fundamental frequency control, two parameters influence the  
amplitudes of the two to three lowest harmonics, and one parameter the high-
frequency content of the spectrum. another vocal source parameter is the diplophonia 
parameter with which creak, laryngalization, or diplophonia can be simulated 
(Klatt & Klatt, 1990). this parameter influences the function of the voiced source 
in such a way that every second pulse is lowered in amplitude and shifted in time.

the acoustic interactions between the glottal source and the vocal tract also 
have to be considered (Bickley & Stevens, 1986). one of the major factors in this 
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Figure 21.2 The influence of the parameters RG, RK, and FA on the differentiated glottal 
flow pulse shape, and spectrum. The spectra are pre-emphasized by 6 dB/octave.  
(After Gobl & Karlsson, 1991)
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respect is the varying bandwidth of the formants. this is especially true for the 
first formant which can be heavily damped during the open phase of the glottal 
source. However it is not clear to what extent such a variation can be perceived by 
a listener. listeners tend to be rather insensitive to bandwidth variation (flanagan, 
1972). When more complex models are to be included, the output from the model 
has to change from a glottal flow model to a model of the glottal opening. the 
subglottal cavities can then be included in an articulatory model.

noise sources have attracted much less research effort compared to the voiced 
source. However, some aspects have been discussed by Stevens (1971), Shadle 
(1985), and Badin and fant (1989). typically, simple white noise is filtered by 
resonances which are stationary between each parameter frame. only a few syn-
thesizers have some interaction between the voice source and the noise source, 
but the interaction is rather primitive. Realization of transient sounds and aspiration 
dependent on glottal opening are still under development.

6.2 Terminal analog formant synthesizers
the traditional text-to-speech systems use a terminal analog. the ambition with this 
kind of synthesizer is only that it should be able to produce the sounds (speech 
spectra) that are found in natural speech. the internal structure is not a model of 
acoustic speech production in the vocal tract. the basic concept is the combination 
of sound sources and filters, describing the transfer function. Building on the 
classical configuration by Klatt (1980), this principle is exemplified in figure 21.3. 
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GLOTTAL
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PAIRS
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Figure 21.3 Block diagram of the main components of a terminal analog speech 
synthesizer such as KlSYn88 (Klatt & Klatt, 1990). the vertical arrows on the sides  
of the boxes indicate arrays of control parameters. (after Stevens & Bickley, 1991)
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the vocal tract transfer function is simulated by a sequence of second-order filters 
in cascade while a parallel structure is used mostly for the synthesis of consonants. 
one important advantage of a cascade synthesizer is the automatic setting of 
formant amplitudes. the disadvantage is that it sometimes can be difficult to do 
detailed spectral matching between natural and synthesized spectra because of 
the simplified model. Parallel synthesizers such as the one developed by Holmes 
(1983) do not have this limitation.

the Klatt model has been widely used in research both for general synthesis 
purposes and for perceptual experiments. a simplified version of this system was 
used in all commercial products that stem from mIt: mItalk (allen et al., 1987) 
and dECtalk.

a formant terminal analog, GloVE (Carlson, Granström, & Karlsson, 1991), based 
on the oVE synthesizer (liljencrants, 1968), has been developed at KtH and was 
used in text-to-speech modeling (Carlson, Granström, & Hunnicutt, 1982, 1991). 
In figure 21.4, the structure of the Glove synthesizer is shown. the controllable 
parameters are indicated by two-letter symbols. to the left, the two sound sources 
can be seen. for mixed excitation the sources are connected in two ways. the 
parameter nm flow-modulates the noise source, typical for voiced fricatives. the 
parameter na adds noise to the glottal source, as in breathy or whispered voices. 
the five parameters above the voice source are the glottal parameters referred to 
in the voice source section. the sound source signals are fed into the three parallel 
branches with poles and zeros. all are controlled by amplitude parameters (an, 
a0, aH and, aC). the upper branch is primarily used for introducing an extra 
pole (and zero) in nasals and nasalized sounds, the middle branch is the main 
branch for sounds produced with glottal excitation, and the lowest branch models 

Figure 21.4 Block diagram of the main components of the terminal-analog speech 
synthesizer GloVE. (Carlson, Granström, & Karlsson, 1991)
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sounds with supraglottal excitation, such as stops and fricatives. this basic con-
figuration can be augmented in several different ways. the interaction between 
the source and the vocal tract, which can be substantial, is in this case only modeled 
by the Bm parameter that modulates the bandwidth of the first formant, dependent 
on glottal opening or, more precisely, glottal flow. the main difference between 
the Klatt and KtH traditions can be found in how the consonants are modeled. 
In the oVE case, a fricative is filtered by a zero–pole–pole configuration rather 
than the parallel branch in the Klatt synthesizer.

With the expanded capabilities of the terminal analog synthesizers, it is possible 
to simulate most human voices, and to replicate an utterance without noticeable 
quality reduction. However, it is interesting to note that some voices are easier 
to model than others. despite the progress, speech quality is not good enough in 
all applications of text-to-speech. the limited success in formant-based synthesis 
can largely be explained by incomplete phonetic knowledge – it should be noted 
that the transfer of knowledge from phonetics to speech technology has not been 
an easy process. another reason is that the efforts using formant synthesis have not 
fully explored alternative control methods to explicit rule-based description.

6.3 Higher-level parameters
Since the control of a formant synthesizer can be a very complex task, some  
efforts have been made to help the developer. the “higher-level parameters” 
described by Stevens and Bickley (1991) and Stevens (2002), for example, explore 
an intermediate level that is more understandable from the developer’s point  
of view compared to the detailed synthesizer specifications. the goal with this 
approach is to find a synthesis framework to simplify the process and to incor-
porate the constraints that are known to exist within the process. a formant 
frequency should not have to be adjusted specifically by the rule developer  
depending on nasality or glottal opening. this type of adjustment might be better 
handled automatically according to a well-specified model. the same process 
should occur with other parameters such as bandwidths and glottal settings. the 
approach requires detailed understanding of the relation between acoustic and 
articulatory phonetics.

6.4 Articulatory models
Ultimately an articulatory model will be the most interesting solution for the 
sound-generating part of text-to-speech systems. development is going forward 
in this area, but is still hampered by the lack of reliable articulatory data and 
appropriate control strategies. one possible solution that has attracted interest is 
to automatically train neural networks to control such a synthesizer. the work by 
Rahm et al. (1991) and Bailly et al. (1991) explores such methods. one promise 
of articulatory synthesis is that the controlling rules should be more simple and 
natural. many of the phonetic details observed in natural speech will follow 
automatically if they depend on articulatory constraints included in the model. 
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one case in point is the modeling of transitions between speech sounds and  
articulations. In the output of a formant synthesizer it is often observed that the 
formant transition between phones does not compare very well to natural transi-
tions, even if the segmental target values are well predicted. In the spectrogram 
in figure 21.5, taken from a segment of natural speech, such a situation is obvi-
ous. In the transition between [ j] and [u:], at approximately 1.23 seconds, we  
can see that an interpolation between the [ j] and the [u:] target will look very 
different in all formants except f1. the reason is that the formants change cavity 
affiliation. It is, for example, possible to imagine a continuity between f3 of [ j] 
and f2 of [u:].

articulatory models which are developed today stem from the basic work  
carried out at laboratories such as Bell labs, mIt, and KtH more than 40 years 
ago. In these models an approximation of the vocal tract is used either to calculate 
the corresponding transfer filter or to filter a source waveform directly. different 
vocal tract models have been used based on varying assumptions and simplifica-
tions. the models by flanagan et al. (1975), Coker (1976), mermelstein (1973), and 
maeda (1990) have been studied by many researchers in the development of  
current articulatory synthesis.

the term “articulatory modeling” is often used in a rather loose way. the situ-
ation is explained in figure 21.6. often a so-called articulatory model only models 
a simplified area function, rather than describing the movements of articulators. 

Figure 21.5 Spectrogram of a fragment of the Swedish sentence “Efter arbetet 
rengjorde målaren . . .”. [tre:nju:Î@m]. note the changes of formant cavity affiliation  
and also the first formant change in the nasalized vowel.
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also, the distinction between static and dynamic models must be kept in mind 
when a synthesis approach is discussed. a complete model has to include several 
transformations from the control signal to the actual speech output. the relation 
between an articulatory gesture and a sequence of vocal tract shapes has to be 
modeled. Each shape should be transformed into some kind of tube model which 
has its acoustic characteristics. the vocal tract is then modeled in terms of an 
electronic network. at this point, the developer can choose to use the network as 
such to filter the source signal. alternatively, the acoustics of the network can be 
expressed in terms of resonances which can control a formant-based synthesizer. 
the main difference is the domain, time or frequency, in which the acoustic events 
are simulated.

the developer has to choose at which level the controlling part of the synthesis 
system should connect to the synthesis model. all levels are possible and many 
have been used. one of the pioneering efforts using articulatory synthesis as part 
of a text-to-speech system was that of Bell labs (Coker, 1976). lip, jaw, and tongue 
positions were controlled by rule. the final synthesis step was done by a formant-
based terminal analog. Efforts by lin and fant (1992) used a parallel synthesizer 
with parameters derived from an articulatory model.

In the development of articulatory modeling for text-to-speech we can take advan-
tage of parallel work on speech coding based on articulatory modeling (Sondhi 
& Schroeter, 1987). this work not only focuses on synthesizing speech but also 
on how to extract appropriate vocal tract configurations. thus, it will also help 
us to get articulatory data through an analysis–synthesis procedure. another 
noninvasive technique to obtain articulatory data is the magnetic resonance imag-
ing (mRI) technique that has replaced X-ray for many medical investigations. 

Figure 21.6 different levels of the representation in an articulatory model for  
text-to-speech.
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With this technique it is possible to get a three-dimensional representation of  
the vocal tract without the health hazards of X-ray. the “exposure time” is still 
sev eral seconds, implying that true dynamic registrations are not yet possible (see 
also Stone, this volume). Combination with rapid motion capture techniques  
has introduced dynamic aspects in articulatory synthesis (Engwall, 2002). With a 
few exceptions, articulatory models have been only two-dimensional. Progress in 
computing power and three-dimensional techniques are now being exploited also 
in more com prehensive articulatory modeling (see section 8.3 on multimodal  
synthesis below). In this section we have not dealt with the important work carried 
out to model speech production in terms of volumes, masses, and airflow. the 
inclusion of such models still lies in the future beyond the next generation of 
text-to-speech systems, but the results of these experiments may well improve 
the current articulatory and terminal analog models.

6.5 Analysis–synthesis systems
Synthesis systems based on coding have as long a history as the vocoder. the 
underlying idea is that natural speech can be analyzed and stored in such a way 
that it can be assembled into new utterances. Synthesizers such as the systems 
from at&t (olive, 1977, 1990; olive & liberman, 1985), ntt (nakajima & Hamada, 
1988; Hakoda et al., 1990), and atR (Sagisaka, 1988; Sagisaka et al., 1992) are 
based on the source-filter technique where the filter is represented in terms of 
linear predictive coding (lPC) or similar parameters. this filter is excited by a 
source model that can be of the same kind as the one used in terminal analog 
systems. the source must be able to handle all types of sounds: voiced, aspirative, 
and fricative, as well as sounds with combined excitation sources.

6.6 Corpus-based methods for parametric synthesis
traditionally, speech synthesis has been based on very labor-intensive optimization 
work. the notion “analysis by synthesis” has not been explored except by manual 
comparisons between hand-tuned spectral slices and reference spectra. When 
increasing our ambitions to multilingual, multispeaker, and multistyle synthesis 
it is obvious that we want to find at least semi-automatic methods to collect the 
necessary information, using speech and language corpora. the work by Holmes 
and Pearce (1990) is a good example of how to speed up this process. With the 
help of a synthesis model, the spectra are automatically matched against analyzed 
speech. In Hertz (2002) and Carlson and Granström (2005) models are discussed 
that take advantage of both rule-based and corpus-based methods. automatic 
techniques such as these will probably also play an important role in making 
speaker-dependent adjustments. one advantage with these methods is that the 
optimization is done in the same framework as that to be used in the production. 
the synthesizer constraints are thus already imposed in the initial state.

methods for pitch-synchronous analysis will be of major importance in this 
context. Experiments such as the one presented by talkin and Rowley (1990) will 
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lead to better estimates of pitch and vocal tract shape. Several efforts on formant 
tracking techniques can be found in a review by o’Shaughnessy (2008). minkyu 
et al. (2005) recently presented a method for formant tracking using context- 
dependent phonemic information. these automatic procedures will, in the future, 
make it possible to gather a large amount of data. lack of glottal source data is 
currently a major obstacle for the development of parametric speech synthesis 
with improved naturalness.

a collection of parameter data from analyzed speech corpora provides a  
good basis to look for coarticulation rules and context-dependent variations.  
the collection of speech corpora also facilitates possibilities to test duration and  
intonation models.

7 Synthesis by Concatenation

the commercial introduction of rule-based synthesis paved the way for several 
applications especially as aids for the functionally handicapped. at the same time 
it was clear that the quality needed to be improved to be accepted by the general 
public.

the most radical solution to the synthesizer problem is simply to have a set of 
prerecorded messages stored for reproduction. Simple coding of the speech wave 
might be performed in order to reduce the amount of memory needed. the quality 
is high, but the usage is limited to applications with few messages. If units smaller 
than sentences are used, the quality degenerates because of the problem of con-
necting the pieces without distortion and of overcoming prosodic inconsistencies. 
one important, and often forgotten, aspect in this context is that a vocabulary 
change can be an expensive and time-consuming process, since the same speaker 
and recording conditions have to be used as with the original material. the whole 
system might have to be completely rebuilt in order to maintain equal quality of 
the speech segments. We will not discuss these methods further in this chapter.

a solution to improve the speech quality compared to parametric speech was 
to use fragments of natural speech as building blocks, units, and to concatenate them 
with or without signal processing. Initially units of equal length were selected 
representing a sequence of two phonemes, called diphones. multiple diphones 
could be collected covering variations due to stress, duration, or other contextual 
variations. Considerable success was achieved by systems that based sound genera-
tion on concatenation of such units (moulines et al., 1990). Sophisticated techniques 
have been developed to manipulate these units. the PSola (Carpentier & 
moulines, 1990) methods are based on a pitch-synchronous overlap-add approach 
for concatenating waveform pieces. the frequency domain approach, fd-PSola, 
is used to modify the spectral characteristics of the signal; the time domain  
approach, td-PSola, provides efficient solutions for real-time implementation 
of synthesis systems.

the importance of PSola in phonetic research lies in its possibility of mani-
pulating prosodically interesting parameters (duration, fundamental frequency, 
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and intensity) of natural speech without losing much of the original sound quality. 
In this respect it is quite superior to the speech coding techniques such as lPC 
that have previously been used for the same purpose. It must be stressed that it 
is a nontrivial task to perform optimal PSola synthesis. many groups have been 
stimulated by the excellent pioneering work of Carpentier and moulines (1990) 
and have demonstrated much less convincing results. one of the key problems lies 
in precisely defining each glottal pulse in time, something that is theoretically 
difficult to do for natural voices.

the mBRola technique (dutoit, 1997) became a successful solution for text-
to-speech systems in several products. In this method special care is taken to 
model the phase of each unit to reduce distortion, and the need for accurate pich 
period estimation is reduced. as a service for the research community the mBRola 
project was initiated by the tCtS lab of the faculté Polytechnique de mons 
(http://tcts.fpms.ac.be/synthesis/mbrola.html). the goal is to obtain a set of speech 
synthesizers for as many languages as possible, and provide them free for non-
commercial applications.

one of the major problems in concatenative synthesis is to make the best selection 
of units and to describe how to combine them. two major factors create problems: 
distortion because of segmental and prosodic discontinuities at the connecting points, 
and distortion because of the limited size of the unit set. Systems using elements 
of different lengths depending on the target phoneme and its function have been 
explored by several research groups. In a paper by olive (1990), a method was 
described to concatenate “acoustic inventory elements” of different sizes. the system 
developed at atR is also based on nonuniform units (Sagisaka et al., 1992).

Special methods to generate a unit inventory have been proposed by the research 
group at ntt in japan (nakajima and Hamada, 1988; Hakoda et al., 1990). the 
synthesis allophones are selected with the help of the context-oriented clustering 
method, CoC. the CoC searches for the phoneme sequences of different sizes 
that best describe the phoneme realization.

the CoC approach is a good illustration of a current trend in speech synthesis: 
automatic methods based on corpora. the studies are concerned with much wider 
phonetic contexts than before. (It might be appropriate to remind the reader of 
similar trends in speech recognition.) It is not possible to take into account all 
possible coarticulation effects by simply increasing the number of units, as at 
some point the total number might be too high or some units might be based on 
a very few observations. In this case a normalization of data might be a good 
solution before the actual unit is chosen. thus the system contains rules.

as the synthesis approach to some extent is turned into a search problem, the 
system gets a close similarity to speech recognition. Similar theories can be used 
for both research fields. a major step forward was made by Hunt and Black (1996) 
when a general method for unit selection was presented. a general search algorithm 
was presented taking into account both the target cost depending on the unit 
itself and the join cost depending on the specific context. the method also opens 
up the possibility of including features on different levels spanning everything 
from acoustic realization to linguistic analysis. an interesting aspect is that in some 
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cases the classical parameters such as formants can be explored as descriptive 
features. many research efforts have recently been focused on how to gather and 
how to select optimal units (e.g., Black & lenzo, 2003).

Since the unit-selection technique in principle is built on collected exemplars, we 
will always reach a limit for coverage due to realistic corpus size, memory size, and 
search time. thus we find a new trend in speech synthesis where we again return 
to a parametric representation such as a spectral and source description. However, 
this time the synthesis is described in a statistical model, mostly the Hidden 
markov model (Hmm) also used in speech recognition (tokuda et al., 2000, 2002). 
In these approaches each phoneme is represented by a number of states (mostly 
three) and the transitions between each state are dependent on a trained probability. 
Contextual variation is handled by context-dependent models, mostly triphone 
models. Phonetic features can be used to group these into shared models. In some 
cases (e.g., acero, 1999; deng et al., 2003), formant tracking is used to optimize the 
selection. the system can be built using traditional speech recognition methods.

8 Trends in Speech Synthesis

during the last few decades speech synthesis has developed from manually con-
trolled research tools to advanced text-to-speech products. the change is strongly 
related to our increased understanding of the speech production process, but 
perhaps to an even greater extent to developments in computer technology and 
signal-processing techniques. In figure 21.7 we indicate some of the more import-
ant trends in these developments. It is interesting to note that these developments 
are incremental rather than revolutionary – any of the old methods and problem 
areas indicated in the figure are still valid.

8.1 Multilingual synthesis
many societies in the world are increasingly multilingual. the situation in Europe 
is an especially striking example of this, most of the population being in touch 

Figure 21.7 Important trends in speech synthesis developments.
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with more than one language. this is natural in multilingual societies such as 
Switzerland and Belgium. most schools in Europe have foreign languages on their 
mandatory curriculum from the early years. With the opening of the borders in 
Europe, more and more people will be in direct contact with several languages 
on an almost daily basis. for this reason, text-to-speech devices, whether they are 
used professionally or not, ought to have a multilingual capability.

Based on this understanding, many synthesis efforts are multilingual in nature. 
the Polyglot project supported by the European ESPRIt program was an early 
joint effort by several laboratories in several countries. the common software  
in this project was, to a great extent, language independent and the language-
specific features were specified by rules, lexica, and definitions rather than in the 
software itself. this was the key to the multilingual effort at KtH. the synthesis 
developments pursued in companies are now frequently multilingual, serving 
the global market. as examples of noncommercial, freely available multilingual 
speech synthesis we refer to the already mentioned mBRola project and to festival 
(http://www.cstr.ed.ac.uk/projects/festival).

8.2 Style and personality
Currently available text-to-speech systems are not characterized by a great amount 
of flexibility, especially not when it comes to varying the voice or speaking style. 
on the contrary, the emphasis has been on a neutral way of reading, modeled 
after reading of nonrelated sentences. there is, however, a very practical need for 
different speaking styles in text-to-speech systems. Such systems are now used 
in a variety of applications and many more are projected as the quality is developed. 
the range of applications demands a variation close to that found in human 
speakers. General use in reading stock quotations, weather reports, email or warning 
messages are examples in which humans would choose rather different ways  
of reading. the speaking style of a spoken dialog system is expected to be very 
different from reading a text. different voices are also important in speech prostheses 
so that nonspeaking persons in the same environment have different voices. apart 
from these practical needs in text-to-speech systems, there is the scientific interest 
in formulating our understanding of human speech variability in explicit models.

the current ambition in speech synthesis research is to model natural speech 
on a global level, allowing changes of speaker characteristics and speaking style. 
one obvious reason is the limited success in enhancing general speech quality by 
only improving the segmental models. the speaker-specific aspects are regarded 
as playing a very important role in the acceptability of synthetic speech.

one interesting effort to include speaker characteristics in a complex system 
has been reported by the atR group in japan. the basic concept is to preserve 
speaker characteristics in interpreting systems (abe et al., 1990). their proposed 
voice conversion technique consists of two steps: mapping code-book generation 
of lPC parameters, and a conversion synthesis using the mapping code book. the 
method has been extended from a frame-by-frame transformation to a segment-
by-segment transformation (abe, 1991). a voice conversion system has been  
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proposed that combines the PSola technique for modifying prosody with a 
source-filter decomposition which enables spectral transformations (Valbret et al., 
1992). other solutions to this problem are discussed in, for example, Ye and Young 
(2004) and in toda et al. (2007).

one concern with this type of effort is that the speaker characteristics are 
specified through training without a specific higher-level model of the speaker. 
It would be helpful if the speaker characteristics could be modeled by a limited 
number of parameters. only a small number of sentences might in this case be 
needed to adjust the synthesis to one specific speaker. the needs in both speech 
synthesis and speech recognition are very similar in this respect.

for many applications of speech synthesis, paralinguistic information, such as 
attitudes and emotions, is important. Experiments using dECtalk have been  
reported by Cahn (1990) in which a special “affect editor” was developed to control 
the synthesizer. Its success in generating recognizable affects was confirmed in an 
experiment in which the affect intended was perceived as such for the majority 
of the presentations. Similar efforts have been reported by murray et al. (1991). 
the HamlEt system was developed for use in speech prostheses for the non-
vocal, and was designed for incorporation into communication systems. the system 
uses dECtalk as an output device just as in the experiments by Cahn. any of six 
emotions can be selected from a menu. the corresponding rules then operate on 
the phonemes and the voice quality settings, which are sent to the text-to-speech 
system. Recently emotion synthesis has attracted new interest and approaches 
have been suggested for corpus-based synthesis (Iida et al., 2003).

8.3 Multimodal synthesis
as we interact with others, we routinely make use of several of our sensory 
modalities in the process of communicating and exchanging information. a full 
account of the speech communication process must therefore include multiple 
modalities. the visible articulatory movements are mainly those of the lips, jaw, 
and tongue. However, these are not the only visual information carriers in the 
face during speech. much prosodic information related to prominence and phrasing, 
as well as communicative information such as signals for feedback, turn-taking, 
emotions and attitudes, can be conveyed by, for example, nodding of the head, 
raising and shaping of the eyebrows, eye movements and blinks. as in acoustic 
speech synthesis, there are different ways of implementing “talking heads.” one 
method is 2d picture manipulation/concatenation similar to concatenation techniques 
in acoustic synthesis. the Video Rewrite system is an early example of this (Bregler 
et al., 1997). more flexible and apt to experimentation are the 3d model approaches 
where facial appearance can be manipulated by parameters. a few of these models 
are very close to physiological speech production models, based on, for example, 
muscular deformations (e.g., Waters, 1987). more mainstream are the models based 
on 3d meshes. many are based on the original work of Parke (1982). one well-
known example is Baldy (Cohen & massaro, 1993). an excellent introduction  
to the topic is given in Beskow (2003), where both the basic technology and some 
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applications are described. one example of the KtH talking head can be seen in 
figure 21.8. to some extent the multimodal synthesis comes quite close to articu-
latory synthesis. While focusing on the visible movements, many include an 
elaborate 3d description of the entire vocal tract. data for these models are ac-
quired by a combination of static (e.g., mRI) and dynamic techniques (ultrasound, 
Ema, and different motion capture techniques; Beskow et al., 2003). these models 
have been used in a multitude of studies, pointing to the visual impact on segment 
and prosody perception. In spoken dialog systems, where a computer takes the 
role of both speaker and listener, a talking head can ease the interaction by better 
showing both the phonetic and nonlinguistic aspects of communication. Some 
examples from our own work can be found in Granström and House (2007).

9 Concluding Remarks

In this review we have touched upon a number of different synthesis methods 
and research goals to improve current text-to-speech systems. It might be germane 
to remind the reader that nearly all methods are based on historic development, 
where new knowledge has been added piece by piece to old knowledge, rather 
than by a dramatic change of approach. Perhaps the most dramatic change is in 

Figure 21.8 Example of the KtH wire-mesh-based articulatory talking head model.
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the field of tools rather than in the understanding of the “speech code.” However, 
considerable progress can be seen in terms of improved speech synthesis quality. 
today, speech synthesis is a common facility outside the research world, especially 
in speaking aids for persons with disabilities and in telephone services for the 
general public. new synthesis techniques under development in speech research 
laboratories will play a key role in future multimodal spoken dialog systems, but 
will also continue to play an important role as a tool in phonetic research.
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22 Automatic Speech 
Recognition

Steve RenAlS And Simon King

1 Introduction

Speech recognition – the transcription of an acoustic speech signal into a string 
of words – is a hard problem owing to several cumulative sources of variation. 
Specifying the units of speech, such as phonemes, words, or syllables, is not 
straightforward and, whatever units are chosen, identifying the boundaries be-
tween them is challenging. Furthermore the relation between the acoustic speech 
signal and a symbolic sequence of units is complex due to phenomena such as 
varying rates of speech, context-dependences such as coarticulation, and prosodic 
effects.

We can factor this variation across four principal dimensions. First, the “size” 
of the problem may be measured in terms of the number of words that may be 
recognized. one of the first recog nizers to be widely commercially deployed 
(lennig, 1990) had a recognition vocabulary of just two words (“yes” or “no,” in 
response to a question), but was required to be robust to uncon trolled user re-
sponses. other small vocabulary tasks include the recognition of digit sequences, 
or simple command and control applications. However, for there to be any degree 
of richness in a spoken interaction, much larger vocabularies are required: for 
example, the recognition of human-to-human (or, indeed, human-to-computer) 
conversations will typically require a vocabulary with about 50,000 words (or many 
more in an agglutinative language, such as Finnish). the size of the problem is 
also measured by the estimated perplexity of the language, a statistical measure 
of the number of words that may be expected to follow any word in the language. 
For example, a travel information system may have a very large vocabulary, due 
to the number of place names, but at most points in the interaction with such a 
system the expected number of possible words is small, except when a place name 
is likely to be spoken – hence the overall perplexity will be relatively low.

the second axis of variability is concerned with the speaking style. early sys-
tems such as the yes/no recognizer mentioned above, or the dragondictate office 
dictation system (Baker, 1989), were isolated word (discrete utterance) recognizers, 



 Automatic Speech Recognition 805

in which pauses were left between each word, thus eliminating the problem of 
word segmentation, and reducing coarticulation. Although such systems are still 
appropriate for platforms with low computational resources (such as phones or 
embedded devices), most research is focused on continuous speech recognition, a 
much more difficult task since word boundaries may no longer be assumed to 
coincide with pauses. thus the task of a continuous speech recognizer includes 
segmenting the stream into words as well as recognizing the individual words. 
these two tasks are usually treated jointly. Until the mid 1990s, virtually all  
research in large vocabulary speech recognition was focused on read speech or 
office dictation. Since then, research in large vocabulary speech recognition has 
increasingly focused on unplanned, conversational or spontaneous speech, such 
as transcription of a business meeting or a telephone conversation. this change 
in style has a dramatic effect on the word error rate (see section 8): a state-of-
the-art system transcribing someone reading a newspaper has a typical word 
error rate of 5–10 percent; transcription of a human–human conversation has a 
word error rate in the range 10–30 percent (Chen et al., 2006; Hain et al., 2007). 
other aspects of speaking style that have a significant effect on speech recognition  
accuracy include the rate of speech, and variability arising from semantic or 
emotional context.

A third dimension of variability arises from speaker characteristics and accent. 
it is the case that a speaker-dependent recognizer will make fewer errors than a 
more general speaker-independent system. Although speaker adaptation algorithms 
are extremely effective in improving accuracy (section 4.4), there is still a stark 
contrast between the adaptability and robustness of human speech recognition, 
compared with automatic systems. Furthermore there has been relatively little 
work in adapting speech recognition systems to children or older users. in addi-
tion to speaker characteris tics arising from an individual’s anatomy or physiology, 
there are also systematic variations based on a speaker’s accent.

Finally, the difficulty of the problem depends on the acoustic characteristics  
of the speaker’s en vironment and the transmission channel. Commercially avail-
able dictation systems assume that the speaker is wearing a close-talking micro-
phone in a quiet room with low reverberation; much academic research has also 
assumed these acoustically benign conditions. Acoustic sources addi tional to the 
speaker make the task of speech recognition more difficult: the additional sources 
may be regarded as “noise” in some circumstances, but in other circumstances 
they may be competing talkers. transmission channel variations, such as those 
that arise owing to the relative motion of the talker’s head with respect to the 
microphone, or due to the telephone handset, also have a significant impact on 
speech recognition accuracy.

it is the case that automatic speech recognition (ASR) in “natural” conditions 
(such as recognizing the speech of an unknown talker at a cocktail party) has 
con siderably lower accuracy than human speech recognition. However, consider-
able progress has been made over the past three decades: taking into account the  
increasing difficulty of tasks attempted, the state-of-the-art in speech recognition 
has improved at an average rate of 10 percent reduction in word error rate per 
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year (deng & Huang, 2004). these improvements have come about through a 
combination of algorithmic and modeling improvements, increased computational 
resources, and the availability of ever-larger orthographically transcribed speech 
corpora.

the state-of-the-art of speech recognition is based on statistical and data-driven 
methods, building on fundamental research carried out in the 1970s by researchers 
at Carnegie mellon University (Baker, 1975) and iBm (Jelinek, 1976; Bahl et al., 
1983). this approach is based on the noisy channel model of information theory, 
in which the human speech production system is regarded as a noisy channel 
between the sequence of words in the speaker’s mind and the observed speech 
waveform. the function of the speech recognizer is to decode the speech signal 
in order to obtain the correct word sequence. in this approach, outlined further 
in section 2, the task of decoding the speech signal is decomposed into four inter-
acting modules: acoustic feature extraction from the speech waveform (section 3); 
the acoustic model, which relates the acoustic features to the basic unit of speech 
employed, such as the phone (section 4); the dictionary (section 5); and the language 
model (section 6). An important aspect of this approach is that the acoustic and 
language models, in particular, may be learned from a corpus of training data. 
once these models have been trained then the task of speech recognition may be 
expressed as a search problem in which the most probable transcription for an 
acoustic signal is found given the models (section 7). this process is illustrated 
in Figure 22.1.

Statistical speech recognition seems far from linguistics, and it is indeed the 
case that modern speech recognition systems make little explicit use of linguistic 
or phonetic knowledge. the acous tic models embody a simplistic “beads-on-a-
string” view of speech processing (ostendorf, 1999), in which speech is viewed 
as made up of a sequence of phonemes. However, the overall framework permits 
richer acoustic models, and there is a growing body of research focused on the 
development of acoustic models exploiting speech production knowledge (King 
et al., 2007). likewise, although language models are usually based on flat n-gram 
models in which a word is predicted based on only two or three words of context, 
there is considerable work in the development of richer, more structured models 
(Rosenfeld, 2000). the reason that the state-of-the-art is still rep resented by these 
simple, linguistically impoverished models is because such models can be effi-
ciently trained from extremely large amounts of data. Both hidden markov acoustic 
models and n-gram language models are able to scale to massive amounts of 
training data, making ever more detailed models – with a concomitant increase 
in the number of parameters.

2 A Data-Driven Approach

the decomposition of the speech recognition problem into an acoustic model and 
a language model is very well matched to a statistical view of the problem. if X 
is a sequence of acoustic feature vec tors (extracted from the recorded waveform), 
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then the aim of speech recognition – in the language of probability – is to recover 
the most probable sequence of words W* given X. We may write this as follows:

W W X
W

* arg max ( | ),= P  (1)

that is, transcribe the spoken utterance using the word sequence W* that has the 
greatest posterior probability P(W|X). the art of speech recognition engineering 
involves finding ways to efficiently express, approximate, and evaluate posterior 
probabilities of this form. A first step, involving no approximations, is to re-express 
this conditional probability using Bayes’ theorem:

P
P P

P
( | )

( | ) ( )
( )

W X
X W W

X
= . (2)

Figure 22.1 Schematic overview of training (a) and recognition (b) in an ASR system.

(a) Schematic overview of training a data-driven speech recognition system.

(b) Schematic overview of speech-to-text transcription employing a trained 
data-driven speech recognition system.
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now, observe that finding W* in (1) does not demand that the exact value of the 
posterior proba bility is calculated for each word sequence. What is required is to 
be able to accurately compare the posterior probabilities of different word sequences 
given the same acoustics X. thus factors that are common to all word sequences 
do not need to be considered. Since the denominator in (2), P(X), does not depend 
on W we may write:

P(W|X) ∝ P(X|W)P(W) (3)

W X W W
W

* arg max ( | ) ( )= P P
 



acoustic model 
 
language model

. (4)

this decomposes the problem into two parts: an acoustic model which supplies 
P(X|W) and the language model, P(W). the acoustic model is typically estimated 
using a corpus of transcribed speech; the language model, which is independent 
of the acoustics, may be estimated from a text corpus.

decomposing the problem in this way is an example of generative modeling, a 
powerful technique used in statistical pattern recognition and machine learning 
(Bishop, 2006). in this approach it is assumed that there is an underlying model, 
M, which generates the observed speech as represented by the sequence of  
acoustic feature vectors X.1 the acoustic model provides a continuous proba bility 
distribution over the space of sequences of acoustic feature vectors, giving the 
likelihood of a particular feature vector sequence being generated from a particu-
lar word sequence. the language model may be regarded as supplying a prior 
probability for each word sequence.

generative modeling is conceptually simple, although at first it appears that 
the model is doing the opposite of what is expected. in this approach we do not 
think of the speech waveform going into the model and the recognized word 
sequence coming out. instead, a model is constructed for each word sequence 
that we want to recognize. to do recognition, we ask the model for each word 
sequence in turn to generate the acoustics. Whichever model can generate the 
observed pattern with the highest probability is the winner.

2.1 Hidden Markov models
We do not have access to the true generative model – for speech, this would include 
components such as an accurate model of the speech articulators, of the air flow 
in the vocal tract, and of the linguistic plans used. in practice we use models that 
can supply a likelihood of the form P(X|W), are mathematically tractable, and 
may be trained or estimated from data. in addition the models must be made up 
of some basic units, since it is not possible to have a separately estimated model 
for each word sequence (of which there are an infinite number!).

Acoustic models for speech recognition are generally based on hidden Markov 
models (Hmms) (Baker, 1975; Poritz, 1988; Rabiner, 1989; Jelinek, 1998). Hmms 
are probabilistic finite state machines – more precisely, they are probabilistic finite 
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state generators. An Hmm consists of a set of states, connected by transitions. to 
generate an acoustic sequence from an Hmm we first generate a state sequence 
by traversing a path from state to state, following the transitions. At each timestep 
a single feature vector is generated by an output (or emission) process that belongs 
to that state. By visiting a sequence of states in a particular order, we can gener-
ate a sequence of feature vectors. thus Hmms are well suited to the generation 
of sequential data, such as speech. the topology of the Hmm (i.e., the way that 
the transitions connect the states) can be used to provide a constraint on the type 
of sequences that the model can generate. this is illustrated in Figure 22.2a.

Hmms may be thought of as a “doubly stochastic” process. the generated state 
sequence is governed by the model topology and the transition probabilities  
associated with each state transition. the second stochastic process is concerned 
with the generation of acoustic features at each state. this takes the form of a 

Figure 22.2 two representations of an Hmm, emphasizing the finite state nature  
of the model (a) and the probabilistic dependences between the variables (b). Both 
figures illustrate the two assumptions underlying the use of Hmms: the first-order 
markov process and the conditional independence of observation vectors given the 
current state.

(a) Finite state representation of an Hmm. this Hmm has a left-to-right 
topol ogy, with three states (q1, q2, q3). in addition there is a start state qs  
and end state qe, which do not have outputs associated with them, but are 
useful when composing Hmms into larger models.

(b) Probabilistic dependency representation of an Hmm, showing the 
relation between the state q and observation x variables.

qeq3q2q1qs
P(q2|q1)

P(q2|q2)

P(q1|qs)

p(x|q2)p(x|q1) p(x|q3)

P(q3|q2) P(qe|q3)

P(q3|q3)P(q1|q1)

x x x

x(t + 1)x(t)x(t – 1)

q(t – 1) q(t) q(t + 1)
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multidimensional probability distribution over the space of acoustic fea ture  
vectors. the output probability distribution is the most important part of the 
hidden markov model approach to speech recognition, and exists at the signal–
symbol interface, linking the con tinuous space of acoustic vectors with the discrete 
space of Hmm states. A simple form for the output probability distribution is a 
multidimensional gaussian. in this case, given an Hmm state q, the probability 
density of a d-dimension acoustic feature vector x may be written as:

p q
d

q

q
T

qq( | )
( ) | |

exp ( ) ( ) ,/ /x x x= - - -



∑ ∑-1

2
1
22 1 2

1

π
m m  (5)

where mq is the mean vector and ∑q is the covariance matrix for the gaussian  
attached to state q. in practice, the required dimensionality for acoustic modeling 
is relatively high. For example, acoustic feature vectors consisting of 12 mel fre-
quency cepstral coefficients (see section 3) and delta log energy would result in 
a 13-dimension gaussian; if first and second derivatives of acoustic feature vectors 
are added, as is usual, this results in a 39-dimensional vector.

the use of hidden markov models for acoustic modeling embeds two principal 
assumptions. First, it is assumed that the state sequence is a (first-order) markov 
process: the probability of being in a particular state depends only on the pre-
vious one. Second, observations are assumed to be dependent on the current state 
only: given the current state an observed acoustic feature vector is conditionally 
independent of all past (and future) observations. We can rephrase this second 
assumption by saying that all information about the history of previous  
observed acoustic feature vectors is given by the current state. these assumptions 
are shown clearly if an Hmm is represented in terms of probabilistic dependences 
(Figure 22.2b).

these assumptions are rather unrealistic, and on the face of it do not provide 
a good basis to model speech. However, they enable the model to become com-
putationally and mathematically tractable and allow training from very large 
amounts of data. much acoustic modeling research (discussed in section 4) is 
concerned with alleviating the effects of these assumptions.

2.2 Hierarchical modeling
there seems to be a large gap between the simple Hmm illustrated in Figure 22.2 
and the model of a word sequence required by equations (1–4). However, by  
using a hierarchical modeling approach it is possible to build word sequence 
models out of these simple Hmm building blocks. to do this, we specify some 
fundamental units of speech, typically phone models. in the timit corpus (Fisher 
et al., 1986) there are 61 phone classes in the hand transcriptions: for automatic 
speech recognition, this set is often reduced to 48 or 39 phone classes (lee, 1989). 
each phone class is represented by a hidden markov model, typically with a 
three-state, left-to-right topology, as illustrated in Figure 22.2a. Word models are 
constructed from phone models by concatenating a sequence of Hmms, and word 
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sequences are made by concatenating word models. thus a word sequence is 
represented by a large left-to-right Hmm, illustrated in Figure 22.3. note that the 
number of distinct Hmm states in the system is determined by the size of the in-
ventory of basic units, and is not dependent on the overall size of the vocabulary.

2.3 Algorithms for HMMs
three basic algorithms are required to use Hmms for data-driven speech  
recognition.

1 Alignment: the Hmm alignment problem is as follows. given a hidden markov 
model derived from a known sequence of words W, and a sequence of acoustic 
feature vectors X, what is the sequence of states (i.e., the path through the 
model) that is most likely to have generated the observed acoustics X?

Figure 22.3 Hierarchical modeling in Hmm speech recognition – constructing a word 
sequence model from basic phone models, and generation of speech acoustics.
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2 Decoding: in the Hmm decoding problem a sequence of acoustic feature vec-
tors X is ob served, but the word sequence is unknown. the problem is to 
decode the sequence of words W* most likely to have generated the observed 
speech acoustics.

3 Training: the Hmm training problem is to find the parameters of the models 
– the transition probabilities and the parameters of the output distributions 
(e.g., gaussian mean vectors and covariance matrices) – given a training set. 
A training set usually consists of a set of acoustic feature vectors and their 
corresponding orthographic transcriptions.

these three algorithms are closely related and take advantage of the Hmm  
assumptions, in par ticular the markov property whereby the state, qt, at timestep 
t depends only on the state at the previous timestep, qt-1.

to solve the alignment problem we need to find the Hmm state sequence that 
generates the ob served acoustics with the highest probability. Conceptually this 
involves enumerating all possible state sequences and obtaining the probability 
of each one generating the observed acoustics. Since the number of state sequences 
scales as the factorial of the number of timesteps, performing such calculations 
directly is infeasible for all but very short sequences. However, it is possible to 
obtain the most probable state sequence in an efficient manner, without making 
any approximation, using a version of dynamic programming referred to as the 
Viterbi algorithm (Forney Jr., 1973).

the viterbi algorithm exploits the first-order markov property in hidden markov 
models. Consider two paths at state c at the same time: a, b, c and x, y, c. owing 
to the markov property, it is clear that if a, b, c has a higher probability than x, y, 
c, then any future paths with the prefix a, b, c will have a higher probability than 
paths with the prefix x, y, c. therefore at each timestep only the most probable 
path need be kept at each state. this results in a huge saving in computation, and 
is illustrated in Figure 22.4.

decoding is also based on the viterbi algorithm. However, the problem is more 
complex than alignment since the word sequence is unknown: in the case of 
continuous speech recognition this means that each word may start at every 

Figure 22.4 illustration of dynamic programming: At state c the probabilities of paths 
a, b, c and x, y, c are compared and only the path with the highest probability need  
be retained.
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timestep, leading to a large search problem that requires approximation, or pruning, 
for vocabularies of greater than a few hundred words. this is the search problem 
in speech recognition, and is discussed in more detail in section 7.

the ability to train Hmm systems with millions of parameters from hundreds 
of hours of training data is the single most important factor in the success of 
Hmms for speech recognition. A vital as pect of Hmm training is that a simple 
orthographic transcription is all that is required. time align ments or phonetic 
transcriptions are not needed. in the training process an Hmm is constructed for 
each word sequence, as described above. if the alignment of the speech acoustics 
with the state sequence was known, then training would be straightforward, since 
statistics could be collected at each state enabling the Hmm parameters to be 
estimated (e.g., gaussian mean vector estimated as the mean of the acoustic vectors 
aligned with that state). However, the speech–state alignment is not known. in 
this case an iterative algorithm known as the expectation maximization (em) 
algo rithm (dempster et al., 1977) must be employed. this algorithm was originally 
developed by Baum (1972) in the context of Hmms, and is referred to as the 
Baum-Welch (or forward-backward) algo rithm. in Baum-Welch training of Hmms 
a key quantity to be estimated is the posterior probability of an Hmm being in 
a particular state at a particular time, given the sequence of observed acoustic 
vectors. these posterior probabilities, which may be computed recursively using 
two processes – structurally similar to the viterbi algorithm – known as the for-
ward and backward recursions, are then used to estimate a “soft” speech–state 
alignment. each acoustic vector is probabilistically as signed to the Hmm states 
according to these probabilities, and the Hmm parameters are updated according 
to this soft alignment. Baum (1972) and dempster et al. (1977) showed that this 
algo rithm is guaranteed to increase the likelihood of the Hmms generating the 
observed data at each iteration. For this reason, Hmm training in this manner is 
referred to as an example of maximum likelihood parameter estimation.

3 Acoustic Features

As discussed in Chapter 20, the time-amplitude waveform undergoes some form 
of signal processing, referred to as acoustic feature extraction, before modeling 
by an Hmm. (Autoregressive hidden filter models are a theoretically interesting 
Hmm variant that model speech at the waveform level (Poritz, 1988).) the main 
objec tive of feature extraction is to derive a representation which emphasizes 
those aspects of the speech signal that are relevant to ASR, and to remove those 
that are not important. the most widely used feature representations for speech 
recognition are mel frequency cepstral coefficients (mFCCs) and perceptual linear 
prediction (PlP) cepstral coefficients, both of which are discussed in Chapter 20. 
A frame rate of about 10 ms is typically used, resulting in a second of speech being 
charac terized by a sequence of about 100 acoustic feature vectors. each feature 
vector may also contain the first and second temporal derivatives of the extracted 
features, to provide some information about the local temporal dynamics of the 
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speech signal (Furui, 1986), resulting in a typical feature vector size of 39 co-
efficients if the basic processing results in 12 cepstral coefficients plus delta energy. 
the preferred feature representations for ASR have been developed in conjunction 
with the development of Hmms using multivariate gaussian or gaussian mixture 
(section 4.1) output probability density functions. in particular, to make modeling 
using gaussians easier, the features should not be correlated, and to save com-
putation and reduce the number of model parameters that must be trained (from 
limited data), the features should be as few in number as possible.

the salient features are those that most directly relate to the phoneme being 
spoken: i.e., the vocal tract shape. typically, the only salient source feature is the 
overall energy of the speech signal, although in tone languages the fundamental 
frequency also carries segmental information so may be used as a feature in systems 
designed for such languages. Section 6.3 mentions the use of suprasegmental 
information in ASR, but this is not typical of mainstream ASR systems.

4 Acoustic Modeling

Section 2 outlined the fundamentals of statistical speech recognition based on a 
hierarchical Hmm structure. However, this basic approach alone does not result 
in an accurate speech recognition model. in practice, systems based on simple 
Hmm phone models with gaussian output distri butions will result in high speech 
recognition error rates on all but the simplest tasks. over the past two decades, 
several modeling approaches have been introduced that, combined, result in 
significantly more accurate speech recognition.

in this chapter we review advances in some important areas of acoustic model-
ing. First, we discuss how the output probability distributions attached to each 
state can be made significantly more flex ible. Second, we outline how approaches 
such as context-dependent phone modeling can be used to expand the state space 
of the model and restrict the variability required to be modeled by each basic 
unit. third, we examine alternative training approaches which aim to directly 
minimize the speech recognition error, by penalizing the incorrect models as well 
as improving the correct mod els during training. Fourth, we outline a number of 
techniques that enable a speaker-independent speech recognition system to be be 
tuned to the voice of a particular talker (or class of talkers). Finally, we discuss 
acoustic modeling approaches that are designed to deal with cluttered acoustic 
environments in which there is background noise and other competing acoustic 
signals.

4.1 Gaussian mixture models
Although gaussian distributions are mathematically convenient and straight-
forward to estimate from data, they are constrained in the distributions that  
they are able to represent. in particular they are unable to represent distributions 
with more than a single mode, and have a limited ability to model distributions 
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with heavy tails. A powerful way to address these limitations is via a technique 
known as a mixture modeling. A mixture model is a linear combination of a  
number of component density functions. For example if a k-component Gaussian 
mixture model (gmm) pmix(x|q) is used to model the output density of a state q, then 
we have:

pmix(x|q) = 
j

k

=
∑

1
 pcomp(x|j, q)P( j|q) (6)

where pcomp(x|j, q) are the k gaussian components that make up the mixture model. 
in addition to the mean vectors and covariance matrices for each gaussian com-
ponent, a mixture model has another set of parameters, the mixture weights P( j|q), 
which sum to one.

gmms significantly relax the distributional assumptions imposed by gaussians: 
indeed, given enough mixture components, any probability density function  
can be realized by a gmm. Ad ditionally, gmms may be trained using the em 
algorithm (dempster et al., 1977; Redner & Walker, 1984), in a manner analogous 
to Hmms: in this case the hidden variable is the mixture component rather than 
the state. Juang et al. (1986) showed that the em algorithm may be ex tended in 
a straightforward manner to estimate the parameters for an Hmm whose state 
output distributions are given by gmms. this is now the core acoustic model 
used in most speech recog nition systems. in a typical large vocabulary speech 
recognition system, each output distribution will have 16 or more mixture com-
ponents, the exact number being chosen by a data-driven process (e.g., Young & 
Woodland, 1994). to reduce the number of parameters to be estimated it is usual 
for each gaussian component to have a diagonal covariance matrix, in which the 
off-diagonal terms are zero. this greatly reduces the number of parameters to 
estimate for each gaussian (from (d2 + 3d)/2 to 2d for a d-dimension gaussian).

4.2 Phone models
Hierarchical modeling depends on a set of basic speech units. in all but the  
smallest vocabulary speech recognition systems, such as digit recognizers, direct 
modeling of words is infeasible since the training data will not supply enough 
examples of all words in the vocabulary to reliably estimate whole word models. 
thus speech recognition requires subword models, which may be used as the build-
ing blocks for word and phrase modeling. Although units such as syllables  
are well motivated linguistically, and reduce coarticulation effects across units, 
estimating models for such units from training data is difficult due to both data 
sparsity and the fact that syllable units display a high degree of spectral and 
temporal variability.

most speech recognition systems are based on phone models. this reduces the 
problem of data sparsity since even moderate amounts of training data will pro-
vide plenty of examples for each phone model. Additionally phone models are 
well matched to pronunciation dictionaries, which are usually written by human 
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experts. However, dependence on the surrounding phonetic context, as well as 
factors such as speaking rate, means that a phone model must cope with sub-
stantial variability. the most important way to improve the modeling power of 
a hidden markov model system is to extend the state space. this may be loosely 
interpreted as meaning that each Hmm state needs to model a smaller partition 
of the acoustic feature space. Rather than directly increas ing the complexity of 
the individual phone Hmms, the usual way to extend the Hmm state space is 
by using multiple context-dependent models for each phone, where each model  
is dependent on the surrounding phonetic context.

Context-dependent phone modeling is a divide and conquer approach, in which 
the number of different contexts is determined by the data – as the amount of 
training data increases, so more contexts may be used for each phone, and each 
individual context-dependent phone Hmm is re quired to cover less of the acoustic 
space. the simplest context-dependent phone model is usually referred to as  
a triphone model (Schwartz et al., 1985; lee, 1989). in basic triphone modeling  
there is a separate context-dependent phone Hmm for each phonetic context of 
a particular phone, based on the left and right neighboring phones.2 in general, 
context-dependent phone modeling includes contexts resulting from neighboring 
words. this approach provides much more detailed phonetic modeling by hugely 
expanding the state space, but, without modification, is difficult to estimate  
from data since the number of potential models is very large: for a system with 
40 phones, this leads to 402 = 1,600 triphone models per phone, or 64,000 models 
in total. most of these will not be observed and hence cannot be estimated from 
the training data. one solution to this data sparsity problem is to “back off” to 
context-independent models if enough examples of a phone in a given context 
have not been observed.

Backed-off context-dependent modeling is an improvement over context- 
independent modeling, but fails to take advantage of the fact that similar acoustic 
contexts may be clustered to provide a more robust context-dependent modeling. 
this approach was pioneered by lee (1989) who developed the approach of gen-
eralized triphones in which the total number of triphones was limited by cluster-
ing acoustic contexts. Young et al. (1994) developed an improved approach, in 
which automatically constructed decision trees were used to infer generalized 
phonetic contexts from the training data. observed contexts in the training data 
are progressively refined and specialized so long as the training data is able to 
support a context. the approach relies on a predefined set of acoustic phonetic 
“questions” about the context. At each point in the decision tree, an information 
theoretic criterion is used to choose a question to partition the data, leading  
to more contexts being available as more training data is available. the idea  
of sharing model components based on the training data was further developed 
into a technique referred to as generalized tying (Young & Woodland, 1994). 
State-of-the-art speech recognition systems, trained on huge amounts of data, can 
use models with a large amount of phonetic context, such as the septaphone 
models developed by Chen et al. (2006). Alternative approaches to increasing the 
modeling power use triphone models with gmm distributions with a larger 
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number of components (Hain et al., 2007) or a richer covariance structure (olsen 
& gopinath, 2004).

4.3 Discrimination
generative modeling is based on the idea that the model parameters should be 
estimated such that the model reproduces the observed training data with the 
greatest probability: maximum likelihood estimation. However, this criterion is 
only indirectly related to the goal of speech recognition which is to reduce the word 
error rate – or, at a phonetic level, to classify each frame or segment with the correct 
phone label. nadas (1983) showed that maximum likelihood training does indeed 
result in a minimum classification error if certain conditions are met. However, these 
conditions – which include a guarantee that the generative model is indeed correct, 
and that there is an infinite amount of training data – are never met in practice, and 
so maximum likelihood training of Hmms cannot be assumed to result in models 
that are optimal in terms of classification error. in this case a training criterion 
that is directly related to the posterior probability P(W|X) may be preferred, and 
such a criterion, conditional maximum likelihood, was proposed by nadas.

in an influential paper, Bahl et al. (1986) extended this approach and proposed 
training Hmm parameters using a related criterion, maximum mutual information 
(mmi). in mmi training, pa rameter values are chosen to maximize the mutual 
information between the acoustic observation sequence and the corresponding 
word sequence. this involves improving the correct models and penalizing incor-
rect models, or improving the models’ discrimination. this approach did indeed 
significantly improve speech recognition accuracy, but Bahl et al.’s formulation 
of mmi training of Hmms was based on an optimization procedure known as 
gradient descent which is much less efficient than the Baum-Welch algorithm 
used for maximum likelihood training. this placed a considerable computational 
limitation on the problems to which discriminative training could be applied.

normandin (1996) presented the extended Baum-Welch algorithm, a much  
more efficient way to train Hmms using mmi. However, extended Baum-Welch 
training is still expensive compared with maximum likelihood training, since 
parameter re-estimation in mmi training involves cal culating the ratio of the 
probability of the Hmm generating the correct transcription against the prob-
ability of it generating any word sequence. obtaining the latter is computation-
ally very expen sive, since it involves a sum over all possible decodings. to apply 
this criterion to large vocabu lary speech recognition required a number of  
approximations (Woodland & Povey, 2002). State-of-the-art large vocabulary speech 
recognition systems now employ these discriminative training techniques which 
offer a significant improvement in accuracy compared with maximum likelihood 
trained systems.

other directly discriminative models have been proposed including connectionist 
approaches based on multilayer perceptrons (Bourlard & Wellekens, 1989; morgan 
& Bourlard, 1995; Renals et al., 1994) and recurrent neural networks (Robinson, 
1994; Robinson et al., 1996). these ap proaches directly estimate the posterior 
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probabilities of an Hmm state given the data p(q|x) – and in the case of recurrent 
neural networks are able to incorporate a large amount of acoustic context in 
these probability estimates. these approaches do not define a generative model 
– there is no way to recover p(x) – and training is expensive, based on gradient 
descent. in large vocabulary tasks with limited training data these models per-
formed very well (Young et al., 1997), but they suffer limitations due to the expen-
sive training (which is also more difficult to parallelize over multiple computers), 
and from weaker speaker adaptation algorithms.

more recently, there have been efforts to develop discriminative approaches to 
acoustic modeling, based on advances in machine learning, including approaches 
based on support vector machines (venkataramani et al., 2007) and on conditional 
random fields (gunawardana et al., 2005). these have been somewhat successful, 
but a major barrier has been scaling up these more complex dis criminative  
methods to the large amounts of training data typically employed in large vocabu-
lary speech recognition.

Related work on the development of discriminative features has been very suc-
cessful. For example, feature sets derived from local posterior probability estimates 
(e.g., frame-wise phone posteriors) (morgan et al., 2005), or derived from the set 
of gaussians used in the acoustic model (Povey et al., 2005), increased the accur-
acy in large vocabulary speech recognition, in combination with conventional 
acoustic features.

4.4 Adaptation
Speaker-dependent ASR systems, trained to recognize the speech of a specific 
known speaker, can have significantly lower word error rates compared with 
speaker-independent ASR systems. Speaker adaptation is the process by which  
a speaker-independent system is tuned to the speech of a target speaker, and 
usually refers to processes that adjust the parameters of the acoustic model, or trans-
form the acoustic features. Speaker normalization approaches transform the acoustic 
fea tures of the target speaker to be closer to those of an “average” speaker. Model-
based approaches transform the parameters of the set of speaker-independent 
acoustic models to better model the speech of the target speaker. Speaker space 
approaches estimate multiple sets of acoustic models, characterizing a target 
speaker in terms of this model set. Speaker adaptation is well reviewed by Wood-
land (2001).

Speaker adaptation may operate in either a supervised or unsupervised fashion. 
in supervised speaker adaptation the system is adapted to the voice of the target 
speaker using data for which the correct transcript is available – in the case of 
commercial dictation systems this is achieved by the user reading a predefined 
adaptation script. in the case of unsupervised speaker adaptation, the correct 
orthographic transcription is not available, and thus it is not possible to construct 
an Hmm for each utterance which may be used to perform operations based on 
Hmm alignment or training. in this case, the (erroneous) output of the unadapted 
recognizer may be used, possibly augmented with confidence measures.



 Automatic Speech Recognition 819

Speaker normalization involves inferring a transform for the acoustic feature 
vectors to make the target speaker appear closer to an average speaker. the length 
of the vocal tract has a substantial effect on the spectrum – for a female adult the 
observed formant frequencies are, on average, 20 percent higher than those for a 
male adult. Cohen et al. (1995) reported that a linear warping of the fre quency 
axis could compensate for differences in vocal tract length between speakers. 
vocal tract length normalization (vtln) estimates a frequency warping for a 
target speaker and has proven to be a very effective speaker adaptation technique. 
in cases where there are several tens of seconds of data for a target speaker, for 
example in conversational telephone speech, vtln has consistently resulted in 
significantly reduced word error rates (lee & Rose, 1996; Wegmann et al., 1996; 
Hain et al., 1999; Welling et al., 2002). two main approaches have been employed 
to compute the vtln frequency warping parameter. one approach explicitly 
estimates formant positions (eide & gish, 1996; Wegmann et al., 1996); a second 
treats the warping factor similarly to the other parameters in the acoustic model 
and optimizes it so as to maximize the likelihood of the Hmms generating  
the observed data (lee & Rose, 1996; Hain et al., 1999; Welling et al., 2002). in the 
maximum likelihood case, rather than optimizing the models to better fit the data, 
we can view the process as warping the observed features to better fit the models. 
After estimating the warp factors the acoustic models are retrained, and the pro-
cess may be iterated. vtln does not directly esti mate vocal tract size, and it is 
the case that the optimal value of the warping factor is influenced by other factors, 
such as the fundamental frequency. Faria and gelbart (2005) present a method 
which exploits the relation to the fundamental to enable vtln from very small 
amounts of adaptation data. irino and Patterson (2002) present a signal process-
ing technique that directly segregates vocal tract size from the acoustic signal.

model-based approaches address a similar problem to acoustic model training: 
how to adapt the Hmm parameters to fit the observed data from the target speaker. 
the major contrast with Hmm training is that the amount of adaptation data is 
typically orders of magnitude less than the amount of training data. there are two 
principal approaches to model-based speaker adaptation, maximum a-posteriori 
(mAP) adaptation and the linear transformation of parameters. Both use the 
adaptation data to adjust the speaker-independent acoustic model parameters to 
better fit the target speaker.

mAP adaptation uses the speaker-independent acoustic models to construct  
a prior probability distribution over the model parameters, an approach first  
suggested by Brown et al. (1983) and presented in detail by gauvain and lee 
(1994). the advantage of mAP adaptation is that it is a theoretically well-motivated 
approach to incorporating the prior knowledge that is inherent in the parameters 
of the speaker-independent system. Furthermore, the update equations for the 
Hmm parameters have a clear relation to those used for maximum likelihood 
Hmm training. When the amount of training data is small, then the speaker- 
independent parameters dominate; as the amount of adaptation data increases, 
so the parameters begin to more strongly reflect the target speaker. the main 
drawback to the mAP approach is that it is local. only the parameters belonging 
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to models observed in the adaptation data will be updated. in large vocabulary 
systems, which may have tens of thousands of component gaussians, this means 
that most parameters will not be adapted even in the case of relatively large 
amounts of adaptation data.

A set of speaker adaptation algorithms have been developed to address the 
local nature of mAP, building on the intuition that adaptations in acoustic model 
parameters for a particular speaker are systematic across phone models. observ-
ing how the acoustics generated by a particular speaker are transformed for one 
phone model tells us something about how they may be transformed for other 
phone models. in particular, a family of speaker adaptation techniques has been 
developed in which the Hmm parameters undergo a linear transformation  
(Cox & Bridle, 1989; digalakis et al., 1995; leggetter & Woodland, 1995; gales & 
Woodland, 1996; gales, 1998;) – maximum likelihood linear regression (mllR). 
in mllR, speaker adaptation consists of estimating the pa rameters for these linear 
transforms. in order to use a relatively small amount of training data, the same 
transformation may be shared across multiple phone models. leggetter and Wood-
land (1995), shared a transform across the set of context-dependent models  
corresponding to the same (context-independent) phone – around 40 separate 
adaptation transforms in total. However, more recent research in large vocabulary 
continuous speech recognition has indicated that better perfor mance can be  
obtained using fewer transforms, even just a single linear adaptation transform 
for all speech models corresponding to the target speaker (e.g., Chen et al., 2006). 
it should be noted that such linear transforms can account for any systematic 
(linear) variation from the speaker-independent models, for example those caused 
by channel effects.

A third approach to speaker adaptation involves characterizing a speaker in 
terms of a “speaker space.” in these approaches, rather than constructing a single 
speaker-independent acoustic model, a set of “canonical” models is constructed, 
based on a speaker clustering. the process of speaker adaptation involves com-
puting the appropriate interpolation between canonical models to best rep resent 
the target speaker. one way of viewing this is by regarding each canonical model 
as forming a dimension of a speaker space. in an approach called eigenvoices (Kuhn 
et al., 2000), principal component analysis is used to construct such a space from 
the parameters of a set of speaker-de pendent Hmms. However, this technique is 
computationally intensive and does not scale well to large vocabulary systems. 
A related technique, cluster adaptive training (CAt; gales, 2000), ex plicitly clusters 
speakers resulting in a set of speaker cluster acoustic models. Again, adaptation 
involves interpolating between the speaker cluster models, but in this case since 
a vector space is not explicitly constructed, application to large-scale problems is 
still possible.

Speaker adaptation has been one of the most intensively researched areas of 
acoustic modeling since the mid 1990s. Progress has been substantial, particularly 
for systems where over a minute of adaptation material is available, and many 
variants of the methods described above have been proposed, including com-
binations of mAP and linear transformation approaches, e.g., structured mAP 
linear regression (SmAPlR; Siohan et al., 2002). Some of the techniques are  



 Automatic Speech Recognition 821

complementary and give additive improvements in performance, for example a 
feature space transform such as vtln, followed by a linear model parameter 
transform from the mllR family. Additionally there are close mathematical rela-
tionships between all three categories of speaker adaptation (e.g., gales, 1998).

4.5 Robust speech recognition
the acoustic modeling approaches discussed above are typically applied in situ-
ations where back ground noise, reverberation, or competing talkers are not present. 
these systems typically fail when forced to operate in more challenging acoustic 
environments – environments which are character istic of everyday life, and which 
do not present problems to human speech recognition. Robust speech recognition 
has become a major research area. A large proportion of the work in this area has 
been concerned with the development of robust acoustic feature representations 
(e.g., Hermansky & morgan, 1994; liu et al., 1994).

model-based approaches use the acoustic model to extract the parts of the 
speech signal that cor respond to the target speaker. varga and moore (1990)  
introduced a technique called HMM de composition in which parallel Hmms were 
constructed to account for both speech and noise. during recognition an inference 
is performed so that the speech and noise models cooperatively account for the 
observed signal: the recognized speech is then based on the state sequence of the 
speech models alone. this techniques was extended by gales and Young (1996), 
and termed par allel model combination, and was used to separate and re cognize 
the speech of two overlapping talkers by Kristjansson et al. (2006) (although these 
experiments made use of substantial language model restrictions, and acoustic 
information about the competing speaker). the main disadvantage of these  
approaches is that they can be computationally costly, and they have not yet been 
applied to large problems.

An alternative approach, taking inspiration from computational auditory  
scene analysis (Cooke & ellis, 2001), makes the assumption that each location in 
the time-frequency map of an acoustic signal resulting from two acoustic sources 
(speech + speech, or speech + noise) is dominated by one of the sources. Missing 
feature theory attempts to identify those regions of reliable data for the target 
speaker, and to perform recognition based on this partial information (Cooke  
et al., 2001; Raj & Stern, 2005).

5 Pronunciation Modeling

A pronunciation model is a key component of the hierarchical approach to speech 
recognition outlined in section 2.2. the role of the pronunciation model is to 
specify how words are composed from subword units, typically context-dependent 
phone models (section 4.2). By using a pronun ciation model to map from a  
sequence of words to an utterance-level Hmm, formed by concate nating subword 
models, it is possible to train a speech recognition system from an orthographic 
transcription, rather than a phonetic transcription.
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in english (the most widely used language in ASR research), the pronunciation 
model is nothing more than a listing of all words along with their pronuncia-
tion in terms of a sequence of subword units: a pronunciation dictionary. this 
dictionary is written by human experts. the subword unit used in a typical  
ASR dictionary is essentially the phoneme, but the set of phonemes is con-
siderably smaller than the iPA: it is specific to one language and is sufficient only 
to distinguish all the words in the dictionary (apart from genuine homophones). 
Within-word phonological phenomena, such as assimilation, are represented  
directly (e.g., “hand” + “bag” becomes “hambag”).

it is common for some words to have more than one possible pronunciation, 
as described in terms of the subword units. in these cases, the dictionary can 
contain multiple entries for those words. it has been found that including a large 
number of pronunciation variants in the dictionary can lead to worse performance 
(Hain, 2002). this is because an increase in the number of pronunciation variants 
causes the system to become more flexible, with many possible state sequences 
able to match the observed acoustics. in typical large vocabulary ASR systems, 
the great majority of words will therefore have only a single pronunciation listed 
in the dictionary, with an overall average of about 1.1 pronunciations per word.

describing speech, especially spontaneous speech, as “beads-on-a-string”  
(ostendorf, 1999), where the beads are phonemes, must be seen as a consistent, 
rather than faithful, representation. Consistency – transcribing the same word 
always with the same phonemic representation – has the advantage that training 
speech material only needs a word transcription, which can be automatically 
converted to a phonemic transcription in order to train Hmms of subword units. 
A faithful phonetic transcription of speech is far more expensive to obtain, and 
would be impractical for the large speech corpora in use today.

Any variation present in the data that is not modeled in the dictionary must 
instead be absorbed by the acoustic model. Hmms, the gmm probability density 
functions they use, and the many sophisticated training algorithms available,  
have proven to be better mechanisms for learning this variation than using  
larger inventories of subword units, or listing more variants in the dictio nary 
(Hain, 2002). effects present in connected speech (e.g., assimilation across word 
boundaries) cannot be represented in the dictionary and must also be left to the 
acoustic model.

Although the subword unit inventory used in the dictionary is quite small, the 
acoustic models of these units will usually be context dependent (e.g., triphones) 
and therefore much finer grained. As discussed in section 4.2, automatic pro-
cedures are used to share models in similar acoustic contexts, so the effective 
number of subword unit types is actually learned from the data.

6 Language Modeling

in equation (4), the probability of the word sequence, P(W), is calculated by the 
language model. the probability P(W) is called a prior because it can be calculated 
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before the speech signal X is observed – it is a model of prior beliefs about how 
probable various possible word sequences are. the language model will help 
disambiguate acoustically similar words. For example, the two phrases “the  
nudist play” and “the new display” may have similar pronunciations, leading to 
iden tical utterance-level Hmms. in this case, the acoustic model in (4) will return 
equal values for the likelihoods P(X|“the nudist play”) and P(X|“the new dis-
play”). Prior knowledge must be used to decide which is the most likely: e.g.,  
the language model may estimate that “the new display” is a more likely phrase. 
the final result of recognition depends on both the acoustic evidence, and on 
prior expectations, just as in human speech recognition.

the language model describes how probable any given word sequence is, and 
this is an essential component of most speech recognizers. the more accurately 
the language model can predict the word sequence, the higher the expected accur-
acy of the whole system will be. Without a language model, speech recognition 
accuracy is generally very poor.

in limited application domains, a simple finite state network can be written by 
hand to describe all allowable sentences. Figure 22.5 shows an example network 
which can generate (or accept) sentences about booking a train ticket. it is not 
difficult to think of a sentence that this network cannot han dle (e.g., “one edin-
burgh ticket”). However, if the input speech conforms precisely to this word 
network, then we can expect high accuracy ASR, because the network provides 
very strong constraints. the art in crafting such a network by hand, is to allow 
all the sentences necessary for the application, whilst allowing as few other un-
necessary sentences as possible. Such an approach can work very well in limited 
domains but is not useful for applications such as dictation, or transcrib ing a 
business meeting. Such applications require robust language models, with wide 
coverage.

traditional grammars consist of sets of rules, describing the way valid sentences 
can be built from constituents such as noun phrases, verbs, clauses, and so on. 
these are typically written by hand. Creating a rich enough set of rules to cover 
a wide variety of natural sentences is very time consum ing. Hand-crafted gram-
mars do not assign probabilities, they simply accept or reject sentences. to be 

Figure 22.5 A finite state language model for a limited domain: booking a train ticket. 
note the special start and end of sentence states.
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usable in ASR, a grammar must be probabilistic, have wide coverage, and be 
compatible with left-to-right search algorithms (see section 7). Although modern 
statistical parsers, which use wide coverage grammars learned from large amounts 
of text data, meet the first two requirements, it is only recently that the third 
requirement has been satisfied, and these powerful models of language have been 
successfully applied to ASR (Chelba & Jelinek, 2000).

6.1 n-gram models
Although wide-coverage probabilistic grammars are available, they do not  
represent the state of the art in large vocabulary ASR. Statistical language modeling 
for ASR is based on n-gram models, a linguistically implausible model with a 
short finite context (typically the previous two words). Such a language model 
may seem far less sophisticated than even the simplest theory of syntax, but  
there are good reasons for this. Statistical language models must be able to  
cover “ungrammatical” spoken utterances, they must be easy to learn from huge 
amounts of data, they must be computationally efficient to use, and they must 
be able to assign a probability to a fragment of an utterance (not just a whole 
sentence).

the n-gram model meets all these requirements. this model estimates P(W) by 
using an approxi mation: that the probability of a word depends only on the 
identity of that word and of the preceding n - 1 words. these short sequences of 
n words are called “n-grams.” if n = 2, the model is known as a bigram, and it 
estimates P(W) as follows:

 W = {W1, W2, . . . WM}

P(W) = P(W1) P(W2|W1) P(W3|W1, W2) . . . P(WM|W1, W2, . . . WM-1) (7)

	 ≈ P(W1) P(W2|W1) P(W3|W2) . . . P(WM|WM-1) (8)

equation (7) is exact, but is not usually practical. equation (8) is an approximation 
using bigrams. the approximation is better (closer to (7)) for larger n. n-grams 
with n = 3 are called trigrams. they are the most common language model used 
currently in ASR, and have been for some time, despite many efforts to find bet-
ter models (Jelinek, 1991).

the parameters of an n-gram model are the conditional probabilities in (8), for 
all possible se quences of n words constructed from the vocabulary. these may be 
estimated from some training data (which need only be text, not speech). the 
probability P(WB|WA) can be estimated from data as the number of times that  
the sequence WAWB occurs, divided by the number of times that WA occurs:

P W W
C W W

C WB A
A B

A

( | )
( , )

( )
=  (9)
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where C(·) is a count. When word WA is used in a sentence, it must be followed 
by some other word in the vocabulary. this means that the total probability, 
summed across all the words that can follow WA must be 1:

W
B A

B

P W W∑ =( | ) 1  (10)

where the sum is over all the words in the vocabulary. the counting method in 
(9) ensures that (10) is satisfied.

An important property of n-gram models is that they can be written as finite 
state networks, as in Figure 22.6. Why this is important will become clear when 
we consider search in section 7. Although the language model in Figure 22.5 has 
some advantages over the bigram in Figure 22.6 (e.g., it does not allow ungram-
matical sentences such as “three ticket edinburgh”), the bigram language model 
in Figure 22.6 is more flexible: it allows all possible sentences (including “one 
edinburgh ticket”), but each is weighted by a probability. this is often more  
appropriate for speech recognition, because people say unexpected or ungram-
matical things!

if we use the n-gram language model to calculate the total likelihood of the 
training data, the estimate of P(WB|WA) given by (9) is the value that maximizes 
this likelihood. the estimate of P(WB|WA) in (9) is therefore called the maximum 
likelihood estimate. However, the language model will not usually be applied to 
the training data – it will be used on new, unseen data. it must therefore general-
ize, and maximum likelihood estimation may not lead to the best generalization 
performance. if only a few examples of WAWB occur, then the maximum likelihood 
estimate may be unreliable. in particular, if there is no example of WAWB in the 
training data, then (9) will assign a probability of zero to P(WB|WA).

to better capture the patterns of natural language requires n to be as large as 
possible. But, as n gets larger, the number of parameters to estimate grows very 
quickly and the simple counting method fails, because there will be very many 

Figure 22.6 A bigram can be written as a weighted finite state network in which the 
arcs have prob abilities associated with them. note the special start and end of sentence 
probabilities. only some of the arcs are shown, for clarity: the full model has an arc 
from every word to every other word, including itself.
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n-word sequences that do not occur in the data. Yet, even for large n, there will 
still be some commonly occurring sequences of n words. the challenge for language 
modeling is to estimate accurate probabilities for frequent word sequences and 
for rare or unseen ones. the various solutions to this problem are known as 
“smoothing” because they “even out” the probabilities in the model: in particular, 
n-grams that did not happen to occur in the training data will not simply be  
assigned a zero probability.

6.2 Smoothing
estimating the probability of an n-gram by counting occurrences in the training 
data will fail for n-grams with zero counts, and will give unreliable estimates for 
n-grams seen only a small number of times. one trivial way to avoid zero counts 
is to add 1 to all the C(WA, WB) counts in (9) and then renormalize so that (10) is 
still satisfied. this so-called “add-1 smoothing” makes the probability distribu-
tions more uniform, because the high probabilities are slightly reduced and the 
low or zero probabilities are increased. Another way to view add-1 smoothing is 
therefore as a discounting of the higher counts, and a distribution of that “spare” 
probability mass to the smaller counts. Add-1 smoothing does not work very well 
in practice: the amount added to each count is the same and is chosen arbitrarily, 
and it has the effect of allocating too much probability mass to unseen n-grams 
(manning & Schutze, 1999). However, redistributing the probability mass obtained 
by discounting is an important concept which is used in more sophisticated 
smoothing schemes for n-gram models. Chen and goodman (1996) offer a com-
parison of several of the many smoothing techniques that have been proposed.

the most common approach to n-gram smoothing estimates the probabilities 
for n-grams that are unseen (or rarely seen) in the training data using a simpler 
model: a lower-order n-gram. Several orders of n-gram model can be combined, 
either by interpolating their probability estimates (Jelinek & mercer, 1980) or 
through a technique known as back off (Katz, 1987). in a backed-off trigram lan-
guage model, if the trigram probability P(WC|WA, WB) cannot be reliably estimated, 
the bigram probability P(WC|WB) is used instead, or even just the unigram prob-
ability P(WC). A back-off model gradually drops the amount of left context, trying 
simpler and simpler models until the probability of WC can be reliably estimated. 
Backed-off n-gram models must use discounting, and are re-normalized, so that 
(10) is still satisfied:

 if the bigram probability estimated by counting is zero: P(WB|WA) = 0

 then use the unigram instead P(WB|WA) ≈	P(WB)

but unfortunately that means 
W
∑ P(W|WA) = 1 + P(WB)

this problem must be rectified by discounting the higher bigram counts, in order 
to “free up” some probability mass to redistribute to the low/zero frequency 
bigrams (whose probabilities will be computed using unigrams):
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P(WB|WA) =	
C W W D

C W
A B

A

( , )
( )

-
 if C(WA, WB) > c (11)

	 = P W bB WA
( )  otherwise (12)

where c is the minimum count required for the bigram probability estimate to be 
considered reliable (e.g., c = 2), D is a fixed discount (e.g., D = 0.1), and bWA

 is the 
back-off weight which is set so that (10) is satisfied. this form of discounting is 
still rather ad hoc: the discount D and threshold c must be chosen rather than 
learned from data, and they are the same for all n-grams.

there are more sophisticated ways to redistribute the probability mass than 
using a fixed discount D. in the training data, a very large number of n-gram types 
will never be seen: they have a count of zero. Some smaller number of types  
will have a frequency of 1; an even smaller number will be seen twice, and so 
on. Good-Turing discounting (nadas, 1985) makes the assumption that this distri-
bution will be smooth. this is reasonable: we would expect the number of n-gram 
types occurring exactly four times to be larger than the number that occur exactly 
five times, etc. By smoothing the original raw counts using a simple function, 
corrected counts are obtained. the smoothing function is designed so that the  
corrected count for n-gram types which had a frequency of zero in the training 
data will be a little greater than zero, and the corrected counts for all other  
types will be a little less than their original values: probability mass has been 
redistributed, and the model has been smoothed. the corrected counts could  
be used directly in (9), but are more commonly used to calculate the discount 
amounts for a backed-off n-gram model. Kneser-Ney smoothing (Kneser & ney, 
1995) and its interpolated and modified variants (goodman, 2001) are probably 
the best-performing smoothing methods currently available for n-grams used in 
ASR; these methods are also based on prior assumptions about the distributions 
of n-gram types.

6.3 Language models specifically designed for speech
All the probabilistic language models discussed so far are equally applicable to 
text or speech. in fact, they are invariably trained on written language corpora 
(usually from newspapers or web pages) simply because there is not enough 
transcribed spoken language to train these models. As a consequence, the models 
cannot specifically deal with phenomena that only occur in speech and never in 
text, such as disfluency, and neither can they make use of additional information 
available in speech, such as prosody. Some initial attempts have been made to 
deal with disfluency (e.g., Stolcke & Shriberg, 1996) and to use prosodic informa-
tion to reduce word error rate (e.g., Stolcke et al., 1999). these methods have 
produced only small improvements in word error rates, so are not widely used 
in speech recognition systems. the relationship between prosodic features and 
word recognition is governed by the meaning of the utterance, which limits the 
ability of the fairly shallow models typically used in ASR to use prosody to aid 
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word recognition. Prosody can also be used to assist recognition of other pro-
perties of utterances – so-called “rich transcription” (see section 9).

7 Search

once the components of a typical speech recognizer based on Hmms of phones, 
a pronunciation dictionary, and an n-gram language model have been assembled 
and trained, all that remains is to consider exactly how equation (4) is used to 
find the most likely word sequence, W*. this is the job of the decoder. As discussed 
in section 2.3, the markov, or finite state, nature of Hmms and of n-gram language 
models can be exploited, and efficient algorithms exist to find the most probable 
word sequence, W*.

the key insight behind all search algorithms for ASR is that computation can 
be shared: when evaluating P(X|W)P(W) for two different word sequences, it is 
possible to share some of the computation if the word sequences share some sub-
sequences. this sharing of computation is possible because both the Hmm and 
the n-gram only use local computations: the probabilities that they calculate only 
require knowledge of very local context, and not the entire sentence. the Hmm 
is an extreme case: to compute the probability of generating a particular observa-
tion requires only knowing what state of the model is generating that observation, 
and nothing else. to reduce the computation required to evaluate P(X|W), it is 
usual only to consider the single most likely state sequence, which can be very 
efficiently found – by sharing computation – using the viterbi algorithm. in an 
n-gram model, only the current and preceding n - 1 words need be specified; any 
history further back than that (or indeed the future) has no effect. Because the 
language model uses an amount of context dependent on n, increasing n will 
have a significant impact on the computational cost of the search for W*. this 
effectively limits the order of language model that can be used in ASR, although 
there are techniques to work around this problem.

to illustrate this sharing of computation, consider a simple practical imple-
mentation of search for ASR, illustrated in Figure 22.7. the figure shows the 
process of “compiling” the language model with the dictionary and the acoustic 
model, by first replacing every word instance with its phoneme sequence and 
then replacing each phoneme instance with the corresponding Hmm. the result 
is a network of Hmm states. W* corresponds to the path through this network 
that generates the observation sequence with the highest likelihood, and it is the 
task of the search algorithm to find this path.

in the full compiled network, consider these two possible paths:

one ticket to edinburgh
one ticket to leeds

now trace these two paths on Figure 22.5, doing so time synchronously – that 
means that the paths are explored in parallel, working through the observation 
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sequence one observation at a time. Clearly, computation can be shared for the 
first three words. But even more savings in computation can be made, illustrated 
by this example:

two tickets . . .
three tickets . . .

where the start time of the word “tickets” is the same in each case. Because of 
the finite state property of the compiled network, all the computation involved 
in continuing the first sentence (i.e., searching all possible word sequences) can 

Figure 22.7 the process of compiling a recognition network. At the top of the figure  
is a fragment of the language model from Figure 22.5. then, each word is replaced by 
its phonetic pronunciation (provided by the dictionary) and finally each phoneme is 
replaced by the appropriate Hmm. the result is a network of Hmm states, which is 
therefore also an Hmm, so all Hmm algorithms can be applied to it, such as viterbi 
search.
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be shared by the second sentence. the probability of each possible continuation 
W ′ will be the same in the two cases because P(W ′|two tickets) = P(W ′|three 
tickets) = P(W ′|tickets) for all possible W ′. if the network represented an n-gram 
lan guage model of order N, the paths would need to have the last N - 1 words 
in common in order for them to be merged.

the simple search algorithm described above is exact: it will find the same 
word sequence as the naive exhaustive search which considers each possible 
sentence one by one. However, it will be still too slow for practical use in medium 
and large vocabulary ASR systems.

in order to speed things up further, an approximation has to be made: to discard 
some parts of the search space before they have been fully explored. this is called 
pruning. As a path through the network is extended, its cumulative probability 
so far is known. if this probability falls too far below that of the current most 
likely path, then we can guess that the less likely path is unlikely to turn out to 
be the eventual “winner” and can be abandoned immediately. this is called beam 
pruning. the computational cost of this algorithm can be lowered (e.g., to make 
the system run in “real time”) by reducing the beam width: that is, the maximum 
allowed difference between a path’s likelihood and that of the current best path. 
However, the narrower the beam, the more chance of accidentally pruning the 
path that would have been the eventual winner. this will generally decrease the 
accuracy of the system, by introducing search errors.

For large vocabularies and long span language models, explicitly building the 
network in Figure 22.7 is no longer practical because it may not fit in the com-
puter’s memory. Additionally, when using beam pruning, for any given utterance 
to be recognized, only a tiny part of the network will be explored. therefore, large 
vocabulary decoders use more complex implementations which, for example, do 
not explicitly compile this network (e.g., ney & ortmanns, 2000).

Since it is the language model that has the largest effect on the search space 
and the memory and computational requirements, another strategy for reduc-
ing computation cost (and memory requirements) is to use a rescoring technique. 
the concept is the same as pruning: to quickly discard unlikely parts of the  
search space. this can be done by first performing decoding using a simple lan-
guage model (e.g., a bigram) and only retaining the likely parts of the search 
space (i.e., a set of sentences which hopefully contains the correct sentence). this 
reduced search space can be represented as a list of sentences (an N-best list)  
or, more compactly, as a lattice. the sentences in this list or lattice are rescored 
using a more complex language model, to arrive at the final most likely word 
sequence.

8 Evaluation

Speech transcription is straightforward to evaluate since it is usually possible to 
agree on a ref erence orthographic transcription. the output of a speech recognizer 
may then be aligned to the reference transcription. the quality of the speech  
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recognizer output may then be measured in terms of errors relative to the refer-
ence transcription. Comparisons of this type are referred to as the string edit 
distance in computer science. there are three possible types of error: substitutions, 
insertions, and deletions. For example if the utterance handbook of phonetic sciences 
was transcribed as handbook frenetic sign says, this would usually be measured as 
four errors in total: two substitu tions (phonetic/frenetic; sciences/sign), 1 deletion 
(of ), and 1 insertion (says). Although this is probably the most “natural” alignment, 
an alternative alignment (with three errors, all substitutions) is also possible. the 
alignment is carried out using a dynamic programming algorithm, and the transi-
tion costs implicit in such an algorithm enable a preferred alignment to be found. 
it is also possible to incorporate phonetic, pronunciation, and timing information 
in the alignment process (Fisher & Fiscus, 1993). in practice, researchers use align-
ment procedures with agreed transition costs, and with freely available imple-
mentations such as the US national institute of Standards and technology (niSt) 
sclite software,3 or the HResults tool in the HtK speech recognition toolkit.4

Although it is possible to measure the accuracy of a speech recognizer using 
the percent of words recognized correctly, this measure does not take account of 
insertion errors. the most usually employed metric is the word error rate (WeR), 
which is obtained by summing the three different types of error. if there are N 
words in the reference transcript, and alignment with the speech recognition 
output results in S substitutions, D deletions, and I insertions, the word error rate 
is defined as:

 WeR = 100 · 
( )

%
S D I

N
+ +

 (13)

Accuracy = (100 - WeR)% (14)

in the case of a high number of insertions, it is possible for the WeR to be above 
100 percent.

in the late 1980s the timit corpus (Fisher et al., 1986) was collected and made 
widely available to speech researchers. this is a significant point in the history 
of speech recognition research: timit was a carefully recorded and phonetically 
transcribed corpus including over 600 north American speakers. importantly, the 
data was divided into training and test sets. nearly all research on the timit 
corpus has used this split of data, therefore enabling precise comparisons between 
differ ent approaches, since models developed by different researchers are trained 
on precisely the same data, and tested using the same test data. Since then, the 
development of speech corpora for speech recognition has had a very close rela-
tion to evaluation: many corpora have now been released with corresponding 
evaluation protocols. Since the late 1980s there have been regular benchmark 
eval uations of ASR systems, in domains such as conversational telephone speech, 
broadcast news, and multiparty meetings, using standardized data and evaluation 
protocols. this cycle of evaluation, primarily led by niSt, has given an objective 
basis to speech recognition research and resulted in consistent improvements in 
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accuracy. on the other hand, it has been argued that those techniques that have 
been demonstrated to incrementally reduce word error rate are quickly adopted 
across the research community at the expense of reduced innovation and adven-
ture in research (Bourlard et al., 1996).

9 Discussion

Automatic speech recognition involves transcribing the acoustic signal as a  
sequence of words: it takes no account of the meaning of an utterance, of the  
fact that speech is usually part of a conver sation. Rather than trying to perform 
a complete semantic interpretation of spoken utterances, there has been a recent 
emphasis on rich transcription or the automatic extraction of semantic content  
from speech (Koumpis & Renals, 2005), including the automatic identification  
of entities such as names (makhoul et al., 2000), development of more readable 
transcriptions through automatic sentence segmentation and capitalization (Kim & 
Woodland, 2003), and automatic speech sum marization (Hori & Furui, 2003). Spoken 
dialogue research – which includes speech generation and dialogue planning – is 
an active research area, and many domain-specific systems have been constructed 
(mctear, 2002), with a trend towards the development of systems based on  
statistical machine learning (levin et al., 2000).

in this chapter we have reviewed the techniques, models, and algorithms  
that form the state-of-the-art of ASR. the approaches which dominate the field 
incorporate only very shallow linguistic or phonetic knowledge. the extent of 
know ledge derived from hu man speech processing in current systems includes 
the nonlinear scaling of the frequency axis, and the use of phonemes as basic units 
of speech. many researchers view speech recognition as an engineering challenge, 
in which advances will come through further investigation of statisti cal machine 
learning and digital signal processing. However, the performance gap between 
human and automatic speech recognition is considerable, especially when one 
considers the flexibility and robustness of human speech recognition (lippmann, 
1997). Allen (1994) and Hermansky (1998) have argued that current speech recog-
nizers have an underlying acoustic model that is an order of magnitude less  
accurate than humans (in terms of phoneme recognition accuracy) and that the 
investigation of human speech recognition is an important area for for automatic 
speech recogni tion research. Considering human and automatic speech recog-
nition jointly has become an area of some interest, and is reviewed by Scharenborg 
(2007); however, compelling automatic speech recognition results using models 
inspired by human speech recognition have not yet been obtained.

10 Further Reading

this chapter provides an overview of statistical, data-driven speech recognition, 
outlining the main concepts, and giving a flavor of some of the necessary details 
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that are essential to develop a state-of-the-art system. gold and morgan (2000) 
give an excellent historical perspective on ASR and, together with Huang et al. 
(2001) and Jurafsky and martin (2008), provide a modern and in-depth treatment 
of the area. Jelinek (1998) gives a treatment focused on hidden markov acoustic 
models and n-gram language models.

Rabiner (1989) is a classic tutorial about hidden markov models, with a treat-
ment based on that of Ferguson (1980), which is rather difficult to obtain. Alterna-
tive treatments of hidden markov models, and their associated training algorithms, 
are provided by durbin et al. (1998) and neal and Hinton (1998).

gauvain and lamel (2000) provide a review of large vocabulary continuous 
speech recognition, and Hain et al. (2005) and Chen et al. (2006) are examples of 
current, state-of-the-art systems.

Several freely available (for noncommercial use) open-source software packages 
are available, in particular HtK, the Hmm toolkit, developed at Cambridge  
University (http://htk.eng.cam.ac.uk), and SRilm, the SRi language modelling 
toolkit (www.speech.sri.com/projects/srilm).

noteS

1 Strictly speaking we should write the acoustic and language models as conditioned on 
the form of the generative model: P(X|W, M) and P(W|M).

2 “triphone,” although standard terminology, is a misnomer since a triphone models a 
single phone (and not three phones) in a given left and right context.

3 www.nist.gov/speech/tools.
4 http://htk.eng.cam.ac.uk.
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cochlear implant recipients, 286
motor control, 257–79



 Index 843

development of adultlike patterns, 
269, 271–9

gender differences, 282–3
oral motor reflexes, 256, 257–9

sociophonetic variation, 710–11, 715–16
speech rate, 271–3
voice quality, 57, 178, 180–1, 706

Chinese (Mandarin/Putonghua), 407, 504
coarticulation effects, 625
prosodic features, 535, 605, 612–13, 

615–16, 634–5
dialects, 636–7, 638–9
transcription of, 627

Chinese (Wu), 404, 407, 414, 636–7,  
638–9

Chistovich, L. A., 86, 325, 527, 551, 577
Cho, T., 506, 507, 537, 542, 546–7
Chomsky, Noam, 303, 320, 425, 426, 436
Christophe, A., 506
Cine-MRI, 16–17
Clark, M. M., 610
Classe, A., 553
Clay, J. L., 258
Clements, G. N., 427
Clermont, F., 93–5
clicks, 435, 692, 699
Clifton, C., 493
close-copy stylization, 606–8
Clumeck, H., 340
cluster adaptive training (speech 

recognition systems), 820
CMN (Cepstral Mean Normalization), 

779–80
co-modulation masking release, 464–6
Coanda effects, 59
coarticulation, 316–47

anticipatory coarticulation, 337–40, 341
as coproduction, 335–43
definition, 316, 320, 354
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locus theory, 95–100, 114
lowering, 92
upwards shift, 85–6

F3
coarticulation effects, 95–6f
and consonant identification, 110–11

F3 and F0, 85–7
facial skeleton, life cycle changes, 166–75, 
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Foss, D. J., 491–2
Fougéron, C., 577, 639
Foulkes, P., 710, 721, 723–4, 738
Fourakis, M., 577, 578, 721
Fourier analysis, 764–8

Fourier transforms, 770–3, 777, 779
Fowler, C. A., 320, 335–7, 342, 532
Fox, P. T., 230, 504
frame/content theory, 262, 269–71, 306
Frankel, S. H., 72
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708–10
ethnic and racial differences, 714, 722
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inter-speaker variation (continued)
forensic phonetics, 724, 737
gender differences, 405, 569–70, 707–8, 

711–12, 713f, 714, 723–4, 726
indexical features, 705, 723–5, 738n
and language change, 708, 712, 717–18, 

725–6
modeling of, 796–7
organic variation see organic variation
regional differences, 712–14, 725,  

726–7
second language speakers, 714–15
segmental level, 717–20
singers vs. nonsingers, 365–6
statistical analysis, 733
subsegmental level, 720–1
suprasegmental features, 721–2
tempo, 578–9

interarytenoid muscle, 139, 142–3
intercostal muscles, 47
interference, 285
interferometry, 65
International Cogress of Phonetic Sciences, 

703–4
International Phonetic Alphabet (IPA), 610, 

680–700
description of prosodic features, 691–2
description of voice quality, 694–5
description of vowel quality, 685–7, 

689–90
elaborated chart, 695–700
notation for atypical speech, 694
secondary articulation, 690, 700
symbols, 683f
Unicode values, 684f

intonation, 407–9, 603–44
cross-linguistic comparisons, 625–6
definition, 603–4
downstep, 628, 629, 630–1
final lowering, 628, 630
focal tone, 622
“hat pattern,” 607–8, 609, 617
L-tone scaling, 629–30
measurement of, 604–7
metrical prominence, 638–41
modeling of, 607–8, 614–32, 792–3
perception of, 474
prosodic grouping, 638
research questions, 631–2, 635–6

research studies, 615, 622–4, 625–6, 
630–2, 722

sociophonetic variation, 722
tonal space, 626–32
transcription of, 606, 610–12, 613, 

617–23, 627, 628, 633–4, 643n
and vowel quality, 615

intra-speaker variation, 157, 158f, 159f, 
160–81 see also organic variation

interlocutor effects, 715–16
intracortical microstimulation (ICMS), 

211–12
intrasylvian cortex, 229
inverse filtering, 60, 67, 70, 380–4
IPA see International Phonetic  

Alphabet
IPO (Institute for Perception  

Research) framework, 606, 609,  
611, 627, 784

Iseli, M. H., 395
Ishizaka, K., 69
isochrony, 552–3, 554–7

definition, 552
Isshiki, N., 178
Italian

assimilation patterns, 345–6
coarticulation effects, 322f, 327–9
prosodic features, 507, 555–6, 558, 560

stress, 532, 691
Iverson, P., 726

Jackson, M., 393, 405
Jakobson, R., 425–6
Jalapa de Díaz (Mazatec), 405
Jancke, L., 254
Janse, E., 576–7
Japanese

coarticulation effects, 326f, 327, 337–8, 
345

modeling of, 625, 628–30, 631
paralinguistic variation, 413
prosodic features, 529, 544, 553–4, 555, 

570, 572, 577, 639–40
pitch accent, 147, 504, 535, 610, 

617–22, 625, 628–30, 631, 638
jaw

growth patterns, 169, 171–2
motor control, 266–71, 276–9, 366, 

538–40
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muscles, 255
reflexes, 256–9
relationship with teeth, 169, 173–4, 

184–6, 187f
relationship with tongue height, 9

Jianfen, C., 407
Jiang, J. J., 58
jitter (pitch perturbation), 181, 392
Jones, J., 365–6
Jong, K. J. de, 531, 538
Jongman, A., 405
Joos, M., 323–4, 336
Juang, B.-H., 815
Jun, S.-A., 557, 577, 639
Jung, Y., 437

Kahane, J. C., 175
Karlsson, I., 60
Kato, H., 572
Keating, P. A., 333–4, 546–7, 639–40
Kelly, R. M., 236
Kelso, J. A. S., 357, 362–3, 368
Kennedy, G. A., 637
Kent, R. D., 255, 279, 280–1
Keough, D., 365–6
keratosis, 190f
Kerswill, P., 345, 710, 711, 721, 730
Key, T. Hewitt, 657
Keyser, S. J., 444
Khmer (Chanthaburi dialect), 405
Kiefte, M., 89
Kikuchi, H., 639
Kindaichi, H., 618
King, S., 806
Kiparsky, P., 655
Kirk, P. L., 405
Kirsner, K., 574
Kissine, M., 721
Klatt, D. H., 474, 500, 526, 542, 543, 548, 

785, 787–8, 789
Klatt, L., 785
Kluender, K., 89, 475
Kluin, K. J., 226, 228
Knudsen, E. I., 285, 286
Kohler, K. J., 113, 323, 555, 567, 568, 577
Koiso, H., 570
Kolta, A., 261–2
Konczak, J., 235
Kongo (Niger-Congo language), 612–13

Koopmans-van Beinum, F. J., 560
Korean, 543–4, 546, 557, 639–40
Kozhevnikov, V. A., 325, 527, 551, 577
Kpelle (Niger-Congo language), 668t
Krakow, R., 118, 338
Krane, M. H., 53
Kratochvil, P., 615
Kroos, C., 539
Krull, D., 96, 332, 534–5
Kubozono, H., 641
Kuehn, D. P., 578
Kurowski, K., 114, 116

L-tone scaling, 629–30
L2 acquisition

and sensitive period hypothesis, 284–5, 
286

sociophonetic variation, 714–15
L2 speakers, 566–7, 570, 714–15
labial consonants, 104, 110, 668–9
Labov, W., 707, 709, 714, 715, 717, 718, 

722–3, 726, 738
Lacerda, A. de, 323, 354
Ladd, D. R., 612, 626, 631, 636, 640–1
Ladefoged, P., 396, 404, 405, 435, 530
Lahiri, A., 450
Laine, T., 186
lamina propria mucosa, 139, 140f, 163–4

pathologies, 190f
laminar flow, 43–4, 71–2
language

definition, 301
evolution of, 255, 261–2, 301

language acquisition, 299–310, 360
“articulatory filter” model, 307
babbling, 261–2, 263, 264–5, 276, 279, 

280, 308, 557
child-directed talk, 611, 715–16
cochlear implant recipients, 286
DIVA model, 280, 308–9
early vocal patterns, 304–5, 611
frame/content theory, 262, 269–71, 306
modeling of, 302, 307
Neighborhood Activation model, 310
neural net models, 309–10
and nonspeech motor functions, 259–62
phonetic perspectives, 300–1, 304–8
phonological perspectives, 300, 302–4
preverbal melodies, 611
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language acquisition (continued)
“re-use” hypothesis, 306–7
sensitive period hypothesis, 284–6
social-functional factors, 305
and sociophonetic variation, 710–11, 

715–16
speech motor control, 259–88

babbling, 261–2, 263, 264–5, 279, 
280–1

theories, 279–88
language change, 708, 712, 717–18

actuation problem, 734
perception of, 725–6
theories, 733–5

language pathology see pathology
language typology

stress-timed vs. syllable-timed, 552, 
553–8, 561–2, 567–8

tone vs. stress-accent, 642
Large-Eddy Simulation (LES), 72
laryngography see electroglottography 

(EGG)
larynx, 130–50, 317t

control of phonation, 140–9
control of pitch, 147–9, 364–6
effect of speech rate on movement, 364
life cycle changes, 161–6
modeling of, 685–7, 688–90
nonspeech functions, 130–1
observation techniques, 131–8
pathologies, 190f, 191–3
physiology of, 138–41, 395–6

muscles, 138–40, 162f, 163–6, 395f, 396
raising/lowering, 148–9
research questions, 149–50

lateral consonants, 101–2, 444
lateral cricoarytenoid muscle, 139
lateralization of the brain, 214–15, 220–2 

see also brain
Lathi, B. P., 780
Latina gang girls, 708–9
Laver, J., 156, 195, 395, 399, 400, 722
Law, S., 635
lax voice, 402
lax vowels, 87–9, 90, 539
Laziczius, Gyula, 660
learnability, of languages, 300
Lechtenberg, R., 226
Lee, C.-H., 819–20

Lee, K.-F., 362
Lee, L., 816
left anterior precentral cortex, 221
left inferior precentral cortex, 221
Leggetter, C. J., 820
Lehiste, I., 532, 547, 548, 554, 576, 577
Lemieux, S. K., 231, 238
lengthening see duration
lenition, 638–9
Lenroot, R. K., 254
LES (Large-Eddy Simulation), 72
Leshowitz, B., 475
Levelt, W., 229, 237, 238
lexical stress, 449, 505–6, 531, 557,  

576–7
lexicon

definition, 489
modeling of, 490–8, 502–3
speech recognition systems, 815–16, 

821–2
LF model (voice source model), 785  

see also speech synthesis
Li, B., 635
Li, Z., 616, 618–19
Liberman, A. M., 114
Lieberman, P., 616–17
life cycle changes see organic variation
light register, control of, 140, 147
Liljencrants-Fant (LF) model, 385, 386f
Lin, Q., 791
Lindblom, B., 89, 91, 92–3, 300, 306–7, 

329–33, 337, 524, 527–8, 533–4, 
541–2, 544, 547, 548–9, 577, 578,  
715

linear filtering, 768–9
Linear Prediction (LP), 773–4, 776
linear predictive coding (LPC) analysis, 

382–4
linear systems (signal processing), 762–4
linguistic phonetics, definition, 82
linguolabial articulation, 698
Linville, S., 180
lips, 175, 317

coarticulation effects, 327, 337, 338–40
motor control, 266, 269, 276–9
muscles, 255, 256, 258

Lisker, L., 113
listener perceptions see speech  

perception
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Lisu (Sino-Tibetian language), 407
literature reviews see research studies
Liu, F., 625
LND (Log Normal Distribution), 574
localized hyperarticulation, 538
locus equations, 95–100, 114, 332–3, 533
Löfqvist, A., 100, 145, 361–2, 364
Log Normal Distribution (LND), 574
longitudinal tension, vocal folds, 396
Louisiana Cajun English, 709–10
LoVerme, S. R., 226
Low, E. L., 564–5
low vowels, 437–9
Lowry, G. H., 169
LP (Linear Prediction), 773–4, 776
LPC analysis (linear predictive coding), 

382–4
Lubker, J. F., 340
Lublinskaya, V. V., 86
Luce, P. A., 310
Lund, J. P., 260, 261–2
lungs see respiratory system
Luschei, E., 258
Lyberg, B., 541

Macaulay, R. K. S., 706
MacNeilage, P. F., 261, 262, 306, 355
Maddieson, I., 405, 407, 636, 637
Maeda, S., 55–6
Maekawa, K., 639
magnetic resonance imaging (MRI), 14–21, 

138, 791–2
magnetoencephalography, 217–18
magnitude spectra, 767–8
Mahsie, J., 381
Malécot, A., 114
malocclusion, 184–6, 187f
Mandarin (Chinese) see Chinese 

(Mandarin/Putonghua)
mandible (lower jaw) see also jaw

growth patterns, 169, 171–2
relationship with teeth, 173–4

Mann, V. A., 495
manometers, 41, 62–3
Manuel, S., 334–5
markedness, 303–4
masking, 455–68 see also auditory 

processing
co-modulation, 464–6

masking patterns, 461–2
modulation detection interference 

(MDI), 467–8
profile analysis, 466–7

mastication, 260, 261–2
mastoid process, 168f
Ma’ta (Austronesian language), 535
Matthies, M. L., 338–40
Mattys, S. L., 566–7
Maue-Dickson, W., 161
maxilla (upper jaw) see also jaw

growth patterns, 169, 170f
relationship with teeth, 169,  

173–4
maximum a-posterior adaptation (MAP 

adaptation), 819–20
Mazatec (Jalapa de Díaz dialect), 405
MBROLA method (concatenative speech 

synthesis), 793–4
McChrystal, L., 714
McClean, M. D., 258
McClelland, J. L., 490, 495
McFarland, D. J., 258
McGlone, R., 30
McGowan, R. S., 53, 59, 61, 71
McQueen, J. M., 492, 493–4, 495–6, 499, 

501, 507
MDI (modulation detection interference), 

467–8
measurement

auditory filter, 455–68
brain activity during speech, 217–18

diffusion tensor MRI (DTI),  
254–5

functional magnetic resonance 
imaging (fMRI), 228

positron emission tomography (PET), 
227–8

coarticulation, 316–20, 332–3
facial skeleton, 168f
flow visualization, 56, 65
flowrate, 63–5
normalization of spectra, 45–7, 720, 

779–80
prosodic features, 524–8, 562–8, 570–4, 

604–7
reliability, 566, 616

static pressure, 41, 63
subglottal pressure, 48
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measurement (continued)
vocal tract, 10–31, 730–2

imaging techniques, 10–25, 132–5, 
138, 791–2

limitations of different techniques, 
9–10, 11, 13, 15–16, 19–21, 22–3, 
26–7, 28, 30

point-tracking, 25–8
tongue–palate interaction, 29–31, 730
Ultrasound Tongue Imaging (UTI), 

731–2
voice source

inverse filtering, 60, 67, 70, 380–4
source model matching, 388–9
spectra, 393–5

of voicing, 566
medial compression, 396
Mees, I. M., 708
Mega, M. S., 225–6
Mel-frequency cepstral coefficients, 776–9
memory

superpositional memory, 309
word representation, 502–3

men, voice quality, 178, 179 see also organic 
variation: gender differences

Mendoza-Denton, N., 708–9
mental lexicon

definition, 489
processing models, 490–8, 502–3

menton, 168f
Menzerath, P., 323, 354
Merge model (lexical processing), 490–8
mesiofrontal cortex, 219–20
methodology, 606, 661–2 see also 

measurement
acoustic phonetics, 82, 717–20, 728, 730
aerodynamic models, 68–73
close-copy stylization, 606–8
computer modeling, 302, 607–8, 627–32
description of speech signal, 353–4,  

368, 524–8, 562–8, 604–8, 717–22
reliability, 616

discrete cosine transformation (DCT), 
90–1, 108–9

Fourier analysis, 764–8
Hidden Markov models (HMMs), 795, 

808–13
intracortical microstimulation (ICMS), 

211–12

inverse filtering, 60, 67, 70, 380–4
reliability, 384

laboratory studies vs. fieldwork, 727–30
linear filtering, 768–9
linear predictive coding (LPC) analysis, 

382–4
locus equations, 95–100, 332–3, 533
Log Normal Distribution (LND), 574
masking studies, 455–68
measurement of coarticulation, 316–20
measurement of prosodic features, 

524–8, 562–8, 570–3
reliability, 566, 616

measurement of tone/intonation, 604–7
multidimensional scaling, 85
pairwise variability index (PVI), 563–5
phase plane representation, 368
phase-resetting analysis, 369
principal components analysis (PCA), 

89–90
recording techniques, 382
signal-analysis programs, 604–5, 606–8
sociophonetics, 704–5, 708, 727–33
source model matching, 388–9
spectral parameterization, 53, 105–9, 

393–5, 770–3
speech recognition systems, 806–30

evaluation of, 830–2
speech synthesis, 783–95

concatenation methods, 793–5
rule-based parametric methods, 

783–93
speech variability measures, 271–3, 274, 

411–12
statistical analysis, 733, 807–13, 815, 

824–7
task design, 229, 230–2, 239, 477, 501, 

531, 551, 724–5, 729
cross-spliced stimuli, 500

vocal tract measurement, 66–8
movements during speech, 267–8
reliability, 9–10, 11, 13

vocal tract observation, 131–8
metrical phonology, 551, 559, 621 see also 

rhythmic structure
metrical prominence (tonal stress),  

638–41
Meyer-Eppler, W., 51
microphones, 65
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midsagittal plane, 11, 12, 13f, 25
Miller, J. L., 501
Milner, T., 364
Milroy, L., 729
Milton Keynes English, 710, 711
Minkyu, L., 793
Mirman, D., 494
mispronunciations, 499
Missouri English, 718, 719f
mixed prosody languages, 535, 561,  

565–6
Möbius, I., 631
modal register, 57, 140
modal voice, 396f–400
modulation detection interference  

(MDI), 467–8
Mokhtari, P., 411–12
Moll, K., 324, 578
monkeys

brain structure, 204, 211–15
communication, 202–3, 209–12
motor control, 361

monopoles, 45
Moon, S. J., 330
Moore, B. C. J., 455, 461, 468, 473,  

478, 480
Moore, C., 257, 258, 262, 263–4, 271
Moore, R., 821
Mooshammer, C., 539
morae

definition, 529
duration, 577
mora-timed languages, 552, 553–4, 555, 

561
phrase boundary marking, 544

Morgan, N., 780
morphemes, tonal, 632–6, 637–8 see also 

tones
mother talk

and preverbal melodies, 611
sociophonetic variation, 715–16

motor control, 204, 211–15, 251–88 see also 
brain

babbling, 261–2, 263, 264–5
control of articulators, 253–9, 265–79, 

355–70
coordination, 275–6, 278–9, 282–3, 

359–63, 366–70
effects of disease and/or trauma, 218–27

equilibrium-point model, 361, 369
functional synergies, 275–6
inverse problem, 359–61
learning effects, 276–9, 360–1
limbs, 276, 358–9, 360, 361
modeling of, 239–41, 363, 367–70
motor loop, 225, 235–6, 240f
nonspeech functions, 259–62, 276, 

287–8, 356
power grip performance, 287–8
preferred rate of activity, 550–1
role of sensory/auditory feedback, 260, 

283–4, 355
sensitive period hypothesis, 284–6
speech perturbation studies, 356–8, 

362–3, 368, 369–70
stored commands, 282, 283–4
synergies, 275–6, 278–9, 362–3

motoric planning theory, 541
Moulines, E., 793–4
MRI (magnetic resonance imaging), 14–21, 

138, 791–2
mucosa epithelium, 139, 140f, 164

pathologies, 190f
Muellbacher, W., 223
Mullenix, J. W., 503
multidimensional scaling, 85
multilingual speech synthesis, 795–6
multimodal synthesis (talking heads), 

797–8
Munhall, K., 357–8, 364
Munro, M., 570
Murdoch, B. E., 31
muscles

fiber interdigitation, 16
larynx, 138–40, 162f, 163–6, 317t, 395f, 

396
control of phonation, 141–9
control of pitch, 147–9

modeling of, 361–2
orofacial structure, 175, 255, 317t

reflexes, 256–9
synergies, 275–6, 278–9, 362–3

n-gram models, 824–7
Nadas, A., 817, 827
Nakajima, S., 794
Nakatani, L. H., 549, 554–5
Napadow, V. J., 18–19
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NAQ (normalized amplitude quotient), 
393

Narayanan, S., 69–70
nasal cavity, growth patterns see teeth
nasal consonants, 302–3

acoustic structure, 113–16, 405, 440–4
assimilation patterns, 668–9
coarticulation effects, 317–20, 338, 340–1
definition, 83
modeling of, 440–4
perception of, 114

nasalization, 115, 116–18, 442, 698
assimilation patterns, 334
coarticulation effects, 320–1
definition, 83

nasion, 168f
nasopharynx, 174
Nathan, E., 726
nativist theory, 662
natural frequency (resonance), 758
nature–nurture debate, 299–300
Navier-Stokes equations, 72
neighborhood density, 310

definition, 91
nerds, 709
Nespor, M., 560
neural networks, 279–80 see also cerebral 

networks
modeling of, 309–10
use in speech synthesis, 789

neuroplasticity, and sensitive period 
hypothesis, 284–6

Neville, H. J., 286
New Zealand English, 722
Newcastle English, 708, 710, 716
Newell, K. M., 276, 278
Newman, J. E., 492
Ní Chasaide, A., 412–13
Niedzielski, N., 726
Niitsu, M., 18
Nishinuma, Y., 555
Nittrouer, S., 111
Nobiin Nubian, 667
nodules (vocal nodules), 190f
Nolan, F., 345, 565, 721
nonhuman species

brain structure, 209–15, 260, 468
communication, 202–3
cranial nerves, 213–14

Nooteboom, S. G., 525, 548, 577, 606
Nord, L., 544
normalized amplitude quotient (NAQ), 

393
Normandin, Y., 817
Norris, D., 490, 492, 494, 496–7, 501, 508
Northern Cities Shift (Northern Cities 

Vowel Shift), 718
Norwich English, 414, 707–8
notation see transcription
notched-noise method, 457–9
Nubian, Southern, 667
nuclear accent, 531, 576–7
Nygaard, L. C., 503, 726
Nyquist frequency, 769–70

oblique plane, 11, 12f
obstruents, 102–13, 439–40, 666–8

modeling of, 444–5
off-frequency listening, 456
Ohala, J. J., 49–50, 320, 550–1, 614, 617, 664
Öhman, S. E. G., 93, 364, 631
Olive, J. P., 794
Oller, D. K., 542, 549
open bite, 185, 187f
open quotient (OQ), 391
open vowels, 87
Oppenheim, A. V., 780
optimality theory (OT), 303
Optotrak, 28
organic variation, 155–96

age differences, 175–6, 178, 179–80, 181, 
414, 569–70, 710–11, 737

definition, 155–6
effects of disease and/or trauma, 158–9, 

167, 188–93, 218–27, 414–15f
hearing loss, 365–6, 570
laryngeal disorders, 190f, 191–3

gender differences, 157, 161–3, 166, 169, 
170f, 176, 178–80, 181, 269, 282–3, 
627–8

genetic/environmental differences, 
157–8, 163, 167, 182–8

Down syndrome, 186, 188
malocclusion, 184–6, 187f

life cycle changes, 157, 158f, 159f, 160–81
birth to puberty, 175, 259, 271–9
influence of environmental factors, 

182–3
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maturity to senescence, 176
phonetic effects of, 176–81
puberty to maturity, 176

modeling of, 627–8, 796–7, 819–20
research questions, 195
speech perception, 195–6
and voice quality, 414–16

orifice tone (whistling), 62
orofacial structure

life cycle changes, 166–75, 271–9
motor control, 251–88

articulators, 265–79
babbling, 261–2, 263, 264–5
learning effects, 276–9
nonspeech functions, 259–62
research studies, 253–5, 257–88, 305
in subhuman primates, 211–15
verbal vs. nonverbal movements, 

238–9
research studies, 257–79, 537–40
sensory receptors, 256

Ortega-Llebario, M., 534
orthodontic treatment, effect on speech 

production, 184
orthographic notation, 679
Os, E. den, 532, 558, 560
oscillation/feedback (aerodynamics), 44–5, 

56–62
oscillator model (motor control), 363
O’Shaughnessy, D., 449, 555, 793
Ostendorf, M., 806, 822
output constraints hypothesis, 334–5
overbite, 185, 187f
overlapping innervation wave theory, 323–4

Paccia-Cooper, J., 542
pairwise variability index (PVI), 563–5
palatal consonants, 693
palatalization, 344
palate, 12, 169, 170f, 730
palatoalveolar consonants, 693
Pamies-Bertran, A., 553
Panjabi-English speakers, 714, 715
Papiamentu (Creole language), 535
Papoušek, H., 611
Pappas, P. A., 711
para-sagittal plane, 11, 12f
paralinguistic variation, 409–13

modeling of, 797

parallel synthesizers, 788, 791
parametric source models,  

384–5, 387f, 783–93  
see also speech synthesis

Parent, A., 225
Parkinson syndrome, 218, 224, 232
particle velocity, 64–5, 67–8

definition, 42
pathology, 158–9, 167, 188–93

effect on pitch control, 570
effect on tempo, 365–6
effect on voice quality, 414–15f
modeling of, 60
motor control, 218–27
notation for atypical speech, 694
research questions, 149
and sociophonetic variation, 736

Patra Greek, 711
Pattern Extension (tone sandhi)  

processes, 636–7
Pattern Playback experiments, 84, 85–6
Patterson, R. D., 455, 457
pause, 573–5
Payne, E. M., 691
PCA (principal components analysis), 

89–90
Pearce, D. J. B., 792
Pelorson, X., 56, 68, 71
Peng, S., 286
perceptual center, 554
perceptual dialectology, 725
Perceptual Linear Prediction (PLP), 779
perioral reflex, 258
Perkell, J. S., 280, 338–40
Perrier, P., 540
Peterson, G. E., 576
pharyngeal consonants, 695, 697
pharynx, 174
phase plane representation (relative 

timing), 368
phase shift, 760–1
Philadelphian English, 726
phonemic restoration, 492–3
phonetic features, 425–47

articulator-free vs. articulator-bound, 
428–9, 430, 445–7

control of phonation, 140–9
definition, 425–47
modeling of, 447–50, 604–8
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phonetic features (continued)
phone models, 815–17  

see also speech recognition systems
phonetic notation see transcription
phonetic universals, 320–1
phonetics, 653–72n

definition, 654, 655
history of, 655–62
methodology, 661–2
and psycholinguistics, 660–1
relationship with other disciplines, 

662–4
relationship with phonology, 658–69
relationship with sociophonetics, 735
research questions, 653–4, 662–3
“taxonomic” vs. “scientific” methods, 

661
phonological contrasts, 425–7

cross-linguistic comparisons, 431, 504–6
voice quality, 403–6

enhancing gestures, 443, 447–8
redundancy, 448
suprasegmental features, 503–6 see also 

lexical stress; tone languages
phonological features, 608–10
phonological reduction, 91
phonology, 653–72n

definition, 654–5
history of, 655–62
Prague School, 659–60
and psycholinguistics, 660–1
relationship with other disciplines, 

662–4
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