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Abstract: This paper discusses recent progress that has been made in the understanding of the electronic structure

and bonding situation of carbon monoxide which was analyzed using modern quantum chemical methods. The new

results are compared with standard models of chemical bonding. The electronic charge distribution and the dipole

moment, the nature of the HOMO and the bond dissociation energy are discussed in detail.
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Introduction

Describing the electronic structure of, and the nature of the bond

in, carbon monoxide in terms of simple bonding models is not a

trivial task because of the unusual chemical and physical proper-

ties of the molecule, the only monocoordinated carbon compound

that is stable under normal conditions. It has been called ‘‘an iso-

lated embarrassment for introductory chemistry teachers,’’1 and it

exhibits several surprising features: (i) the triple bond between

the atoms is a very unusual atomic valence state for both atoms

but particularly for oxygen; there is also a mismatch between the

formal oxidation states of the atoms (þ2 for carbon and �2 for ox-

ygen) and the triple bond; (ii) the dipole moment of the molecule

is small (0.11 D)2 with the negative end at the carbon atom

although carbon is clearly less electronegative than oxygen; (iii)

the bond dissociation energy (BDE) of CO (255.7 kcal/mol) is sig-

nificantly higher than that of isoelectronic N2 (225.1 kcal/mol)3;

(iv) the carbon–oxygen bond in CO becomes stronger when the

carbon atom forms a � bond with another atom but becomes

weaker when the oxygen atom forms a � bond with another atom.

Modern textbooks of general and inorganic chemistry gener-

ally offer the standard explanations (vide infra) for findings (i)–

(iv) if they are explained at all. However, the bonding properties

of CO as ligand in transition metal (TM) chemistry, where car-

bonyl complexes are a ubiquitous class of compounds, have re-

cently been the focus of extensive experimental and theoretical

studies which have shed new light on the chemical behavior of

this important molecule.4–8 The new findings challenge some of

the standard textbook explanations. Also, the nature of the chemi-

cal bond in CO and the reason why its BDE is larger than that of

N2 have recently been reinvestigated (the details of the calcula-

tions are given in ref. 9). It thus seems appropriate to review the

recent quantum-chemical investigations of the chemical bonding

in CO which help to build a bridge between the physical proper-

ties of CO and the heuristic bonding models which are used as

pedagogical tools in chemistry courses and textbooks.

Electronic Structure, Charge Distribution, Dipole

Moment, and Chemical Reactivity

A very useful starting point for a discussion of the electronic

structure of CO is the electron density distribution �(r) which

gives important information about the topography of the elec-

tronic charge in the molecule. Pioneering studies by Bader10 have

shown that essential features of the electronic structure are nicely

revealed when the second derivative of the charge distribution

!2�(r), which is called the Laplacian distribution, is used for the

analysis of the bonding situation. The Laplacian distribution indi-

cates local areas where the electron density is concentrated

(!2�(r) < 0) and areas where the charge is depleted (!2�(r) >
0). Figure 1 shows the Laplacian distribution of CO which was

calculated at the B3LYP/6-31G(d) level.

It becomes obvious that the topography of the electronic charge

distribution at the carbon atom is very different from that of the

oxygen atom. The contour line diagram of !2�(r) indicates that

the electronic charge at the latter atom has a spherical shape in the

three-dimensional space, while the carbon atom has a rather aniso-

tropical charge distribution. In particular, there is a droplet-like
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appendix of charge concentration (!2�(r) < 0, solid lines) at the

carbon atom pointing away from the oxygen atom which can be

identified with � charge, i.e. it comes from orbitals having � sym-

metry. In contrast to this, there are areas of charge depletion

(!2�(r) > 0, dashed lines) at carbon in a direction which is

orthogonal to the C��O bond path. The latter can be identified with

a ‘‘hole’’ in the � charge-distribution at the carbon atom. It is

tempting to correlate the shape of the Laplacian distribution of CO

with its chemical behavior, i.e. carbon monoxide being a � base

and a � acid. This judgement would be rash, however, because

the chemical reactivity of a molecule is mainly determined by its

valence electrons and less by the total electron density distribution.

In particular, the electrons in the frontier orbital(s) play a special

role for the chemical reactivity.11 In CO, the charge concentration

at carbon coincides with the spatial extension of the HOMO which

is mainly a lone pair orbital at carbon (see below) while the �*
LUMO coincides with the area of charge depletion. However,

there are cases where the shapes of the frontier orbitals do not

agree with the topography of the charge distribution.

The topography of the total electron density distribution deter-

mines the dipole moment of a molecule. The Laplacian distribu-

tion shown in Figure 1 illustrates nicely why the negative end of

the dipole moment of CO is at the carbon atom. The area of elec-

tronic charge concentration (!2�(r) < 0) at the carbon atom is

rather far away from the nucleus which yields a significant com-

ponent of the total dipole moment. The area of charge concentra-

tion at oxygen is much closer to the nucleus which induces a

smaller dipole component towards the oxygen end. We want to

point out that the dipole moment is determined by the charge dis-

tribution �(r) and not by the Laplacian distribution !2�(r). The
distribution of !2�(r) is a sensitive probe, however, for the ani-

sotropy of �(r) which therefore helps to understand how the

charge distribution yields a dipole moment.

It is important to realize that the dipole moment is a vector

quantity, not a scalar quantity. This means that the shape of the

electronic charge distribution may be more important for the

dipole moment than the size of the atomic charge. The thick line

in Figure 1 which crosses the C��O bond path at the bond critical

point separates the atoms in the molecule in a mathematically

well defined way.* The line denotes the so called zero-flux sur-

face which defines the atomic basins of C and O. Integration of

the electronic charge over the atomic basins give the total atomic

charges of CO. The calculation gives rather large atomic charges

where the carbon atom is positively charged with q(C) ¼ þ1.33e.

Other charge partitioning methods give smaller absolute values

but they all agree that the carbon atom in CO carries a positive

partial charge. It is misleading to use the atomic partial charge q
as an indicator of the dipole moment because q is a scalar quan-

tity which has no information about the topography of the charge

distribution. Since the topography of the electronic charge distri-

bution is also very important for the chemical reactivity, caution

should be employed when the atomic charges are used for an

interpretation of chemical reactivity.

Further insight into the electronic structure of CO can be

obtained when the molecular orbitals of the molecule are ana-

lyzed. Figure 2 shows the occupied core and valence MOs of car-

bon monoxide. Table 1 gives the calculated dipole moment con-

tributions of each MO. They have been obtained by freezing the

orbital coefficients of the respective occupied MO, deleting the

other MOs and then calculating the remaining CO12þ species.

The sum of the orbital components gives the total dipole moment

� ¼ 0.18 D which is in very good agreement with the experimental

value � ¼ 0.11 D.2 Note that the calculation gives the right direc-

tion of the dipole moment, i.e. the positive value indicates that the

carbon atom carries its negative end. The 1� and 2� core orbitals

have large dipole moments because the electrons are localized at

the oxygen and carbon atom, respectively. All valence orbitals

except the 7� HOMO have negative dipole moments which means

that the electronic charge is distorted in such a way that the nega-

tive end of the dipole moment is at the oxygen atom. Without the

HOMO the calculated dipole moment of CO would be � ¼ �8.03

D. The calculations demonstrate nicely that it is the very strong

dipole moment component of the lone-pair HOMO (� ¼ 8.21 D)

which shifts the total dipole moment of CO towards having the

negative end at the carbon atom. Inspection of the shape of the 7�
HOMO shows a large area of charge concentration at the carbon

atom pointing away from oxygen.

The topography of the electronic charge concentration of a

molecule determines not only its dipole moment, it is also rele-

vant for its chemical reactivity. It is known from frontier orbital

theory11 that the energy level and the shape of the frontier orbitals

Figure 1. Laplacian distribution of CO. Solid lines indicate areas of

charge concentration (!2�(r) < 0) while dashed lines show areas of

charge depletion (!2�(r) > 0).

*At a bond critical point the first derivative of the electronic charge !�(r) is
zero, while the second derivative !2�(r) along the internuclear axis is positive

and the values of the other two second derivatives in the plane which is per-

pendicular to the internuclear axis are negative, i.e. � is a minimum in one

direction and a maximum in the other two directions. For further details see

ref. 9.
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determine how a molecule reacts in orbital-controlled reactions

and how it may bind to other atoms or molecules. The arguments

given above suggest that CO should react with electrophilic re-

agents as a nucleophilic agent through its �-donor orbital and that

it should preferentially bind through its 7� HOMO to electron-de-

ficient species. There is ubiquitous experimental evidence for this.

However, this behavior can only be understood when the topo-

graphical property of the electron density distribution of CO is

Figure 2. Occupied core (1,2) and valence (3,7) molecular orbitals of CO.
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considered but not the atomic partial charge. Otherwise, the reac-

tivity and bonding property of carbon monoxide can be misinter-

preted. A very common mistake which is found in the literature is

to equate atomic partial charges with nucleophilic or electrophilic

behavior of that atom in a molecule. For example, it was claimed

that the carbon atom of CO in the positively charged hexacarbon-

yls [Os(CO)6]
2þ and [Ir(CO)6]

3þ is electrophilic rather than nucle-

ophilic because the calculated atomic partial charge of carbon is

more positive than that of the metals.5,12 The authors failed to rec-

ognize the pivotal influence of the topography of the electronic

charge distribution.

Is the 7s HOMO of CO Bonding or Antibonding?

The chemical bonding of CO in TM carbonyl complexes is usu-

ally described in terms of the Dewar–Chatt–Duncanson bonding

model which suggests synergistic donation from the 7� HOMO

of CO into an empty � orbital of the metal and backdonation from

an occupied d(�) orbital of the metal into the empty �* orbital of

CO (see Fig. 3).13 Numerous theoretical studies support the bond-

ing model.8,14

The C��O stretching frequencies of most metal carbonyls are

shifted to lower wavenumbers relative to free CO. This can be

explained with the M(�)?CO(�*) backdonation which weakens

the C��O bond. The M(�*)/CO(�) donation has less influence

on the C��O stretching mode.15 However, there is a class of

metal carbonyls called ‘‘nonclassical’’ which have C��O stretch-

ing frequencies that are shifted to higher wavenumbers compared

with free CO.4 Nonclassical behavior is found when the metal

atom carries a positive charge which diminishes the M(�)?
CO(�*) backdonation. Thus, the shift to higher stretching fre-

quencies in nonclassical carbonyls might be explained in terms of

M(�*)/CO(�) donation. A simple molecule where only �-bond-
ing with CO is possible is the formyl cation HCOþ which has a

C��O stretching frequency that is significantly higher (2245 cm�1)

than in free CO (2143 cm�1). The larger wave number suggests

that C��O bonding in HCOþ is stronger than in free CO which is

in agreement with the shorter C��O bond length in the former mol-

ecule (1.1047 Å) than in the latter (1.1283 Å).3,16 The cation COþ

has also a higher stretching mode (2214 cm�1) and a shorter bond

(1.1151 Å) than CO.3 Why does � charge donation from CO shorten

the bond and increase the frequency of the stretching mode?

A straightforward explanation would be that the 7� HOMO is

antibonding. Removal of electronic charge from an antibonding

orbital should yield stronger bonding which would explain the ob-

served shift of the C��O stretching mode in �-only bonded CO.

Indeed, this explanation is used in textbooks17 and in the recent lit-

erature.7c Visual inspection of the shape of the 7� HOMO does not

support the notion of an antibonding character, however. Figure 2

shows that there is no node between the oxygen and carbon atom

in the orbital. To analyze the overall contributions of the 2s and

2p(�) AOs of carbon and oxygen to the � orbitals we calculated

the size of their overlap integral values at different distances rC��O.

A graphical display of the plotted values are shown in Figure 4.

It becomes obvious that, at the equilibrium distance, the maxi-

mum value of the overlap of the � orbitals has not yet been re-

ached. The value for the total � overlap (1.51) is the sum of the

contributions from the overlaps of the s-s (0.43), s-pz (0.51 and

0.40), and pz-pz (0.17) orbitals where z is the molecular axis. The

latter value is rather small because the pz orbitals are partially

overlapping in the antibonding area, but the overlap is still posi-

tive. Note that the value of the � overlap (2 � 0.35 ¼ 0.70) is less

than half of the � overlap (1.51).

Where does the statement about the antibonding nature of the 7�
HOMO come from? It is interesting to examine the reasonings

which are given in the literature. In the textbook Orbital Interac-
tions in Chemistry by Albright, Burdett, and Whangbo it is shown17a

that the 7� HOMO of CO can not reliably be constructed from the

atomic orbitals using perturbation theory because the energy levels

of the 2s AO of carbon and the 2s AO of oxygen are nearly degen-

erate. The orbital can only be calculated using variational princi-

ples. The authors then say that the antibonding nature of the 7�
HOMO of CO becomes obvious through the shift of the C��O

stretching frequency towards lower wavenumbers when one elec-

tron is removed from the orbital yielding the radical cation COþ.
However, the argumentation does not consider alternative explana-

tions for the frequency shift which are in agreement with the shape

of the 7� HOMO of CO.

A theoretically better founded reasoning for the stated anti-

bonding nature is given in the recent literature where the Mulliken

Figure 3. Schematic representation of the Dewar–Chatt–Duncanson

donor–acceptor bonding model for CO.

Table 1. Orbital Components to the Total Dipole Moment

of CO at BP86/6-311þþG(3df, 3pd).a

Orbital Bond moment

MO 1 � �4.67

MO 2 � 6.23

MO 3 � �1.57

MO 4 � �4.52

MO 5 � �1.75

MO 6 � �1.75

MO 7 � (HOMO) 8.21

S 0.18 (exp. 0.11)

aValues in Debye. Positive values indicate that the negative end is at the

carbon atom. The origin of the CO12þ ion is chosen at the position where

the dipole moment of the nuclei becomes zero. The orbital components

were calculated with nuclear charges which are scaled by 6/7 (carbon)

and 8/7 (oxygen). This leads to orbital components of the dipole which af-

ter summation give the total dipole moment of the neutral molecule which

is origin independent.
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overlap population of the orbital is used which has a negative

value for the 7� HOMO.7c However, the authors report in the

same publication that the 7� HOMO of N2 has also a negative

overlap population. The N��N bond length of N2
þ (1.116 Å) is

longer than in free N2 (1.098 Å) and the stretching mode in the

cation (2207 cm�1) is shifted to lower wavenumber compared

with dinitrogen (2359 cm�1) which does not agree with an anti-

bonding nature of the HOMO.2

A strong argument against an antibonding nature of the 7�
HOMO of CO comes from theoretical studies which investigate

the change of the C��O distance when a proton Hþ or a positive

point charge Qþ, which does not have an empty orbital,

approaches the molecule from the carbon or from the oxygen

end.6 Figure 5 displays the change of the C��O bond lengths for

the different approaches.

Two points are noteworthy when Figure 5 is examined. (a)

The C��O interatomic distances decreases when Hþ or Qþ ap-

proach the carbon atom of CO but the bond length increases when

they approach from the oxygen end. (b) At the equilibrium distan-

ces, the C��O bond shortenings in HCOþ and QCOþ are nearly

identical and also the C��O bond lengthenings in COHþ and

COQþ are essentially the same. The latter finding shows that the

change in the C��O bond length is not caused by any charge don-

ation from CO to Hþ but rather by an inductive charge effect.

An explanation for the above findings is given by comparison

of the calculated polarization of the C��O valence orbitals in free

CO with those in HCOþ, QCOþ, COHþ, and COQþ. To facilitate

the comparison we use the natural bond orbitals (NBO) of the mol-

ecule which show for CO the familiar picture of a �-bonding and

degenerate �-bonding MO besides lone-pair orbitals at carbon and

oxygen. The NBO picture thus supports the Lewis structure

(�)|C:O|(þ) for CO which obeys the octet rule. Table 2 shows

that the �-bonding MO (relative weight carbon to oxygen 27:73)

and the degenerate �-bonding MO (24:76) are as expected strongly

localized toward the oxygen atom because oxygen is more electro-

negative than carbon. The polarization becomes less in HCOþ and

QCOþ because the positively charged species attracts electronic

charge from CO. The opposite effect is found in COHþ and

COQþ. Here the polarization towards oxygen increases because

electronic charge is further shifted due to the positively charged

species which is bonded to oxygen. Figure 5 and Table 2 show that

this is a purely electrostatic effect which has nothing to do with the

formation of a � bond H��COþ and CO��Hþ because the same

effect is caused by the orbital-free species Qþ. The top of Figure 5

shows a qualitative illustration of the effect which leads to a C��O

bond shortening in HCOþ and QCOþ and a bond lengthening in

COHþ and COQþ. Note that the sketch on top of Figure 5 illus-

trates the polarization of the � orbital. Table 2 shows that the

same polarization is found for the � orbitals. The electrostatic

effect enhances the bonding overlap in the former species and re-

duces it in the latter. The increase in the C��O stretching fre-

quency in �-bonded species XCO with electron-deficient species

X is caused by the change in the polarization of the C��O bond-

ing orbitals. The 7� HOMO is a weakly bonding orbital whose

bonding character is enhanced by the change of the polarization

in HCOþ and QCOþ.
The arguments given above suggest that the C��O bonding in

HCOþ and QCOþ becomes more like in N2 which has a nonpolar

Figure 4. Plot of the overlap integrals Sij of the 2s and 2p valence AOs of carbon and CO at different

interatomic distances rC��O. The reference value of Dre at 0.0 is the equilibrium distance.
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bond with maximum overlap of the � and � overlap. Dinitrogen

has indeed a shorter bond (1.0977 Å) than CO (1.1283 Å).3 It

has also a larger overlap of the � (1.58) and � (0.74) orbitals

than carbon monoxide, but it was said already that the BDE of

N2 is smaller than the BDE of CO. The reason for this will be

discussed in the next section. Here we want to point out that the

shorter C��O bond and the higher stretching frequency of

HCOþ compared with CO does not mean that the C��O bond

energy of the former molecule is higher than that of the latter.

Indeed, the experimental value for the BDE of HCOþ yielding

CHþ þ O is Do ¼ 250.1 kcal/mol which is less than the BDE

of CO (255.7 kcal/mol).18 (The BDE of HCOþ was calculated

from the experimental values for the heats of formation:

DHf
0(HCOþ) ¼ 197.3 kcal/mol; DHf

0(CHþ) ¼ 387.8 kcal/mol;

DHf
0(O) ¼ 59.6 kcal/mol.18)

The Nature of the Bonding in CO and a

Comparison with Isoelectronic N2 and BF

The nature of the chemical bonding in CO is usually considered

in terms of covalent interactions, which consists of a � bond and

a degenerate � bond which are polarized towards the more elec-

tronegative oxygen atom. Since the orbital overlap in hetero-

atomic CO is smaller than in homoatomic N2, it follows that the

covalent attraction in CO should be weaker than in dinitrogen.

However, carbon monoxide has a significantly stronger bond (Do ¼
255.7 kcal/mol) than dinitrogen (Do ¼ 225.1 kcal/mol).3 The

standard textbook explanation for the stronger bond of CO goes

back to Pauling19 who suggested that heteroatomic covalent bonds

are additionally stabilized by ionic contributions which in case of

CO were estimated to be ~48 kcal/mol.20 Without the ionic contri-

bution, the chemical bonding in CO would be weaker than in N2.

But if this argument is true, why is it that the more polarized bond

in isoelectronic BF is weaker than those of N2 and CO?

There is an energy decomposition analysis (EDA) available

which helps to address the above question.21 According to the

EDA method, the BDE DE (which is equal to �De using the con-

ventional term) between two atoms or fragments A and B is parti-

tioned into several contributions which can be identified as physi-

cally meaningful entities. First, DE is separated into two major

components DEprep and DEint:

�E ¼ �Eprep þ�Eint (1)

DEprep is the energy which is necessary to promote the fragments

A and B from their equilibrium geometry and electronic ground

state to the geometry and electronic state which they have in the

compound AB. Since the fragments of CO are carbon and oxygen

atoms in the triplet ground states, DEprep is zero in our case. DEint

is the instantaneous interaction energy between the two fragments

in the molecule. The latter quantity is the focus of the bonding

analysis. The interaction energy DEint is divided into three main

components:

�Eint ¼ �Eelstat þ�EPauli þ�Eorb (2)

DEelstat gives the classical electrostatic interaction energy between

the fragments which are calculated with a frozen electron density

distribution in the geometry of the complex. DEPauli gives the re-

pulsive interactions between the fragments which are caused by

the fact that two electrons with the same spin can not occupy the

same region in space. The term comprises the four electron desta-

bilizing interactions between occupied orbitals. The stabilizing

orbital interaction term DEorb which can be identified with cova-

lent bonding is calculated in the final step of the bonding analysis

when the orbitals relax to their final form, i.e. when the occupied

and the vacant orbitals of the fragments mix. The latter term can

be further partitioned into contributions by orbitals which belong

to different irreducible representations of the point group of the

interacting system. In case of CO the DEorb term can be partitioned

into contributions of � and � orbitals. Further details about the

method have been described in the recent literature.22 Reviews

with a discussion of EDA results of chemical bonds have also re-

cently been published.23

Figure 5. (Top) Effect of a positive charge on the polarization of the

� HOMO of CO. The same effect is found for the �-bonding orbital

of CO. (Bottom) Plots of calculated distances for HCOþ, QCOþ,
COHþ, and COQþ (Qþ is a unit point charge; all species were con-

strained to be linear). The leftmost point for each species represents

the equilibrium geometry. The dashed line at 1.151 Å represents the

C��O distance in free CO at this level of theory. All calculations

were done at MP2/6-31G(d). The data are from ref. 6b.
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Please note that the electrostatic interaction energy DEelstat

must not be identified with ionic bonding. While purely ionic

bonding in ionic crystals can be described in terms of classical

electrostatic interactions, nonpolar bonds have usually also large

contributions from classical electrostatic attraction. In 1986,

Spackman and Maslen calculated the strength of the classical elec-

trostatic interaction DEelstat in 144 diatomic homoatomic and hetero-

atomic molecules.24 They found that, in 143 molecules, electrostatic

attraction is very strong and that DEelstat may sometimes be larger

than the BDE. The only diatomic molecule where DEelstat was found

to be very small is H2. It is a myth that classical electrostatic attrac-

tion between the interpenetrating charges of neutral atoms which

are bonded by a nonpolar bond is weak or even absent.

Table 3 gives the EDA results for N2, CO, and BF using gradi-

ent corrected DFT at the RPBE/TZP level of theory.9 For didacti-

cal purposes we discuss first the results for dinitrogen which have

been obtained by calculating the interaction energies between the

nitrogen atoms in the 4S ground state (Fig. 6a). The total interac-

tion energy is DEint ¼ �232.2 kcal/mol which, after adding the

zero-point energy contributions, gives a calculated BDE Do ¼
228.8 kcal/mol that is in very good agreement with the experi-

mental value Do ¼ 225.0 kcal/mol. The classical electrostatic

contribution to the nitrogen–nitrogen bonding in N2 is DEelstat ¼
�308.5 kcal/mol, which is even bigger than the BDE. The covalent

contributions to the bonding DEorb ¼ �715.4 kcal/mol are very

large but the Pauli repulsion DEPauli ¼ 791.7 kcal/mol is even

larger. If electrostatic interactions would be ruled only by classical

laws the chemical bond in N2 would be much shorter than it really

is.25 (In ref. 23 it is shown that N2 would have an equilibrium dis-

tance of ~0.85 Å if the interatomic forces would obey classical

laws of electrostatic forces. A further discussion of this is also

given in ref. 25.) The EDA results indicate that the covalent bond-

ing in N2 comes from 65.7% � bonding and 34.3% � bonding.

The arrangement of the oxygen and carbon atoms in their

electronic ground state (3P) yielding CO is not as clear as for N2.

Figures 6b and 6c show two possibilities. The orientation of the

atoms which is given in Figure 6b agrees with the symmetry-

allowed dissociation path since the electronic structure of carbon

and oxygen atom has C?v symmetry with respect to the molecu-

lar axis. This means that the C��O � bond comes from donor–

acceptor interactions while the degenerate � bond comes from

electron-sharing interactions. Figure 6c shows another arrange-

ment where the electronic structure has only C2v symmetry. The

latter model for the bond formation has electron-sharing interac-

tions for the � bond while the two components of the � bond con-

sist of one donor–acceptor bond and one electron-sharing bond.

Although the latter arrangement does not agree with the overall

symmetry along the bond formation pathway we also carried out

EDA calculations for the C2v approach.

The calculations give a higher BDE for CO Do ¼ 255.4 kcal/

mol which is in excellent agreement with the experimental value

Do ¼ 255.7 kcal/mol. What does the EDA say about the reason for

the stronger bond than in N2? We first discuss the EDA results for

the C?v arrangement of the atomic electronic structures (Fig. 6b).

Table 3 shows that the classical electrostatic attraction in CO is

DEelstat ¼ �240.0 kcal/mol which is much less than in N2! The ex-

Table 2. NBO Localized Orbital Analysis of the Valence Orbitals of CO at MP2/6-31G(d).a

Moleculeb Bond AB Occc Polar. A:B Hybr(C)d Hybr(O)d

CO CO(�) 1.98 27:73 24:75:0.5 44:55:0.7

CO(�) (2x) 1.95 24:76 0:99:0.7 0:100:0.4

C(LP) 1.97 78:22:0.0

O(LP) 1.98 56:44:0.1

HCOþ CO(�) 1.98 32:68 42:58:0.2 40:60:0.6

CO(�) (2x) 1.94 30:70 0:100:0.5 0:100:0.5

HC(�) 1.98 33:67 59:41:0.1

O(LP) 1.98 60:40:0.1

QCOþ CO(�) 1.98 31:69 39:61:0.3 42:57:0.7

CO(�) (2x) 1.94 30:70 0:100:0.4 0:100:0.5

C(LP) 1.98 60:40:0.2

O(LP) 1.98 58:42:0.1

COHþ CO(�) 1.98 22:78 20:80:0.7 55:45:0.3

CO(�) (2x) 1.96 15:85 0:99:1.2 0:100:0.1

C(LP) 1.97 82:18:0.0

OH(�) 1.98 86:14 45:55:0.1

COQþ CO(�) 1.98 23:77 21:79:0.7 53:47:0.3

CO(�) (2x) 1.96 16:84 0:99:1.1 0:100:0.1

C(LP) 1.97 82:18:0.0

O(LP) 1.98 46:54:0.2

aData are taken from ref. 6b.
bQCOþ and COQþ mean that a positive point charge Qþ is attached to the carbon or oxygen end at the equilibrium distance.
cOccupation of the localized NBO orbital.
dHybridization in % s, p, and d character of the hybrid orbitals; all delocalizations to other atoms are below 0.6%.
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planation for the stronger bond of CO in terms of ionic contribu-

tions is not supported by the calculations. The strength of the

attractive covalent term for CO DEorb ¼ �594.2 kcal/mol is also

less than in N2. The EDA data for CO(C?v) indicate that carbon

monoxide has a larger BDE than dinitrogen although the attractive

forces in CO are weaker than in N2. The higher bond energy of

CO compared with N2 comes from the weaker Pauli repulsion in

the former molecule. The same conclusion becomes obvious from

the EDA data for CO(C2v) (Table 3). The Pauli repulsion in the lat-

ter arrangement is stronger (DEPauli ¼ 725.9 kcal/mol) than in

CO(C?v) (DEPauli ¼ 575.8 kcal/mol) but it is still weaker than

in N2 (DEPauli ¼ 791.7 kcal/mol). The attractive interactions in

CO(C2v) (DEelstat ¼ �291.1 kcal/mol, DEorb ¼ �693.2 kcal/mol)

are weaker than in N2. We want to emphasize, however, that the

EDA results for the C?v approach of CO should be used for the

interpretation of the chemical bond. The reason why CO has a

stronger bond than N2 is the significantly weaker Pauli repulsion in

carbon monoxide.

The weaker Pauli repulsion in CO compared with N2 can be

explained in the same way as the weaker orbital interaction term

because the strength of both terms, DEPauli and DEorb, is mainly

determined by the size of the overlap integral of the atomic orbi-

tals. Table 3 shows that the � and the � overlap in CO is smaller

than in N2. Note that the absolute values of DEPauli and DEorb in

the two molecules have the same magnitude.† The smaller orbital

overlap in heteroatomic CO than in homoatomic N2 means not

only weaker covalent attraction in CO but also weaker Pauli

repulsion. DEorb becomes smaller in CO(C?v) by 121.2 kcal/mol

but DEPauli is even reduced by 215.9 kcal/mol which more than

compensates the loss of 68.5 kcal/mol electrostatic attraction. We

want to point out that the EDA results for both arrangements of

the atoms of CO indicate a substantial contribution of the �-bond-
ing to the DEorb term. In CO(C?v), �-bonding is nearly as strong

as �-bonding (Table 3).

The arrangement of the atomic electronic structures in isoelec-

tronic BF is straightforward (Fig. 6d). Similar as for CO, the

EDA data show (Table 3) that the DEPauli term becomes smaller

by 315.6 kcal/mol compared with N2. However, the attractive

interactions in BF are even 367.0 kcal/mol weaker than in N2,

because the DEelstat value is reduced by 98.0 kcal/mol and the or-

bital interactions in BF are even 269.0 kcal/mol weaker than in

N2. The calculated BDE of BF (De ¼ 180.8 kcal/mol) is therefore

51.4 kcal/mol smaller than the BDE of N2. Is it possible to give a

qualitative reason for the weaker bond energy of BF? Look at the

� and � contributions to the DEorb term in CO and BF. The � con-

tributions in CO are even larger than in N2. It is interesting to

note that � bonding in CO is nearly as strong as � bonding. In

BF, however, � bonding is rather weak. It contributes only 11.2%

of the total covalent interactions while it provides 49.2% of the

DEorb term in CO(C?v). The weaker � bonding in BF can not be

explained with a weak overlap of the p(�) AOs. Table 3 shows

that the � overlap in BF (0.55) is not much smaller than in CO

(0.70). Both components to the � bonding in BF arise from do-

nor–acceptor interactions while the � bond comes from electron-

sharing interactions (Fig. 6d). The strength of the � bond in BF

(DE� ¼ �396.4 kcal/mol) is not much less than in N2 and CO.

The EDA values suggest that the best Lewis structure for CO

has a triple bond while the best Lewis structure for BF has a single

bond. The EDA values also suggest that the weaker bond in BF

compared with N2 and CO is caused by the loss of � bond energy.

The contribution of � bonding in BF to DEorb (�50.0 kcal/mol) is

195.4 and 242.5 kcal/mol less than in N2 and CO(C?v), respec-

Table 3. Energy Partitioning Analysis of the N��N, C��O, and B��F Bonds at RPBE/TZP.a

N2 CO CO BF

Symmetryb D?h C?v C2v C?v

DEint �232.2 �258.4 �258.4 �180.8

DEPauli 791.7 575.8 725.9 476.1

DEElstat
c �308.5 (30.1) �240.0 (28.8) �291.1 (29.6) �210.5 (32.0)

DEOrb
c �715.4 (69.9) �594.2 (71.2) �693.2 (70.4) �446.4 (68.0)

DE�
d �470.0 (65.7) �301.7 (50.8) �464.7 (67.0) �396.4 (88.8)

DE�
d �245.4 (34.3) �292.5 (49.2) �228.5 (33.0) b1: �143.8e, b2: �84.7e �50.0 (11.2)

Overlap � 1.58 1.51 1.51 1.26

Overlap � 0.74 0.70 0.70 0.55

Bond length 1.10 (1.0977) 1.144 (1.1283) 1.144 (1.1283) 1.28 (1.2626)

DE (¼ �De) �232.2 �258.4 �258.4 �180.8

Do 228.8 (225.0) 255.4 (255.7) 255.4 (255.7) 278.9 (179.9)

aEnergy values are given in kcal/mol. Bond lengths are given in Å. Experimental values are given in brackets.

Data are taken from ref. 9.
bThe symmetry is given by the electronic structure of the atoms with respect to the molecule, see Figure 6.
cValues in parentheses give the percentage of the total attractive interactions DEelstat þ DEorb.
dValues in parentheses give the percentage of the total orbital interactions DEorb.
eThe b1 value gives the electron-sharing contribution to the � bond and the b2 value gives the donor–acceptor contribution

to the � bond, see Figure 6c.

†This is not necessarily the case. Note that the attractive orbital interactions

depend on the sign of the overlapping orbitals while the Pauli repulsion does

not.
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tively. If BF would have a � bond strength which is comparable to

the latter diatomics it would have an even larger BDE than CO.

Conclusion

The development of modern quantum chemical methods for ana-

lyzing the electronic structure and bonding situation of molecules

makes it possible to explain experimental observations with argu-

ments that are based on well-defined mathematical definitions for

partitioning the charge distribution or bonding energy into physi-

cally meaningful terms. The topological analysis of the electron

density distribution shows nicely why CO is a C-nucleophilic

agent although the carbon atom carries a positive partial charge.

The 7� HOMO of carbon monoxide plays a pivotal role for the

chemical behavior and also for the dipole moment of the mole-

cule. The 7� HOMO of CO is not antibonding as it is often

stated. The increase of the C��O bond strength after CO binds

through its carbon atom to a � acceptor such as Hþ is rather

caused by the effect of the charge on the polarization of the

bonding orbitals. The classical electrostatic attraction between

carbon and oxygen and the covalent bonding are weaker than in

N2. The higher BDE of CO is caused by the much weaker Pauli

repulsion. The � bonding contributions to the covalent interac-

tions have nearly the same strength as � bonding and they are

stronger than in N2. The reason for the lower BDE of BF com-

pared with CO and N2 comes from the much weaker � bonding

contribution.
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