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1 Defining and Positioning Cognitive Linguistics

Cognitive Linguistics began as an approach to the study of language, but it now
has implications and applications far beyond language in any traditional sense
of the word. It has its origins in the 1980s as a conscious reaction to Chomskyan
linguistics, with its emphasis on formalistic syntactic analysis and its under-
lying assumption that language is independent from other forms of cogni-
tion. Increasingly, evidence was beginning to show that language is learned
and processed much in the same way as other types of information about the
world, and that the same cognitive processes are involved in language as are
involved in other forms of thinking. For example, in our everyday lives, we
look at things from different angles, we get up close to them or further away
and see them from different vantage points and with different levels of granu-
larity; we assess the relative features of our environment and decide which are
important and need to be attended to and which are less important and need to
be backgrounded; we lump information together, perceive and create patterns
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in our environment, and look for these patterns in new environments when we
encounter them. As we will see in this volume, all of these processes are at work
in language too.

The two key figures who are associated with the inception of Cognitive
Linguistics are George Lakoff and Ronald Langacker. Both, it should be remem-
bered, started their careers as members of a group of young scholars associated
with the radical new approach spearheaded by Noam Chomsky. By the 1980s,
however, both Lakoff and Langacker were becoming increasingly disaffected
with the formalistic approach to syntax associated with the Chomskyan school.
Both scholars turned their attention, instead, to semantic issues, which had
been relatively neglected within the Chomskyan framework. Lakoff raised
fundamental questions with regard to ‘objectivist’ semantics — that is, theories
which maintained that sentence meaning maps onto objectively verifiable states
of affairs in the world. He argued, instead, that semantic content is mediated
by how speakers construe and conceptualize the world. An important aspect
of construal is how we categorize the things in our environment. Taking up
the notion of prototype category developed by cognitive psychologist Eleanor
Rosch, Lakoff argued that words do not name classically defined categories,
that is, categories constituted by a set of necessary and sufficient conditions.
Rather, entities can be good, or less good, members of a category. In a crucial
and highly influential move, Lakoff then proposed that the different senses of
a polysemous word, and even the different senses of a syntactic construction,
might also be analysed in terms of a central, prototypical member, and a num-
ber of extended, or more peripheral senses. A noteworthy milestone here is the
dissertation by one of Lakoff’s students, Claudia Brugman, on the polysemy of
the preposition over (Brugman, 1981). Brugman argued that the ‘central’, ‘pro-
totypical’ sense combines the meanings of ‘above” and ‘across’, as in The bird
flew over the yard. Extended senses, related in virtue of some common shared
features, include the ‘above’ sense, as in The helicopter is hovering over the hill, the
‘across’ sense, as in Sam drove over the bridge, the ‘covering’ sense, as in She spread
the tablecloth over the table, the dispersal sense, as in The guards were posted all over
the hill, and several more. Brugman’s thesis (presented in Lakoff, 1987: Case
Study 2) not only inspired a plethora of over-studies, it also provided a template
for polysemy studies more generally.

Lakoff’s second main contribution was to identify a number of ‘conceptual
metaphors’ that underlie our abstract concepts and the way we think about the
world and ourselves (Lakoff and Johnson, 1980, 1999). For example, one of the
most important conceptual metaphors is the idea that ‘good” or “active’ things
are ‘up’ whereas ‘bad’ or ‘static’ things are ‘down’, which allows us to say that
we're ‘feeling low’ or having ‘down time’, that things are ‘looking up’, or that
they are ‘up and going’. This metaphor was taken to reflect our basic experience
with the world that we have as children; when we fall over we feel bad; when
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we lie down we are stationary, when we get up we are active and when we are
feeling good, we literally ‘stand tall’. As discussed in a later chapter, conceptual
metaphor theory has come in for a good degree of criticism in recent years
and the theory has been refined to take account of empirical psycholinguistic
findings as well as more sociocultural approaches to language, but the basic
tenets remain the same: language tends to reflect our physical interactions with
the world and abstract concepts are linked to physical experiences through
metaphor.

Langacker’s contribution is perhaps more fundamental than Lakoff’s. His
Cognitive Grammar (Langacker, 1987, 1991, 2008) offers a radical rethink of
basic issues concerning the nature of linguistic meaning and its relation to the
surface form of utterances. He proposed a ‘minimalist’ approach, whereby the
only elements in linguistic description are (a) phonological representations, con-
cerning the overt form of an expression (whether spoken, written or signed), (b)
semantic representations, roughly, meanings, broadly understood to include
pragmatic, situational, and encyclopaedic aspects, and (c) symbolic relations
between elements of (a) and elements of (b). On this basis, a language comes to
be characterized, quite simply, as an inventory of phonological, semantic, and
symbolic units, and language acquisition is a matter of a speaker’s increasing
command of these units. Importantly, the units differ along a number of dimen-
sions. Thus some units are internally complex, while others are schematic to
some degree or other. For example, the expression can-opener is internally com-
plex, while the component unit can is an instance of the more schematic unit
Noun, the whole expression being an instance of the complex schematic unit
[N V-er] and its associated semantics (roughly: ‘a device that can be used for
V-ing Ns’). The schematic unit can sanction an open-ended set of instantiations;
in this way, Cognitive Grammar is able to handle syntactic and morphological
generalizations. It should also be noted that the unit has other semantic values
(think of examples such as dog-lover, which denotes a person, not a thing, and
city-dweller, where the initial noun designates the place where a person dwells);
in other words, the unit is polysemous, just like the words of a language. The
mechanics of Cognitive Grammar are discussed in more detail elsewhere in this
volume. Three aspects, however, may be singled out for special mention here:

® The first concerns the way in which ‘grammaticality” (or ‘acceptability’ —
cognitive linguists see little reason to distinguish the two concepts) is
to be understood. Grammaticality, namely, has to do with the extent to
which an expression is sanctioned, or legitimized, by an already existing
schematic unit, or possibly by several such units, in the language; the fit,
needless to say, need not be perfect, neither will different speakers of the
language always assess the matter in the same way:.
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® The second observation concerns the idea that syntactic organization is
inherently symbolic and therefore meaningful, and that syntactic struc-
tures — just like individual words and morphemes — associate a form and
meaning. An early indicative study addressed the passive construction in
English (Langacker, 1982). Rather than being seen as the result of syntac-
tic transformations, the construction and its various components, such as
the verb be, the verbal participle, and the by phrase, were argued to have
semantic content, which contribute cumulatively to the semantic and
pragmatic value of the passive construction.

® Third, the Cognitive Grammar approach is sympathetic to the notion
that linguistic knowledge, rather than residing in a small number of
very broad, high-level abstractions, may actually be rather low-level and
‘surface-oriented’, consisting in multiple memories of already encoun-
tered usage and relatively shallow generalizations over these remem-
bered instances. In practical terms, this means that linguistic knowledge
will tend to be centred on individual lexical items and their idiosyncratic
properties, concerning the syntactic environments in which they occur
and their stylistic or pragmatic values. Similarly, the representation of
syntactic and word-formation constructions will incorporate knowledge
of the lexical items which typically occur in them, in addition, once again,
to information about the kinds of situations in which they are likely to
be used.

Although it represents a radical departure in some ways from many estab-
lished ideas in linguistics (such as the formerly widely held view that syntax,
semantics and pragmatics were largely independent of one another), the prin-
ciples underlying Cognitive Linguistics resonated with many traditional con-
cerns of European linguistics and philology. European work in semantics — one
thinks of classics such as Gustav Stern’s Meaning and Change of Meaning (1931),
C. S. Lewis’s Studies in Words (1960), and various works by Stephan Ullmann
(e.g. Ullmann, 1964) — takes for granted that meaning is encyclopaedic in scope
and is grounded in cultural beliefs and practices. Notions such as viewpoint
and construal have long been studied in stylistics, in literary and cultural
approaches to language study, and in translation studies. For example, the
notion of ‘cultural keywords’ has been around for some time (see Wierzbicka,
1997, 2006) and these, by definition, involve encyclopaedic knowledge. Cultural
keywords (and expressions) act as ‘focal points’ for complex sets of culturally
specific values, distilling these values into a single word or expression, and are
very hard, if not impossible to translate without a great deal of paraphrasing.
English cultural keywords and expressions include things like ‘pub’, ‘chav’ and
‘cream tea’. The problems that these sorts of words and expressions present to
translators are well attested (Baker, 2010). Researchers working in the field of
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translation are beginning to argue that metonymic thinking (an idea that has
developed in Cognitive Linguistics) can be usefully employed by translators
when faced with examples such as these (Denroche, 2013). Finally, the seman-
tic relations between the senses of a polysemous word, and the mechanisms
whereby words acquire new senses, have long been an important focus of work
in lexicography and historical linguistics.

Concepts proposed in Cognitive Linguistics have also matched developments
taking place in second language teaching research. In the 1980s and 1990s, there
was an increasing interest among language teaching researchers in the role of
authentic input and the importance of context and information exchange in
language comprehension and teaching (Canale and Swain, 1980). Significantly
less emphasis was placed on syntactic transformations and manipulations and
grammar drills and there was an increasing awareness of the ubiquity of idi-
oms and fixed expressions and of the importance of communicative intentions.
All of this paralleled the increasing attention that was being paid in Cognitive
Linguistics to usage-based language acquisition and construction grammars.
In recent years, in language teaching research, there has been a small swing
of the pendulum away from purely ‘transactional’ communication in the lan-
guage classroom back towards more of a focus on form. It has been shown how
learners often benefit from language play and experimentation with second
language forms, rather than focusing exclusively on the language from a func-
tional perspective (Cook, 1998). This has coincided felicitously with insights
from Cognitive Linguistics concerning the motivated nature of a great many
form-meaning connections and a deeper awareness of the mechanisms that
allow language to be “played with’ (see Littlemore, 2009; Tyler, 2012).

It can probably be said that Cognitive Linguistics came of age in 1989 with the
first conference of the International Cognitive Linguistics Association (ICLA) in
Germany and the launch of the journal Cognitive Linguistics (Mouton de Gruyter,
Berlin) in 1990, closely followed by the launch of the monograph series Cognitive
Linguistics Research (Mouton de Gruyter, Berlin) in 1991. In the meantime,
Chomskyan linguistics has lost its dominant position in linguistics and other
approaches have attracted many followers. Even adherents of the Chomskyan
programme have come close to endorsing some of the tenets of Cognitive
Linguistics in some of their writings (see e.g. Culicover, 1999; Jackendoff, 2010;
for discussion of these, see Taylor, 1999, 2011). Rivals to the Chomskyan para-
digm include functional approaches, sociolinguistics, discourse, empirical stud-
ies of acquisition, typological studies and corpus studies. The assumptions
underlying these approaches are compatible with those of Cognitive Linguistics
in many ways. For instance, functional approaches to language and sociolin-
guistics focus on usage, embedding language in its social and communicative
context. Studies of first language acquisition have always had a strong empiri-
cal component, and have been driven more by the data than by abstract theory.
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More recently, studies such as those conducted by Tomasello (2003) have shown
how joint attention to one’s surroundings and the identification of common
points of reference are crucial to the shared understanding that leads to success-
ful language acquisition. Findings from typological studies have underscored
the claims made by cognitive linguists concerning perspective taking, construal
and categorization. They have shown how differences between languages reflect
different patterns of emphasis and construal, and different areas of focus, rather
than the earlier, somewhat simplistic ideas about completely different ways of
understanding the world. Finally, corpus linguistic studies provide further evi-
dence of the inseparability of syntax, semantics and pragmatics, and of the ways
in which all three types of information can be conveyed through a single con-
struction that unites grammar and lexis, as predicted by Goldberg (1995). All of
this means that it is now more difficult to demarcate ‘Cognitive Linguistics’ than
it was in the latter decades of the last century, with many approaches converging
on a common outlook and a set of common assumptions.

2 Themes in Cognitive Linguistic Research

As will be apparent from the above brief remarks, Cognitive Linguistics does
not constitute a unified theory, in the normal sense. Rather, it is best under-
stood as a cluster of approaches, unified by a shared outlook on the nature of
language and by preferred research methodologies. One feature that is shared
by all the approaches covered by the umbrella term ‘Cognitive Linguistics” is
that they attempt to ground language description in well-established and well-
documented aspects of cognition. This is essentially what is ‘cognitive’” about
Cognitive Linguistics.

2.1 Categorization

One recurring theme has already been referred to — categorization (Taylor,
2003). Underlying much work in Cognitive Linguistics is an assumption that
we organize our knowledge of the world, not into discrete, neat categories, but
into messy, overlapping categories, and that there will always be some mem-
bers of a category that are more central than others. For example, in a category
that we might label ‘furniture’, some items, such as tables and chairs will be
seen as more central than others, such as televisions and pianos. While the lat-
ter might also be categorized as, respectively, ‘appliances’ or ‘musical instru-
ments’, they could still be described as furniture. The fact that some members
lie towards the periphery of a category often means that the category gradually
shades into other categories and that the boundaries between categories tend to
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be blurred. Our ability to form graded, flexible categories probably stems from
a basic survival instinct: Is it food? Is it clothing? Could it be both? In language,
categorization goes way beyond the meanings of nouns, and has been found to
apply to sounds, intonation patterns, meanings of individual words and even of
grammatical constructions. The boy kicked the ball is a “better” example of a transi-
tive sentence than The next day saw the religious ceremony at Notre Dame (BNC) —
which is not to say that the latter sentence is ‘less good English’ than the former,
only that it displays fewer features of typical transitivity. For example, the latter
sentence does not have a passive counterpart, neither can we enquire into what
‘the next day’ did or what happened to ‘the religious ceremony at Notre Dame’.
Actually, ‘grammaticality’ is also subject to prototype effects. Suppose, reacting
to something you have said, your listener comes out with Yes, I think that’s rea-
sonable to say. Is that a grammatical sentence? (We leave it to you to decide, and
to articulate the reasons for your decision.) Researchers working in the field of
second language teaching are beginning to suggest ways in which radial cat-
egories can be used to teach languages. Teaching ‘grammar rules’ using a radial
category approach allows learners to see how the rules shade into one another,
with better and less good examples. Learners are thus able to see the flexibility
of grammar rules rather than simply memorizing them, and then learning lists
of ‘exceptions’ (Littlemore, 2009; Llopis-Garcia, 2010; Tyler, 2012).

2.2 Figure and Ground

Another feature of general cognition that permeates language is the fact that
we tend to notice some things more than others. Whenever we look at a par-
ticular scene, some things will stand out and other will recede into the back-
ground. There are several apparently universal principles determining what
we perceive as the figure (i.e. salient) and what we perceive as the ground (i.e.
less salient). Human and animate creatures more generally, as well as small-
ish moving or movable objects stand a greater chance of being perceived as
figures, while large, inanimate, and relatively fixed objects serve as ground. We
are therefore more likely to speak of ‘the picture above the sofa’ than of ‘the sofa
below the picture’. Figure and ground can of course be reversed, in special cir-
cumstances or for special effect. Consider the following, from the great English
humourist, P. G. Wodehouse:

‘I say, Bertie, you haven't been engaged to Daphne, have you?’ Eustace asked
as he got outside some eggs and b. [Trying Circumstances]

Here, Wodehouse playfully switches the normal perspective, whereby food
that we ingest goes inside of us, to the rather grotesque image of a ravenous
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eater ending up outside the food. (‘Eggs and b.’, by the way, is another typi-
cal Wodehouse device. It is short, of course, for ‘eggs and bacon’, a common
enough expression, which, precisely because it is so common, need not be
spelled out in full.)

2.3 Reference Points

Related to figure and ground is the notion of reference point. Whenever we
wish to locate a particular object in our surroundings, or direct our listener’s
attention to it, we typically do so by appealing to a salient reference point.
Candidates for the reference point function are features of the landscape, large
immovable objects, as well as human beings (especially speaker and hearer)
and animate creatures more generally. We speak of ‘the cat’s tail’, rather than
‘the tail’s cat’, since a cat is a more viable reference point for locating a tail than
vice versa. Things which have recently been the topic of conversation are also
good reference points. That is why given (already familiar) information is usu-
ally stated early in a sentence (often as the subject of the verb); it serves as a
reference point for the appreciation of the new information which follows later.
In this way, we see that general cognitive mechanisms can influence matters of
syntactic organization.

2.4 Chunking and Entrenchment

Another important theme in Cognitive Linguistics is that of ‘chunking’. Just as
frequently performed actions become routinized — the skilled pianist, or golfer
for that matter, does not need to pay conscious attention to each single bodily
movement that he or she makes, the complex actions are accomplished as a
single unit — so it is that frequently used word combinations tend to cohere into
single units, for both storage and retrieval. These units are accessed as wholes
and do not need to be analysed into their parts every time they are encountered
or produced. These patterns of use can become so entrenched that it becomes
difficult for speakers to envisage other ways of referring to the phenomenon.
(Think of the can-opener example mentioned above; no other name for the
device comes to mind, and you do not need to construct this expression by
assembling its components in accordance with a syntactic or word-formation
schema; the expression is available, ready-made.) Indeed, it has been estimated
that about 50 per cent of an average text consists of pre-established chunks,
spliced together (Erman and Warren, 2000). Far from exposing the speaker/
writer to censure for lack of originality, it is this feature of a text which renders
it “idiomatic’ and easy to process. The non-native authorship of a text — even
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one which is ‘grammatically correct’ according to the grammar book rules — is
often betrayed by the absence of this kind of idiomaticity. One of the major chal-
lenges for more advanced learners of a second or foreign language lies precisely
in acquiring fluent command of the thousands upon thousands of pre-formed
chunks — their number far exceeds the number of individual words in a lan-
guage — which make up the inventory of symbolic units which a native speaker
has acquired.

2.5 Constructions

We have already introduced the notion of construction in connection with the
can-opener example. Although there are several ways in which “construction’
can be understood (Taylor, 2012), the dominant view in the literature largely
coincides with the Langackerian notion of a symbolic unit which is (a) com-
plex, that is, it can be analysed into its parts, and (b) schematic, that is, it is
“abstract’ to a greater or lesser extent, such that its various “slots’ can be instan-
tiated by a possibly open-ended number of items. Some constructions are
highly abstract, specifying only the kinds of item which can instantiate them
and the general meaning which they convey. The ditransitive construction [V
NP1 NP2 - e.g. ‘give the dog a bone’], in one of its meanings, denotes the suc-
cessful transfer of NP2 to NP1; candidates for the V-slot include give, send and
(on a metaphorical understanding of transfer), tell. Other constructions may
be partially specified with regard to their lexical content. Expressions such as
Off with his head!, Down with imperialism! Into the car with you all! instantiate
a construction which might be specified as [PP with NP], used to exhort the
hearer to arrange matters such that the referent of NP ends up in a location
designated by PP. (The example, incidentally, illustrates how aspects of the
current speech situation can be incorporated into the semantic representation
of a construction.) Some linguists extend the notion of construction to include
idioms and fixed expression (How do you do?, spill the beans, and the like),
and even to individual lexical items, indeed, to any kind of symbolic unit (in
Langacker’s sense). Focusing on semantic/pragmatic aspects, we might even
want to identify a ‘rhetorical question’ construction, exemplified by the fol-
lowing (cf. Wray, 2002)

Is the Pope Catholic?
Do bears shit in the woods?

What we have here is a yes—no question whose answer is blindingly obvious.
The question is asked in response to some previous query, with the implication
that the answer to this query is also blindingly obvious.
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It is now widely accepted by cognitive linguists that the traditional areas of
syntax and morphology, and even phonology, can be adequately and insight-
fully handled by means of networks of constructions. An important milestone
here was Goldberg’s monograph Constructions (1995), which was followed up by
Constructions at Work (2006). The underlying idea is that any linguistic expres-
sion can be analysed in terms of symbolic units of various sizes and of various
degrees of schematicity; the off-with-his-head construction (as we might call
it) is not only a construction in its own right, it also contains, as its parts, a PP
construction and an NP construction. Not any prepositional phrase, and not
any noun phrase, however, can feature in the construction. Although the PP
and the NP inherit some properties from the PP and NP constructions in the
language at large, the off-with-his-head construction imposes restrictions on
the range of instantiations which are tolerated. Not only this, but knowledge of
the construction incorporates knowledge of specific instances of the construc-
tion, those which are particularly frequent, for example, and therefore liable to
be stored in memory as whole units.

A construction-based approach tends to blur the distinction between syntax
and lexis, between structures and words, and between semantics and pragmat-
ics. To know a construction is to know, inter alia, which words can feature in
it; conversely, to know a word is to know the constructions in which it can
occur. Moreover, knowing a construction involves knowing the circumstances
in which it can be appropriately used.

3 Conceptual Semantics

A distinctive feature of Cognitive Linguistics, and where arguably the most
influential developments have taken place, has been its approach to seman-
tics. Semantics has been studied from a conceptual (rather than a logical or
formalistic) point of view. The focus is very much on the meaning of language
in use and on the ways in which the social context interacts with internal-
ized conceptual schemas. Especially to the fore has been interest in metaphor,
metonymy, polysemy, idioms and phraseology, with an eye on the extent to
which these phenomena are semantically and conceptually motivated. In other
words, what Cognitive Linguistics brings to the study of linguistics in gen-
eral is a reconsideration of the extent to which language use is non-arbitrary
(cf. Panther and Radden, 2011). The aim, in brief, is to identify reasons why
particular words and word orders are used by particular languages to refer
to certain phenomena; the assumption that the relation of form to meaning is
essentially arbitrary is rejected. The explanations that cognitive linguists are
able to identify are based on the premise that cognition is embodied and that
form-meaning pairings operate within radial categories. There are thought

10



Introduction

to be meaningful relationships (usually based on metaphor and metonymy)
between the different senses of polysemous words, and this extends to closed
class items such as prepositions and articles. Below, we discuss some themes
in cognitive semantics.

3.1 Metaphor and Metonymy

We have already mentioned the interest in conceptual metaphor and the way in
which it motivates much meaning extension; a related topic has been the rela-
tion of metonymy. Whereas metaphor — here we are simplifying matters; the
issues are quite complex, and are taken up in later chapters on the Companion —
exploits similarity, metonymy is based on association or co-occurrence, and may
even be seen as a particular manifestation of the reference point phenomenon.
Metonymy is perhaps even more pervasive in language than metaphor, though
its ramifications, often subtle and inconspicuous, are likely to pass unnoticed.
The metaphorical nature of He’s a pig is obvious; the metonymies present in
Are you in the phone book? are less so. (In case you are wondering, it is not of
course the person as such who is in the phone book, but their name, or, more
precisely, a written representation of their name; the person thus functions as a
reference point for accessing their name, and the name is a reference point for
accessing its written representation. Neither is it strictly speaking the case that
the name is ‘in” the phone book as such; rather it is printed on one of its pages.
So this simple everyday expression contains at least three metonymies.) As this
example shows, metonymies are often situation-based and thus contribute to
the flexibility of language-in-use. We should not, for example, want to claim
on the basis of the above example that ‘you” and “phone book’” in English are
polysemous. Pig, on the other hand, we should definitely want to regard as
polysemous. In contrast to metonymy, metaphor is commonly implicated in the
established senses of a polysemous word.

3.2 Image Schemas and Embodiment

An image schema is an abstract conceptual representation that results from our
everyday interactions with the world. The “‘up-down’ conceptual metaphor that
was mentioned above has at its core an image schema where one visualizes or
experiences the up and down orientation in some other way. Another image
schema involves the notion of ‘in’, which can be extended from a very basic
sense (where an object sits in a container) to more abstract, metaphorical senses,
where one might find oneself ‘in a group’, “in the know” or “in love’. The same
can of course be said for ‘out’, where a basic sense of not being in a container,
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extends metaphorically to form expressions such as ‘out of the loop’, ‘outward
looking organization’ or ‘coming out’.

An interesting comparison is between The stars came out and The lights went
out. Here we have two uses of out which appear to be contradictory; in the
first example, out refers to the stars becoming visible, in the second, out has to
do with the lights being extinguished. A clue to the paradox lies in the use of
come and go and the implications that these words have for the ways in which
the container relation can be conceptualized. Come denotes movement (literal
or metaphorical) towards the speaker; go suggests (though does not always
entail) movement away from the speaker. Taking an ‘external” perspective on
a container, its inside is invisible and inaccessible; ‘coming out’ thus denotes a
transition to a state of visibility and accessibility. (Observe that the same image
in present when we ‘work out’, or ‘figure out’, the solution to a problem; the
solution becomes visible to us.) Conversely, ‘going in” denotes a transition to
a state of invisibility (The stars went in). Taking an ‘internal’ perspective, how-
ever, ‘going out’ denotes a transition to a state of invisibility or inaccessibility.
When the lights ‘go out’ we are in a state of darkness — until, that is, the lights
‘come on’ again. Likewise when something ‘fizzles out’ or “dies out’, or when
a topic ‘drops out’ of the conversation, it ceases to be in our focus at atten-
tion. And when someone ‘freaks out’, they leave the realm of normality. These
examples — which can be easily multiplied — give some insight into how a seem-
ingly arbitrary and unprincipled aspect of English, namely the distribution of
particles and prepositions in so-called phrasal verbs — may not be so arbitrary
and unprincipled after all. (For further discussion, see Lindner, 1981; Rudzka-
Ostyn, 2003.)

3.3 Mental Spaces and Conceptual Blending

As mentioned earlier, Cognitive Linguistics takes issue with the notion that lan-
guage maps directly onto objectively verifiable states of affairs in the world.
The cat is sitting on the mat, we might want to say, refers to a (presently existing)
situation in which there is a cat and a mat, with the cat sitting on the mat. What,
one might ask, is wrong with this account?

Actually, many things. First, any such statement needs to be filtered through
the categories of the language and the conceptualizations of the speaker. Was it
amat? Or arug? Or a carpet? Why did the speaker select the word ‘mat’ and the
categorization which it implies? Then there is the vagueness of the ‘on’-relation;
there are a myriad of places ‘on the mat’ where the cat could have been: in the
centre, towards the edge, etc. Second, the sentence implies that the speaker had
in mind a specific cat and mat, and assumes that the hearer is able to identify
these individuals. Then there is the question of figure-ground organization.
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Why did the speaker frame the sentence in terms of the location of the cat? The
speaker could just as easily have taken the mat as the figure: The mat has a cat
sitting on it. ‘Objectivist’ semantics is unable to capture the difference. A further
issue — quite ignored by objectivist semantics — concerns the reasons why a
speaker might make such an assertion in the first place. One does not normally
go around asserting states of affairs; there has to be some pragmatic reason for
doing so.

Another problem (for objectivist semantics) is the fact that the authors of this
text have simply made up this sentence about the cat and mat ‘out of the blue’,
in order to make a point — in reality, there are no cats or mats in the indicated
configuration. Cat and mat exist solely in fictional mental space set up by the
writers of the above paragraph. Proponents of objectivist semantics have tied
themselves in knots trying to decide whether the sentence Sherlock Holmes is an
Englishman is true or false (Seuren, 2009: 127, 181, 187). The problem is that there
is no such individual called Sherlock Holmes, so nothing we say about him can
be either true or false (rather like sentences about the present king of France).
Yet we are inclined to judge the sentence to be true, since Sherlock Holmes does
exist, albeit in a fictional world, and notwithstanding the fact that Conan Doyle
(to the best of our knowledge) nowhere specifies the nationality of his creation.
The theory of mental spaces was developed by Gilles Fauconnier (1994) in order
to account for referential phenomena. Referring expressions, such as Sherlock
Holmes, refer all right — they do not, however, refer to individuals in ‘the world’,
but in a mental space constructed by the speaker and hearer. Often, to be sure,
the mental space will correspond, or will be taken to correspond, with ‘reality’,
but often it will not.

A special insight of Fauconnier was that one mental space can be based in
another. She wants to marry a millionaire can be interpreted in two ways. On one
interpretation, both the woman and the millionaire exist in the same mental
space; there is a woman, and a millionaire, and the woman wants to marry him.
On the other interpretation, the millionaire exists only in the ‘want’-space of
the woman.

Blending theory (Fauconnier and Turner 1998, 2002) draws on these ideas,
proposing that components of different mental spaces (or knowledge configu-
rations more generally) can blend together to create a new conceptualization.
The theory offers a way to deal with some old conundrums. On the face of it,
and on the standard assumption that I and myself are co-referential (i.e. refer to
one and the same individual), I'm not myself today and I'm trying to catch up with
myself are just nonsense. Yet we easily make sense of these expressions. Note
that metaphor theory would not be much help here; it is unclear, for example,
what the source and target domains might be and how the mapping from one to
the other would work. Rather, it seems that we understand the expressions by
appealing to different conceptualizations of the self and creatively combining
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aspects of each. As discussed in later chapters, blending theory has applications
well beyond language narrowly understood; it offers insights into narrative,
storytelling, myth, visual culture, gesture, problem-solving, and even the way
we interface with machines and electronic gadgets.

4 A Note on Phonology

The focus on semantic issues has had an unfortunate consequence, namely, the
relative neglect of phonology. (Glance through the back issues of journals such
as Cognitive Linguistics and the papers on phonology can probably be counted
on the fingers of one hand.) Although phonological elements are recruited for
the symbolization of semantic representations, phonological elements are not,
as a rule, inherently meaningful in themselves. It is, for example, purely by
happenstance that the English vowel [a:], or the French vowel [0], symbolize
words in the two languages (are and eau “water’ respectively). Researchers who
are focused on semantic issues are therefore not likely to have much to say
about phoneme inventories, vowel harmony, diphthongs, consonant clusters
or the like.

But while phonological elements might not be available for semantic
analysis — notions of metaphor and metonymy, so intensively discussed in
the cognitive semantic literature, are obviously not applicable here — they
are certainly open to a conceptual analysis, a matter which was emphasized
by Langacker and is discussed later in this volume, in the chapter by Jose
Mompean. Phonemes, after all, are categories of sounds, created in the minds
of language users, and these turn out to have much the same kinds of proper-
ties as the semantic categories of a language; for example, some members of
a phoneme can be regarded as more prototypical than others. The theoreti-
cal apparatus developed for the study of semantic categories can therefore be
applied to the study of phonology. Similarly, the phonotactic constraints of a
language — roughly, which combinations of sounds are possible in which kinds
of context — can be studied from the perspective of phonological constructions.
The fact that samt [seemt] is not a possible word in English is due to the fact
that there is no phonological schema in English which sanctions the consonant
cluster in the syllable coda; in English, a nasal consonant has to have the same
place of articulation as the following stop consonant.

Finally, of course, language in its perceptible manifestation — whether as
sound, written symbols, or signs —is “embodied’, in a fairly obvious sense of the
term. The sound structure of a language is based in the articulatory possibilities
of the human vocal apparatus, and is constrained by the perceptual possibilities
of the auditory system. The notion of “motivation’ - insightfully applied to the
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study of the meaningful constructions of a language- is also valid for its sound
system.

5 Empirical Grounding

Langacker characterized Cognitive Grammar as a usage-based model of lan-
guage. By this he meant that language acquisition proceeds on the basis of
encounters with actual data, it is not driven by the setting of parameters of a
supposedly Universal Grammar. What is ‘grammatical’ in a language is deter-
mined by conformity with schemas and patterns extracted from previous usage,
not by reference to abstract innate principles.

The usage-based model constitutes a hypothesis about the nature of lin-
guistic knowledge; it does not in itself define a research methodology. Even
50, it is somewhat anomalous that much of the foundational work in Cognitive
Linguistics — by Lakoff (1987), Lakoff and Johnson (1980), Langacker (1987,
1991), Talmy (1988), and others — was based almost exclusively on the method-
ology favoured by Chomskyan linguists, namely, the introspective analysis of
invented data. Since then, it has become clear that the usage-based hypothesis
can only be substantiated by the study of . . . usage. Indeed, appeal to actual
data, in various guises, has been one of the more notable aspects of cognitive
linguistic research over the past decade or so.

The empirical focus has been particularly in evidence in language acquisition
studies. Researchers in both first and second language acquisition have conducted
longitudinal, contextualized research into the impact of shared knowledge and
understanding on language acquisition, thus lending support to the usage-based
nature of language. In particular, they have found evidence supporting the idea
that what people learn is based on what they hear or see; there is no underlying
“Universal Grammar’ that is simply activated upon exposure to language. People
generalize from particular examples to form schematic ‘rules’ concerning pos-
sible form-meaning pairings, and then use these ‘rules’ to create and make sense
of new language data. These rules constitute implicit, rather than explicit knowl-
edge, and they tend to be flexible and variable, and operate within radial catego-
ries with fuzzy boundaries (Roehr, 2010). Researchers such as Nakamura (2008)
have shown that learners of a second language acquire schematic knowledge of
constructions in much the same way as learners of a first language.

Four types of methodology that are increasingly being used to empirically
test the claims put forward by cognitive linguists are corpus studies, the study
of authentic spoken, written, and multimodal discourse, experimental studies
involving reactions and reaction times, and neuro-linguistic studies including
fMRI scans.
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5.1 Corpus Studies

It is impossible to overestimate the impact of technology on the study of lan-
guage. Two innovations can be highlighted. One is the ready availability of
large electronic corpora, assembled with the aim of being ‘representative’ of
a language or sub-language, along with user-friendly means for interrogating
them (Davies, 2008-). The other is the phenomenal growth of the World Wide
Web, which hosts billions of pages of authentic text and which, through vari-
ous search engines, can be interrogated for the occurrence of specific linguistic
phenomena. Together, these two resources have revolutionized the way we do
linguistics.

In the first place, we have the means for checking our intuitions on gram-
maticality and usage. One small example will illustrate. Intuition tells us that
the verb explain is unacceptable in the double object construction; we say
explain it to me, not *explain me it. Yet a search of the Web threw up hundreds of
examples of the latter construction (involving, admittedly, more complex NPs
than it), examples which, in their context, were not at all tainted with any trace
of ungrammaticality (and which were not obviously authored by non-native
speakers of English). It was even possible to identify preferred configurations of
double-object explain and the specific discourse contexts in which such expres-
sions were liable to occur (Taylor, 2012: 28-32). Data such as these cast doubt on
received notions of grammaticality, and present a challenge not only to authors
of grammar books but also any theory of language which aims at descriptive
adequacy.

While the Web is an invaluable resource for checking on the occurrence
of linguistic expressions, it can give us no reliable information on frequency
of occurrence, not least because of the indeterminate size of the Web and the
vagaries of the search algorithms. For quantitative information, we need to turn
to constructed corpora. These enable us to determine, not only the frequency
(e.g. per million words) of a particular linguistic unit (a matter which, in earlier
times, would have required of the researcher days and weeks of unspeakable
drudgery), but also to correlate the frequency of one item against that of oth-
ers. In this way, patterns of usage can be established which extend far beyond
what might be available to intuition or from introspection. Studies in this vein
now make up a good part of contemporary cognitive linguistic research. They
concern patterns of collocation, the degree of productivity of morphological
and syntactic schemas, the many factors which are liable to influence the choice
between roughly synonymous constructions, and the subtle interplays of lexis
and syntax. The different senses of a polysemous word, for example, are not
equally distributed over different lexico-syntactic environments; this is one rea-
son why polysemy so rarely gives rise to genuine ambiguity (cf. Glynn, 2011;
Gries, 2006, on the polysemy of run). In a very influential paper, Stefanowitsch
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and Gries (2003) explored the degree of attraction (or, conversely, repulsion)
between lexical items and the constructions in which they are liable to occur.
Thus, to take up an example introduced earlier, not all prepositions are equally
likely to occur in the ‘off-with-his-head’ construction. Careful corpus-based
studies are able to quantify and to rank these effects. Corpus-based studies have
also enriched our understanding of the processes of metaphor and metonymy,
by throwing some light on the relative incidence of these phenomena (see e.g.
Deignan and Potter, 2004). Other researchers have used corpus data to explore
the relative productivity of different metonymy-producing relationships. For
instance, Handl (2011) uses corpus data to show how different types of salience
work together to determine what is likely to be chosen as the vehicle in a par-
ticular metonymy.

Appeal to corpus data, however, raises a number of fundamental concep-
tual issues. Students of stylistics and sociolinguistics have long recognized
that variation is a ubiquitous feature of language use (whether with regard
to individuals or language communities). Researchers have become increas-
ingly aware of the fact that it is very difficult to make generalizations about
language ‘as a whole’ in isolation from the role of genre and register and the
discourse communities that are involved. The very existence and pervasive-
ness of variation thus casts doubt on the notion that a corpus can ever be truly
representative of alanguage, or even of a sub-variety of a language. Moreover,
variation exists not only with respect to ‘external’ language — that is, language
as encountered in the world — but also between individual speakers, both
with regard to their linguistic productions and to their internalized linguistic
knowledge. Here we touch on a paradox of cognitive linguistic investigations
of corpora. Patterns and regularities can certainly be discovered in a corpus
of texts; but how, if at all, are these represented in the mind of an individual
speaker? Early pioneers in corpus studies were keen to emphasize the ‘objec-
tive’ and ‘factual’ character of their work, and to differentiate it from ‘sub-
jective’ speculations about what might be in the minds of speakers (Aarts,
1991). However, the focus of Cognitive Linguistics, almost by definition, is
language as a cognitive, and therefore mind-internal phenomenon. What,
then, is the relation between ‘language in the world” and ‘language in the
mind? Taylor (2012), for one, has emphasized the dialectic relation between
the two. Language in the world is the product of linguistic acts of individuals;
these individuals behave in accordance with their acquired knowledge; their
acquired knowledge, in turn, is the product of their encounters with external
language. Looming over this is the fact that while language is certainly located
in the minds of individuals, language is also a social, cooperative endeavour.
In order to be able to function in a linguistic community, speakers need to
calibrate their internal grammar to the grammars presumed to exist in the
minds of other speakers.
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5.2 Experimental/Psycholinguistic Validation of Claims

Whereas corpus linguistics studies language as an external product, psycho-
linguistics has always focused on the processing mechanisms of individuals,
whether in reception, storage or access (Levelt, 1989; Marslen-Wilson, 1989). For
example, it is now widely acknowledged that lexical items are not represented
in the mind as isolated units, but enter into complex associative networks of
semantic and phonological relations.

Of particular interest to cognitive linguists is research which has attempted
to validate some of its specific theoretical claims, concerning such matters as
image schemas, embodiment and metaphor. Numerous reaction time studies
have shown that there are strong interactions between image schemas and figu-
rative extensions of word meaning. For example, research by Gibbs has shown
that participants respond more quickly to an idiom if they have recently been
exposed to information relating to its literal equivalent. The contribution by
Gibbs to this volume reviews the evidence of the myriad studies that have been
conducted in this field. As well as reaction time studies, eye-tracking studies
have been used to show that people really do process language in ‘chunks’
which provides strong empirical grounding for the notion of constructions.

5.3 The Study of Spoken, Written and Multimodal Discourse

Another way of verifying claims made by cognitive linguists is to make use
of passages of authentic spoken and written discourse. Thus, Kimmel (2010)
explored the incidence of so-called mixed metaphors — the occurrence, within
short passages of text, of metaphors with conflicting or inconsistent source-
target mappings — thereby casting some doubts on strong versions of the
conceptual metaphor hypothesis. Discourse-based approaches to Cognitive
Linguistics are increasingly popular with researchers such as Elena Semino and
Lynne Cameron, who have explored the ways in which metaphor contributes
to coherence and shared meaning creation in different types of discourse. In
addition to this, a whole field has grown up of cognitively oriented Critical
Discourse Analysis (CDA), an example of which can be found in Veronika
Koller’s contribution to this volume.

A recent development in Cognitive Linguistics, which is in line with major
movements in linguistics and communication studies more generally, is a focus
on multimodality. It stands to reason that, if language learning and process-
ing involves the exactly same cognitive processes as other types of information
about the world, then one would expect to find the same processes at work in
other modes of expression, such as gesture, sign language, art and music. There
is increasing evidence to show that these forms of expression, like language, are
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characterized by metaphor and metonymy. Indeed, in her book, Metaphors, Dead
and Alive, Sleeping and Waking, A Dynamic View, Cornelia Miiller (2008) shows
how, in the course of a single conversation, the same concept can be referred to
literally, metonymically and metaphorically in both language and gesture. The
metaphor may appear to have ‘gone to sleep’, but then re-surface in a slightly
different form, in a different modality thus lending coherence to the conversa-
tion as a whole. Charles Forceville has shown that the same sort of thing hap-
pens in films, where the dialogue, colour, camera angle and music work together
to create a particular construal of a scene via metaphor and metonymy.

5.4 Neurolinguistic Approaches

A very recent development has been the introduction of neurolinguistic
research into Cognitive Linguistics. FMRI Brain scans are starting to provide a
picture of the ways in which different parts of the brain work together to under-
stand metaphor and metonymy. One interesting finding, by Joue et al. (2012),
is that the same parts of the brain are involved in the comprehension of novel
metaphors that correspond to known conceptual metaphors, regardless of the
modality (language, gesture or picture) in which they are presented, suggesting
some sort of underlying neurolinguistic architecture that appeals to conceptual
metaphors. Conventional metaphors, in contrast, are processed in a different
part of the brain.

6 Recent Trends in Cognitive Linguistics

Another relatively new trend is the application of Cognitive Linguistics to liter-
ary, stylistic and cultural issues. Peter Stockwell’s (2002) book on cognitive poet-
ics has provided analysts working in literary stylistics with a new set of tools
that they can use to conduct objective empirical research in order to explore how
a reader might respond to and/or interact with a particular text. These involve
key concepts in Cognitive Linguistics, such as embodied cognition, construal,
conceptual blending, figure/ground alignment and perspective taking.

More and more studies are beginning to investigate the potential applica-
tion of Cognitive Linguistics to the teaching of foreign languages. A recent edi-
tion on the AILA Review (Littlemore and Juchem-Grundmann, 2010) contained
reports of a number of studies involving practical classroom applications. These
included experimental work on the use of cognitive linguistic ideas on linguis-
tic motivation and metaphoric thinking to teach modal verbs in English (Tyler
et al., 2012), a comprehensive review of the work on the motivated form-mean-
ing connections in the teaching of phrasal verbs, taking a critical look at the
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role of construal and the thinking-for-speaking hypothesis in second language
learning (Alejo, 2010), a practical application of the idea that language is a sym-
bolic representation of the speaker’s mental model of the world to the teaching
of mood-selection in Spanish (Llopis-Garcia, 2010), a study of the benefits of
asking learners to reflect on the potentially motivated nature of the connec-
tions between word form and word meaning (Deconinck, Boers and Eyckmans,
2010), and an investigation into how explicit guidance, focusing on key notions
such as ‘metaphor’, ‘figurative use” and ‘figurative extension’, can lead to rapid
development in vocabulary use in the course of an academic year (MacArthur,
2010).

Cognitive Linguistics is also beginning to be applied to unexpected areas
not normally associated with linguistics. For example, studies have shown how
conceptual metaphor and metonymy play a key role in the development of
delusions in patients with schizophrenia and related disorders (Rhodes and
Jakes, 2004). Because of the way it blends fantasy and reality, metonymy is
a particularly pernicious phenomenon in this context. This can of course be
turned round and the role of metonymy made explicit during counselling ses-
sions, thus possibly helping patients to identify the source of their delusions.
Dennis Tay’s chapter in this Companion explores the role of metaphor in coun-
selling sessions in more depth.

In recent years, as well as making a significant contribution to the field of
linguistics itself, Cognitive Linguistics has been successfully applied to a range
of areas including language teaching, translation, intercultural communication,
literary criticism, human—computer interaction, psychology and psychother-
apy. As research continues, and more is known about cognitive mechanisms
underlying language processing and learning, we expect this list to grow.

7 Outline of the Rest of the Companion

In Section 2, we provide a retrospective view of the development of Cognitive
Linguistics, with thumbnail sketches of the main contributions of its major fig-
ures. Six key figures are covered. We begin with a chapter on Ronald Langacker
(by Phil Bennett), whose work on Cognitive Grammar provides a foundation
for just about every aspect of Cognitive Linguistics that has ensued. This is
followed by a chapter on George Lakoff (by Dennis Tay), whose work on con-
ceptual metaphor and metonymy has had applications well beyond the field of
linguistics. Next we discuss Adele Goldberg (by Kris Ramonda), whose work
on Construction Grammar has completely changed the way we think about
grammar. In the fourth chapter (by Brian J. Birdsell), we review the work of
Gilles Fauconnier, whose work on blending theory goes well beyond lan-
guage and accounts for the ways in which humans make sense of, and create
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new knowledge. In the fifth chapter (by Sarah Turner) we discuss Michael
Tomasello’s ground-breaking work on first language acquisition, including
usage-based approaches and construction-based grammar. In the sixth chap-
ter (by Daniel Sanford) we outline Joan Bybee’s work on the effect of usage on
language structure. Bybee’s work constituted a direct challenge to some of the
key assumptions of the generative approach to language, offering a model for
analysing the structure of language that links patterns and schemas to meaning
rather than using decontextualized syntactic ‘rules’.

In Section 3, we provide a thematic overview of topics that have been actively
researched by cognitive linguists. The chapters demonstrate the exploitation
and development of ideas introduced by ‘major figures’ of Section 2. We begin
with an account by Gerard Steen of the cognitive linguistic revolution in meta-
phor studies, and move on to the closely related topic of metonymy with a
chapter by Francisco José Ruiz de Mendoza Ibafiez on the nature and scope of
metonymy in linguistic description and explanation. He shows how metonymy
acts as a general cognitive mechanism, leaving traces on the language. The vol-
ume then moves on to the topic of embodied metaphor, with a contribution
from Raymond W. Gibbs, Jr who surveys the compelling evidence in support
of the idea that figurative instantiations of word meaning have a bodily basis
and that this is activated when they are encountered and is drawn upon during
the comprehension process. In Frank Boers’ contribution, we turn to work on
idioms and phraseology, and look at how it has been applied to second lan-
guage teaching classrooms around the world. We stay with an international
theme for the contribution by Dirk Geeraerts and Gitte Kristiansen who focus
on Cognitive Linguistics and language variation, tracing the various contribu-
tions that Cognitive Linguistics has made to this field over the years. We then
turn to two areas that have involved the application of cognitive linguistic tools
to text analysis. These are Chloe Harrison and Peter Stockwell’s contribution on
Cognitive poetics, which develops the themes alluded to above, and Veronika
Koller’s contribution on Cognitive Linguistics and ideology, which provides
an interesting case study in which Cognitive Linguistics is used for Critical
Discourse Analysis. Finally, we attempt to address the recent neglect of the sub-
ject of phonology by including a contribution by Jose Mompean on Cognitive
Linguistics and phonology.

In Section 4, ‘New Directions and Applications’, we address those areas
where there is scope for new developments in Cognitive Linguistics. We begin
with a chapter from Stefan Gries on corpus and quantitative methods, a field
of research which is very much in its infancy but which has great potential. We
then have a contribution from Jérn Hurtienne on non-linguistic applications of
Cognitive Linguistics. After having provided a survey of work done in this area,
he describes an ingenious attempt to make heating controls more intuitive by
making them correspond more closely to the cognitive models of the users. The
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contribution by Jorg Matthias Roche has an equally practical focus. He outlines
the ways in which cognitive linguistic tools such as conceptual transfer, mental
spaces, metaphor and constructions can be used in the teaching of grammar
to learners of a second language. The volume closes with a contribution from
Dennis Tay on the ways in which psychological counselling professionals can
usefully employ metaphor use and conceptual metaphor theory in their coun-
selling sessions.

8 Cognitive Linguistics Literature

There are now several journals devoted to Cognitive Linguistics, including
the Annual Review of Cognitive Linguistics (John Benjamins, Amsterdam) and
Language and Cognition (Cambridge University Press). In addition, a number of
textbook introductions are available, including Taylor (2002), Evans and Green
(2006), Lee (2001), Ungerer and Schmid (2006), Radden and Dirven (2007), and
Croft and Cruse (2004).

Handbooks and anthologies of readings include Geeraerts (2006), Kristiansen
et al. (2006), Evans et al. (2007) and Gonzalez et al. (2007) (which focuses on
methodology).

Several edited volumes focus on applications of Cognitive Linguistics to
second language learning and teaching. These include Achard and Niemeier
(2004), Boers and Lindstromberg (2008), De Knop and De Rycker (2008), Piitz
et al. (2001) and Robinson and Ellis (2008).
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1 Background

“What follows is a minority report’, wrote Ronald Langacker in a 1986 introduc-
tion to his first ten years of work on the theory of Cognitive Grammar. Having
become dissatisfied with the assumptions of the transformational grammar tra-
dition within which his early work had been conducted, Langacker proposed
a model of language that diverged from the principles of Chomskyan linguis-
tics and was hugely influential in developing the field of Cognitive Linguistics.
Owing to subsequent findings in modern linguistics, cognitive science, and
psychology that support its claims, Cognitive Grammar (CG) has lost some of
its radical image and gained many adherents, but stark contrasts with other
branches of contemporary linguistic theory remain.

One is that rather than being an arbitrary set of rules governing what is
possible in a language, grammar is of itself meaningful. It is a structured set
of assembled patterns, abstracted from our exposure to language and our
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conceptual understanding of the world. Acquisition of language units is seen
as being dependent on exposure to recurring forms that gradually become
entrenched in the mind and then act as templates from which to develop and
comprehend further expressions. In the case of second or subsequent languages,
entrenched forms from prior learning experience can facilitate or inhibit this
process. Similarities between the two languages may aid acquisition, while
differences, such as alternative perceptions or varying emphases, will require
learners to override what they have previously learned.

In order for entrenchment to occur, it is also claimed that general cognitive
functions (i.e. ones that are not solely used to process language) are utilized.
Langacker (2008a) lists four such cognitive functions: association, for building
connections; automatization, to access knowledge without conscious effort;
schematization, to abstract commonalities from exposure to data; and categori-
zation, to organize language according to perceived similarities.

A third divergence from accepted theory is CG’s claim that only semantic,
phonological and symbolic structures are necessary to describe a language. In
other words, CG denies that grammar can be treated as a separate component
of language. All language is symbolic; therefore, all language is meaningful
(Langacker, 1987).

This chapter will draw on these positions to elaborate some ways in which
language can be described and understood using the CG model. Key concepts
used to describe language will be presented and examples will be given of how
linguistic elements are analysed. In order to demonstrate how CG, a usage-
based model of language, describes authentic communication, all example
sentences in this chapter have been taken from the Corpus of Contemporary
American English (COCA) or the British National Corpus (BNC).

2 Key Concepts in Cognitive Grammar
2.1 Representing Language in Symbolic Structures

In CG, the units of language comprise semantic, phonological and symbolic
structures. The semantic structures derive from conceptualizations and are
manifested as linguistic meanings. Phonological structures incorporate not
only sounds, but also gestures and orthographic representations (Langacker,
2008a). These semantic and phonological structures represent the two poles of
the meaning/form link of a symbolic structure.

CG emphasizes the partially compositional nature of language, and makes
extensive use of diagrams to represent the combinations and relations between
language structures. Figure 2.1.1 details how forms and meanings are combined,
with S, P, and I signifying semantic, phonological and symbolic structures
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[*He]

*] || [7] o

Hina

Figure 2.1.1 Combination of symbolic structures

respectively. In the figure, (a) might represent smoke, (b) smoker (smoke + er),
and (c) non-smoker.

In this example, increasingly complex lexical items are created through the
process of affixation. CG also posits that grammatical constructions can be
explained through the same process of composition using the same semantic
and phonological structures. The key argument here is that units of language
can be graded from the broadly schematic to the highly specific. Lexical items
are generally quite specific and are clearly gradable in this manner (e.g. thing
> vehicle > car > Toyota Prius). It is argued that although grammatical elements
tend to be more schematic, they nevertheless possess meaning. Pronouns and
prepositions are examples of ‘grammatical’ elements that maintain relatively
specific meanings.

As a corollary of this claim, CG takes the view that instead of being distinct
constructs, the lexicon and grammar form a continuum. Evidence for this claim
comes partly from multiword units, especially those which contain one or more
open ‘slots’, which pose a problem for linguistic theories that treat lexis and
grammar as separate because they can combine specific lexical elements with
more schematic grammatical patterning (Moon, 1997). For example, the expres-
sion as I was V-ing is used as a topic shifter, and let me start by V-ing functions as
a topic marker (Nattinger and DeCarrico, 1992).

CG takes the view that language contains maximally schematic grammati-
cal elements, highly specific lexis, and multiword units that are both schematic
and specific. However, in order to consider how language might be explained
symbolically, we must first consider how language caters for different forms of
construal.

2.2 Construal

One of the tenets of CG is that language is a product of human conceptualiza-
tion. We are capable of interpreting situations in different ways, and language
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offers various ways to convey meaning. In CG, this is referred to as construal.
Langacker (2008a) gives four classes of construal.

2.2.1 Focusing

In order to communicate in an effective, efficient manner, we must decide
which elements of our intended message to foreground, and which can remain
in the background. One clear example of how this can be achieved is through
the use of the passive voice to shift the focus of a message (e.g. we made mistakes
vs mistakes were made). A similar effect could be obtained by altering the stress
on words or syllables to foreground key words, and grammatical ellipsis can be
used in discourse to background given information.

Another way to affect the focus of an expression is to alter its scope. Scope is
defined as ‘the array of content a predication specifically evokes for its charac-
terization” (Langacker, 1991: 4). In describing a scene in a library, the scope at its
narrowest might only include the spine of a single book, but depending on our
purpose, it could conceivably be broadened to encompass the whole shelf, an
aisle, the fiction section or the building itself.

Scope can be subdivided if we consider immediate scope as being that part
of an entity which is directly under consideration at present and maximal scope
as that which falls under the conceptual domain of the entity, but which is not
foregrounded at this time. Thus, someone might say:

(1) How much did it cost you for the library fine? [COCA]

In this case, the person’s paying a fine at a library would be considered part of
the immediate scope, while the reason for this is a part of the maximal scope; it
is left implicit for the hearer to infer.

2.2.2 Prominence

Prominence reflects the degree to which something stands out in relation to
something else. Two important CG concepts which fall under the domain of
prominence are profiling and trajector/landmark alignment.

While the scope of an expression determines the portion of a scene that is
viewed, the profile can be thought of as the particular element in the immediate
scope that is the focus of attention. It is the particular referent of that expres-
sion. In the phrase my library books, the profiled element would be books, since
the expression refers to books rather than a library. Profiles, which are indicated
with a bold line in CG diagrams, can be selected for either things or relation-
ships, since both can be the focus of an expression. In (2), an owner is profiled
chasing the entity which is owned (the dog). Example (3) profiles a pet, giving
greater prominence to the animal and its fate than the owner, whose existence
must be inferred. Similarly, the state of having a pet implies the involvement
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(a) owner (b) pet (c) having a pet

Figure 2.1.2 Profiled things and a relationship

(a) having a pet (b) having an owner

Figure 2.1.3 Profiled relationships with different focuses

of an unstated owner, as shown in (4). These situations are diagrammed in
Figure 2.1.2.

(2) The owner pursues the dog and eventually catches him. [BNC]
(3) The pet automatically faces death for being unmuzzled in public. [BNC]
(4) Having a pet is a big responsibility. [COCA]

In the case of profiled relations, the terms trajector and landmark are useful for
distinguishing the primary and secondary focus of the relationship. This is
because relationships can have the same profile, yet different focuses, as shown
in Figure 2.1.3. Although the same elements are present, the meanings of the
expressions in (a) and (b) are different due to their selection of primary and
secondary focuses (i.e. their trajectors and landmarks).

2.2.3 Specificity

Among the options available to language users is the degree of precision with
which we express ourselves. As was stated above, lexis offers a range of items
from quite schematic to very specific. However, greater precision can also be
achieved through the use of grammatical modification (e.g. the song > the beauti-
ful song > the beautiful song you played > the beautiful song you played on the piano
> the beautiful song you played on the piano last night). This sequence could obvi-
ously be further extended, limited only by the contextual details available.
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There is a basic level of specificity which is usually sufficient for everyday
purposes, but which can be made more specific or schematic as the situation
warrants. Langacker (2008b) suggests that the ability to move away from this
basic level is one identifying feature of increasing language proficiency.

2.2.4 Perspective

Broadly speaking, perspective can be seen as the viewing arrangement of an
expression. Langacker (2008a) identifies the situation of a speaker and a hearer
being in the same location describing the world around them as the default
viewing arrangement, as in (5).

(5) Already she was talking about her forthcoming summer holiday plans with
Rose. [BNC]

A point made in CG is that there is a tremendous capacity in human cognition
to construe other arrangements (Langacker, 2001). Everyday examples of this
are questions, commands or hypothetical situations, but there are further ways
in which we can construct a viewing arrangement, as shown in (6-12).

6) It was nice along here, driving down an avenue of oaks. [COCA]

7) Paxton felt as though the days were flying by . . . [COCA]

8) Iam here in Lafayette, Louisiana tonight. [COCA]

9) To the north, the land rose slowly from the marshes to Althorne ridge about a
mile and a half inland . . . [BNC]

(10) To the south the land fell away, slowly at first then abruptly. [BNC]

(11) Next year will be our 25th anniversary. [COCA]

(12) [Father to son] That’s no way to talk to your father. What’s got into you?

[BNC]

o~ o~~~

In (6), It was nice along here demonstrates that a scene can be viewed from the
path of a viewer’s motion. In (7), a period of time is viewed metaphorically as
moving past the viewer. Sentence (8) comes from a news broadcast, in which
the speaker (presumably a reporter) and the hearer(s) are in different locations,
requiring the speaker to establish which of those locations is being described.
Sentences (9) and (10) show that directionality plays a role in how a scene can
be viewed from different vantage points, with landscape features here being
construed metaphorically as moving entities. In (11), the speaker and hearer
are positioned in a temporal vantage point — the current year — from which the
profiled next year is seen as the following item in a series. Finally, there are also
cases in which speakers refer to themselves in the third person, placing them-
selves in a more objective position, as in (12).
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When considering perspective, it is helpful to examine the relationship of
the speaker and hearer to an expression. In the case of (7), neither the speaker
nor hearer is profiled; they are offstage viewers looking on subjectively. Paxton,
meanwhile, is very much onstage. As a profiled entity, he is being viewed objec-
tively. It is not always the case, however, that the speaker and hearer are off-
stage. The use of the personal pronouns — as in (8) — can put the speaker or
hearer into an objectively viewed position. Also, there are more subtle ways
that the interlocutors can be related to an expression. Words such as here, tonight
and next year offer a locational or temporal point of reference to the profiled
event, so while in (6) the speaker is not viewed completely objectively, neither
are they maximally subjective viewers.

This notion, that the speaker and hearer are in some way connected to an
expression, is known as grounding. The ground can be seen as the ‘platform’ from
which the speaker and hearer conceptualize the matter at hand and it encom-
passes the speech event itself and the time and place of speaking (Langacker,
2008a). The concept of grounding brings us back to the earlier claim about
the meaningfulness of language, and that it is non-arbitrary and explicable.
Elements that provide grounding, such as articles, determiners, tense mark-
ers, and models, perform an epistemic function, that is, they relate to existence,
reality, definiteness or time (Langacker, 2009). It is the combination of epistemic
and lexical meanings that offers a full understanding of an expression.

3 Grammatical Classes

CG makes the claim that grammatical classes can be defined semantically.
While it is conceded that word classes do not directly relate to kinds of entities
in a strict sense (e.g. nouns can signify entities other than physical objects), it is
argued that grammatical class is not determined by the nature of the entity in
question, but by how it is construed by the speaker. Objectively speaking, parade
describes an action, and as such should only be a verb, but it can be conceptually
reified as a noun by downplaying those aspects of its content that are process-
related and viewing it instead as an abstract thing. Prototypically, nouns are
objects and verbs are actions, but each can be viewed more schematically. This
brings back the notion of profiling. The profile is that part of the expression
which is focused on, and it can be construed in different ways. The conceptual-
ization of parade will contain both its interpretation as an action and as a hap-
pening, allowing for it to be profiled as a verb in (13) and a noun in (14).

(13) I parade my men in the surrounding villages a couple of times a year . .. [COCA]
(14) The parade of thousands reached the cemetery . .. [COCA]
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As aresult, CG adopts highly schematic definitions for its word classes. Entity is
a general term used for anything that could be described conceptually. Entities
are shown as rectangles in CG diagrams, as in Figure 2.1.4. Nouns are defined
as expressions that broadly profile things. This class includes groupings and
abstractions and is symbolized with a circle or an ellipse. Verbs, adjectives,
adverbs and prepositions enter the class of relationships, since they all depend
on more than one entity to express their meanings. Verbs, being processes, are
depicted in temporal relationships with an arrow showing time and a bold line
indicating the scope of the expression. The other relationships are atemporal.
Figure 2.1.4 demonstrates how CG diagrams can be used to describe parts of
speech, using sentence (15) as an example.

(15) His strong arms gripped me hard and slammed me into the barrels. [COCA]

In (a), the possessive construction his arms is shown, with a conceptualizer C
mentally accessing a target T (arms) by way of a reference point R (his) within
a domain D that contains all entities associated with R. Adjectives in CG show
relationships between nouns and other entities, with the noun taking the role of
trajector. Diagram (b) shows how the trajector arms is related to a region in the
domain of strength, producing strong arms. In (c), the trajector his strong arms
acts upon the landmark me demonstrating the verbal process his strong arms
gripped me. Adverbs relate entities with other relationships, and (d) shows the
verbal process from (c) being related to a region in the domain of pressure, lead-
ing to his strong arms gripped me hard. Prepositions specify nouns as landmarks,
and in (e) the trajector me is shown moving into the barrels. Finally, (f) demon-
strates the use of the conjunction and in allowing his strong arms to perform the
role of trajector in two verbal processes. The dotted lines show the correspon-
dence between arms and the trajectors of the two verbal processes.

One further important aspect of grammatical classes is bounding. As the
name implies, this relates to whether a thing or process is construed as being
separated from other entities of the same type by a boundary. Bounding also
considers homogeneity (whether the entity is composed entirely of the same
substance/process), contractability (whether it can be broken into parts of the
same thing/process) and replicability (whether adding more of the entity results
in separate entities or more of the same entity). Bounding and replicability are
markers of count nouns and perfective (active) verbs, while homogeneity and
contractability identify mass nouns and imperfective (stative) verbs.

Figure 2.1.5 shows the CG diagrams for the nouns pencil and wood and
the verbs cook and believe. In (a), an object (the pencil) is profiled within the
immediate scope as a clearly bounded entity. It is neither homogenous, as it
contains different materials, nor contractable, as any conceived part of it does
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Figure 2.1.4 Word class diagrams

not necessarily constitute a pencil. This can be compared with (b), where the
immediate scope falls within the shaded grey area denoting the wood. Thus,
the entity is construed as homogenous as it is a uniform substance, contractable
because any part of it would also be wood, and unbounded in the sense that its
actual bounds lie outside the immediate scope. Langacker (2008a) shows how
lake differs from water in that while both are internally homogenous, a lake is
defined by its boundary, and thus lake is a count noun.
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Figure 2.1.5 Bounding diagrams for nouns and verbs

In the previous example, scope was perceived visually, but in the case of verb
tenses it can also be used in a temporal fashion. Cooking is seen as a bounded
action, so it falls within the immediate scope in (c). Since cooking involves dis-
tinct stages, it is construed as neither homogenous nor contractable. Moreover,
cooking meals over two consecutive nights would be considered two acts of
cooking, so the action is replicable. In the case of beliecve, when used in the pres-
ent tense, the verb is seen as unbounded, since its onset and conclusion are
not considered and hence fall outside the immediate scope in (d). At any point
in time within the immediate scope, the believing would still be in effect, as
it would if any segment of time were considered, so it is a homogenous and
contractable action. Finally, if another act of believing (in the same thing) were
added, this would count as continuing the same belief, rather than two separate
beliefs, so the action is non-replicable.

However, cook can also be construed as unbounded if an immediate scope
is imposed which focuses on an internal portion of the bounded event and
leaves the inferred bounds to the maximal scope. This imposition of scope on
a temporal process demonstrates the effect of the progressive form of a verb,
where the addition of be-ing to a verb stem in effect foregrounds the event at
a particular time and leaves its onset and conclusion implicit, as in (16-17).
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The progressive form of cook would then be seen as imperfective, and could be
diagrammed by 5(d).

(16) At the moment Helen is cooking enormous meals for me . . . [BNC]
(17) Bella was cooking the hare. [BNC]

Similarly, most nouns are readily construed as either count or mass, this being
achieved in CG terms by either restricting the immediate scope to view the
entity as an unbounded mass (18), or expanding the scope to view the entity
within its bounds (19).

(18) Cheese is a food so integrated into the fiber of my being that I can hardly imag-
ine a life without the stuff. [COCA]
(19) Allen had stolen a cheese and some bread. [BNC]

4 Syntagmatic Combination

Cognitive Grammar illustrates how individual component structures combine
to form the integrated composites of everyday language. The component struc-
tures are bound by rules of interaction known as valence relations. Langacker
describes four factors that govern valence.

Correspondence is the identification of shared elements between component
and composite structures. CG diagrams use dotted lines to link elements that
describe the same entity. Profiling explains how the grammatical category of the
composite expression is inherited from one of its components. As was shown
in Figures 2.1.2 and 2.1.3, bold lines indicate elements acting as profile determi-
nants, or heads, in CG diagrams. Elaboration shows the relationships between
component structures — how modifiers and complements describe, adapt, or
augment the profile determinant, and how components enter into relationships
of autonomy and dependence. Arrows are used in CG diagrams to show elabo-
ration, with the head of the arrow pointing towards the elaborating component.
Cross-hatching is used to mark the structure that is elaborated. Finally, constitu-
ency relates to the sequence by which composite structures are formed from
their components.

These relations are demonstrated in Figure 2.1.6, in which the formation of
the phrase the fish in the water is detailed. At the lowest level of the diagram,
the noun water is bound to the preposition in to produce in the water (in order
to simplify this account we ignore the contribution of the grounding element
the). This composite form denotes a locational relationship, and hence in is
marked with a bold line to signify its status as the head, or profile determinant.
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A trajector within the boundary of its landmark depicts the conceptualization
of in. Note the correspondence line identifying the landmark as the entity water
on the right side of the diagram. Because the preposition is dependent on its
object, the water can be said to elaborate in. In this case, as an autonomous com-
ponent that elaborates its dependent head, the water is known as a complement.
The arrow points towards the elaborating entity, and cross-hatching identifies
the landmark as the elaborated structure.

At the next level, the noun phrase the fish is integrated with the composite in
the water. The trajector of the prepositional relationship is identified as the fish,
which also takes over the role of head, as the entire expression denotes a thing,
rather than a locational relationship. The head is also an autonomous component,
since the fish can easily be conceptualized by itself, whereas in the water relies on
the identification of its trajector to be fully understood. Since it is dependent on its
head for full characterization, in the water is labelled a modifier. Again, the arrow
and cross-hatching indicate elaborating and elaborated elements respectively.

Finally, the expression the fish in the water is detailed at the top of the dia-
gram. As a noun phrase, it is shown as an ellipse, with the prepositional rela-
tionship detailed inside. Again, the fish is drawn with a bold line as it is the
focus, and therefore the profile, of the entire composite. The constituency of the
expression can be traced by following the solid lines that connect component
elements with composites.

The same relationships described in Figure 2.1.6 can be applied to the for-
mation of lexical items. Figure 2.1.7 details the constituency of the word non-
smoker. At the lowest level of the diagram, the suffix -er is combined with smoke
to produce smoker. Smoke is a verbal process in which a human trajector acts on
a landmark (a tobacco-derived product) over time. The -er box shows a thing
(circle) related to an entity (small box), which represents the verbal process.
The effect of -er is to transform the expression into a noun that conceptualizes
the trajector of the process to which it is bound. In other words, -er acts as the
profile determinant, the component that provides its grammatical category to
the composite expression. As such, the circle and the -er box are marked with
bold lines. A dotted line indicates correspondence between the trajector of the
process smoke and the circle in the -er box.

Although it acts as the head of the expression, -er is a conceptually (and pho-
nologically) dependent structure reliant on smoke to produce a coherent unit of
language. Therefore, smoke is elaborating the head, as indicated by the arrow
and cross-hatching. As with the water above, smoke is a complement to -er.

Moving up one level in the diagram, the head element smoker is now com-
bined with the prefix non- to produce non-smoker. At this level, smoker is the
profile determinant, represented by an ellipse since it is a thing, but containing
a simplified diagram of the process it has subsumed. With the head now being
an autonomous element, the prefix non- is classified as a modifier.
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Figure 2.1.6 Valence relations for a noun phrase

At the uppermost level of the diagram, the composite expression non-smoker
is formed. The effect of non- is to negate the process performed, not the indi-
vidual. Clearly, a non-smoker is still a human being, but one defined by the
absence of an activity being performed. The dashed line box, therefore, contains
a background conception containing a person (ellipse) demonstrating a pro-
cess. This background conception is the fictive entity against which non- takes
its meaning.

That the prefix negates not the profiled element itself but a process subsumed
within it may appear slightly anomalous, but this can be accounted for within
CG. The word smoker is an example of a conceptual reification, in this case from
a process to an individual performing the process. When non- is integrated with
smoker, we assign its negation to the process, not the individual. The process
within the ellipse is identified as the active zone of smoker as it relates to the pre-
fix non- and is shaded in grey to signify this. Accordingly, the correspondence
lines identify non- with the process rather than the individual. Thus the entire
expression denotes an individual defined by their not partaking in the process
of smoking.
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Figure 2.1.7 Valence relations for a noun with affixes

5 Conceptual Substrates

CG argues that there is far more to the knowledge of an expression than its
explicit meaning. The network of associations, connotations and coherence-
forming patterns make up the conceptual substrate lying beneath a particular
definition. As a product of the situational context, the conceptual substrate is
a more fluid notion than can be provided for in a dictionary. This section will
describe some ways that the conceptual substrate operates.

5.1 Word Knowledge

Consider a word such as bread. The immediate conceptualization is of a sim-
ple foodstuff, yet with only a little effort it is possible to conceive of several
extended meanings that might be sketched out as in Figure 2.1.8.

The prototypical sense is given a bold box. The next ring of boxes (solid
lines) are some basic associations that suggest encyclopaedic knowledge. Bread
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Figure 2.1.8 Word knowledge diagram for bread

is often seen as a staple food, it is served in various ways, and it has religious
significance. Looking at the outermost items in the diagram (dotted lines),
we begin to see how cultural or general knowledge manifests itself through
multiword units and idioms (e.g. bread and water, bread and butter, put bread on
the table, our daily bread, bread and wine, best thing since sliced bread). The view
taken in CG, as in Cognitive Linguistics generally, is that there is no convenient
point at which lexical knowledge can be separated from encyclopaedic knowl-
edge, which forms a complex system that is likely unique to each individual
(Littlemore, 2009). Langacker (2009) offers a clear demonstration of how ency-
clopaedic knowledge operates alongside lexical knowledge with cases similar
to (20) and (21).

(20) ... you could see the fish in the water . . . [BNC]
(21) If you've kept your boat in the water over the winter, you should be cognizant
of any water intrusion. [COCA]

In these cases, the sense of inclusion denoted by in is different. It is our encyclo-
paedic knowledge of fish, boats and water that tells us the fish were most likely
fully submerged while the boat was floating on the surface of the water. Of
course, either interpretation could be reversed without difficulty if the fish had
died and were floating (22) or the boat had suffered some mishap (23).

(22) Dead fish floating in water discolored by a red tide. [COCA]
(23) ... the boat was found in 1986, buried in the lake shore mud . . . [COCA]

What this tells us is that meaning is not constructed in isolation. Each expres-

sion relies on a matrix of cognitive domains for its content. The domains for an
expression encompass perceptual information, abstract knowledge (e.g. of
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history, purpose or use), and its relations to other entities. From this wealth of
information, we are able to communicate successfully by applying our encyclo-
paedic knowledge to extract the intended meaning of an expression (Langacker,
2008a; Littlemore, 2009). Some information will be considered more central to
an expression’s content, and some will be more peripheral, although this will
vary for individuals. For example, bread’s use as a foodstuff is likely to be more
central than its role in the Eucharist, especially for non-Christians.

5.2 Meaning Construction

Successful communication is dependent on the construction of meaning
between interlocutors. It was once the case that literal language was seen as the
overriding norm for communication. More recently, however, researchers have
recognized the value of metaphor, metonymy and implicature in expressing mean-
ing (Deignan, 2010), as shown in (24-6).

Metaphor lies in the blending of two conceptual domains. The first, the source
domain, offers a vivid, often concrete, experiential conception that is mapped
onto the second domain, the target, which is often an abstract quality. In (24),
the aggression of a warrior is mapped onto a footballer’s playing style. With
metonymy, an expression is used as a reference point to a concept or entity to
which it itself is related. The example in (25) shows how the White House can
be used to invoke the concept of the US government as a whole. In the case of
implicature, a meaning is expressed without being directly stated, as in (26).

(24) ... in the Scotland squad were the elegant Manchester United captain Martin
Buchan, the toothless warrior Joe Jordan, the mercurial Kenny Dalglish . . .
[BNC]

(25) He knows that the White House is loving all of this . . . [COCA]

(26) This time, on this road, the fatal accident might not have been an accident at
all. [COCA]

Non-literal expressions such as these can easily be incorporated into CG, as
the semantic relationship between the expression as it is spoken (denoting the
source) and the implied meaning can be shown symbolically. Figure 2.1.9 shows
how the White House is loving all of this can be represented in a CG framework.
In the diagram, R is the reference point the White House, which is linked to the
target T (the US government). The target has been identified from the domain
D of possible referents for the White House. Dashed arrows show how the target
is accessed mentally. This metonymic expression then functions as the trajector
of a relationship in which all of this forms the landmark. The verbal process is
loving has been simplified to a doubled-headed arrow.
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6 Linguistic Elements from a CG Perspective

In this final section, two brief explanations will be given of how natural lan-
guage is explained in CG. Both cases demonstrate key principles of a cogni-
tive view of language: the importance of seeing all language as interrelated,
and the necessity of allowing a place for construal in any description of
language.

6.1 Distributional Classes in CG

While grammatical classes in CG are considered meaningful, there are other
classes defined by different principles. Distributional classes are composed of
elements that occur in the same constructions; they may share semantic fea-
tures, but this does not define them.

CG argues that language units are acquired by abstracting from contextu-
alized usage events. Elements that are common enough to be reinforced as a
schema will gradually become entrenched, while elements of lesser frequency
will be filtered from the language input (Langacker, 2005). Thus, language is
constantly in flux, as regular input serves to update, reinforce or contradict
emerging schemas. This process will involve both grammatical and lexical ele-
ments. Figure 2.1.10 provides an example of how the distributional class for
‘species nouns’ might intersect with the network for the noun species.

The grouping on the left is the species nouns, a group of nouns that enter
into patterns similar to quantifiers, but actually perform a classifying function
(Biber, Johansson, Leech, Conrad and Finegan, 1999). At the top is the max-
imally schematic construction, indicating a noun followed by of and a noun
phrase. The box underneath represents a core meaning linking all cases. The
other boxes show more specific examples of this construction, with bold lines
indicating more frequent uses. To the right are examples of some constructions
with species. The construction in the overlapping segment belongs to both net-
works — it could be viewed as a lexicalized instantiation of the species noun
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Figure 2.1.10 ‘Species nouns’ and the noun species

construction or a grammaticalized pattern containing species. On the right are
various other common constructions containing species.

Here again is evidence of lexicon and grammar interacting: elements tradi-
tionally seen as ‘grammar’ are partially defined by the lexical items they contain.
Likewise, the constructions immanent in lexical phrases influence the meanings
of lexical items. It is networks such as these that define conventional usage in
a language. Some networks are inclusive, allowing great variety of expression,
and others have far more restrictive membership, requiring the learning of per-
mitted occurrences. Langacker (2008a) argues that lexemes are partly character-
ized by ‘a set of structural frames representing the constructions [they] occur
in’, and it is these structural frames that provide the context for learning.

The argument that language is learned by abstraction and that patterning
plays a key role in language finds strong support in corpus linguistics (Hoey,
2005) and Cognitive Linguistics more generally. That data from several sub-
fields converge on the same point, which is that phraseological constructions
are both highly frequent and likely to be crucial in language acquisition, is
strong evidence for its validity.

6.2 Alternative Viewing Arrangements

In allowing a place for construal, CG offers insights that explain some of the
more unusual behaviour in languages. One example is the use of the English
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present tense for historical, future, habitual, or timeless reference, as exempli-
fied in (27-30).

(27) ...you know, there’s been times I leave the show, and I'm walking down Sixth
Avenue in a daze, going what did I just talk about? [COCA]

(28) The next train leaves at six for the eight o’clock ferry. [BNC]

(29) Ileave my heating on during the night because I don’t want to get up in a cold
flat . .. [BNC]

(30) HAMLET leaves, dragging the body. [BNC]

The present tense is not used to describe events in the ‘true’ present (i.e. right
now), except in the cases of imperfective verbs (e.g. He knows it is true) and
performatives (e.g. I promise you; I call on the troops not to participate in this coup
.. .), which encode the verbal process at the same time as it occurs. Langacker
(2001, 2009) argues, nevertheless, that present tense constructions do indicate
present time. Essentially, this is achieved by adopting the virtual document view-
ing arrangement, as shown in Figure 2.1.11. In (27) and (28), the speakers are
actually describing virtual representations of events they either recall or fore-
see. The events are described in current time as they are viewed in this virtual
document that exists as a mental construction for the speaker. The situation for
(29) and (30) is very similar, except that in (29), the virtual document is based on
knowledge of the world and in (30) it is probably a real script.

7 Conclusion

This chapter has briefly outlined some of the main aspects of Cognitive
Grammar, a work that began over 35 years ago. CG is a description of language
as it really is, not of a sanitized textbook language or of an idealized set of rules.
By Langacker’s own admission, it remains a work in progress, and one of the
ways it can be refined is for pedagogical materials incorporating CG principles
to be developed so that empirical data can be collected to support or refute its
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claims. One text for teachers interested in CG is Radden and Dirven (2007). For
readers interested in exploring CG in further detail, the 1987 and 1991 works by
Langacker are considered seminal in the field of Cognitive Linguistics, and the
2008a work provides an updated general introduction. Numerous papers have
also been compiled to produce the 1999, 2002 and 2009 volumes.

References

Biber, D., Johansson, S., Leech, G., Conrad, S. and Finegan, E. (1999). Longman Grammar
of Spoken and Written English. Harlow: Longman.

Deignan, A. (2010). The cognitive view of metaphor: Conceptual metaphor theory. In
L. Cameron and R. Maslen (Eds), Metaphor Analysis: Research Practice in Applied
Linguistics, Social Sciences and the Humanities. London: Equinox, pp. 44-56.

Hoey, M. (2005). Lexical Priming: A New Theory of Words and Language. Abingdon:
Routledge.

Langacker, R. W. (1986). An introduction to cognitive grammar. Cognitive Science, 10,
1-40.

— (1987). Foundations of Cognitive Grammar (volume I): Theoretical Prerequisites. Stanford:
Stanford University Press.

— (1991). Foundations of Cognitive Grammar (Volume I1): Descriptive Application. Stanford:
Stanford University Press.

— (1999). Grammar and Conceptualization. Berlin: Mouton de Gruyter.

— (2001). Cognitive linguistics, language pedagogy, and the English present tense. In
M. Piitz, S. Niemeier and R. Dirven (Eds), Applied Cognitive Linguistics I: Theory and
Language Acquisition. Berlin: Mouton de Gruyter, pp. 3-39.

— (2002). Concept, Image, and Symbol: The Cognitive Basis of Grammar (2nd edition). Berlin:
Mouton de Gruyter.

— (2005). Construction grammars: Cognitive, radical, and less so. In F.]J. Ruiz de Mendoza
Ibafiez and M. Sandra Pefia Cervel (Eds), Cognitive Linguistics: Internal Dynamics and
Interdisciplinary Interaction. Berlin: Mouton de Gruyter, pp. 101-59.

— (2008a). Cognitive Grammar: A Basic Introduction. Oxford: Oxford University Press.

— (2008b). Cognitive grammar as a basis for language instruction. In P. Robinson and
N. C. Ellis (Eds), Handbook of Cognitive Linguistics and Second Language Acquisition. New
York: Routledge, pp. 66-88.

— (2009). Investigations in Cognitive Grammar. Berlin: Mouton de Gruyter.

Littlemore, J. (2009). Applying Cognitive Linguistics to Second Language Learning and
Teaching. Basingstoke: Palgrave Macmillan.

Moon, R. (1997). Vocabulary connections: Multi-word items in English. In N. Schmitt
and M. McCarthy (Eds), Vocabulary: Description, Acquisition and Pedagogy. Cambridge:
Cambridge University Press, pp. 40-63.

Nattinger, J. R. and DeCarrico, J. S. (1992). Lexical Phrases and Language Teaching. Oxford:
Oxford University Press.

Radden, G. and Dirven, R. (2007). Cognitive Linguistics in Practice (Volume 2): Cognitive
English Grammar. Amsterdam: John Benjamins.

48



2 2 Lakoff and the Theory of
o Conceptual Metaphor

Dennis Tay

Chapter Overview

Background 49
Categorization 50
The Contemporary Theory of Metaphor 52
Literary, Philosophical, Mathematical and Political Forays 54
Influences and Criticisms 56

New Directions: Neural Theories of Thought, Language and Metaphor 57
Conclusion 57

1 Background

As with many linguists of his generation (at least, in North America), Lakoff’s
early career was under the spell of the revolutionary ideas of Noam Chomsky.
By the 1970s, however, a rift had opened up between those who adhered to
what Chomsky referred to as the ‘Standard Theory’ of transformational-genera-
tive grammar, and those who espoused an even more radically ‘transformation-
alist” approach, an approach which came to be known as generative semantics.
(A detailed account of the bitter disputes can be found in Randy Harris’s aptly
named volume, The Linguistics Wars.)

The terms of the controversy can be simply illustrated with reference to the con-
trast between an active sentence, its passive counterpart and its nominalization:

The enemy destroyed the city.
The city was destroyed by the enemy.
The enemy’s destruction of the city.
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The three expressions share a common conceptual substrate, which the gen-
erative semanticists sought to capture by means of a common underlying
structure. At first glance, this seems reasonable enough. However, on closer
examination, a number of problems arise. First, do we in general want to say
that expressions which are (roughly) synonymous, even though they might
differ very considerably in their wordings, always share a common seman-
tic structure? (Generative semanticists tended to answer in the affirmative.)
Second, how is this shared semantic content to be represented? What are its
elements, and how are they structured? (The preferred solution involved the
formalism of propositional logic.) Third, how do we get from the proposed
underlying semantic representation to the surface form of an expression?
Given the format of the underlying semantic structure, along with the fact
that (roughly) synonymous expressions may differ greatly in their surface
organization, it was necessary to postulate a raft of transformations, with the
power to delete, to insert, to modify and to reorder elements. These operations
were largely ad hoc and item-specific, and subject to very few constraints on
their application. Chomsky, in his influential 1970 paper, ‘Remarks on nomi-
nalization’, put paid to these excesses, pointing out, among other things, that
nominalizations, such as destruction, have a range of idiosyncratic properties —
morphological, semantic and syntactic — which need to be specified at the level
of the individual lexical item, not with reference to some supposed transfor-
mational history. For one thing, there are half a dozen nominalizing suffixes in
English, some more frequently used than others, but all of which show restric-
tions with regard to the stems to which they attach. Largely as a consequence
of Chomsky’s trenchant criticisms, the generative semantics movement, as a
model for grammatical organization, eventually went out of favour, weighed
down by its internal problematics.

Even so, we can still perceive traces of the generative semantics programme
in Lakoff’s subsequent work, namely, in its search for the semantic and con-
ceptual underpinnings of linguistic structures. We first address his work on
categorization, with the rest of the chapter presenting an overview of what is
arguably his most salient contribution to Cognitive Linguistics to date — the
contemporary theory of metaphor.

2 Categorization
A seminal paper is Lakoff (1982). This essay can be seen as a preliminary draft
of Woman, Fire, and Dangerous Things (1987), a monograph which delivered a

multipronged critique of ‘objectivist’ semantics and of the syntactic theories
which underpinned it. Several themes can be highlighted.
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First — and as already mentioned in the Introduction to this volume — Lakoff
explores the implications for linguistic semantics of the notion of prototype
category, which had been investigated by his colleague at Berkeley, the psy-
chologist Eleanor Rosch. Lakoff took the notion of graded category structure
far beyond anything that Rosch had envisaged in her empirical work. Take,
for example, the title of the volume, an allusion to one of the four noun classes
(or ‘genders’) of the Australian language, Dyirbal. By analogy with the names
given to the noun classes in European languages, these can be labelled the
‘masculine’, ‘feminine’, ‘non-animal food’ and ‘everything else’ classes. Things
get assimilated to these classes by chains of association, often involving myth
and cultural beliefs. Thus, ‘fire’ is in the feminine class, not because women are
‘firey’ or because fires are “‘womanly’, but because fire is associated with the
sun, and the sun, in myth, is female. It is not the case, therefore, that all mem-
bers of the class need to share a common feature. It is worth mentioning, by the
by, that Lakoff’s account has not gone unchallenged; Mylne (1995) offers what
he claims is a culturally more authentic account of the Dyirbal data. Even so,
Lakoff’s account has emblematic status as an attempt to motivate, via theories
of categorization, a set of seemingly arbitrary linguistic facts.

A second important theme is the role of background (or encyclopaedic)
knowledge in the specification of concepts. Taking up one of Fillmore’s (1982)
examples, Lakoff argues that the concept ‘bachelor’ cannot be adequately
defined as ‘unmarried adult male’. Rather, the concept needs to be under-
stood against an Idealized Cognitive Model (ICM) of marriage practices in
a society. One aspect is that people are supposed to marry, within a broadly
defined age-range. Men who do not do so are ‘bachelors’. The model is ‘ide-
alized’ in that it does not cover all cases in society; it does not, for example,
cover Catholic priests. It is for this reason that it would be odd to refer to the
Pope as a bachelor. The prototype effects associated with the bachelor concept
(whereby some individuals are ‘better’ examples of the category than others)
are therefore not to be explained in terms of assemblies of semantic features;
rather, they derive from the degree of ‘fit’ between an individual’s circum-
stances and the ICM.

We have already mentioned in the Introduction the importance of Lakoff’s
extension of the prototype notion to accounts of lexical polysemy. The basic
insight is that the various uses of a word like English over cannot be brought
under a single, unitary lexical representation. The tour de force of the 1987 vol-
ume, however, must be the 120 page-long account of the two dozen or so uses
of English there. It is not so much that there is polysemous; rather, the word
features in a range of distinct, though related constructions, each with its own
structural, semantic and pragmatic (and even phonological and, in some cases,
gestural) properties. (Consider, for example, the raised forefinger which might
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accompany the Perceptual Deictic, as in There’s the bell!: 511.) The account
constitutes one of the earliest, and most systemically pursued justifications of
the notion of construction in the cognitive linguistics literature.

3 The Contemporary Theory of Metaphor

A fundamental premise of the cognitive linguistics paradigm is that the struc-
turing and organization of language reflect the structuring and organization of
cognition. Cognitive linguists have characteristically built upon this premise in
two ways. First, knowledge about the nature of human cognition from neigh-
bouring disciplines such as cognitive psychology has been applied to explain
various aspects of language structure and use. Second, hypotheses about
human cognition have in return been made based on observations of language
structure and use. It is apparent that Lakoff (1987) made a significant contribu-
tion to the first approach by applying insights from cognitive psychology to
explain semantic and syntactic phenomena in various domains of language.
Nevertheless, Lakoff’s contribution to the second approach has arguably been
even more significant, as seen from the impact, development, and proliferation
of responses to what he and Mark Johnson called the Contemporary Theory of
Metaphor, or Conceptual Metaphor Theory (CMT).

The foundations and development of CMT are best represented by three
hallmark publications, amidst other intermittent commentaries, applications
and analyses. These are the seminal Metaphors We Live By (Lakoff and Johnson,
1980), The Contemporary Theory of Metaphor (Lakoff, 1993) and Philosophy in the
Flesh (Lakoff and Johnson, 1999). CMT'’s basic characterization of metaphor is at
first glance similar to received wisdom in philosophy and literary studies, and
perhaps even a matter of common knowledge. Metaphors are essentially where
one thing is described in terms of another thing for rhetorical effect. However,
this is as far as the similarity goes. CMT, positioning itself as ‘contemporary’,
‘conceptual’, and a major pillar of the cognitive linguistics paradigm, proceeds
to argue for the relationship between linguistic metaphors and human cogni-
tion. The foundational arguments of CMT can be summarized and termed the
conventionality argument, the conceptual structure arqument, and the embodiment
arqument, briefly explained below.

e The conventionality argument

Metaphors are not limited to being used in instances of creative writing
and speaking (e.g. poetry). Instead, they are pervasively and routinely
used in everyday language, and this is likely to be the case for most if not
all human languages.
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® The conceptual structure argument

Metaphorisnotjustalinguistic phenomenon. Instead, linguisticmetaphors
reflect how concepts are organized in our minds. We not only describe,
but also understand one thing in terms of another by transferring, or
‘mapping’ knowledge about one concept (the ‘source concept’) to another
(the “target concept’). Since a large part of language is metaphoric, as per
the conventionality argument, it follows that our conceptual knowledge
is also largely metaphoric.

® The embodiment argument

According to CMT, source concepts are often experientially concrete and
possess some kind of ‘bodily basis’ (Johnson, 1987), while target concepts
are often abstract and cannot be directly experienced or perceived. Since
many of our concepts are metaphoric, as per the conceptual structure
argument, our conceptual understanding turns out to depend crucially
on the nature of our bodies and the physical environment in which they
function. The study of the bodily basis of cognition is broadly termed
embodied cognition (Anderson, 2003), and is keenly discussed in psychology,
philosophy and cognitive science.

There is room here for only a brief discussion of stock examples, and readers are
urged to consult the mentioned references for a more comprehensive apprecia-
tion of these key arguments. Consider English expressions such as he has come a
long way in life, this is my ticket to success, and we are fellow travellers in the journey
of life. The conventionality argument is made on the basis that such expressions,
although metaphoric, are routinely used and understood, and seem to have
roughly equivalent counterparts in many languages (see Yu, 1998 for the case of
Mandarin Chinese). Furthermore, they converge semantically and thus suggest
a tendency to describe aspects of ‘life” with the terminology of ‘journeys’ (e.g.
a long way, ticket, travellers). It moreover appears to be very difficult to under-
stand and convey these points about ‘life” without using metaphor, an observa-
tion which, together with a series of psycholinguistic experiments (e.g. Nayak
and Gibbs, 1990), lends support to the conceptual structure argument. Lakoff
and associates suggest that our conception of the world is structured by numer-
ous such metaphoric associations, other frequently discussed examples being
the metaphor of time as space, quantity as verticality, anger as heat and so on.
Last but not least, with reference to the embodiment argument, source concepts
such as journeys, space, and verticality involve experientially concrete notions
such as paths, movement, and physical locations, which provide the inferen-
tial logic for understanding their abstract counterparts. For example, the logic
underlying the idea of “passing through’ different ‘stages’ in life is grounded
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upon the actual physical experience of moving from one place to another via a
number of intermediate locations.

4 Literary, Philosophical, Mathematical and Political Forays

The arguments above, if taken seriously, have significant practical and theoreti-
cal implications which Lakoff and associates have elaborated in a subsequent
series of cross-disciplinary forays. If we accept the claim that metaphors reveal
how our conceptual systems are structured and embodied, the natural ques-
tion is how this would relate to virtually any domain of human knowledge.
An early foray into the domain of literature with More Than Cool Reason (Lakoff
and Turner, 1989) was most foreseeable given that CMT would make us ponder
the place of ‘poetic metaphors’ alongside the bulk of ‘conventional metaphors’
which supposedly pervade everyday language and thought. Along the lines of
CMT, Lakoff and Turner demonstrate in More Than Cool Reason that metaphors
used to conceptualize notions such as life, death, and the great chain of being
in the Western literary tradition might appear extraordinarily complex, but are
in fact traceable to the same underlying mappings which structure everyday
language and thought. This implies that creating, interpreting and appreciating
literary metaphors involve the same cognitive processes and mappings which
structure our conventional understanding of the world.

The successful treatment of the domain of Western literary concepts augured
productive days ahead for CMT. In collaboration with Mark Johnson, Lakoff’s
next major work, Philosophy in the Flesh (Lakoff and Johnson, 1999), attempts
to extend the scope of CMT’s arguments to a large slice of the Western philo-
sophical tradition itself. Surveying a broad range of fundamental philosophi-
cal concepts such as causation, temporality and the ‘self’, Lakoff and Johnson
provocatively challenge the validity of their traditional characterizations by
Western philosophers. First, they demonstrate how linguistic expressions used
to describe notions like time and causation are typically metaphoric, which
according to CMT suggests that the way we conceptualize these notions is
also metaphoric. Everyday expressions such as the week flew by and Christmas
is approaching, for example, imply that temporality is conceptualized as spatial
movement (see Part II of Lakoff and Johnson, 1999, for more examples from
other target notions). Lakoff and Johnson use such examples to problematize
the traditional view that there is one objectively correct and ‘literal’ character-
ization of time, causation, etc. which is independent of and transcendental to
our understanding of it. They point out, however, that this does not imply a
relativistic, anything goes situation where one set of metaphors can be arbi-
trarily substituted with another set to yield a different conception of these
fundamental notions. Because such metaphors are embodied in the sense of the
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embodiment argument outlined above, the way we conceptualize these notions
is motivated and constrained by the nature of our bodies and bodily interac-
tions with the world. From an evolutionary perspective, this further suggests
that our understanding of these fundamental notions, though inexorably meta-
phoric and hence not strictly ‘objective’, is nonetheless naturalistic and adap-
tive —a situation Lakoff and Johnson refer to as ‘embodied realism’. Shortly after
Philosophy in the Flesh, in the equally ambitious Where Mathematics Comes From,
Lakoff and Rafael Nufiez (2000) once again extend the same line of argument to
the non-verbal domain of mathematical concepts. They argue that mathemati-
cal reasoning, long thought to be abstract, symbolic, and objectively descriptive
of the logical structure of the universe, also turns out to be reducible to meta-
phors grounded upon human embodiment. Some fundamental ‘grounding
metaphors’ of mathematics include the conceptualization of arithmetic as object
collection or object construction, the ‘measuring stick’ metaphor, and the idea
of arithmetic as moving along a path (Lakoff and Nunez, 2000: 50-76), all of
which derive from aspects of basic bodily experience. Based on further analyses
of mathematical concepts such as set theory, algebra, the notion of infinity and
trigonometry, Lakoff and Nufiez boldly assert that the notion of a literal, tran-
scendental and objectively correct characterization of the universe is misplaced.
Instead, the prevalence of embodied metaphors suggests that philosophical
and mathematical truths, insofar as they are human attempts to characterize
the universe, must ultimately be constrained by our embodied capacities.
Even as Lakoff and associates focus a large part of their work on explain-
ing the embodied origins of conceptual metaphors, questions about the social
effects of metaphors are just as pertinent. How, for instance, might metaphors
shape human attitudes, beliefs and ultimately action in our social worlds? Lakoff
provides some answers in his analyses of the metaphors ostensibly underly-
ing and shaping American political values and policies.! In Moral Politics: What
Conservatives Know that Liberals Don’t (Lakoff, 1996), released in a second edition
with a different subtitle in 2002, Lakoff characterizes ‘liberals” and ‘conserva-
tives’ along the two ends of the American political spectrum, and argues that
their different worldviews result from how they metaphorically conceptualize
America in different ways. While both camps view the nation as a metaphorical
family, the liberals conceptualize the ideal family as having a ‘nurturant parent’,
while the conservatives believe in the necessity of a “strict father’. Crucially,
Lakoff attempts to show that these metaphors are not merely ways to label ide-
ological differences, but exert persistent and tangible influence on economic,
environmental, healthcare, foreign relations and other such policies. A series of
subsequent experimental studies have lent evidence to the idea that metaphors
play a role in influencing social behaviours and judgements in domains such
as emotion, desire and temporal perception (Boroditsky, 2000; Harmon-Jones,
Gable and Price, 2011; Thibodeau and Boroditsky, 2013; Williams and Bargh,
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2008; Zhong and Leonardelli, 2008). In sum, Lakoff has been instrumental in
charting and inspiring research directions which collectively aim to show that
conceptual metaphors arise due to our bodily makeup, manifest themselves
both linguistically and non-linguistically, and shape our thoughts, language,
values, beliefs and actions.

5 Influences and Criticisms

The influence of CMT is apparent from the vast number of studies exploring its
implications and applications. One obvious productive route has been to search
for and document conceptual metaphors in languages other than English,
including sign language (Kovecses, 2005; Taub, 2010; Yu, 1998), as well as non-
linguistic instantiations of conceptual metaphors in visual images (Forceville
and Urios-Aparisi, 2009). Another approach has been to probe the conceptual
metaphors underlying a whole range of discourses and knowledge systems
such as economics (Herrera-Soler and White, 2012), religious and philosophical
ideas (Slingerland, 2004), and intellectual history (Shogimen, 2008), just to name
a few. On the applied frontier, the facilitating role of conceptual metaphors for
activities such as classroom teaching (Cameron, 2003) and psychotherapy (Tay,
2013, this volume) has also been explored.

However, the at times far-reaching claims of CMT have invited their fair
share of criticisms which range from healthy scepticism to outright rejec-
tion. Perhaps the most fundamental criticism concerns the circularity inher-
ent in regarding linguistic metaphors as both evidence for, and outputs of,
conceptual metaphors (McGlone, 2001). In addition, critics take issue with the
‘experientialist’ philosophy which underlies CMT (Haser, 2005; Rakova, 2002),
corpus linguists criticize CMT for relying on introspectively generated exam-
ples rather than examples from real-life text and talk (Deignan, 2008; Zanotto,
Cameron and Cavalcanti, 2008), anthropologists believe that the role of con-
ceptual metaphors in constructing cultural understandings is exaggerated
(Howe, 2008; Quinn, 1991), while some psychologists doubt the psychologi-
cal reality of conceptual metaphors in the first place (McGlone, 2007; Murphy,
1996, 1997). Lakoff’s factual understanding of some philosophical and math-
ematical concepts which he has used to illustrate the workings of CMT has also
been shown to be simply wrong (Anderson, 2003; Auslander, 2001; Voorhees,
2004). Discourse analysts who welcome the application of CMT to their disci-
pline have nonetheless also pointed out that the cognitive dimension of meta-
phor has to be balanced with a consideration of communicative and contextual
factors in metaphor use (Steen, 2011). Readers can refer to Ruiz de Mendoza
Ibafiez and Pérez Herndndez (2011) for a spirited defense against most of these
criticisms.
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6 New Directions: Neural Theories of Thought, Language and
Metaphor

In recent years, Lakoff and associates, most notably Jerome Feldman, have
advanced what they call the Neural Theory of Thought and Language (NTTL)
(Feldman, 2006; Lakoff, 2009, 2012). NTTL draws upon contemporary neuro-
scientific findings to characterize language and thought processes, including
metaphorical thought, in terms of what actually goes on in the physical brain.
Implicitly acknowledging the validity of past criticisms of CMT, Lakoff argues
that NTTL is now able to provide empirical explanations for phenomena such
as the embodiment, processing and contextual properties of conceptual meta-
phors. The general idea is that metaphors are realized in the form of neural
circuits which are activated, inhibited and mutually interacting. Even as NTTL
preserves the integrity of CMT’s founding claims (i.e. the conventionality, con-
ceptual structure, and embodiment arguments) and places them upon a new
neuroscientific basis, the original maxim that we ‘live by’ metaphor (Lakoff and
Johnson, 1980) can only be strengthened if its neural basis can be successfully
established. Much remains to be seen as NTTL is still in its infancy.

7 Conclusion

George Lakoff has made, and continues to make immense contributions to
Cognitive Linguistics with his work on categorization and metaphor, his bud-
ding research on the neural theory of language, and the multifaceted and
cross-disciplinary research and applications he has inspired. In particular, the
contemporary theory of metaphor, and the continued iterations of criticism,
refinement, and application it has undergone, will continue to be recognized as
a major pillar of Cognitive Linguistics for a long time to come.

Note

1. It should be noted that Lakoff is personally invested in political affairs, as seen from
the concluding sections of Moral Politics, a series of his later works (Lakoff, 2004, 2006,
2008; Lakoff and Wehling, 2012), and his founding of the Rockridge Institute think-
tank, which reveal his preference for progressive values.
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1 Introduction

How is meaning transmitted through language? Perhaps the most salient marker
of semantic information is the words themselves. However, the words alone do
not account for the wide range of semantic meaning conveyed in a language.
Syntactic organization can encode semantic information as well, in that the way
in which words are arranged can impact the meaning of a phrase, independent
of the individual words themselves. In fact, as a general principle, any change in
syntactic form will entail, to a greater or lesser degree, a difference in meaning
(Bolinger, 1968). This is Principle of No Synonymy of Grammatical Forms (Givon,
1985; Langacker, 1985), and it lies behind the development of Construction
Grammar. Consider the following examples from Fillmore (1968: 49):

(1) Bees are swarming in the garden.
(2) The garden is swarming with bees.
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Although very similar in meaning, (1) suggests that bees are limited to one
area of the garden, while (2) gives the impression that the entire garden is full
of bees. These differences derive from the fact that (2) is a statement about the
garden (and, by implication, all of it), while (1) is about bees, and where they
are located.

Let us now turn to a case in which the same verb occurs in a typical and an
atypical usage (Goldberg, 1995: 29):

(3) Sam sneezed.
(4) Sam sneezed the napkin off the table.

In (3), the verb sneeze appears in its typical form as an intransitive verb,
whereas in (4) we see a more marked, yet still plausible phrase in which sneeze
takes a direct object in a caused motion construction. This less frequent use of
the verb requires an ‘imaginative interpretation” (Tomasello, 1998) in which
the normally intransitive verb sneeze takes on a transitive quality. Although an
atypical usage, it is not difficult to imagine a sneeze leading to the displace-
ment of a napkin. The key point here is since the typical usage of the verb
sneeze is as an intransitive verb, consideration of the verb alone could not
predict its semantic value in the caused motion construction. It must there-
fore be assumed that the semantic notion of motion comes from the argument
structure construction itself (Sub V Obj Obl). A defining feature of a construc-
tion, then, lies in the fact that the meanings associated with it cannot be fully
derived from the meanings of its constituents, whether these be words, mor-
phemes or phrases (Goldberg, 1995). It should be noted that constructions can
present themselves in varying sizes and complexities, ranging from full sen-
tence configurations (as in the above case of the caused motion construction),
through phrases of various kinds, to patterns of word-formation. Thus, words
can count as constructions, in case their meanings cannot be fully derived
from their component morphemes. Even monomorphemic words can be
regarded as constructions, since their meaning cannot be derived from their
phonological makeup.

2 Goldberg and Construction Grammar

Although ‘construction’ as a pretheoretical notion has been long assumed, the
theoretical underpinnings of Construction Grammar were developed and out-
lined in detail by Goldberg (1995). In this seminal work, she argued that sen-
tence meaning was determined not only by the verb and its arguments, but
also by the construction in which these occur. Below we illustrate the ‘core’
constructions studied by Goldberg, along with some of the constraints on their

61



The Bloomsbury Companion to Cognitive Linguistics

use. We then discuss some of the differences between the constructionist and
generative approaches and the basic tenets of Construction Grammar.

2.1 The English Ditransitive Construction

The English ditransitive construction has, at its core, the notion of the intended
transfer of something to someone. Intention is one of the important semantic
constraints, as is shown in the examples below (Goldberg, 1995: 143):

(5) Joe painted Sally a picture.

In (5), Sally is the intended recipient of Joe’s picture. He painted it with the
intention of giving it to her.

(6) *Hal brought his mother a cake since he didn't eat it on the way home.

Example (6), however, sounds odd because presumably if Hal intended the cake
for his mother, it would never have crossed his mind to eat it on the way home.

A second constraint requires that the recipient be an animate being, as shown
in the following examples (Partee, 1965: 60)

(7) Ibrought Pat a glass of water.

(8) Ibrought a glass of water to Pat.

(9) *I brought the table a glass of water.
(10) Ibrought a glass of water to the table.

Examples (7), (8) and (10) are all felicitous because in the ditransitive (7), the
recipient, Pat, is animate, while in (8) and (10), paraphrases with to do not
require the animacy of the destination. The ditransitive (9), on the other hand,
sounds odd because a table is an inanimate object.

In addition to requiring animacy, the recipient must also be willing, which
is why the second of the next two examples sounds rather strange (Goldberg,
1995: 146)

(11) Bill told Mary a story.
(12) *Bill told Mary a story, but she wasn't listening.

While in (11) it is assumed that Mary is a willing participant to Bill’s storytell-
ing, (12) is odd and sounds contradictory. How could Bill have told Mary a
story if she wasn't listening? The ditransitive implies a willing recipient and
that is what is wrong with (12).
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2.2 The English Caused Motion Construction

The English caused motion construction involves someone or something caus-
ing someone or something to move (either literally or metaphorically) to some
place. Here are some examples from Goldberg (1995: 152):

(13) Mary urged Bill into the house.
(14) Sue let the water out of the bathtub.

The caused motion construction has a number of idiosyncratic exceptions that
need to be accounted for. Goldberg has outlined two constraints, one being the
causer argument constraint, the other being the direct causation constraint. The
causer argument constraint stipulates that the cause must be either an agent or
a natural force, but not an instrument. To illustrate this, consider the following
(Goldberg, 1995: 165):

(15) Chris pushed the piano up the stairs.
(16) The wind blew the ship off course.
(17) *The hammer broke the vase onto the floor.

The second constraint, direct causation, is tied to a much more nuanced set of
principles. Only one of these will be mentioned here. This is that direct causa-
tion implies that the object has no opportunity to make a cognitive decision
about the scenario. Goldberg (1995: 166) draws attention to this in the following
examples:

(18) Sam coaxed Bob into the room.
(19) Sam frightened Bob out of the house.
(20) *Sam encouraged Bob into the room.

The verbs coax and frighten are acceptable precisely because the direct object,
Bob, is directly under the influence of Sam’s control. In other words, Bob’s psy-
chological state is such that he has not made any cognitive decision regard-
ing the process of entering the room. In (20), on the other hand, it is clear that
Bob, encouraged as he was, made the cognitive choice to enter the room. It is
important to sound a note of caution here, however, as this account does not
explain the existence of attested examples such as “we must encourage children
into libraries’. This suggests that Goldberg was perhaps relying too heavily on
invented examples and that further corpus-based investigations of her theory
would be useful.
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2.3 The English Resultative Construction

The following are examples of the English resultative construction, which
describe what someone or something caused someone or something to become
(Goldberg, 1995: 192):

(21) He ate himself sick.
(22) She cried herself to sleep.

In both (21) and (22) we can observe that someone is causing someone to
undergo change. Once again, we will examine two semantic constraints: one
dealing with time and the other with adjectival gradability. The first constraint
means that the result is inferred to have happened immediately, as can be seen
in the next example (Goldberg, 1995: 195):

(23) Chris shot Pat dead.

Goldberg explains that the death of Pat was an immediate result of Chris shoot-
ing her. If, for instance, Chris shot Pat, but she survived for a while, and later
died in the emergency room, then then above phrase would be inappropriate.

Adjectival gradability is the crux of the second constraint which we will now
observe. Words which are gradable and exist along a continuum of more or less,
are disallowed in the resultative construction (Goldberg, 1995: 195):

(24) *He drank himself funny/happy.
(25) *The bear growled us afraid.
(26) *He shot her wounded.

Adjectives such as funny, happy and afraid are all gradable in that one can be
very happy or just a little happy; something can be extremely funny, or some-
what funny and so on. Conversely, other adjectives clearly have a binary option
of one or the other. For instance, one is either alive or dead, crazy or not crazy,
which is why the following phrases are instances of the resultative construction
(Goldberg, 1995: 195-6).

(27) Chris shot Pat dead.
(28) He drove her crazy.

Some further issues regarding resultatives are addressed in Goldberg and
Jackendoff (2004, 2005).
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2.4 The Way Construction

At its core, the way construction involves creation of and movement along a
path, sometimes with difficulty, as in the following example (Goldberg, 1995:
199):

(29) Frank dug his way out of the prison.

Here, Frank creates a path and moves along that path. The path itself, however,
need not necessarily be concrete, as can be seen in the following (Goldberg,
1995: 205):

(30) Joe bought his way into the exclusive country club.

Here, the path is abstract, meaning that Joe had to manoeuvre around social
obstacles in a metaphorical sense. When the way construction involves the cre-
ation of a metaphorical path, it entails some sort of obstacle to surmount or
difficulty to overcome. The two cases below illustrate this nuance of a meta-
phorical barrier (Goldberg, 1995: 204):

(31) *Sally drank her way through the glass of lemonade.
(32) Sally drank her way through a case of vodka.

Unless Sally has an intolerant palate for soft drinks, (31) sounds more marked
than (32) because the act of drinking lemonade usually doesn’t require any spe-
cial effort. A case of vodka, for obvious reasons, would entail much more effort
on Sally’s part.

In the above four argument structure constructions (ditransitive, caused
motion, resultative and the way construction), we have seen examples of the core
meanings of each and how semantics serves to constrain these constructions in
a highly systematized manner. Later, we will find that those core senses of con-
structions are also related to and interact with peripheral senses which are less
prototypical and more abstract. First, however, we will contrast Construction
Grammar with other mainstream theories and discuss some of its basic tenets.

3 Theoretical Differences between the Constructionist and
Generative Approaches
As a theoretical model, Construction Grammar diverges from a Chomskyan

view of language in several important ways. The Chomskyan view maintains
that language is an innate capacity and that people are hard-wired to acquire
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language. This view of language is proposed in part because of the complexity
of grammatical models assumed under Universal Grammar. This complexity
renders it implausible that language could be acquired from input alone, but
rather that language acquisition is guided by specific constraints and param-
eters. Construction Grammar, on the other hand, assumes a holistic cognitive
approach to language learning involving simpler assumptions regarding syn-
tax, which reduces complexity and thus allows for language to be learnable
from input (Goldberg, 2006).

Constructionist and generative approaches differ in terms of their approach
to ‘peripheral’ language. It is widely acknowledged that every language has
idiosyncratic structures particular to that language. Given that these struc-
tures are not universal and therefore cannot be accounted for by an innate,
hard-wired view of acquisition, the generative approach treats idiosyncratic
structures as peripheral and they go largely unexamined. In contrast, the con-
structionist approach views these unusual patterns as being subject to the same
learning mechanisms as more general patterns. If idiosyncratic patterns can be
acquired through input only, then it is reasonable to assume that more frequent,
universal patterns could also be learned in the same manner (Goldberg, 2006).

Another way in which the constructionist approach departs from the genera-
tive approach relates to the encoding of argument structure information. Under
the generative approach, it is assumed that the verb determines the number
of its arguments. Take, for instance, the verb give, which specifies three argu-
ments (subject, direct object and indirect object), as in John gave Jane a letter. A
constructionist approach would attribute argument structures not to the verb,
but to syntactic constructions in which it occurs. Goldberg (1995: 11) points out
that a major limitation of the verb centred approach is that a verb can often
appear in a large number of distinct argument structure constructions, as with
the case of kick:

Pat kicked the wall.

Pat kicked Bob black and blue.

Pat kicked the football into the stadium.

Pat kicked at the football.

Pat kicked his foot against the chair.

Pat kicked Bob the football.

The horse kicks.

Pat kicked his way out of the operating room.

PN PN =

Rather than maintain that the verb kick has eight different syntactic representa-
tions, the constructionist approach accounts for the different complement con-
figurations in terms of the constructions in which the verb occurs. Table 2.3.1
illustrates some of these.
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Table 2.3.1 English argument structure constructions

1. Ditransitive X causes Y to receive Z  SubjV Obj Obj2
Pat kicked Bob the football.
2. Caused motion X causes Y to move Z SubV Obj Obl

Pat kicked the football into the stadium.

3. Resultative X causes Y to become Z  SubjV Obj Xcomp
Pat kicked Bob black and blue.

4.The Way construction X creates Y to move Z SubjV Obj(way) Obl
Pat kicked his way out of the operating room.

5. Conative X directs action atY Subj V Obl(at)
Pat kicked at the football.

4 Key Tenets of Construction Grammar

In addition to establishing syntactical-semantic links, another cornerstone of
Construction Grammar is the notion that basic human experiences correspond
to central senses in construction argument structure. Goldberg defines this as
the Scene Encoding Hypothesis and explains:

Languages are expected to draw on a finite set of possible event types, such
as that of someone causing something, someone experiencing something,
something moving, something being in a state, someone possessing
something, something causing a change of state or location, something
undergoing a change of state or location, and something having an effect on
someone. (Goldberg, 1995: 39)

Constructions represent basic human experiences through structures which
correspond to basic general events such as location, cause, transfer, result and
so on, as in the above example (John gave Jane a letter) with the notion of transfer.
The assumption is that the development and emergence of syntactic construc-
tions in language evolved from a need to linguistically encode these event types
(Behrend, 1998).

Another aspect of the constructionist framework is its interest in unusual,
low-frequency constructions, for the light they might shed on the acquisi-
tion of more general patterns. As mentioned earlier, these idiosyncratic
patterns are often disregarded in generative approaches because Universal
Grammar cannot account for cross-linguistic anomalies. Indeed, one strength
of the input-based, non-nativist view is that idiosyncratic constructions are
expected cross-linguistically and support the notion that language can be
learned without the need for innate hard-wiring. Goldberg (2003) cites the
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covariational-conditional construction (The Xer the Yer; The more you think
about it, the less you understand) as an example of an unusual, low frequency
construction. The word the (which is etymologically distinct from the definite
article) is not attached to a head noun and there is no conjunction combining
the two phrases (which might indeed be verbless: The more the merrier). As
such, the covariational-conditional is considered a unique construction due
to the unpredictability of its form. Yet the construction is learnable, suggest-
ing higher frequency, cross-linguistically attested constructions should be at
least as easy, or even easier to learn on an input-based, non-nativist account
(Goldberg, 2006).

5 Construction Grammar and Polysemy

Just as the lexicon encodes semantic information via form-meaning connections,
so does the syntax, by linking distinct formal constructions with a meaning. In
other words, there is no stark division between syntactic and lexical construc-
tions, because they obey the same basic structural data arrangement (Goldberg,
1995: 7). It is therefore expected that there will be commonalities between syn-
tactic and lexical constructions. One of these commonalities is the occurrence of
polysemy. Polysemous words have more than one meaning. Essentially, a word
has a core, prototypical meaning, which is the most frequent and oftentimes
most concrete sense of the word. Surrounding this core meaning are other, less
concrete, less frequent, and more peripheral senses of the word, organized in
terms of a radial category (for further discussion, see Taylor, 2003). At the centre
of a radial category lies the prototypical or central sense of the word. Just as
individual words can have multiple senses and exist in radial categories, so too
can syntactic constructions.

Goldberg (1995) illustrates how argument structure constructions, much like
individual lexical items, can exhibit polysemy. Consider the use of the ditransi-
tive, in which there is a transfer of a patient argument to a potential recipient (X
causes Y to receive Z) (p. 34):

(33) John threw Jane the ball.
(34) Chris baked Jan a cake.

In (33), it is clear that Jane received the ball. However, in (34) all that is known
with surety is that Chris baked a cake and that his intention was for Jan to
receive that cake. It is unclear whether or not Jan received the cake. These mul-
tiple senses exemplify what Goldberg terms constructional polysemy, defined
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E. Agent enables recipient
toreceive patient

Verbs of permission:

permit, allow

F. Agent intends to cause recipient

to receive patient D. Agent acts to cause recipient to receive

patient at some future point in time

Verbs involved in scenes of creation:

bake, build, cook, sew, knit, . .. Verbs of future transfer:

leave, bequeath, allocate, reserve, grant, . . .

Verbs of obtaining:

get, grab, win, earn. . .

A. Central sense:

Agent successfully causes recipient to receive patient

Verbs that inherently signify acts of giving:

give, pass, hand, serve, feed, . ..

Verbs of instantaneous causation of ballistic motion:
throw, toss, slap, kick, poke, fling, shoot, . . .
Verbs of continuous causation in a deictically specified direction:

bring, take, ...

B. Conditions of satisfaction imply that
agent causes recipient to receive patient C. Agent causes recipient not to
receive patient
Verbs of giving with associated
satisfaction conditions: Verbs of refusal:

guarantee, promise, owe, . . . refuse, deny

Figure 2.3.1 Constructional polysemy of the ditransitive argument
structure construction (adapted from Goldberg, 1995: 38)

as when ‘the same form is paired with different but related senses’ (1995: 33).
In spite of having multiple senses, the central sense defines the core meaning
of the argument structure construction, as in the above case of the ditransitive
with X causes Y to receive Z. Below are some further examples of slightly dif-
ferent senses of the ditransitive:
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(35) Bill promised his son a car.
(36) Joe allowed Billy a piece of candy.
(37) Joe refused Bob a raise in salary.

In (35) there is no indication that Bill has given his son a car. (36) implies that a
piece of candy was not denied to Billy, but whether Billy acted on Joe’s permis-
sion is not clear. Finally, (37) is a case in which transfer is denied. These exam-
ples deviate from the central sense of the ditransitive, which is to cause transfer,
but retain the general sense of transfer (or lack thereof). The examples illus-
trate how argument structure constructions can behave in much the same way
as individual lexical items in that both have core or central meanings, around
which multiple other senses reside in radial categories. Figure 2.3.1 illustrates
the polysemy of the ditransitive construction.

6 Conclusion

Although the pretheoretical notions of construction has been current for many
years, Goldberg’s landmark work (1995) and subsequent publications have laid
out in a systematic manner a unifying theory of argument structure construc-
tions. The theory also offers promising implications for pedagogical application
(Holme, 2010; Littlemore, 2009). As mentioned, a major concern of the theory
has been the study of ‘peripheral’, low-frequency, and ‘marginal’ construc-
tions. However, precisely because they are low-frequency, there is often a lack
of authentic data substantiating their use. For example, many of the oft-cited
examples of constructions — such as the transitive use of sneeze, cited at the
beginning of this chapter — yield few or no results in corpus searches. While
this fact in itself does not impact on the validity of the theoretical approach, it
does raise some questions for its pedagogical application. It is for this reason
that Littlemore (2009) has suggested that future research should hone in on the
most useful and frequent constructions which do appear in authentic texts and
materials so that pedagogically informed research in Construction Grammar
can be applied in language classrooms.
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Conceptual blending theory (Fauconnier and Turner, 2002) aims to provide
a general cognitive model for meaning-making and for how novel concepts
emerge. This model stretches across all domains of meaning-making, from lan-
guage (metaphors, advertisements, jokes) and the use of gesture in discourse,
to non-linguistic meaning-making, such as the way people queue for tickets at
a theatre (Hutchins, 2005) or the symbolic play of young children (Sinha, 2005)
to the use of gestures in communication. The theory has attracted a wide range
of attention in diverse fields of research, from discourse analysis (Oakley et al.,
2008) and the study of haiku (Hiraga, 1999) to the study of rituals (Sweetser,
2000). The journal Cognitive Linguistics had a special issue on conceptual blend-
ing (2000, 11: 175-360), while papers from the Odense Symposium on blend-
ing theory were published in the Journal of Pragmatics (2005, 37: 1507-741).
Due to its broad nature, the theory has also met with some criticism (Broccias,
2004; Gibbs, 2000). This chapter provides an overview of the theory (see also
Coulson and Oakley, 2000), discusses connections between blending theory and
conceptual metaphor theory, provides some examples of non-linguistic forms
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of blending and concludes by looking at some possible future directions for
blending theory.

1 Everyday Blending: From Riddles of a Buddhist Monk
to a Ghost Ship

On Turner’s (2012) website of blending and conceptual integration, we can see
an animated graphic of a Buddhist monk ascending a mountain during the
day, meditating overnight and then descending the following day.' The graphic
is accompanied by a riddle: ‘Is there a place on the path that the monk occupies
at the same hour of the day on the two separate journeys?” Fauconnier and Turner
(1998, 2002) and Fauconnier (1997) have extensively used this riddle — which is
adapted from Koestler (1964) — as an example of how conceptual integration
theory works.

To understand blending theory it is first necessary to look briefly at
Fauconnier’s (1994) earlier work on mental spaces. Mental spaces are real-
time constructs created during discourse that provide cognitive structure.
Fauconnier and Turner (2002: 40) refer to them as ‘conceptual packets con-
structed as we think and talk for purposes of local understanding and action’.
These spaces contain elements and relational connections to other elements
that can be incrementally added while the spaces dynamically adjust and
adapt as the discourse progresses. In the Buddhist riddle example there is a
person (a monk) hiking up a mountain, and since most people have either
physically experienced hiking up a mountain or vicariously experienced doing
so through watching television or reading a book, they are able to bring into
this mental space all kinds of background information. While mental spaces
exist in our working memory, once they become established they can exist in
our long-term memory as a frame, which then can be called up into working
memory when the context deems it to be necessary. In this way, then, we can
speak of the hiking-up-a-mountain frame (Fauconnier and Turner, 2002: 102).

1.1 The Making of the Blend

For blending to work, at least two input mental spaces must be present (see
Figure 2.4.1). In the Buddhist riddle example one input space is the monk
ascending the mountain on one day (d,) and the second input space is the monk
descending the mountain the following day (d,).

These input spaces allow the creation of a generic space, that is, a space which
captures the similarity between the two input spaces involving such elements
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input space 1 input space 2

Figure 2.4.1 Input mental spaces (adapted from Fauconnier
and Turner, 2002: 41)

generic space

input space 1 input space 2

Figure 2.4.2 Generic mental space (adapted from Fauconnier
and Turner, 2002: 42)

as an agent (the monk); a location (the mountain); a time (daytime); and an
activity (movement upwards and downwards, hiking) (see Figure 2.4.2).

The structure in the blend is not simply derived from the sum of these
input spaces, but emerges through a process of composition, completion and
elaboration (Fauconnier and Turner, 2002: 48). Cross-space mapping between
these two input spaces (see Figure 2.4.3) creates new relations; this is called

composition.

At the same time, background knowledge, discourse context and basic cog-
nitive abilities provide the reader with additional structure to complete the
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input space 1 input space 2

Figure 2.4.3 Cross-space mapping (adapted from Fauconnier
and Turner, 2002: 41)

input space 1 input space 2

blended space

Figure 2.4.4 Blended space (adapted from Fauconnier and Turner, 2002: 43)

blend; this is called completion. These input spaces selectively project into a
blended space (see Figure 2.4.4).

In the blend, a single monk becomes both the ascending monk (a,’) and the
descending monk (a,’) on the same mountain and is therefore able to accom-
plish the impossible, namely, he can meet himself. It is in this blended space
where the answer to the riddle emerges. This final process, which is called
elaboration involves the selected projection of elements in the two input spaces
and the fusion of them in the blend. This is the ‘running’ of the blend, where the
reader simulates and creatively imagines the ascending and descending monks
meeting each other on the mountain path.
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1.2 Vital Relations

Fauconnier and Turner (2002: 93) provide a list of the many different ways that
the elements in the input spaces may be related. These conceptual relations
are called vital relations. They exist in an ‘outer space’, or the space between
the inputs, as compared to the ‘inner space’, the space in the blend. In the
Buddhist riddle, the monk in each of the input spaces is temporarily separated
by a night or, in the terminology of vital relations, time. This vital relation gets
compressed in the blend and this allows the reader to imagine the same monk
simultaneously ascending and descending the mountain and subsequently he
or she is able to answer the riddle. There are several kinds of vital relations.
Some of the more common are time, space, cause—effect, change, part-whole,
representation, role, analogy, and disanalogy. Table 2.4.1 does not provide an
exhaustive classification of all the vital relations, but does list some key ones
within conceptual blending theory along with an example of each, and the con-
nection that occurs between outer space and inner space vital relations for each
type of relation.

Looking at the table one may quickly notice that many outer-space vital rela-
tions get compressed into the inner-space vital relation, resulting in unique-
ness. I will not go into detail for each example, but uniqueness is something
that we often fail to notice or just assume as self-evident. Consider how repre-
sentation gets compressed into uniqueness. In the example provided in the
table, a child finds a stick. This stick is simply a piece of wood, but it may have
some resemblance to a magic wand that the boy has seen on television. The boy
then uses the stick as a magic wand, so these two distinct entities, a stick and a
magic wand, are compressed and become a single unique entity in the blend.
Compression is one of the key components of blending theory for it is the abil-
ity to condense a vast amount of conceptual structure into something that is
easier to understand and control. Compressing this diffuse amount of structure
in the various input spaces achieves what Fauconnier and Turner (2002) have
called human scale.

1.3 A Race with a Ghost Boat

Fauconnier (1997: 156) uses a boat race as another example of blending. The
race in question involved two boats, a catamaran and a clipper. The catamaran
(named Great America I1I) was sailing from San Francisco to Boston in 1993 fol-
lowing a route similar to the one that the clipper (named Northern Light) took
in 1853. Fauconnier (1997: 156-7) cites the following from a magazine article,
Latitude.
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Table 2.4.1 Vital relations (see Fauconnier and Turner, 2002: 89-101 for more

details)

Outer-space
vital relations

An example with the compressed inner-space vital relation

TIME

SPACE

CAUSE—EFFECT

CHANGE

PART—WHOLE

REPRESENTATION

ROLE

ANALOGY
(Depends upon role-
value compression)

DISANALOGY

E.g. Time between two events (see the Buddhist riddle example)
scaLeD TiMe: Compressing the time between two events
SYNCOPATED TIME: Leaving out events during a period of time

E.g. The space between two events (see the following ghost boat
example)
scALED spacE: Compressing the space between two events

E.g. The warm weather melted the snow and now there is a puddle.

SCALED TIME: Start of the warm weather until the snow is water.

CHANGE into UNIQUENESs: The snow now has now become water.

E.g. Eat some chocolate, it will make you happy.

PROPERTY: Chocolate is a sweet made of sugar and cocoa, but in the
blend it has the property of causing the emotion, happiness.

E.g. A child becomes an adult.
UNIQUENESS

E.g. The hired hands are here.
Hands (pArT) for the person (WHOLE)
UNIQUENESS

E.g. Playing outside a child takes a stick and uses it as a magic wand.

The stick is now representative of a magic wand and though they are
distinctive elements in the two input spaces, in the blend the stick in
the child’s hand is now seen as a magic wand.

UNIQUENESS

E.g. Steve Jobs was the cro of Apple.
cro is the rRoLE and Steve Jobs is the vALUE
UNIQUENESS

E.g. Ginza is Tokyo’s Fifth Avenue.

Here we have two blends. Both have the frame large metropolitan
area with the ROLE an expensive shopping district. One network has
the VALUE Ginza and the other network has a different vaLug, Fifth
Avenue. These two ROLE-VALUE vital relations are compressed and
create ANALOGY. This ANALOGY is an outer-space vital relation in a new
integration network that subsequently gets compressed into IDENTITY
in the blend.

E.g. ‘If  were you, | would hire me.” (F&T, 2002: 255)

In this counterfactual, the outer-space pisanaLoGy vital relation of ‘you’
and ‘me’ gets compressed into UNIQUENESs. For in the blend this new
person has both the characteristics of a boss ‘you” and the judgement
and inner knowledge of the applicant’s capabilities ‘me’.

UNIQUENESS
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(1) As we went to press, Rich Wilson and Bill Biewenga [crew of the Great
America II] were barely maintaining a 4.5 day lead over the ghost of the
clipper Northern Light, . . .

Figure 2.4.5 provides a general figural representation of the blending pro-
cess for the above sentence. There are two input spaces, a generic space and a
blended space. I have provided two examples of how the many different vital
relations are used in the cross-space mapping between the two input spaces.
In this example, TIME, or more precisely the 140 years separating these two
events, gets compressed in the blend (SCALED TIME) to the present moment.
Also the vital relation, SPACE, the distance between the routes of the two boats,
also gets compressed in the blend (SPACE SCALED). Since the exact route of
the clipper, Northern Light, is not known, compressing the space between the
two boats enables them to spatially compete with each other along an identical
course, as shown by the expression 4.5 days ahead.

generic

input 1 input 2

GREAT AMERICANAT 54 “NQRTHERN LIGHT

1993 N T / ]
WILSON &~ |-~ Vital Relations: time { 71853
BIEWENGA™, .~ —CREW
LOGATION &N / / \ \ *~.LQCATION ON
B - COURSE

COURSE.,‘ B : Vital Relations: space

outer-space mapping

inner-spave mapping unpacked &
K affected by

the blend

to gain global
insight &
human scale

" "GREAT AMERICAN II X
*, INORTHERN LIGHT
. Y1993 Y
“. WILSON & BIEWENGA
RELATIVE LOCATION
ON COURSE

emergent

Figure 2.4.5 A race with a ghost boat blend
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1.4 Types of Blends

Fauconnier and Turner (2002: 120) propose various kinds of integration net-
works that can vary in complexity along a four-stage continuum of different
types, starting with simplex networks, followed by mirror networks, then sin-
gle-scope networks and finally double-scope networks.

1.4.1 Simplex Networks

Simplex networks, as in the example Paul is the father of Sally, set up the blend
with a kinship frame and knowledge about kinship relationships. Simplex net-
works use the role-value vital relation. One input space has the roles of father
and daughter and the other space, the values Paul and Sally. In the generic
space we have the gender of each individual. These vital relations of role-value
are compressed in the blend into uniqueness. Seemingly straightforward and
self-evident, in this blend Paul becomes the distinct individual in this kinship
network that can be specifically labelled as being the father of Sally. This sim-
plex network appears so simple that it is often overlooked, and may not even be
seen as an integration network at all.

1.4.2 Mirror Networks

A mirror network is where the input spaces, the generic space, and the blend
have a common organizing frame. Both the previous two examples in this chap-
ter, the Buddhist riddle and the race with a ghost ship, are examples of this
type of blend. The Buddhist riddle shares the organizing frame of mountain
hiking along a path while the boat race shares the frame of boat sailing along
a course.

1.4.3 Single-scope Networks

Unlike mirror networks, single-scope networks have different organizing frames.
One of the organizing frames gets projected to the blend while the other does
not. This type of blend is typical of source-target metaphors. Advertisements
often play with linguistic form in order to create a vivid image for the viewer.
An advertising example used by the Australia Post® had the shape of a human
figure extending out of a large handwritten letter and embracing a woman with
the following slogan:

(2) If you really want to touch someone, send them a letter.
This slogan plays on the entrenched metaphor in English that communicat-

ing with someone (through the phone, email, letter, or nowadays Facebook
or Skype) is to touch that person. Here are some linguistic examples of the
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COMMUNICATING IS TOUCHING metaphor taken from Corpus of Contemporary
American English:?

(3) You know, they get on Facebook, right? They tweet. I mostly keep in
touch with my friends in kind of the remote parts of the state just by
looking at their Facebook page and seeing if they posted a picture . . .

(4) Thope we do not lose touch with each other. The warmth was mutual.

A cross-space mapping occurs between the input spaces of communication (in
this example writing a letter) and physically touching someone (in this example
a hug). In the communication input space, there are two people, the distance
between them is large, and one person is writing to the other a letter. The input
space here is organized by a “writing-a-letter’ frame and all that is involved with
this frame, such as writing, ink, paper and so on. In the second input space, or
the “touching’ input space, again there are two people, but the distance between
them has been reduced (i.e. they are physically touching). A frame that involves
physical human contact and affection and the cultural norms and customs of
showing affection and touching organizes this frame. Only one of the organiz-
ing frames gets sent to the blend, in this case, the ‘writing-a-letter” frame. To
make sense of the image, one must first understand the metaphor in the slogan
(writing to someone is metaphorically ‘touching’ them), and then selectively
project the distance from the touching input into the blend with the writing-
a-letter frame. Here lies the effectiveness of the advertisement where the letter
magically comes to life and reaches out from the paper to embrace the woman.

1.4.4 Double-scope Networks

Whereas single-scope networks have two inputs with different organizing
frames and only one gets projected in the blend, double-scope networks have
two different organizing frames and parts of both of them are used in the blend
as well as in a new emergent structure. Fauconnier and Turner (2002: 131) pro-
vide the Computer Desktop interface as an example of this sort of network.
There is the ‘office work” frame and the ‘computer screen’ frame. The blend
takes elements from each of these frames, such as a trash can and a filing folder
from the office frame, and control command keys from the computer frame.
Since the blend involves elements from both frames, there is a possibility of
clashes, which can supply the blend with imaginative and creative outcomes.
Fauconnier and Turner (2002) discuss one instance of a clash in the desktop
example in regards to the garbage can being actually on the desktop. We would
not normally place a garbage can on our physical desktop. We may place fold-
ers and files on it, but not an actual garbage can, yet on the computer desktop
we do just this. Also when listening to music, one can insert a compact disc into
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the computer and it will appear on the desktop. Then when we want to eject
this disc, at least for Macintosh users, we must drag it to the trashcan. So as a
further instance of a clash, the trashcan on the desktop can act like a physical
trashcan, as a place to throw away unwanted documents, but also as a recep-
tacle for things we remove from the desktop, without actually throwing them
away. The typology, or the relations between the elements in the input spaces,
clashes with integration, our knowledge that a computer screen has only two
dimensions and cannot extend beyond this. The typology must loosen in order
for the integration of the blend in the network to run. It is in these double-scope
networks where we “see the new and fascinating phenomenon of innovation,
which is unique to cognitively modern human beings’ (Fauconnier and Turner,
2002: 299).

1.5 Critiques and Constraints of Blending Theory

One of the most widely known critiques of blending theory is Gibbs (2000). He
starts off by stating the need for a theory to be falsifiable (e.g. Popper, 1959),
especially when the theory has psychological implications, and asks whether
blending theory can be falsified. The difficulty of falsifiability in blending the-
ory is that it is not a single theory, but a broad framework that is difficult to test
empirically (Gibbs, 2000: 349). Fauconnier and Turner (2002) provide at the end
of each of their chapters a “zoom out’ section, similar to a question—answer dia-
logue between someone who has some doubts and questions about the theory
and the authors’ response to such questions. Addressing this issue of falsifiabil-
ity, Fauconnier and Turner (2002) state that they hope to make falsifiable predic-
tions, such as for example ‘predictions about types of blending, what counts as
a good or bad blend, how the formation of a blend depends on the local pur-
pose’ (Fauconnier and Turner, 2002: 55), although they have not yet done so.

Broccias (2004) also critiques blending theory, arguing that it fails to take
alternative analyses into consideration. With respect to the Buddhist riddle,
for example, he (2004: 579) provides an alternative interpretation to the riddle
where irrelevant features can be removed such as the separation of the time
between the ascent and the descent, so the actual time, the token concept of time
(or the concrete particular time of this occasion) is replaced by time as type (or
the general abstract nature of time). So he questions whether such a riddle actu-
ally involves blending, or whether it simply involves the ability to shift from a
“token’ to a ‘type’ interpretation of time.

To address some of the criticisms of blending theory, especially the idea that
blending seems to be unconstrained and has a ‘does anything go?’ frameset
(Fauconnier and Turner, 2002: 309), Fauconnier and Turner provide two kinds
of constraint: constitutive principles, which are the ‘structural and dynamic
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principles of conceptual integration” (Fauconnier and Turner, 2002: 310), and
emergent governing principles. These governing principles act to optimize
emergent structure. The aim of both sets of principles is to achieve the overall
goal of conceptual blending theory, namely, the achievement of human scale.
Fauconnier and Turner (2002) also include a list of subgoals: “‘compress what is
diffuse, obtain global insight, strengthen vital relations, come up with a story,
and go from many to one’ (Fauconnier and Turner, 2002: 312, 323, 346).

I will now provide a brief overview of the various governing principles of
blending theory. First the topology principle states that input spaces do not
change by themselves but rather through scaling, syncopation or compres-
sion. The pattern completion principle aims at completing the running of the
blend, which involves recruiting a frame that will provide additional structure
to the blend. Recall the ghost boat blend; for this blend to run, one needs to
recruit a boat-racing frame that will provide necessary structure through such
aspects as the fact that races have starting and end points, that races progress
along a course, and that races have leaders. The integration principle draws on
what we know about the world and our imagination to fill in the gaps in the
conceptual network. The promoting vital relations principle emphasizes the
connections in the blend while downplaying elements in the structure that are
dissimilar or not connected. The web principle highlights the fact that input
spaces in the conceptual network are interconnected and do not stand alone.
The unpacking principle is the ability to go backwards from an existing blend
to the input spaces and reconstruct the entire network simply from the blend.
The relevance principle refers to the natural human search for meaning and the
attempt to establish relations between things.

2 Blending Theory and Metaphors
2.1 Conceptual Metaphor Theory
Lakoff and Johnson’s (1980) conceptual metaphor theory (see Chapter 2.2)
involves two-domain mappings from a source domain to a target domain,
though this does not fully explain why only certain parts of the source are
mapped to the target. For instance, in the following example, infancy is mapped
onto a new field in psychology:

(5) Cognitive psychology is still in its infancy. (Lakoff and Johnson, 1980: 47)
So the question then is why do certain elements of infancy get mapped onto

the target (the early stage of life, youthful, not fully developed) while other ele-
ments of infancy do not (crying, need for a nap, breastfeeding, babbling, etc.)?
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Following on from this argument, Grady, Oakley and Coulson (1999) used
one of the more popular examples in Cognitive Linguistics

(6) The surgeon is a butcher.

to demonstrate that domain mapping of conceptual metaphor theory fails to
explain the metaphorical interpretation of the example, which is that the sur-
geon is incompetent (butchers are not necessarily incompetent). They show
how blending theory can account for such an inference through emergent struc-
ture. In Figure 2.4.6 there are two input spaces. Input space one has the role and
identity of the surgeon, the role and identity of the patient (a human), the sur-
geon’s tool (e.g. a scalpel), the operating room and the medical procedure. The
procedure has a goal, which is to heal the patient, and implies a means, which is
the actual surgery. The second input space has the role of the butcher, the role of
an animal carcass (a piece of meat), the butcher’s tool (e.g. a cleaver), the place
(an abattoir) and the procedure. The procedure for the butcher does not involve
healing the animal, but rather cutting it up into smaller pieces by butchering
it. As can be seen in Figure 2.4.6, the identity of the surgeon is projected into
the blend but here it is accompanied by the role of the butcher along with the
identity and role of the patient. There is also the juxtaposition of the means of
the surgeon with the means of the butcher. The means of the butcher, the act
of cutting up meat, replaces the means of surgery, cutting a patient precisely
in order to heal them. A doctor who tries to heal a patient with the means of a
butcher will surely leave a memorable scar and from a patient’s perspective is
definitely not a competent doctor!

2.2 Metaphors, Haiku and Blending

Blending theory has been applied in the field of cognitive poetics. Hiraga (1999)
used it as a way to analyse Japanese haiku by the great master, Basho. Since
haiku are very short poems, much of the understanding of the poem involves
both having a rich background of cultural knowledge and the ability to proj-
ect from certain minimal input spaces into a new emergent structure in the
blend. It is important to note that the essence of this emergent structure is that
‘the blend space often includes structure not projected to it from either input
space’ (Turner and Fauconnier, 1995: 184). To illustrate how easily this emergent
structure surfaces in the blend, Hiraga (1999) looks at two poems. Here is one
of them:

(7) 5D 3T AIZHIEFFZ (hamaguri no /futami ni wakare/ yuku aki zo) A
cgam separates lid from flesh as autumn departs.
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Figure 2.4.6 Surgeon as a butcher blend (adapted from Grady et al., 1999: 105)

Hiraga (1999: 474) sets up the blend in the following way. First we have the
two input spaces, the separated clamshell and the human action of depart-
ing (note that autumn here plays on the metaphorical reading of AUTUMN as
A TRAVELLER). In the generic space, there is an event frame of ‘separation’ that
is common to the two input spaces. Certain elements from both input spaces
get projected into the blend. In one input space, there is the natural event of a
clamshell opening up where the shell divides into two separate parts, reveal-
ing the clam meat inside. In the other input space, there is the human action of
departure. The emergent structure in the blend involves life and death, perma-
nence and impermanence, where Basho departing from his friends is the clam
opening its shell. The safety of a familiar place (the shell) gets replaced with
the journey and the unknown. The concept of separation also develops in the
emergent structure of the blend; as the two parts of the shell separate, so too
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does the traveller have to say farewell (and the difficulty of opening a clam can
also supply rich imagery to the difficulty of saying goodbye). This is just a very
brief overview of the analysis of a haiku using blending theory, but it provides a
glimpse into how it can be applied to the process of making sense of these very
short forms of poetry. One of the distinguishing markers of a haiku is the use of
a’‘cutting word’ (kireji), which juxtaposes two seemingly independent thoughts
and in doing so aims at creating an emergent or new way of looking at some
familiar element of nature in a new and unexpected way.

3. Beyond Language
3.1 Trashcan Basketball

As mentioned in the introductory paragraph, blending theory is not restricted
to a theory of meaning-making in language, but can be extended into non-
linguistic domains as well. Coulson (2001: 115) provides a compelling pic-
ture of how blending occurs in everyday playful action such as engaging in a
game of trashcan basketball. This is a common office activity where workers
crumple up a piece of paper and toss it into a trashcan imagining that they are
playing a game of basketball. For one to make sense of such an activity, one
must have prior knowledge of the game of basketball and also have experi-
enced crumbling up a piece of paper and tossing it into a trashcan. The game
of basketball and shooting a ball into a basket acts as one input space and the
office environment and divertingly tossing away a piece of trash acts as a sec-
ond input space. These two spaces then become conceptually integrated into
a new blended space. The trash, a crumpled-up piece of paper, is now seen
as a basketball and the trashcan is now a hoop. The outer-space vital relation,
analogy, is compressed into similarity in the blend. Background knowledge of
basketball is especially crucial for this blend to run. Yet once this unique struc-
ture begins, it can continuously be elaborated upon in new, novel and creative
ways. The office worker can now become Kobe Bryant, the office space can
become the Staples Center and even the sound of the printing machines can
become the sound of fans cheering. Elaboration shows the imaginative power
of blends.

3.2 Standing in a Queue

Hutchins (2005) demonstrates how blends often form through the interaction
of mental and material structure. He calls this material structure ‘material
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anchors’, which include objects in our material culture like watches, sundi-
als and money (see Fauconnier and Turner, 2002: 195-216 for more detailed
explanation of these material anchors). As blending works with material
anchors, selected elements in the input spaces get projected into the blended
space and ‘the structure contributed by one or more of the input spaces has
physical form” (Hutchins, 2005: 1559). A simple example of a blend that uses
material anchors is how we construe people standing in a line as a queue,
despite the fact that every time we form a line we are not necessarily standing
in a queue. Hutchins (2004) explains how the physical bodies of those in line
create a linear relationship with others and establishes a sequential order. To
turn this line of people into a queue, we must conceptually blend two input
spaces. One input space is the people who form the line and the second input
space is the trajectory that we imagine starts from some beginning point (the
start of the line) and moves outward to some end point (the person at the end
of the line). Hutchins (2005) shows how the structure emerges in the blend
through composition, completion and elaboration. Elaboration, the running of
the blend, makes it possible for those in line to distinguish it from simply a
line of people and view it as a queue and as a result they are now conscious of
their place in relationship to others. If someone suddenly tries to squeeze into
the line in front of them, this will undoubtedly cause stares of disapproval or
even a quarrel with others in the line, for it is not just a line, but conceptually
viewed as having a trajectory and thus order and placement. So this emergent
queue blend has the typical conceptual input space of a trajectory, but also has
an input space with material structure, the actual physical people standing in
a line.

3.3 Rituals and Blending

Sweetser (2000) describes a ritual from a community in Italy, which involves an
adult taking the child up a flight of stairs after birth. The obvious metaphorical
mapping is GAINING STATUS Is RISING. To make sense of this ritual, one sets up a
conceptual network. In the first input space the child is moving up the flight of
stairs, and the second input space involves the course of the child’s future life.
In the blend the child’s life is the movement of going up a flight of stairs. So
what we have now is the child and its entire life following this projected move-
ment of ascent. What makes this interesting, though, is how the actual walking
up the steps in the ritual has far-reaching meaning for the course of life for the
baby, since a trip on the first couple steps is no longer simply a sign of clumsi-
ness, but symbolic of some future trouble for the child and its future position
in society.
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4. Further Applications of Blending Theory
4.1 Blending in Social Interaction

The Journal of Pragmatics (2005, 37: 1507-741) presented a collection of articles
taken from a symposium on conceptual blending theory. A recurring topic in
these articles (see Hougaard, 2005; Hutchins, 2005 and Sinha, 2005) was a search
for ways to incorporate a consideration of the social context into blending the-
ory. Sinha (2005) suggests ‘a recasting of theory and method to more explic-
itly encompass the socially collaborative, culturally and materially grounded
nature of the human mind’ (Sinha, 2005: 1538). He points out that most of blend-
ing theory involves the individual and how the individual goes about mak-
ing meaning in a given situation. Taking an alternative perspective from the
classical view of the mind-body as being independent from the cultural and
the social, he looks at how ‘cognition extends beyond the individual’ (Sinha,
2005: 1538). In his study, he analyses symbolic play by looking at a transcribed
episode of some young girls in Brazil (speaking Portuguese) playing with a hat.
The hat on one level is simply an artefact, but as the play progresses the hat
assumes greater meaning. The girls set in motion this re-creation of significance
through play. Having a shared knowledge of a male theme park character that
wears a similar hat, ‘Beto Carrero’, eventually the girl wearing the hat, assumes
the character’s name and calls herself ‘Bete Carrera’. She dynamically adapts
her language to the situation and changes the gender of the character (male
‘0’) to fit her own gender (female ‘e’ and ‘a’) and “from a collaborative process
of conceptual and grammatical blending emerges the new identity signified
by “Bete Carrera” (Sinha, 2005: 1550). Similar to trashcan basketball and the
previously mentioned Italian ritual, it is in this blended space where humans
can creatively play with their own identity, with language or the material items
in the culture, where “the roles, identities and conventions are continually re-
negotiated, against the background of a relatively stable socially shared norms
and representations’ (Sinha, 2005: 1553). More recent work has also focused on
conceptual integration theory and how it can be applied to social interaction
and collaborative discourse using corpora, interviews and audio transcripts
(Oakley and Hougaard, 2008).

4.2 Blending in Sign Language and Gestures
Sign language and gestures both use the physical space around the individual
to communicate through the use of bodily movement, often with the hands, but

can be performed by any part of the body like the eyes, forehead, torso, mouth,
arms and lips. Interest into American Sign Language, as a formal structured
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language, grew in the 1960s after William Stokoe published his Sign Language
Structure: An Outline of the Visual Communication System of the American Deaf.
The study of gesture also has gained notable attention (Kendon, 2004; McNeill,
2000, 2005), especially since McNeil (1992) brought to the forefront the close
interrelationship between gesture and language.

Liddell (1998, 2000, 2003) adapted conceptual blending theory to the study
of sign language and gestures. Liddell refers to ‘the mental representation of
the physical elements in one’s immediate physical environment’ (2000: 342) as
Real Space. Using this immediate physical environment as one of the input
spaces in a blend results in a grounded blend. Liddell provides the following
simple example of how this grounded blend may appear:

(8) Frank was looking for his keys (uttered while pressing the palms against
shirt pockets then pants pockets). (Liddell, 1998: 296)

These gestures are what McNeill (1992) has previously labelled iconic gestures,
in that they use concrete actions to create a pictorial representation, in this case,
of someone physically looking for their keys. In the Real Space hands are sim-
ply hands, a part of the body, but in the blend they are interpreted as someone
looking for something lost, as they press against the various pockets. Without
the words the gesture would belong to a game of charades, but with the spoken
words the significance of the gesture becomes obvious. This intricate intercon-
nection between speech and gesture has also more recently been studied in the
fields of mathematics and foreign language learning.

Edwards (2009) used the framework of conceptual integration as a way to
analyse gestures in the field of mathematics. He collected a large corpus of ges-
tures from video recordings of teachers explaining fractions. Often the teachers
would use gestures for cutting or splitting. To understand how meaning is cre-
ated from such a gesture, Edwards examined the gestures using a conceptual
blend. In one input space there is the Real Space of the hand, the shape of it, and
the motion of it swinging in the air, while in the second input space there is the
mental representation of a knife, the knife’s shape and the swinging motion of
cutting something. In the blend the hand becomes the knife, cutting something
up or dividing it into fractions, thus facilitating the learning of this mathemati-
cal concept.

There has also been considerable interest in gestures and foreign language
learning (Gullberg, 2006; McCafferty, 2002 and Sueyoshi and Hardison, 2005).
In one study, Kelly, McDevitt and Esch (2009) showed how production of co-
speech gestures in the foreign language facilitated vocabulary acquisition. They
conducted a series of experiments to find out how four different conditions
(speech only, repeated speech, speech with incongruent gesture and speech
with congruent gesture) would impact the acquisition of a foreign word. They
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demonstrated how speech with congruent gestures had the most powerful
impact on learning new vocabulary, and conjectured that ‘the meaning of con-
gruent gestures is conceptually integrated with the meaning of speech, and the
integration creates stronger and more multimodal memory representations’
(Kelly et al., 2009: 319-20). In their study they used the Japanese verb, nomu (to
drink) and the congruent gesture of the hand forming a shape that resembles
a cup and the motion of the hand towards the mouth, as if actually drinking
something. Conceptual integration can provide a useful method to analyse how
meaning is constructed in this example. The gesture is iconic, in that in the
blend the hand becomes a cup by way of pictorially representing it and the
movement towards the mouth is the act of drinking. It is worth noting that in
Kelly et al.’s study, speech with incongruent gestures had the lowest results;
incongruent gestures may therefore actually inhibit the learning of the word.

Future research could usefully address how foreign language learners make
meaning from more complex gestures. What happens when the teacher uses
a less obvious gesture, or one that slightly varies in meaning cross-culturally?
Does this gesture then become incongruent for the learner and actually disrupt
the learning of a new word? Extending the use of conceptual integration theory
to analysing gestures in a foreign language has the potential to help explain
how gestures work as a communicative tool in foreign language learning. The
teacher’s body is a visual resource for the learners and understanding how
meaning emerges from the conceptual mappings in a grounded blend could
have significant implications in the classroom.

Notes

—_

http://markturner.org/blending.html

2 Due to copyright restrictions a photo of this advertisement cannot be provided in this
book, but it is widely available to view online by searching for ‘Australia Post: hug’.

3 http://corpus.byu.edu/coca/
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