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ABSTRACT

To mitigate climate change, governments ranging from city to multi-national have adopted greenhouse gas (GHG) emissions reduction targets. While the location of GHG reductions does not affect their climate benefits, it can impact human health benefits associated with co-emitted pollutants. Here, an advanced modeling framework is used to explore how subnational level GHG targets influence air pollutant co-benefits from ground level ozone and fine particulate matter. Two carbon policy scenarios are analyzed, each reducing the same total amount of GHG emissions in the Northeast US: an economy-wide Cap and Trade (CAT) program reducing emissions from all sectors of the economy, and a Clean Energy Standard (CES) reducing emissions from the electricity sector only. Results suggest that a regional CES policy will cost about 10 times more than a CAT policy. Despite having the same regional targets in the Northeast, carbon leakage to non-capped regions varies between policies. Consequently, a regional CAT policy will result in national carbon reductions that are over six times greater than the carbon reduced by the CES in 2030. Monetized regional human health benefits of the CAT and CES policies are 844\% and 185\% of the costs of each policy, respectively. Benefits for both policies are thus estimated to exceed their costs in the Northeast US. The estimated value of human health co-benefits associated with air pollution reductions for the CES scenario is two times that of the CAT scenario.

Implications: In this research, an advanced modeling framework is used to determine the potential impacts of regional carbon policies on air pollution co-benefits associated with ground level ozone and fine particulate matter. Study results show that spatially heterogeneous GHG policies have the potential to create areas of air pollution dis-benefit. It is also shown that monetized human health benefits within the area covered by policy may be larger than the model estimated cost of the policy. These findings are of particular interest both as U.S. states work to develop plans to meet state-level carbon emissions reduction targets set by the EPA through the Clean Power Plan, and in the absence of comprehensive national carbon policy.

Introduction

A variety of jurisdictions at international, national, and subnational scales have set policy targets to reduce emissions of greenhouse gases (GHGs). Major sources of GHGs addressed by these policies are also major sources of conventional air pollutants such as nitrogen oxides (NO\textsubscript{x}), sulfur dioxide (SO\textsubscript{2}), carbon monoxide (CO), ammonia (NH\textsubscript{3}), and volatile organic compounds (VOCs). Therefore, numerous studies have found that policies designed to reduce GHGs will also reduce these other pollutants and their atmospheric products, leading to air quality improvements (Buonocore et al., 2015; Driscoll et al., 2015; Burtraw et al., 2014; Thompson et al., 2014a; West et al., 2013; Muller 2012; Grossman et al., 2011; Nemet et al., 2010; Bell et al., 2008a; Smith and Haigler 2008). Studies also suggest that climate policy would be an effective way to approach an integrated policy that incorporates climate mitigation and air pollution reduction (McCollum et al., 2013; Ravishankara et al., 2012). A key basis for effective policymaking to mitigate both climate and air pollution simultaneously, however, will be to improve understanding about the influence of prospective policies.

Relative to GHGs, the temporal and spatial scales on which conventional pollutant emissions impact humans are short. Whereas emissions of carbon dioxide (CO\textsubscript{2}) will change atmospheric chemistry and physics across the globe over tens to thousands of years (Intergovernmental Panel on Climate Change [IPCC], 2013), emissions of co-
emitted species such as NO\textsubscript{x} and SO\textsubscript{2} are likely to react locally or regionally over a couple of hours or days, often forming secondary pollutants that are harmful to human health. Ozone and fine particulate matter (\text{PM}_{2.5}), two pollutants of particular concern (both will be evaluated here), have been linked to negative health impacts, including increased mortality (Pope et al., 2009; Bell et al., 2005). For this reason, whereas GHG emissions reductions in one city could have a positive impact on another continent, any co-benefits associated with reduced air pollution will likely impact the city/region making the reductions, or locations downwind of that city/region.

GHG policies in the European Union and the United States (U.S.) (including the recent U.S. Clean Power Plan) provide flexibility for countries and states to develop unique pathways to individual GHG reduction goals, which may impact co-emitted species differently (U.S. Environmental Protection Agency [EPA], 2014; European Commission [EC], 2010). Thus, as these and other spatially heterogeneous climate policy efforts move forward, assessing local as well as global benefits can inform policy development. Additionally, in the absence of comprehensive national GHG policy in the U.S., regional programs may continue to reduce carbon emissions in a subset of U.S. states, which could change the spatial distribution of co-benefits versus a national policy. Here, we assess the air pollution implications of subnational GHG policy in the U.S., and present policy costs and quantified air pollution-related co-benefits and the potential for dis-benefits.

One challenge associated with a spatially limited carbon cap is the potential for emissions leakage. Studies have found that when emissions caps are placed on a limited area, it is possible for emissions to increase outside of the capped area (Caron et al., 2015; Winchester and Rausch, 2013; Ruth et al., 2008). This “leakage” has the potential to happen for both the target species as well as any co-located emissions. In the case of GHGs, as long as the net change (sum of the total change in both the capped region and the noncapped area) is a decrease in emissions, then the net impact is a benefit to the climate. However, with co-located air pollutants, if the policy results in an increase in emissions anywhere, regardless of the net change, it is likely that some people will be negatively impacted by the policy. In addition, atmospheric chemistry and the transport of pollutants can further shift the burden of pollutants between regions. When considering the health co-benefits of a GHG policy, it is important to evaluate the potential for “leakage” of co-emitted species.

Although many existing air quality co-benefit studies focus examination on electricity sector carbon policies (Buonocore et al., 2015; Driscoll et al., 2015; Burtraw et al., 2014), it is also important to consider the cost-and-benefit trade-offs arising from targeting emissions from the electricity sector compared with a more inclusive economy-wide approach. A previous national co-benefit study found an economy-wide cap-and-trade (CAT) approach to be most cost effective versus policies that cap carbon emissions from only a single sector of the economy, even finding that ancillary benefits of CAT policies can exceed the costs of the policy (Thompson et al., 2014a). Similarly, at a subnational scale, we evaluate how policy design, specifically the sectoral coverage of the GHG emissions cap, will impact costs and benefits associated with the policy, both in the area covered by policy, and outside of that area.

Several studies examine spatially heterogeneous co-benefits of regional climate policy by evaluating unit-level impacts at power plants, finding the largest benefit (and in some cases dis-benefit) to populations living near affected units (Boyce and Pastor, 2013; Aunan et al., 2004). Similarly, Zapata et al. (2013) evaluated state-level GHG policy in California, finding that controlling GHG emissions from five economic sectors produced areas of localized \text{PM}_{2.5} dis-benefits. Ruth et al. (2008) estimates how the state of Maryland joining the Regional Greenhouse Gas Initiative (RGGI; a market based GHG reduction scheme that includes nine states in the Northeast U.S.) could impact emissions of criteria pollutants both within and outside the state. However, air quality modeling is not included to evaluate human health changes. We build on this literature by considering the potential air quality, health, and related economic impacts of GHG policy scenarios both within and outside of the covered region. We conduct a first analysis at subcountry scale, including full economic, atmospheric chemistry, and health impact modeling, to determine air pollution and human health co-benefits, including potential impacts outside of the area covered.

Here, we present the simulated economic costs and the human health co-benefits of two GHG policy scenarios, applied to 17 states located in the Northeast (NE) U. S. with no constraints on emissions for the rest of the U. S. Our objective is to provide insight into the impacts of subnational (regional) carbon policy. We also show the differences that occur when a single sector of the economy is targeted for carbon emissions reductions versus capping emissions from the entire economy. By discussing results of these regional policies, and comparing our results with those of a previous study evaluating the impacts of identical policies applied nationally, we identify potential feedbacks, the knowledge of which could serve to improve the development of carbon policy with respect to air quality dis-benefits. We aim to inform design of regional carbon policies, as well as state- and
federal-level policy design under potential national carbon policies.

**Methods**

We use a modeling framework developed for the analysis of air quality and human health co-benefits of climate policy that is described in detail in Thompson et al. (2014a). Briefly, this framework links three advanced models to simulate economic and policy responses, air quality, and health outcomes. The United States Regional Energy Policy (USREP) model simulates how the economy will respond to constraints in the form of a carbon policy (Rausch et al., 2010). USREP output is then used to scale emissions inventories for input to the Comprehensive Air quality Model with Extensions (CAMx) for regional photochemical modeling (ENVIRON International Corporation, 2010). CAMx calculates changes in atmospheric pollutants ozone and PM$_{2.5}$, which are used as input to the Benefits Mapping and Analysis Program (BenMAP) that calculates human health impacts of air quality changes, and the monetary value of those impacts (Abt Associates Inc., 2013). Previously published analyses using this framework have focused on the evaluation of national-scale carbon policies in the U.S., examining sensitivity to uncertainties (Thompson et al., 2014a) and how health impacts in turn affect the economy (Saari et al., 2015). Here, we implement policy options at a regional scale to evaluate the potential strengths and weaknesses associated with a subnational carbon policy. Each component model is described further below, followed by a description of the policy scenarios applied. Sensitivity to model assumptions are covered in detail in Thompson et al. (2014a). The term “co-benefits” in this paper refers to reductions in ozone and PM$_{2.5}$ and the resulting human health benefits that occur as a result of carbon policy.

**United States regional energy policy model**

The USREP model is a recursive-dynamic computable general equilibrium (CGE) model designed to represent how constraints applied to the economy by climate policy propagate through 17 unique sectors of the economy (Rausch et al., 2010). Four energy commodities are modeled independently, including coal, natural gas, crude oil, and refined oil. Additionally, we identify and model the electricity sector, energy-intensive industry, other industry, private transportation, commercial transportation, agriculture, and service sectors. The following three sectors are each further split by three energy source types (to make nine independently modeled sectors): electric, energy-intensive industry, and other industry are each split into oil, gas, and coal energy sources.

USREP combines the behavioral assumption of rational economic agents with the analysis of equilibrium conditions and represents price-dependent market interactions as well as the origination and spending of income based on microeconomic theory. Profit-maximizing firms produce goods and services using intermediate inputs from other sectors and primary factors of production from households. Utility-maximizing households receive income from government transfers and from their supply to firms of factors of production (labor, capital, land, and resources). USREP is a full employment model. Agents employ full knowledge of historical and present economic conditions in their optimal decisions. Income earned is spent on goods and services or is saved. The government collects tax revenue that is spent on consumption and household transfers.

USREP is based on state-level economic data from the Impact analysis for PLANning (IMPLAN) data set covering all transactions among businesses, households, and government agents for the base year 2006. Energy data from the Energy Information Administration’s State Energy Data System (SEDS) are merged with the economic data to provide physical flows of energy for greenhouse gas accounting. Economic and greenhouse gas data sets in USREP are aggregated to 12 U.S. regions and the 17 commodity groups.

Here, USREP is run to 2030, starting from a 2006 baseline with a 5-yr time step and with policy constraints (described below) starting in 2012. USREP provides changes in production and/or output from each economic sector. Those sectoral changes are then used to scale the corresponding emissions from each sector using the Sparse Matrix Operator Kernel Emissions (SMOKE) emission preprocessing program version 5.1 (Community Modeling and Analysis System [CMAS] Center, 2010). USREP sectors are matched to individual emissions inventory data points using Standard Classification Codes (SCCs) that describe the source activity in detail. For example, SCCs 101001xx, 101002xx, and 101003xx (where x represents any number) represent all external combustion boilers fueled by coal for the purpose of electricity generation (coal-fired power plant). Individual emissions reported from a process at any facility that is assigned one of these codes will be scaled using the ratio from USREP electricity generation by coal: 2030 output versus 2006 output. All SCCs were matched in detail to USREP sectors. This scaling method serves to capture major emissions changes associated with the two policy scenarios, disaggregated by sector. For example, we will capture emissions reductions associated with changes in the transportation sector, e.g., reduced fuel use for either private or commercial vehicles. We neglect within-sector variability: i.e., we will not capture changes associated with fuel switching (gasoline to diesel for example).
The strength of this scaling approach is its ability to incorporate the economy-wide feedbacks captured by USREP. When constraints are applied to any part of the economy (or to multiple parts), there is the potential to change output from sectors and regions both covered and not covered by the policy constraints. By simplifying the scaling process, we clearly identify potential feedbacks resulting from the carbon policy, and these findings may help identify areas of weakness in the development of new policy options. This approach does not account for air quality policy passed after 2010 and therefore does not account for improved air pollution control technologies or additional pollution abatement that might be incentivized through such policy. In the electricity, energy-intensive industry, and other industry sectors, the emissions scaling approach is based on energy use and therefore captures USREP-modeled improvements in energy efficiency as a result of policy. However, our scaling approach effectively assumes constant criteria pollutant emissions factors for all other source sectors. Because we do not include future air quality policy, our 2030 emissions baseline may be high. In previous work, we investigated the sensitivity of benefit results to baseline emissions, finding that benefits decline sublinearly with declining baseline emissions totals (i.e., if baseline emissions are reduced by 25%, the benefits will decline by less than 25%; Thompson et al., 2014a). Other studies have examined the impacts of carbon policy on criteria pollution and associated co-benefits while incorporating air quality policy, but full chemical transport modeling was either used in reduced form as per ton benefits estimates (Akhtar et al., 2013) or not conducted (Loughlin et al., 2011).

We start with a spatially resolved emissions inventory representing 2012 emissions, with hourly detail, developed by the EPA (EPA, 2011a). We calculate policy cost (reported for the year 2030 in 2006 U.S. dollars) as the difference in simulated economic welfare, which includes macroeconomic consumption (capturing market-based activities), and the monetary value of nonworking time (leisure) (Paltsev and Capros, 2013).

**Comprehensive air quality model with extensions (CAMx)**

The scaled emissions inventories constructed for 2030 (one for each policy scenario plus a “business as usual” case) are then used to drive CAMx version 5.3. CAMx is a photochemical model that simulates the emissions, transport, chemistry, and removal of chemical species in the atmosphere. CAMx is one of the EPA’s recommended regional chemical transport models and is often used by the EPA for air quality analysis (EPA, 2011b, 2007, 2015). Baseline inputs (including meteorological data, emissions inventories, and ancillary files) and model setup parameters for the year-long modeling episode were developed and evaluated by the EPA for use in air quality rulemaking (EPA, 2011a, 2011b; Baker and Dolwick, 2009). Meteorological inputs were developed using the Penn State/National Center for Atmospheric Research Mesoscale Model (MM5), represent conditions as they occurred in 2005 and were held constant for this study (Baker and Dolwick, 2009; Grell et al., 1994). Inventories representing a best approximation of emissions in 2012 were projected from the 2005 base year inventories by the EPA (EPA, 2011a).

Output from CAMx provides concentration data for ozone and PM$_{2.5}$, at an hourly time step and user-defined spatial resolution. Ozone and some species that make up total PM$_{2.5}$ (including nitrate, sulfate, ammonium, and some organic carbon aerosols) are secondary pollutants, meaning that they are formed in the atmosphere through complex physical and chemical processes and therefore chemical transport models such as CAMx are required in order to estimate the health impacts of policies that affect these two species. Our calculation of total PM$_{2.5}$ as presented also includes modeled concentrations of primary species, including black carbon, organic aerosols, and dust. Modeling was conducted in a grid domain covering the continental U.S., with 36 km by 36 km horizontal resolution, found to be appropriate for national-scale health response evaluations (Thompson et al., 2014b).

**Benefits mapping and analysis program**

CAMx-modeled concentrations of seasonal average daily maximum 8-hr ozone (May through September) and daily average PM$_{2.5}$ are input into BenMAP Community Edition version 1.0 to estimate exposure, human health response, and associated monetized benefits to changes in pollution between the “business as usual” (BAU) case and each policy scenario. Modeled changes in ozone and PM$_{2.5}$ concentrations and concentration-response functions are combined with census data and county-level mortality incidence rates, both forecast to 2030 (Centers for Disease Control and Prevention [CDC], 2006), to determine changes in health outcomes. No lag time is assumed between exposure and health response, and all monetized benefits are undiscounted.

The mortality concentration-response functions (cfrs) applied in this study are peer-reviewed epidemiological studies that estimate increased mortality risk due to changes in ambient concentrations of ozone and PM$_{2.5}$ and were presented in the Regulatory Impact Assessment (RIA) conducted by the EPA for the most recent update to
the ozone National Ambient Air Quality Standards (EPA, 2015). Morbidity end points include hospital admissions, emergency room visits, school loss days, and acute respiratory symptoms for both pollutants, and acute myocardial infarction (nonfatal heart attacks) and acute bronchitis for PM$_{2.5}$. Whereas mortality incidence values are presented individually for each crf, for most morbidity end points, random/fixed-effects pooling is used to combine estimates from individual crfs. Fixed-effects pooling is a method that weights the impact estimated by each study by the inverse of the variance of that study in order to capture the uncertainty associated with all available crfs. Random-effects pooling incorporates both within-study variance and between-study variance. Tables 1 and 2 present, for ozone and PM$_{2.5}$, respectively, the crfs and the pooling approach (if applicable) used to estimate benefits in this study. The medians and 95% confidence intervals for incidence values were estimated using 1000 Monte Carlo simulations of the individual or pooled crfs.

The dollar value associated with changes in mortality risks is estimated by first using random/fixed-effects pooling to combine results from individual crfs, and then by applying the EPA’s estimate for the Value of a Statistical Life (VSL) based on 26 value-of-life studies (Abt Associates Inc., 2013). The value of morbidity benefits are calculated using an approach that is consistent with the methods in the recent RIA; therefore, we refer readers to this document for more information (EPA, 2015). The morbidity benefits account for less than 6% and 1% of the total value from ozone and PM$_{2.5}$ health impacts, respectively. The 95% confidence interval for monetized benefit includes uncertainty associated with individual crfs and with benefits valuation. Both incidence and valuation results represent annual totals for 2030.

**Policy scenarios**

We implement two subnational carbon policies: a clean energy standard (CES) mandates that a certain fraction of electricity sales has been generated from “clean” electricity, and a cap-and-trade (CAT) policy covers emissions from all sectors of the economy. The policies are consistent with those applied at national scale by Thompson et al. (2014a). Here, however, policies are applied to 17 states located in the northeastern (NE) U.S., highlighted in gray in Figure 3 (states include Maine, Vermont, New Hampshire, Massachusetts, Connecticut, Rhode Island, New York, Pennsylvania, New Jersey, Delaware, Maryland, West Virginia, Ohio, Indiana, Michigan, Illinois, and Wisconsin). Both policies cover all output from capped sectors that is either produced in the NE U.S., or imported into the NE U.S. This design is equivalent to taxing carbon at the point of consumption, and it has the effect of leveling the playing field for goods produced in that region, versus goods imported from other regions. Therefore, this assumption may overestimate the negative impacts for regions that do not enact policy and who lose market shares from sectors (because any of the goods from these regions that are imported into the region covered by policy are now covered). It will likely underestimate the policy costs of regions that do enact policy, as well as the emissions leakage of both carbon and co-emitted pollutants. All economic modeling simulations start in 2006 and end in 2030, and include economic and population growth. In all simulations, policy constraints start in 2012. We then compare the resulting policy cost and projected air quality co-benefits for the single year of 2030.

By definition, the total year-on-year carbon emissions reductions for both evaluated policy scenarios are equal in the capped 17 states in the NE region of the U.S. Both CAT and CES scenarios lead to a 14% carbon emissions reduction in 2030 and a 4% reduction cumulative from 2012 (when the policies start) to 2030 in the NE states. This is equal to 250 Mt of carbon reduced from the NE states in 2030, and 500 Mt cumulative to 2030. The economic and human health impacts of each policy scenario are compared with a BAU case in which no carbon constraints are applied anywhere in the U.S.

Carbon policy modeling within USREP is based on the development of the CES scenario, where we constrained the model to achieve a certain “clean” (referring to carbon only) electricity fraction target in each modeled year, defined as the ratio of total clean energy electricity generation to total electricity sales. All renewable (wind, solar, hydropower, biopower, and geothermal) and nuclear technologies are considered 100% clean, natural gas with carbon capture and storage (CCS) is considered 95% clean, coal with CCS is considered 90% clean, and gas combined cycle is considered 50% clean. The 500 Mt cumulative reduction is realized by achieving a target of 80% clean energy in 2035 through a linear progression starting at 42% clean energy in 2012. Both the designations of percent clean for each generation type and the clean energy targets are based on the Clean Energy Standard Act of 2012 (U.S. Energy Information Administration [EIA], 2011).

The CAT policy utilizes reductions across all sectors to meet targets, including, but not limited to, the power sector. Additional large reductions in CAT come from industrial sources and transportation, with the largest reductions coming from household consumption. Household consumption represents emissions associated with consuming
Table 1. Incidence values associated with changes to ozone as a result of two regional GHG policies.

<table>
<thead>
<tr>
<th>End Point</th>
<th>Study</th>
<th>Pooling Method</th>
<th>CES</th>
<th>Other U.S.</th>
<th>CES</th>
<th>Other U.S.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Premature mortality—short-term</td>
<td>Smith et al. (2009)</td>
<td>Studies presented individually</td>
<td>39 (19, 58)</td>
<td>−9 (−5, −14)</td>
<td>39 (19, 58)</td>
<td>−9 (−5, −14)</td>
</tr>
<tr>
<td></td>
<td>Zanobetti and Schwartz (2008)</td>
<td></td>
<td>64 (34, 93)</td>
<td>−16 (−8, −23)</td>
<td>15 (8, 21)</td>
<td>4 (2, 6)</td>
</tr>
<tr>
<td>Hospital admissions—respiratory</td>
<td>Katsouyanni et al. (2009)</td>
<td></td>
<td>74 (−17, 165)</td>
<td>−17 (4, −38)</td>
<td>18 (−4, 39)</td>
<td>5 (−1, 10)</td>
</tr>
<tr>
<td>Asthma-related emergency department visits</td>
<td>Glad et al. (2012)</td>
<td>Random/fixed-effects pooling</td>
<td>205 (19, 635)</td>
<td>−49 (−154, −5)</td>
<td>21 (2, 62)</td>
<td>12 (1, 36)</td>
</tr>
<tr>
<td></td>
<td>Ito et al. (2007)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mar and Koenig (2010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Peel et al. (2005)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sarnat et al. (2013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wilson et al. (2005)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma exacerbation</td>
<td>Mortimer et al. (2002)</td>
<td>Random/fixed-effects pooling</td>
<td>68971 (−20923, 138957)</td>
<td>−21416 (−43253, 6483)</td>
<td>13905 (−4220, 28032)</td>
<td>4513 (−1369, 9107)</td>
</tr>
<tr>
<td></td>
<td>Schildcrout et al. (2006)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School loss days</td>
<td>Chen et al. (2000)</td>
<td>Random/fixed-effects pooling</td>
<td>50061 (17685, 111203)</td>
<td>−15557 (−34641, −5494)</td>
<td>10083 (3563, 22409)</td>
<td>3280 (1159, 7296)</td>
</tr>
<tr>
<td></td>
<td>Gilliland et al. (2001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute respiratory symptoms</td>
<td>Ostro and Rothschild (1989)</td>
<td></td>
<td>145764 (60137, 230986)</td>
<td>−41550 (−17133, −65879)</td>
<td>28418 (11724, 45034)</td>
<td>9581 (3952, 15185)</td>
</tr>
<tr>
<td>End Point</td>
<td>Study</td>
<td>Pooling Method</td>
<td>CES Northeast U.S.</td>
<td>CES Other U.S.</td>
<td>CAT Northeast U.S.</td>
<td>CAT Other U.S.</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------------------------------------------</td>
<td>---------------------------</td>
<td>-------------------</td>
<td>-----------------</td>
<td>-------------------</td>
<td>----------------</td>
</tr>
<tr>
<td><strong>Premature mortality—all-cause</strong></td>
<td>Krewski et al. (2009)</td>
<td>Studies presented individually</td>
<td>4206 (3061, 5341)</td>
<td>863 (628, 1097)</td>
<td>2285 (1663, 2903)</td>
<td>270 (197, 344)</td>
</tr>
<tr>
<td></td>
<td>Lepeule et al. (2012)</td>
<td></td>
<td>9481 (5499, 13422)</td>
<td>1951 (1131, 2765)</td>
<td>5152 (2987, 7295)</td>
<td>613 (355, 869)</td>
</tr>
<tr>
<td></td>
<td>Woodruff et al. (1997)</td>
<td>Equal-weights pooling</td>
<td>857 (99, 1862)</td>
<td>185 (21, 401)</td>
<td>491 (56, 1060)</td>
<td>60 (7, 127)</td>
</tr>
<tr>
<td><strong>Nonfatal heart attacks</strong></td>
<td>Peters et al. (2001)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sullivan et al. (2005)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Zanobetti and Schwartz (2006)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hospital admissions—respiratory</strong></td>
<td>Zanobetti et al. (2009)</td>
<td>Equal-weights pooling</td>
<td>1331 (−241, 2422)</td>
<td>289 (−52, 526)</td>
<td>750 (−136, 1363)</td>
<td>100 (−17, 181)</td>
</tr>
<tr>
<td></td>
<td>Kloog et al. (2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hospital Admissions—chronic lung disease</strong></td>
<td>Moolgavkar (2000)</td>
<td>Random/fixed-effects with others pooling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hospital admissions—asthma</strong></td>
<td>Babin et al. (2007)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sheppard (2003)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hospital admissions—cardiovascular</strong></td>
<td>Zanobetti et al. (2009)</td>
<td>Equal-weights pooling</td>
<td>912 (376, 2094)</td>
<td>183 (88, 408)</td>
<td>495 (198, 1142)</td>
<td>63 (30, 138)</td>
</tr>
<tr>
<td></td>
<td>Peng et al. (2009)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Peng et al. (2008)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bell et al. (2008)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Asthma-related emergency department visits</strong></td>
<td>Glad et al. (2012)</td>
<td>Sum dependent Random/fixed-effects pooling</td>
<td>2376 (−412, 4582)</td>
<td>388 (−67, 748)</td>
<td>1395 (−242, 2685)</td>
<td>129 (−23, 247)</td>
</tr>
<tr>
<td></td>
<td>Mar et al. (2010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Slaughter et al. (2005)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Acute bronchitis</strong></td>
<td>Dockery et al. (1996)</td>
<td>Random/fixed-effects pooling</td>
<td>5281 (−193, 10616)</td>
<td>1134 (−41, 2290)</td>
<td>2873 (−105, 5781)</td>
<td>380 (−14, 769)</td>
</tr>
<tr>
<td><strong>Asthma exacerbation</strong></td>
<td>Ostro et al. (2001)</td>
<td></td>
<td>239976 (12715, 1272369)</td>
<td>51322 (2722, 271190)</td>
<td>130294 (6913, 687900)</td>
<td>17101 (911, 99778)</td>
</tr>
<tr>
<td></td>
<td>Mar et al. (2004)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Work loss days</strong></td>
<td>Ostro (1987)</td>
<td></td>
<td>448247 (390536, 505538)</td>
<td>94525 (82370, 106587)</td>
<td>253358 (220795, 285667)</td>
<td>30035 (26198, 33836)</td>
</tr>
<tr>
<td><strong>Acute respiratory symptoms</strong></td>
<td>Ostro and Rothschild (1989)</td>
<td></td>
<td>2650745 (223984, 3058823)</td>
<td>558257 (471792, 643970)</td>
<td>1494595 (1263278, 1723843)</td>
<td>176564 (149497, 203291)</td>
</tr>
<tr>
<td><strong>Upper respiratory symptoms</strong></td>
<td>Pope et al. (1991)</td>
<td></td>
<td>97264 (30438, 163588)</td>
<td>20832 (6521, 35027)</td>
<td>52719 (16503, 88640)</td>
<td>6954 (2179, 11682)</td>
</tr>
<tr>
<td><strong>Lower respiratory symptoms</strong></td>
<td>Schwartz and Neas (2000)</td>
<td></td>
<td>67239 (32417, 101402)</td>
<td>14318 (6925, 21524)</td>
<td>36197 (17518, 54386)</td>
<td>4657 (2286, 6890)</td>
</tr>
</tbody>
</table>

**Note.** Values (shown with 95% confidence intervals associated with crf only) are presented for both the policy-covered NE U.S., and all other areas in the U.S. (no policy constraints) for the year 2030.
fossil fuels at the household level and is represented independently from the 17 production sectors previously introduced (an example of consumption is household heating). For the CAT scenario, carbon reductions are set to match those attained by the CES scenario for each model year step. Economic costs for each policy scenario are measured as the annual private consumption loss in 2030 (measured in 2006 U.S. dollars) relative to the BAU case.

Results

We first show the evolution of national total carbon emissions in 5-yr increments (time step of economic model) out to 2030 for each policy scenario and the BAU case. Corresponding changes in total emissions of five air pollutants resulting from both policy scenarios are then presented, followed by impacts on average modeled concentrations of ozone and PM$_{2.5}$. These five pollutants (NO$_x$, CO, SO$_2$, VOCs, and NH$_3$) are selected for reporting because they are the major precursors to the formation of ozone and PM$_{2.5}$ (however, all emissions from affected sources are scaled in the same way). Finally, changes to incidence rates of human health impacts and the estimated value of those health impacts, resulting from changes in simulated air quality, are presented and the monetized benefit values compared with the costs of each scenario.

Emissions

In the CES scenario, carbon emissions “leakage” is occurring to regions outside of the NE U.S. Although carbon emissions reductions within the 17-state NE region are constant across both regional policy scenarios, the total carbon emissions reduction of the entire U.S. (including regions not capped) is not constant across the scenarios, as shown in Figure 1. The cumulative (2012–2030) total U.S. emissions reductions associated with the regionally implemented CAT scenario are approximately 3 times greater than cumulative emissions reductions associated with the sector specific regionally implemented CES scenario. Nationally in 2030, CAT realizes an annual reduction of 502 Mt, whereas CES reduces only 85 Mt (BAU annual CO$_2$ emissions are 6230 Mt in 2030). In both scenarios, 250 Mt CO$_2$ is reduced in the NE U.S. in 2030; therefore, the differences between this number and the emissions reported here, and shown in Figure 1, are due to emissions changes outside of the NE U.S.

Under the CAT scenario, carbon emissions from all goods and services either produced within or imported into the capped region count towards the cap. Under the CES scenario, all emissions from electricity generated for the NE U.S. count towards the cap, but production and sales both within and outside of the capped region can shift to economic sectors not covered. The CES scenario shows greater leakage compared with the CAT scenario because the substitutability between carbon and noncarbon inputs to production and consumption is larger between sectors within a regional economy than between regional economies.

Under CAT, the largest reductions in carbon emissions were made in the NE U.S. in household consumption (which is relatively carbon intensive compared with other sectors), reflecting sizeable adjustments in energy efficiency, fuel switching, and a reduction in demand triggered by the increased costs for fossil-based energy. The next largest reductions were made in the electricity sector, but as costs increased, the CAT scenario allowed the model to draw cheaper cuts from other sectors, including industry, transportation, agriculture, and services.

In contrast to nationwide emissions reductions resulting from the CAT, both carbon and co-emitted pollutant emissions increased in areas outside of the capped region in the CES scenario. CES leads to an increase in coal use in areas outside of the NE (for both the electricity and energy-intensive industry sectors) because more coal is available due to cuts in the NE. This finding does not suggest that new coal-fired power plants are being built in USREP, only that in some areas, existing plants are increasing production because the cost of coal is going down. This is also true for the gas-fired electricity and energy-intensive industry sectors, but to a lesser extent.

Changes in emissions of criteria pollutants, both within and outside of the NE, are driven by the same economic shifts that drive changes to carbon.

Figure 1. Time series of total U.S. carbon emissions from 2010 to 2030 for Business as Usual (no policy; black line), and two subnational carbon cap scenarios applied to the Northeast only: Clean Energy Standard (green dashed line) and Cap and Trade (blue dashed line). Please note range of x-axis.
shows the impact of the carbon policy scenarios, implemented in the NE U.S. only, on emissions of five common air pollutants. Emissions of criteria pollutants decrease in the NE in both scenarios. Similar to the carbon emissions leakage as shown in Figure 1, leakage of emissions of common air pollutants occurs to states outside of the region covered in the CES scenario. In the CES scenario, large decreases in SO\textsubscript{2} emissions are realized in the NE, primarily due to reduction in the output from coal-fired electricity generators. However, SO\textsubscript{2} emissions increase in regions outside of the NE due to increases in electricity generation outside of the capped region. In the CAT scenario, relatively smaller reductions of SO\textsubscript{2}, NO\textsubscript{x}, and CO are realized mostly from household consumption and electric and industrial coal usage in the NE. Leakage of emissions occurs on a much smaller scale in CAT, with small reductions of every species except NO\textsubscript{x} and SO\textsubscript{2} in regions outside of the NE primarily due to small increases in electricity generation outside of the capped region. In reality, criteria pollutant increases out to the future (in the BAU and both scenarios) may be limited in areas with existing emissions controls. Therefore, modeled changes in criteria pollutants due to policy may be overestimated in those areas. However, an important finding from this study is the need for air quality policy to reduce dis-benefit from carbon policy.

**Air quality implications**

As presented in Figure 3, results of air quality modeling show widespread reductions across the NE U.S. for both ozone and PM\textsubscript{2.5} for every policy scenario. However, areas of increased pollution appear for ozone in both scenarios. Spatial trends in ozone concentration changes are largely driven by corresponding trends in the emissions of precursor species NO\textsubscript{x}, CO, and VOCs. An exception occurs over the New York City area in both CAT and CES (and over Chicago in the CES, although this increase is below 0.1 ppb and therefore is not visible in Figure 3) where NO\textsubscript{x} emissions reductions lead to local ozone increases. When NO\textsubscript{x} emissions are large (as often occurs in population centers with heavy traffic–related emissions), excess NO\textsubscript{x} removes ozone, and so the removal of NO\textsubscript{x} due to policy increases ozone locally in these locations. PM\textsubscript{2.5} trends shown in Figure 3 are primarily driven by changing SO\textsubscript{2}, NO\textsubscript{x}, and NH\textsubscript{3} emissions.

Both ozone and PM\textsubscript{2.5} increase in Texas, the northern-central U.S., and the southeastern (SE) U.S. as a result of CES; however, the magnitude of PM\textsubscript{2.5} increases are less than 0.1 µg/m\textsuperscript{3}, which is below the range that would appear in Figure 3.

**Health benefits**

Tables 1 and 2 present the incidence estimates for the year 2030, with 95% confidence intervals, for both scenarios, for ozone and PM\textsubscript{2.5}, respectively. Despite areas of dis-benefit outside of the NE related to increases in ozone, the largest net benefit (including ozone and PM\textsubscript{2.5}) to the U.S. as a whole is realized by the CES scenario. Figure 4 shows the monetary benefit of human health changes due to the CES and CAT regional scenarios. Also shown in Figure 4 is the economic cost of each scenario as estimated by USREP.
Within the NE region, the value of the human health benefits associated with the CES scenario is likely to outweigh the cost. However, the cost/benefit ratio of the CES scenario in areas outside the capped region is slightly less attractive, due to increases in mortality and morbidity incidences as a result of increasing ozone concentrations.

Similar to the assessment of national policies utilizing this modeling framework (Thompson et al., 2014a), we find that the CAT scenario is the cheapest option, with human health co-benefits that are smaller, but similar in scale to those realized/achieved by the CES scenario.

**Discussion/policy applications**

Our results suggest that, from a co-benefit perspective, regions would benefit most from a cap-and-trade program. This conclusion is based on both the final cost/benefit ratios for each scenario, as well as the occurrence of regions showing ozone dis-benefit due to CES. However, this conclusion is limited by the lack of representation of implementation (administrative) costs in USREP, which may be larger for CAT than other policies. Regardless, clean energy policies are a predominant focus of both national and regional GHG initiatives. The CES results have important implications for GHG policies currently in place at the state level in the U.S. Previous research applied similar CES and CAT policies to the full U.S., showing no areas of PM$_{2.5}$ dis-benefit as a result of these two scenarios. Similar to the NE U.S. under the regional carbon policy, the national policy showed a few urban areas with ozone dis-benefit related to decreased NO$_x$ titration as a result of both CAT and CES (Thompson et al., 2014a). Given these comparative findings, regional results presented here could also inform smart design of national policy given the flexibility granted to states by the EPA with regards to meeting targets set by the U.S. Clean Power Plan (CPP). Specifically, the CPP allows for interstate heterogeneity in application that could create areas of air quality dis-benefit. There is also the potential for states to work together under CPP to hit regional carbon targets, which could create a situation similar to what we have evaluated here.

We estimate an average human health co-benefit value of $148/tCO$_2$ and $80/tCO$_2$ in the NE U.S. for the CES and CAT scenarios, respectively. We compare these values with those from a previous study we conducted where CES and CAT policies were applied nationally (Thompson et al., 2014a). National co-benefit values of $254/tCO$_2$ and $140/tCO$_2$ suggest that sources in the NE U.S. may be cleaner than the national average and therefore health co-benefits not as large. Regional results fall within the range of $2–196/tCO$_2$ from published literature as reported by Nemet et al. (2010). The values in the Nemet study represent a variety of countries and carbon reduction strategies. In contrast, Burtraw et al. (2014) modeled 400 million tCO$_2$ reduction from the power sector in the U.S. in 2020 and reported benefits of $42.5–55/tCO$_2$ from human health impacts associated with reduced particulate sulfate concentrations, therefore excluding benefits associated with reduced particulate nitrate and ozone, both from NO$_x$ emissions, and ozone from CO emissions (the latter benefits were included in our analysis). Finally, we estimate 25 and 14 deaths avoided per 1 M tCO$_2$ avoided (based on pooled mortality results). We compare this with 7.3 deaths avoided per 1 M tCO$_2$ reduced as reported by Driscoll et al. (2015) in 2020 as a result of a nationwide carbon reduction policy covering the power sector.

In this study, policy costs per tCO$_2$ reduced in 2030 are $126 and $15 for the CES and CAT scenarios, respectively. When CES and CAT are applied nationally, the policy costs are $255/tCO$_2$ and $17/tCO$_2$, respectively, suggesting that the CES scenario may be cheaper to achieve in the NE U.S. versus nationally, and that the cost of the CAT scenario is more consistent in the NE and nationally. We also compare these costs with a range of $12–27/tCO$_2$ reduced as reported by Burtraw et al. (2014). Burtraw et al. represented costs associated with different strategies of CO$_2$ reduction from the power sector, but did not model the full economy; therefore, they did not capture potential economy-wide feedbacks as electricity becomes more expensive for all sectors of the economy. In general, the policy costs of imposing carbon policy in the NE U.S.

![Figure 4](image.png)

**Figure 4.** Economic costs (blue bar) of the regional carbon policies presented with human health co-benefits (black line) associated with each scenario with 95% confidence intervals (gray line) associated with concentration-response functions and valuation. Values are in 2006 U.S. dollars and as a 2030 annual total.
are reflected through increased equilibrium prices for goods and services produced in the NE U.S. Given trade linkages and relatively tightly integrated regional markets, other regions gain market shares at the expense of the NE U.S. Many regions thus show small increases in industry output, including energy-intensive industries and electricity (and their related emissions), as a result of CES.

In our case, the CAT scenario was the least expensive policy option, due to the flexibility inherent in the design. Despite CAT being an order of magnitude cheaper than the CES scenario, human health benefits associated with CAT are not statistically different from the benefits associated with CES. The value of the health benefits associated with CAT were 8 times greater than costs in the NE U.S. This latter finding is supported by previously published studies that suggest that the human health benefits associated with some climate policy options could compensate for some or all of the costs of that policy (Burtraw et al., 2014; Thompson et al., 2014a; IPCC, 2013; Nemet et al., 2010). However, previous research has shown that although policy and economic assumptions do not have a large impact on estimated co-benefit values, they can have a larger impact on policy costs, which could impact the net co-benefit value (Thompson et al., 2014a).

We also find the potential for human health co-benefits outside of the capped area, as a result of the regional CAT, in addition to economic gains to the economy of those areas. Any economic sector importing goods and services into the NE (an area of high population density) has to include CO\textsubscript{2} emissions into the capped area total, thus motivating (or possibly requiring) areas outside of the NE U.S. to make emissions cuts (likely the case with CAT, since all goods are covered). We do not see health disbenefits with CAT because the changes to any one sector are much smaller, thus decreasing the reach of the impact of the policy outside of the NE U.S.

USREP is used here to estimate the impacts, throughout the U.S. economy, of the specified reduction in emissions of carbon. In practice, these reductions could be reached by either a cap-and-trade approach, or a carbon tax applied to the appropriate sectors of the economy. Our purpose here is to show the potential co-benefits of those realized reductions. We do not attempt to address the merits of different policy designs, including factors that could impact the success of various policy approaches. Our results examine several designs and may inform different policy implementations. However, our analysis does not consider administrative costs or other issues associated with policy implementation.

Although both scenarios lead to aggregate health benefits outside of the capped region, as shown in Figure 3, both scenarios indicate the potential for human health dis-benefits associated with localized increases in ozone. In fact, total health dis-benefits related to ozone were estimated in the CES scenario outside of the region covered (with a projected mortality increase of 9–15 deaths). Previous analyses of ozone and PM\textsubscript{2.5} control policies indicate that human health benefits are dominated by changes in PM\textsubscript{2.5} (Thompson et al., 2014a, 2014b; Fann et al., 2009). As a result, small increases in ozone do not add substantially to the monetary human health burden of a policy relative to small changes in PM\textsubscript{2.5}. However, 232 counties in the U.S. are in nonattainment of the 8-hr ozone standard set by the EPA in 2008 (as of 2012; the ozone standard was updated in 2015 and attainment designations have not yet been determined for the new standard [EPA, 2012]), and in those counties, even small increases in ozone would have consequences towards state efforts to bring ozone concentrations back below the standard.

Previous work has shown that overestimation of baseline emissions (emissions of NO\textsubscript{x} and SO\textsubscript{2} were 30% and 23% higher, respectively, in 2005 versus 2012, for example) can lead to an overestimation of health benefits (Thompson et al., 2014a). Our BAU case does not include air quality improvements that are likely to occur over time as a result of future policy, and specific future technological improvements. For example, improvements in vehicle efficiency and exhaust emissions out to 2030 as a result of vehicle turnover and policy-driven fuel efficiency improvements are not included, but are not likely to have a major impact on PM\textsubscript{2.5}, since that is mostly nonexhaust. Thus, actual co-benefits may be lower than we project here, similar to the limitations of previous work at national scale (Thompson et al., 2014a).

Additional potential benefits to those presented here include the avoided damage from climate change, and potential reductions in air toxics. For example, the benefits estimated here would be in addition to those represented by the Social Cost of Carbon (SCC). The SCC represents monetized marginal damages of CO\textsubscript{2} emissions that include, but are not limited to, reduced agricultural yields, coastal flooding, and increased frequency and severity of weather events (Griffiths et al., 2012).

Overall, this study suggests that an economy-wide subnational carbon policy will lead to regional and national human health co-benefits, and that these co-benefits have the potential to exceed the costs of the carbon policy. Although the same is true for a subnational carbon policy focused on GHG reductions from the electricity sector, we find the potential for areas of air quality dis-benefit with this type of policy, especially with respect to ozone. These increases in ozone, although they have a small impact on the value of
aggregate health benefits, would be especially relevant to a region that is not in attainment of national ambient air quality standards for ozone.
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