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Background: Faculty observation of residents and students per-
forming clinical skills is essential for reliable and valid evaluation
of trainees.

Objective: To evaluate the efficacy of a new multifaceted
method of faculty development called direct observation of com-
petence training.

Design: Controlled trial of faculty from 16 internal medicine
residency programs using a cluster randomization design.

Setting: Academic medical centers.

Participants: 40 internal medicine teaching faculty members: 17
in the intervention group and 23 in the control group.

Measurements: Changes in faculty comfort performing direct
observation, faculty satisfaction with workshop, and changes in
faculty rating behaviors 8 months after completing the training.

Intervention: The direct observation of competence workshop
combines didactic mini-lectures, interactive small group and vid-
eotape evaluation exercises, and evaluation skill practice with
standardized residents and patients.

Results: 37 faculty members (16 in the intervention group and

21 in the control group) completed the study. Most of the faculty
in the intervention group (14 [88%]) reported that they felt sig-
nificantly more comfortable performing direct observation com-
pared with control group faculty (4 [19%]) (P � 0.04), and all
intervention faculty rated the training as outstanding. For 9 vid-
eotaped clinical encounters, intervention group faculty were more
stringent than controls in their evaluations of medical interview-
ing, physical examination, and counseling; differences in ratings
for medical interviewing and physical examination remained sta-
tistically significant even after adjustment for baseline rating be-
havior.

Limitations: The study involved a limited number of residency
programs, and faculty did not rate the performance of actual
residents.

Conclusion: Direct observation of competence training, a new
multifaceted approach to faculty development, leads to meaning-
ful changes in rating behaviors and in faculty comfort with eval-
uation of clinical skills.
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Medical educators have a major responsibility to eval-
uate the clinical competence of medical students and

residents and to provide them with timely, useful feedback
to ensure continued progress and correction of deficiencies.
Despite tremendous advances in technology, the clinical
skills of interviewing, physical examination, and counsel-
ing remain essential to the successful care of patients. The
Association of American Medical Colleges (AAMC),
Accreditation Council for Graduate Medical Education
(ACGME), and American Board of Internal Medicine
(ABIM) strongly endorse the evaluation of students and
residents in these clinical skills through direct observation
(1–3).

Numerous studies continue to document substantial
deficiencies in the clinical skills of medical interviewing,
physical examination, communication, and counseling
among students, residents, and practicing physicians (4–
24). For example, Mangione and Nieman (19) demon-
strated that students and residents could successfully iden-
tify fewer than one third of 12 important cardiac sounds,
and Braddock and colleagues (10) found that practicing
physicians performed core elements of informed decision
making in fewer than 10% of patient encounters. Direct
observation of a student or resident performing these skills
is mandatory for reliable and valid assessment and is essen-

tial for providing formative feedback to improve these
skills. Residency is the last structured experience to ensure
that young physicians have sufficient clinical skills, but
evaluation of these skills by faculty is often neglected. The
AAMC, for example, visited 97 medical schools between
1993 and 1998 and found that faculty rarely observed stu-
dent interactions with patients and that most of a student’s
evaluation was based on faculty and resident impressions of
student presentation skills and knowledge (3). Similar find-
ings have been reported for residents (25–27).

Furthermore, when faculty observe the clinical skills of
trainees, the quality of the evaluation is often poor. In a
study of faculty ratings using the long form of the clinical
evaluation exercise (CEX), faculty failed to detect 68% of
errors committed by a resident when observing a videotape
scripted to depict marginal performance (28). The use of
checklists prompting faculty to look for specific skills in-
creased error detection from 32% to 64% but did not
improve overall accuracy; approximately two thirds of fac-
ulty still rated the overall performance of the marginal res-
ident as satisfactory or superior. Other studies have also
attested to the low reliability of faculty observations (28–
33). Perhaps the most notable finding in these studies is
that brief faculty training interventions (for example, a 30-
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minute description of the CEX and its purpose) failed to
improve the quality of faculty evaluation (28–31).

Given the growing concerns over patient safety and
quality of care, both public and professional organizations
are calling for a renewed emphasis on the teaching and
evaluation of clinical skills. To address these concerns, bet-
ter methods for training faculty in evaluation of clinical
competence are urgently needed. The purpose of our study
was to evaluate a novel approach to training faculty in
direct observation skills—direct observation of compe-
tence training—in 3 domains: faculty satisfaction with the
training, change in comfort in performing direct observa-
tion, and changes in faculty rating behavior.

METHODS

Study Design
Our study was a cluster-designed randomized, con-

trolled trial of an intensive 4-day faculty development
course in evaluation of clinical competence (34). Twenty-
one programs were approached, and 16 were enrolled (Fig-

ure). Invited programs were chosen from 2 regions—the
Northeast (Connecticut, Massachusetts, and Rhode Island)
and the Mid-Atlantic (Maryland, Virginia, and the District
of Columbia)—and were balanced to represent both uni-
versity and community-based programs. Of the 5 excluded
programs, 3 declined to participate, 1 could not identify at
least 2 faculty members to participate, and 1 was in the
process of closing. The final cohort consisted of 5 univer-
sity and 11 community-based programs. Randomization
was stratified by program type and location and was blind-
ed by using sealed envelopes. One smaller university pro-
gram in the Mid-Atlantic group was randomly assigned along
with the community-based programs because of the unbal-
anced number of university programs (n � 3) in this re-
gion.

Participants
Forty faculty members participated in the study. Each

program director was required to identify a minimum of 2
and a maximum of 4 faculty members before randomiza-
tion, and program directors were encouraged to partici-
pate. Choice of study participants was left to the discretion
of the program directors, but the study guidelines asked
directors to choose faculty who were active in teaching and
evaluation and who the program director believed would
be willing to serve as agents to promote change in their
local programs’ evaluation practices. Program directors
were not informed of other institutional allocations before
participation. The Yale University Human Investigation
Committee and the Uniformed Services University of the
Health Sciences Institutional Review Board approved the
study. Participants gave informed consent on the morning of
the baseline assessment and before any research activities.

Figure. Flow of participants through the study.

Context

Reliable methods for evaluating clinical competence of
medical trainees are needed.

Contribution

This cluster randomized trial involving 16 internal medicine
programs evaluated a 4-day course that taught faculty
direct observation methods for evaluating clinical compe-
tence. Eight months later, course participants reported
greater comfort with direct observation to evaluate resi-
dents and rated videotaped clinical encounters between
standardized residents and patients more stringently than
did faculty not taking the course.

Cautions

Larger studies that use ratings of actual residents and that
include resident feedback are needed to establish the
transportability and efficacy of the program.

–The Editors
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Evaluation Videotapes
Two sets of 9 videotapes were specifically produced for

assessment of direct observation skills, 1 set each for the
baseline and follow-up assessments. Scripts were written
for standardized patients and standardized residents for
each of 3 clinical skills: history taking, physical examina-
tion, and counseling. The baseline history skill videotapes
depicted a male resident interviewing a 64-year-old woman
presenting to the emergency department with acute short-
ness of breath and chest pain due to a pulmonary embo-
lism. The physical examination skill videotapes depicted a
male resident examining a 69-year-old man with progres-
sive shortness of breath secondary to ischemic cardiomyop-
athy. The counseling skill videotapes portrayed a female
resident counseling a 48-year-old man about treatment op-
tions for his recently diagnosed hypertension. The video-
tapes were scripted to demonstrate 3 levels of competence,
and all contained some errors in clinical performance; none
were designed to be a gold standard.

Level 1 videotapes were scripted to represent unequiv-
ocally poor performance and contained the most errors of
omission and commission. Level 3 videotapes depicted the
fewest number of errors. For example, on the baseline level
1 videotape for history taking, the resident fails to intro-
duce himself and fails to ask about key thromboembolic
risk factors and the patient’s symptoms of leg swelling. In
the physical examination videotapes, examples of errors in-
clude poor technique in pulmonary auscultation and fail-
ure to assess jugular venous distention. For each clinical
skill, the average number of errors per videotape was 12 for
level 1 videotapes, 6 for level 2 videotapes, and 2 for level
3 videotapes.

The scripts were developed by 1 of the authors and
were then reviewed and edited independently by the other
2 authors. The scripts were revised until consensus was
reached among the 3 authors. Scripts were then sent to an
outside reviewer for additional comments before the final
edits. The standardized resident and patient rehearsed the
scenarios before the final videotapes were made.

For the follow-up assessment, the medical interview
videotapes depicted a male resident interacting with a 69-
year-old man who presented to an emergency department
with chest pain secondary to coronary artery disease. The
physical examination videotapes showed a different male
resident examining a 55-year-old man with cough and
shortness of breath secondary to right-middle-lobe pneu-
monia, and the counseling videotape showed a female res-
ident counseling a 69-year-old woman about therapeutic
options for hyperlipidemia. The same standardized resi-
dents from the baseline videotapes appeared on the medical
interview and counseling follow-up videotapes, while all
patients in the follow-up videotapes were different.

Baseline Assessment
In October 2001, all participants observed and rated

the 9 baseline clinical encounter videotapes in random or-

der. Participants rated the videotapes using a modified ver-
sion of the ABIM’s 9-point mini-CEX form, where 1 to 3
denotes unsatisfactory performance, 4 to 6 denotes satis-
factory performance, and 7 to 9 denotes superior perfor-
mance. Participants were instructed to rate any of the 7
dimensions of clinical competence listed on the mini-CEX
form if they felt the videotape had given them sufficient
information to do so.

After completion of the baseline assessment, all partic-
ipants received a comprehensive 3-inch notebook “toolkit”
that included reviews of several evaluation methods, the
ABIM’s mini-CEX evaluation booklet, a CD-ROM and
paper copy of the ABIM’s portfolio, and a floppy disk with
multiple prefabricated evaluation tools and forms. No spe-
cific instruction on use of the comprehensive notebook was
provided to either group. The control group faculty re-
turned to their home institutions without further instruc-
tion while the intervention group faculty participated in a
4-day intensive course on evaluation. Direct observation of
competence training occurred on day 2.

Direct Observation of Competence Training
Direct observation of competence training, developed

by 2 of the authors, uniquely combines several previously
validated rater training and educational methods (35–38).
Direct observation of competence training was specifically
designed to address deficiencies in faculty observation
skills. The workshop began with a review on the state of
clinical skills among physicians and trainees, followed by a
summary of problems and deficiencies in faculty evaluation
and observation skills. Videotapes were then used to facil-
itate an interactive exercise called performance dimension
training, where faculty work in small groups to define the
key components of competence for specific clinical skills
and develop criteria for satisfactory performance (35, 38).
The group then received instruction on how to prepare for
and structure the direct observation of trainees.

To facilitate understanding and application of knowl-
edge, skills, and concepts from the didactic and interactive
exercises, the intervention faculty worked in groups of 3 to
4 for a 3-hour period with actual standardized patients and
standardized residents applying a technique called frame-
of-reference training (35, 38). Each participant performed
at least 2 direct observation exercises for 2 of the 3 clinical
skills for a minimum of 4 exercises per faculty member.
Other members of the group watched on a monitor or in
the rear of the room, out of view of the individual perform-
ing the evaluation. Following the observation, the faculty
member provided his or her mini-CEX scores along with
feedback to the resident with the other group members
present. The encounter ended with a group discussion of
how each member of the group rated the encounter and
the reasons for their scores and evaluation. The facilitator
then discussed what the scenario was scripted to depict and
why some of the faculty members’ ratings might differ.
Performance dimension training and frame-of-reference
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training are essential to help faculty develop criteria for
effective evaluation of clinical skills at different levels of
performance. Table 1 lists the training components of di-
rect observation of competence training.

Evaluation Course
The evaluation course included the evaluation and

feedback modules from the Stanford Faculty Development
Program (39) and comprised interactive lectures and work-
shops on rating scales, medical record audits, standardized
patients, the mini-CEX, chart-stimulated recall, and the
ACGME general competencies. In addition, separate ses-
sions were held on the ACGME general competencies of
practice-based learning and improvement and systems-
based practice. On the final day of the course, the inter-
vention group completed an individual satisfaction ques-
tionnaire and listed personal evaluation goals for the year.

Follow-up Assessment
All participants were asked to return 8 months later for

follow-up assessment, which included a survey about
changes they had made in their personal evaluation prac-
tices during the year and a self-rating of their evaluation
skills. The same modified mini-CEX form used at baseline
was used to assess resident performance on the follow-up
videotapes.

Statistical Analysis
All participants completed a preassessment question-

naire. Descriptive statistics were used to describe the de-
mographic characteristics of the control and intervention
groups. Intervention group faculty were asked to rate each
component of the evaluation course, including direct ob-
servation of competence training, on a 5-point scale, where
1 represented poor and 5 outstanding. Intervention faculty
were also asked to comment on whether they would rec-
ommend the entire evaluation course to another faculty
member on a 7-point scale, where 1 represented definitely
no and 7 definitely yes. A commitment-to-change strategy
was used to assess personal goals with the intervention

group (40). At the end of the 4-day course, each partici-
pant was asked to write down specific goals for the year. At
follow-up 8 months later, these individual goals were given
back to the intervention group. Participants were asked to
state whether they had implemented each goal fully, par-
tially, or not at all. Frequencies for partially and fully im-
plemented goals regarding observation were tabulated.

To evaluate changes in comfort in performing direct
observation, ratings were compared between the groups
with the Wilcoxon rank-sum test. Because the errors on
each videotape were scripted and thus not random (fixed),
we could not use traditional methods to calculate reliabil-
ity. Therefore, interrater agreement for the mini-CEX
scores for each group was estimated using confidence in-
tervals and range of scores.

For the rating scores on the videotapes, bivariate anal-
ysis with the faculty as the unit of analysis was performed
for each clinical skill, comparing rating behavior between
the 2 groups at baseline and follow-up. To examine differ-
ences in rating behavior between the baseline and
follow-up periods, we used a 3-level hierarchical regression
model that accounted for clustering by residency program
and adjusted for participants’ baseline rating behavior. A
log transformation function was used to convert rating

Table 2. Demographic Characteristics of the Study Sample

Characteristic Intervention
Group
(n � 16)

Control
Group
(n � 21)

Women, n (%) 7 (44) 11 (53)
Program directors, n* 7 7
Mean age, y 41.2 40.3
Community-based programs, n (%) 9 (56) 17 (81)
University-based programs, n (%) 7 (44) 4 (19)
General internists, n (%) 14 (88) 18 (86)
Associate professor or higher rank, n 2 3
Mean time at current job, y 2.9 3.3

* Includes associate directors.

Table 1. Components of Direct Observation of Competence Training

Rater Training Method Description Example

Performance dimension training Familiarize faculty with appropriate performance dimen-
sions or standards to be used in their own evaluation
system by reviewing the dimensions of a perfor-
mance or competency. Faculty then work in groups
to improve their understanding of these definitions
with review of actual performance and videotape.

Faculty discuss the elements of an effective counseling
session for a patient starting a new medication for a
common medical condition, such as hypertension.

Frame-of-reference training Faculty practice observation skills with standardized
patients and residents performing at various levels of
competence. One faculty member provides feedback
to a standardized resident. Group discusses evalua-
tion after each “encounter,” focusing on reasons for
the differences between faculty ratings.

Faculty watch a standardized resident counsel a stan-
dardized patient starting a new medication for hyper-
tension, with the resident performing the counseling
at a poor, satisfactory, and superior level in random
order. The elements of informed decision making are
used to calibrate faculty evaluations and feedback.*

Behavioral observation training Focuses on use of observational aids, proper prepara-
tion, and correct positioning for observation.

Faculty learn principle of triangulation for proper posi-
tioning and how to prepare for the counseling obser-
vation by having the resident present the history and
physical examination with focused questions before
observing the resident–patient interaction.

* Based on Braddock et al. (10).
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scores for the 3 clinical skills, with the control group serv-
ing as the reference. The analysis used the intention-to-
treat principle, and a P value of 0.05 was considered sta-
tistically significant. Statistical analysis was performed by
using SAS, version 8.0 (SAS Institute, Inc., Cary, North
Carolina).

Role of the Funding Sources
The funding sources had no role in the collection,

analysis, or interpretation of the data or the decision to
submit the manuscript for publication. Statisticians from
ABIM provided advice on methods to measure reliability
only. However, all analysis was performed solely by the
research team. The investigators had full access to data in
the trial and had final responsibility for the decision to
submit the results for publication.

RESULTS

Forty-three faculty members were originally randomly
assigned. Forty were enrolled at baseline: 17 in the inter-
vention group and 23 in the control group (Figure). Three
faculty members were excluded because of unanticipated
clinical responsibilities. Thirty-seven faculty members
(93%) (16 in the intervention group and 21 in the control
group) completed both the baseline and follow-up assess-
ments. One participant in the intervention group missed
the direct observation of competence training at baseline
but completed all videotape reviews. One participant each
from the intervention and control groups left their institu-
tions during the academic year and were unavailable for
follow-up. One participant from the control group de-
clined to complete the follow-up assessment. The demo-
graphic characteristics of the 2 groups are shown in Table 2.

There was a slightly higher percentage of women in
the control group in the follow-up cohort, but there was
no difference in the percentage of women enrolled at base-
line (48% in both groups). Participants’ mean age and
duration of time in their current job was similar in both
groups. Most faculty were general internists, and all were
involved in both inpatient and outpatient resident educa-
tion. The intervention group had more university-based
faculty members because 2 university-based faculty in the
control group did not complete the follow-up assessment.
Overall, members of both groups were relatively young and
early in their academic careers; the mean time spent in
their current jobs was approximately 3 years.

Evaluation of the Course and Training
Participants gave high ratings to the quality of the

direct observation of competence training. All 16 partici-
pants who completed the training (100%) rated the expe-
rience as a 5 on a 5-point scale, with 5 representing out-
standing. This training was the most highly rated aspect of
the 4-day faculty development course for the intervention
group. In comparison, the 7 other workshops given during
the evaluation course received mean ratings that ranged
from 4 to 4.4. Finally, all faculty said they would definitely
recommend the entire evaluation course to another col-
league.

Follow-up Survey Results
All but 1 participant in the control group (97%) di-

rectly observed residents during the follow-up study pe-
riod. Most participants (97%) used the mini-CEX, and
57% also used the traditional long-form CEX for direct
observation. When participants were asked at follow-up to
assess their change in comfort in performing direct obser-

Table 3. Ratings of the Clinical Skills Videotapes at Baseline*

Clinical Skill† Mean Scores in
the Control Group
[95% CI]

Mean Scores in
the Intervention
Group [95% CI]

P Value

History taking
Level 1 3.4 [3.0–3.8] 3.2 [2.7–3.7]
Level 2 5.6 [4.9–6.3] 5.1 [4.5–5.7]
Level 3 6.6 [6.1–7.2] 6.3 [5.6–6.9]

Overall �0.2

Physical examination
Level 1 3.2 [2.6–3.8] 3.2 [2.5–3.9]
Level 2 5.4 [4.7–6.2] 4.4 [3.8–5.0]
Level 3 7.5 [7.0–8.0] 6.7 [5.7–7.6]

Overall 0.10

Counseling
Level 1 2.1 [1.6–2.5] 2.3 [1.8–2.8]
Level 2 4.5 [3.9–5.2] 4.7 [4.1–5.3]
Level 3 6.0 [5.2–6.7] 6.0 [5.3–6.7]

Overall �0.2

* Twenty-one faculty members participated in the control group, and 16 partici-
pated in the intervention group.
† Level 1 � less skill and many deficiencies depicted; level 2 � moderate skill and
moderate number of deficiencies depicted; level 3 � excellent skill and few defi-
ciencies depicted.

Table 4. Ratings of the Clinical Skills Videotapes at Follow-up*

Clinical Skills† Mean Scores in
the Control Group
(Range) [95% CI]

Mean Scores in
the Intervention
Group (Range)
[95% CI]

P Value

History taking
Level 1 3.8 (2–7) [3.0–4.7] 2.7 (1–4) [2.1–3.3]
Level 2 6.1 (4–8) [5.5–6.1] 5.1 (4–6) [4.7–5.6]
Level 3 7.5 (6–9) [7.1–8.0] 6.0 (4–8) [5.4–6.6]

Overall �0.001

Physical examination
Level 1 2.8 (2–5) [2.4–3.2] 2.1 (1–4) [1.7–2.6]
Level 2 4.3 (3–7) [3.7–4.9] 3.3 (2–5) [2.9–3.7]
Level 3 7.2 (4–9) [6.7–7.6] 6.0 (4–9) [5.4–6.6]

Overall 0.06

Counseling
Level 1 2.6 (1–6) [2.0–3.1] 2.3 (1–3) [1.8–2.7]
Level 2 4.7 (3–7) [4.1–5.3] 3.5 (2–6) [2.9–4.1]
Level 3 7.1 (3–9) [6.4–7.9] 6.7 (5–8) [6.0–7.4]

Overall 0.13

* Twenty-one faculty members participated in the control group, and 16 partici-
pated in the intervention group.
† Level 1 � less skill and many deficiencies depicted; level 2 � moderate skill and
moderate number of deficiencies depicted; level 3 � excellent skill and few defi-
ciencies depicted.
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vation, the intervention group reported being more com-
fortable than the control group. On a 5-point scale (1
representing less comfortable, 3 representing the same level
of comfort, and 5 representing more comfortable), the me-
dian score was 3 for the control group and 4 for the inter-
vention group. Most of the faculty in the intervention
group (14 [88%]) reported that they felt significantly more
comfortable performing direct observation compared with
control group faculty (4 [19%]) (P � 0.04). Only 2 faculty
members in the intervention group had the same level of
comfort at follow-up, including the 1 faculty member who
did not complete direct observation of competence train-
ing.

At the end of the initial 4-day course, the intervention
faculty members were asked to write down personal goals
for improvement in their evaluation skills as part of a com-
mitment-to-change exercise. Thirteen of the 16 wrote a
personal goal of performing more direct observations after
the course, and 12 of these 13 (92%) reported they were at
least partially successful in meeting this goal. The major
barrier cited to full implementation was lack of time.

Changes in Rating Behavior
Table 3 shows that there were no statistically signifi-

cant differences in the evaluation of the standardized resi-
dents between the control and intervention groups for any
of the 9 videotapes during the baseline assessment. Table 4
displays the results for the 2 groups at follow-up. The in-
tervention group rated all 9 videotapes more stringently
than did the control group, and the range was smaller in
the intervention group for 6 of the 9 videotaped encoun-
ters. After we adjusted for baseline rating behavior and
accounted for clustering by residency program, differences
in the medical interviewing and physical examination rat-
ings were statistically significant between the intervention
and control groups. After adjustment, the regression model
estimated that, on average, mini-CEX scores in the inter-
vention group were 13% (95% CI, 4% to 24%) lower for
medical interviewing (P � 0.02), 23% (CI, 8% to 35%)
lower for physical examination (P � 0.004), and 8% (CI,
�9% to 22%) lower for counseling (P � 0.2) compared
with the control group. Of note, the follow-up ratings for
the 3 medical interviewing tapes were all higher than at
baseline in the control group and lower than at baseline in
the intervention group.

DISCUSSION

Sound clinical skills remain one of the cornerstones of
successful, safe, and effective medical practice. Studies con-
tinue to show significant deficiencies in clinical skills in
students and practicing physicians (4–24). Direct observa-
tion of medical interviewing, physical examination, com-
munication, and counseling by faculty is a fundamental
requirement for the accurate evaluation of clinical skills.

Our randomized, controlled trial of a new faculty de-
velopment method in direct observation, direct observation

of competence training, found that the method was highly
valued by the participants and led to statistically significant
differences in self-reported comfort with direct observation
as well as self-reported changes in frequency of observation.
Equally important was the finding that 1 day of training
led to changes in actual rating behavior that persisted over
8 months.

Given the call from the public and from professional
organizations for increased emphasis on clinical skills as
one of the initiatives to improve quality of care and patient
safety, effective evaluation of clinical skills is critical. Such
evaluation is needed to provide effective feedback and to
ensure that trainees, especially residents, have attained suf-
ficient skill for independent practice. Although simulations
and standardized patients are well-tested methods for
teaching and measuring competence in clinical skills, they
cannot replace the direct observation of trainees’ perfor-
mance with actual patients during medical training (41–
48). Teaching faculty must continue to accept the primary
responsibility for observation of trainees’ interactions with
patients. The faculty development course we presented
here describes a new method for improving faculty comfort
and skill in direct observation.

Because of the competing demands on faculty, any
new faculty training method needs to be effective, interac-
tive, and given over a reasonable period. Direct observation
of competence training meets these criteria. It is a multi-
faceted approach with interactive exercises and hands-on
practice, it is based on methods previously developed and
studied in the performance appraisal field, and it is consis-
tent with adult learning principles (35–38, 49). This train-
ing can be accomplished in 1 day and appears to have
effects that last at least 8 months.

Our study had several limitations. The sample size was
limited by the number of programs able to participate, and
thus the power of the study was reduced. A second limita-
tion is that participants rated residents on videotapes, not
actual residents. Therefore, although our study demon-
strated that faculty training can change rating behavior, we
do not yet know whether such change will be seen with
actual residents. Third, a higher proportion of the inter-
vention faculty were from university-based programs be-
cause 2 university-based faculty members in the control
group did not participate in the follow-up assessment. Fi-
nally, the analysis cannot tell us whether the intervention
group’s ratings were more accurate than those of the con-
trol group. More stringent ratings are not necessarily more
accurate. In addition, are more stringent ratings education-
ally important?

From the perspective of formative assessment, more
stringent ratings can lead to higher standards of perfor-
mance and more meaningful feedback to help residents
attain better clinical skills. From the perspective of compe-
tency determination, identification of residents with unsat-
isfactory skills is an educational and professional obligation
of residency programs. Our study suggests that interven-
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tion group faculty more accurately recognized unsatisfac-
tory performance. None of the intervention group faculty
rated the 3 clearly unsatisfactory level 1 videotapes as sat-
isfactory or superior, but several of the control group fac-
ulty did so. It is crucial that unsatisfactory resident perfor-
mance be identified early to allow programs to intervene
and ensure that graduating residents have attained a mini-
mum acceptable level of competence in clinical skills.

In conclusion, direct observation of competence train-
ing appears to be a promising new method to train faculty
in the observation of clinical skills. Direct observation of
competence training can be accomplished in a single day, is
well regarded by participants, and produces changes in fac-
ulty evaluation behaviors that last at least 8 months. Future
work in faculty evaluation training for observation should
focus on the accuracy of observation and on faculty rating
behavior with actual residents after participation in direct
observation of competence training.
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