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CONTEXT The relative advantages and disadvan-
tages of checklists and global rating scales (GRSs)
have long been debated. To compare the merits of
these scale types, we conducted a systematic review
of the validity evidence for checklists and GRSs in
the context of simulation-based assessment of
health professionals.

METHODS We conducted a systematic review of
multiple databases including MEDLINE, EMBASE
and Scopus to February 2013. We selected studies
that used both a GRS and checklist in the simula-
tion-based assessment of health professionals.
Reviewers working in duplicate evaluated five
domains of validity evidence, including correlation
between scales and reliability. We collected informa-
tion about raters, instrument characteristics, assess-
ment context, and task. We pooled reliability and
correlation coefficients using random-effects meta-
analysis.

RESULTS We found 45 studies that used a checklist
and GRS in simulation-based assessment. All studies
included physicians or physicians in training; one
study also included nurse anaesthetists. Topics of
assessment included open and laparoscopic surgery

(n = 22), endoscopy (n = 8), resuscitation (n = 7)
and anaesthesiology (n = 4). The pooled GRS–check-
list correlation was 0.76 (95% confidence interval [CI]
0.69–0.81, n = 16 studies). Inter-rater reliability was
similar between scales (GRS 0.78, 95% CI 0.71–0.83,
n = 23; checklist 0.81, 95% CI 0.75–0.85, n = 21),
whereas GRS inter-item reliabilities (0.92, 95% CI
0.84–0.95, n = 6) and inter-station reliabilities (0.80,
95% CI 0.73–0.85, n = 10) were higher than those for
checklists (0.66, 95% CI 0–0.84, n = 4 and 0.69, 95%
CI 0.56–0.77, n = 10, respectively). Content evidence
for GRSs usually referenced previously reported instru-
ments (n = 33), whereas content evidence for check-
lists usually described expert consensus (n = 26).
Checklists and GRSs usually had similar evidence for
relations to other variables.

CONCLUSIONS Checklist inter-rater reliability
and trainee discrimination were more favourable
than suggested in earlier work, but each task
requires a separate checklist. Compared with the
checklist, the GRS has higher average inter-item
and inter-station reliability, can be used across mul-
tiple tasks, and may better capture nuanced ele-
ments of expertise.
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INTRODUCTION

Checklists and global rating scales (GRSs) are fre-
quently used in assessment in health professional
education, and the relative advantages and disadvan-
tages of these two types of tool have long been
debated.1–4 Checklists prompt raters to attest to the
performance or omission of directly observable
actions, whereas GRSs typically asks raters to judge
participants’ overall performance or to provide glo-
bal impressions of performance on sub-tasks. Check-
lists are relatively intuitive to use and – especially
for raters who are less familiar with the clinical task
at hand – provide step-by-step outlines for observa-
ble behaviours and guidance for formative feed-
back.5 Although checklists offer the allure of a
more ‘objective’ frame of measurement, evidence
suggests that this format may not necessarily confer
greater validity or reliability.6,7 By requiring raters to
dichotomise ratings, checklists may result in a loss
of information,1,8 and this format may reward thor-
oughness at the expense of actions that more accu-
rately reflect clinical competence.6,9,10 By contrast,
GRSs have been shown to detect differing levels of
expertise more sensitively than the checklist,11

although the rendering of accurate global impres-
sions requires subjective rater judgement and deci-
sion making.12 While this subjectivity is likely to
have value,13,14 the reliability and accuracy of assess-
ments may be dependent upon rater characteristics,
such as familiarity with the scale, clinical expertise,
training and personal idiosyncrasies, and on the
complexity of the task, which leads some to ques-
tion the defensibility of expert global impressions in
high-stakes assessment settings.15–17

Two seminal reviews conducted 23 years ago consid-
ered the strengths and weaknesses of checklists and
GRSs.6,10 The validity evidence and psychometric
properties of checklists and GRSs have since been
reviewed in the contexts of the objective structured
clinical examination (OSCE)18–20 and direct clinical
observation.17 Prior reviews, however, have not
aimed to systematically compare the validity evidence
supporting the interpretations of these scales’
scores. A more systematic approach to study identifi-
cation would permit comprehensive comparisons of
the validity evidence supporting the interpretations
of scores on these scales. An updated review might
also incorporate recently published studies, distin-
guish among different facets of reliability (e.g. rat-
ers, items and stations), and allow a meta-analytic
summary of quantitative data. Educators would

benefit from a clearer understanding of GRSs’ and
checklists’ development and implementation pro-
cesses, of their psychometric performance across
studies, and of validity evidence supporting their
use. This information would enable them to develop
assessments in light of recent evidence, trust and
defend their assessment decisions, and tailor their
assessments to the needs of their learners. We
recently completed a systematic review of simula-
tion-based assessment tools,21 which offered the
opportunity to address this gap. Thus, we conducted
a systematic review and meta-analysis of validity evi-
dence for checklists and GRSs used to assess health
professionals in the context of simulation-based
medical education.

Research questions

The studies included herein are a subset of those
reported in a previous review,21,22 but we collected
new, detailed data to answer the current research
questions.

1 What are the inter-rater, inter-item and inter-sta-
tion reliabilities of global ratings in comparison
with checklist scores?

2 How well do global ratings and checklist scores
correlate?

3 What validity evidence has been reported for
global ratings and checklist scores?

The prevailing view has held that the GRS offers
greater reliability than the checklist.6,7,10 In the
present review, we sought evidence to confirm or
refute this opinion.

METHODS

We planned and conducted this review in adher-
ence to the PRISMA (preferred reporting items for
systematic reviews and meta-analyses) standards of
quality for reporting systematic reviews.23

Study eligibility

From the studies included in an earlier systematic
review of simulation-based assessment,21,22 we identi-
fied original research studies published in any lan-
guage that evaluated both a GRS and a checklist
while using technology-enhanced simulation to
assess health professions learners. In line with our
prior review,24 we defined technology-enhanced sim-
ulation as an: ‘educational tool or device with which
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the learner physically interacts to mimic an aspect
of clinical care for the purpose of teaching or assess-
ment. This includes (but is not limited to) high-
fidelity and low-fidelity manikins, part-task trainers,
virtual reality (including any computer simulation
that requires non-standard computer equipment),
animal models, and human cadaveric models used
for teaching purposes.’24 The use of human standar-
dised patients was not included in this definition,
although the inter-rater reliability of GRSs and
checklists with standardised patients in the OSCE
setting was recently reported.18 We defined check-
lists as instruments with a dichotomous response
format and more than one item; we excluded stud-
ies with only a single checklist item (i.e. an overall
pass/fail only). We defined GRSs as instruments
with more than two response options per item.
Because these scales have been designed to allow
global judgements, we included single-item summa-
tive GRSs (i.e. those that ask for a ‘global impres-
sion’). To enable meaningful psychometric
comparisons between instrument types, we excluded
studies in which the GRS and checklist assessed dif-
ferent constructs.

Study identification and selection

Our search strategy has been previously published
in full.22,24 To summarise briefly, an experienced
research librarian developed a search strategy that
included terms focused on the topic (e.g. simulat*),
learner population (med*, nurs*, health occupa-
tions), and assessment (e.g. assess*, valid*). We used
no beginning date cut-off, and the last date of
search was 26 February 2013. Reviewers worked
independently in pairs to screen studies for inclu-
sion, resolving conflicts by consensus. From this
large pool of studies, we identified studies that
included both a GRS and a checklist that were
designed to assess the same construct (reviewer
inter-rater reliability [IRR] intraclass correlation
coefficient [ICC]: 0.76). Some articles referred to
more than a single checklist or a single GRS; in
these instances, we selected tools using a hierarchy
described previously.21

Data extraction

We abstracted data independently and in duplicate
for all variables, resolving conflicts by consensus.
Inter-rater reliability was substantial for nearly all
variables (Appendix S1 [online] gives details on IRR
for data abstraction). We noted the task being
assessed, and classified the assessment as measuring
technical skills (the learner’s ability to demonstrate

a procedure or technique) or non-technical skills
(such as communication or team leadership). We
collected validity evidence from five sources25 using
previously defined operational definitions,22,26

which included: internal structure (inter-rater, inter-
item and inter-station reliability, and factor analy-
sis); content (processes used to ensure that items
accurately represent the construct); relations to
other variables (association with participant charac-
teristics, such as training level, or scores from
another instrument); response process (the relation-
ship between the intended construct and the
thought processes of participants or observers), and
consequences (the assessment’s impact on partici-
pants and programmes).26 We also coded informa-
tion about the raters, instruments and tasks, and
evaluated study quality using the Medical Education
Research Study Quality Instrument27 (MERSQI)
(IRR ICCs: 0.51–0.8421).

Data analysis

We pooled reliability and correlation coefficients
using random-effects meta-analysis. We used Z-trans-
formed coefficients for these analyses, and then
transformed the pooled results back to the native
format for reporting. We used the Spearman–Brown
formula to adjust all reliability coefficients to reflect
a single item, station or rater prior to pooling. We
performed analyses separately for GRS and checklist
scores. We quantified between-study inconsistency
using the I2 statistic; I2 values of > 50%, 25–49%
and < 25% indicate large, moderate and little incon-
sistency, respectively.28 We conducted planned sensi-
tivity analyses excluding studies with single-item
GRSs. To avoid undue influence from any single
instrument, we conducted post hoc sensitivity analyses
excluding all studies using the objective structured
assessment of technical skill (OSATS) GRS29

because this tool comprised nearly one-third of our
GRS sample.

Nearly all inter-rater reliability results in our sample
comprised kappa, weighted kappa or an ICC corre-
sponding to the Shrout and Fleiss (2, 1) ICC, all of
which reflect the reliability of a single rater.30 Thus,
we report (2, 1) inter-rater reliability coefficients
and classify these using criteria proposed by Landis
and Koch31 (fair [ICC values: 0.21–0.4], moderate
[ICC values: 0.41–0.6], substantial [ICC values:
0.61–0.8]). For inter-item and inter-station reliabil-
ity, which always used a (2, k) ICC (e.g. Cronbach’s
alpha),30 we used the Spearman–Brown formula to
adjust pooled coefficients to reflect the median (or
near-median) number of observations, and classified
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these as suboptimal (values < 0.70), good (0.70–
0.89) or substantial (> 0.90).32 We also noted
instances in which authors did not clearly identify
analyses as reflecting inter-item or inter-station reli-
ability, and performed sensitivity analyses excluding
these studies. We classified correlation coefficients
as small (0.10–0.29), moderate (0.30–0.49) and
large (≥ 0.50) using thresholds proposed by Co-
hen.33 We used SAS Version 9.3 (SAS Institute, Inc.,
Cary, NC, USA) to perform all analyses.

RESULTS

Trial flow is shown in Appendix S2 (online). From
11 628 potentially relevant articles, we identified 45
that used a GRS and a checklist to measure the
same construct, reflecting data from 1819 trainees
(median: 27 trainees per study; interquartile range
[IQR]: 20–55). Table 1 summarises the key features
of the included studies.

All studies involved the assessment of physicians at
some stage of training, primarily represented by
postgraduate physician trainees (36 studies, 1188
trainees) and medical students (seven studies, 306
trainees). One study also enrolled nurse anaesthetist
students34 and another included ‘industry represen-
tatives’ along with trainees.35 Thirteen studies
enrolled different cohorts of trainees concurrently
(e.g. medical students and postgraduates), and
nearly all studies enrolled trainees across multiple
postgraduate years. All 45 studies used GRSs and
checklists to assess skills in the simulation setting,
and one assessed patient-based outcomes as well.36

The average MERSQI score was 13.3 (maximum on
scale: 18.0; range: 10.5–16.0). (Appendix S3 shows
detailed MERSQI codes.)

Scale characteristics

The clinical areas of assessment included open
(n = 18) and minimally invasive (n = 5) surgery,
endoscopy (n = 8), resuscitation (n = 7), anaesthesi-
ology (n = 4), and non-technical skills for both
resuscitation and surgery (n = 3) (Table 1). About
two-thirds of the reports (GRS, n = 27; checklist,
n = 29) included examples of their scales or pro-
vided sufficient description to allow their replica-
tion. Among studies in which item numbers were
reported, GRSs (n = 43) contained an average of six
items (median: seven; range: 1–13), and checklists
(n = 35) contained an average of 19 items (median:
17; range: 3–49). Forty studies provided descriptions
of GRS anchors, which were most commonly

behavioural (i.e. directly observable actions, n = 23);
other anchors included proficiency (i.e. ranging
from ‘high’ to ‘low’ performance without outlining
specific behaviours, n = 10), Likert scale-based
anchors (i.e. ranging from ‘disagree’ to ‘agree’,
n = 5), expert/intermediate/novice performance
(n = 1), and visual analogue scales (n = 3) (some
studies used multiple anchor types). Thirteen stud-
ies used the OSATS GRS29 or very slight modifica-
tions of it, and another 14 studies used the OSATS
as the starting point for a new instrument.

In 20 studies, the assessment was comprised of more
than one station, each reflecting a unique task;
among these, the median number of stations was
five (range: 2–10). In 17 of these 20 studies, authors
used the same GRS across all stations; two studies
used a unique GRS at each station, and in one study
the number of unique GRSs was unclear. By con-
trast, 17 of the 20 multi-station studies described
unique checklists for each station; in the remaining
three studies, the number of checklists was unclear.

Rater characteristics and procedures

Raters in the included studies were typically physi-
cians (n = 34). Five studies employed other medical
professionals (such as nurses, emergency medical
technicians and respiratory therapists), and 11 stud-
ies did not clearly describe the backgrounds of rat-
ers. Authors typically justified their rater selection
by describing these individuals’ expertise in the clin-
ical area being assessed.

Fewer than half of the included studies described
rater training for the scale under study (GRS,
n = 21; checklist, n = 22), and few provided evi-
dence of rater training outcomes (GRS, n = 2;
checklist, n = 1). Five studies provided different
degrees of rater training for GRSs than for check-
lists. Among the studies in which no specific train-
ing in the tool under study was reported (GRS,
n = 24; checklist, n = 23), a few reported that their
raters were ‘experienced’ (GRS, n = 4; checklist,
n = 3) without further explanation of training expe-
rience.

The GRS and checklist were completed by the same
rater in 39 of the 45 studies. About half of the rat-
ings were performed live (GRS, n = 22; checklist,
n = 22), and the remaining ratings were performed
retrospectively using video (GRS, n = 24; checklist,
n = 24); one study used both live and video
reviews.37 Raters assessed all trainees in two-thirds of
the studies (n = 29); among studies in which raters
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Table 1 Details of study characteristics, validity evidence and rater characteristics

Study

Participants,

n, type* Clinical task

Study

quality†

Validity evidence

Rater characteristics§
Global rating

scales‡ Checklists‡

IS RoV

C, RP,

CQ IS RoV

C, RP,

CQ Selection Training Blinding

Jansen et al.

(1997)46
71, MDs Resuscitation 15.5 R M R M C O G, C

Martin et al.

(1997)29
20, PGs Surgery, open 14.0 R, S, O M, T C R, S, O M, T C E G, C R

Reznick et al.

(1997)47
48, PGs Surgery, open 13.5 S T C S T C E NT

Regehr et al.

(1998)2
53, PGs Surgery, open 13.0 S M, T C S M, T C E G, C R

Friedlich et al.

(2001)48
47, PG Surgery, open 13.5 R, S M, T C R, S M, T C E NT R

Morgan et al.

(2001)49
145, MSs Anaesthesia 11.5 R M R M C O G, C R

Murray et al.

(2002)50
64, MSs,

PGs

Resuscitation 13.5 R M, T C R, O M, T C E G, R

Adrales et al.

(2003)51
27, MSs,

PGs, MDs

Surgery, MIS 12.5 T C T E G, C R, T

Datta et al.

(2004)52
56, PGs,

MDs

Surgery, open 13.0 R M, T C R M, T C NR G, C R, T

Murray et al.

(2004)53
28, PGs Anaesthesia 13.5 R, S M, T R, S M, T C E G, C R

Weller et al.

(2004)54
71, MSs Resuscitation +

NTS

12.0 T T E NT R

Bann et al.

(2005)55
11, PGs Surgery,

open + MIS

14.0 R, O T C R, O T C NR NT R, T

Moorthy et al.

(2005)56
27, PGs NTS (surgery) 13.5 R M, T C T C E NT R

Murray et al.

(2005)34
43, PGs,

NAs

Anaesthesia 14.5 R, S T C R, S T C E G, C R

Berkenstadt

et al.

(2006)57

145, PGs Anaesthesia 12.5 R, S M CQ R, S M C, CQ NR NT R

Broe et al.

(2006)58
20, PGs Surgery, MIS 13.5 R T C R T C E NT R, T

Matsumoto

et al.

(2006)59

16, PGs Endoscopy 13.0 O M, T C M, T C NR NT T

Banks et al.

(2007)60
20, PGs Surgery, MIS 12.5 R, O M, T C R, O M, T C E G, C
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Table 1 (Continued)

Study

Participants,

n, type* Clinical task

Study

quality†

Validity evidence

Rater characteristics§
Global rating

scales‡ Checklists‡

IS RoV

C, RP,

CQ IS RoV

C, RP,

CQ Selection Training Blinding

Fialkow et al.

(2007)61
55, PGs Endoscopy 14.0 R, I T C R, I T C E C

Goff et al.

(2007)62
13, PGs,

MDs

Endoscopy 13.0 R, I M, T C R, I M, T C O G, C

Khan et al.

(2007)63
65, PGs,

MDs

Surgery, open 13.5 M, T C M, T C E NT R

Zirkle et al.

(2007)64
19, PGs Surgery, open 13.5 R M, T C R M, T C E NT R, T

Leung et al.

(2008)65
16, PGs,

MDs

Endoscopy 15.5 R M, T R M, T E NT R, T

Siddiqui et al.

(2008)66
40, PGs Surgery, open 14.0 R, O M, T C R, O M, T C E NT R, T

Chipman &

Schmidz

(2009)67

25, PGs Surgery, open 13.0 I, O T C I, O T C NR G, C

Huang et al.

(2009)68
42, PGs Venous access 12.5 M M C, RP,

CQ

O G, C

Insel et al.

(2009)69
68, PGs,

MDs

Surgery, MIS 12.5 T C T C R G, C T

LeBlanc et al.

(2009)70
32, MSs,

PGs

Surgery, open 13.5 R, S M, T C R, S M, T E NT R

White et al.

(2010)35
20, unclear Endoscopy 10.5 T C T C E NT

Gordon et al.

(2010)37
17, PGs Resuscitation 12.5 T C C R G, C R

Faulkner et al.

(1996)71
12, PGs Surgery, open 13.0 M C M C E NT R

Siddighi et al.

(2007)72
26, PGs Surgery, open 14.5 R, I M, T C R, I M, T C NR G, C

Adler et al.

(2011)73
77, PGs Resuscitation 16.0 R, S T C R, S T C E G, C R

Tuchschmid et al.

(2010)74
6, unclear Endoscopy 13.5 I M C R, I M C E NT T

Ault et al.

(2001)75
77, PGs Surgery, open 12.5 S T C S T C E NT

Khan et al.

(2003)76
93, MSs,

PGs, MDs

Surgery, open 11.5 M, T C M, T C E NT R
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assessed a subset of trainees, assignment was rando-
mised in three studies, and was either non-random
or not reported in 13 studies.

Ratings were performed in duplicate for all trainees
in about two-thirds of the studies (GRS, n = 28;
checklist, n = 28), and three studies performed
duplicate ratings on a subset of trainees. In these 31
studies with duplicate ratings, the vast majority of
raters were blinded to one another’s scores (GRS,
n = 29; checklist, n = 28). It was less commonly

reported that raters were blinded to trainees’ char-
acteristics (GRS, n = 13; checklist, n = 13).

Correlation between instruments

Figure S1 (online) summarises the meta-analysis of
correlation coefficients between GRSs and checklists
in the 16 studies in which these analyses were avail-
able. The pooled correlation was moderate
(r = 0.76, 95% confidence interval [CI] 0.69–0.81),
with large inconsistency between studies (I2 = 71%).

Table 1 (Continued)

Study

Participants,

n, type* Clinical task

Study

quality†

Validity evidence

Rater characteristics§
Global rating

scales‡ Checklists‡

IS RoV

C, RP,

CQ IS RoV

C, RP,

CQ Selection Training Blinding

Ponton-Carss

et al.

(2011)77

14, PGs Surgery,

open + NTS

13.5 M, T C I M, T C E G, C

Finan et al.

(2012)36
13, PGs Airway 14.0 C O C R G, C

Fleming et al.

(2012)78
15, PGs,

MDs

Endoscopy 13.5 R M, T C R M, T C O NT R, T

Hall et al.

(2012)79
21, PG Resuscitation 13.5 R M, T C R M, T C E G, C R

Jabbour et al.

(2012)80
23, MSs,

PGs, MDs

Endoscopy 13.5 R T C R T C E NT R, T

Ma et al.

(2012)81
34, PGs Venous access 13.5 R, I, O M C, RP R, I, O M C, RP R G, C R, T

Nimmons et al.

(2012)82
20, PGs,

MDs

Surgery, open 13.5 R T C R T C E NT R

VanHeest et al.

(2012)83
27, PGs Surgery, open 13.5 S M, T C S M, T C E NT

Cicero et al.

(2013)84
37, PGs Resuscitation 13.5 R, O T C R, O T C E C R

*MIS = minimally invasive surgery; NTS = non-technical skills; MDs = practising physicians; PGs = postgraduate resident physicians;
MSs = medical students; NAs = nurse anaesthetists.
†Study quality evaluated using the Medical Education Research Study Quality Instrument (MERSQI); maximum score 18 (see Appendix S3
for detailed results).
‡IS = internal structure (R = inter-rater reliability; I = inter-item reliability; S = inter-station reliability; O = other); RoV = relationship to
other variables (M = another measure; T = trainee characteristic); C = content; RP = response process; CQ = consequences.
§Rater characteristics: E = expert; R = researcher; O = other; NR = not reported; G = raters trained to use GRS; C = raters trained to use
checklist; NT = not trained; Blinding: R = blinded to other raters; T = blinded to trainee characteristics.
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Reliability evidence

Most studies (Table 1) provided some form of reli-
ability (GRS, n = 33; checklist, n = 33), but only
eight studies used generalisability analyses to evalu-
ate reproducibility. Inter-rater reliability was
reported in 27 GRS and 27 checklist studies. Several
studies (GRS, n = 6; checklist, n = 5) used Cron-
bach’s alpha to calculate IRR; we adjusted these to a
single rater before analysis. Pooled analyses (Fig. S2,
online) demonstrated substantial mean inter-rater
reliabilities and high inconsistency for both GRSs
(pooled IRR 0.78, 95% CI 0.71–0.83; I2 = 78%) and
checklists (pooled IRR 0.81, 95% CI 0.75–0.85;
I2 = 74%).

Inter-item reliability was reported infrequently
(GRS, n = 6; checklist, n = 7) (Fig. S3, online). We
excluded three checklist studies from meta-analyses
because the authors did not specify the number of
items or because the reliability analysis included
non-dichotomous items. When pooled, GRSs dem-
onstrated substantial inter-item reliability (0.92, 95%
CI 0.84–0.95), which was higher than the inter-item
reliability for checklists (0.66, 95% CI 0–0.84).
There was moderate inconsistency among the GRS
studies (I2 = 47%), whereas checklist results were
quite similar (I2 = 0%).

Ten studies reported inter-station reliability (Fig. S4,
online), with a median of six stations per assessment
(range: 3–8). Tasks differed across stations in all 10
studies; nine of these studies used the same GRS
across stations, whereas eight used a different task-
specific checklist for each station (it was unclear
whether the checklist differed in two studies).
Pooled inter-station reliabilities were good for GRSs
(0.80, 95% CI 0.73–0.85) but suboptimal for check-
lists (0.69, 95% CI 0.56–0.77); inconsistency was
small for both scale types (GRS, I2 = 0%; checklist,
I2 = 0%).

Sensitivity analyses

We conducted sensitivity analyses in several set-
tings in which we felt that particular scale or
study characteristics might bias our findings.
Firstly, to ensure that the OSATS GRS (which was
used in nearly a third of the studies) did not
dominate our results, we conducted post hoc sen-
sitivity analyses excluding the 13 OSATS studies.
Secondly, to ensure that multi-item and single-item
GRSs had similar performance characteristics, we
performed sensitivity analyses excluding studies

with a single-item GRS. Thirdly, to address the
concern that studies with more stations and with
novel checklists for each station would reduce the
reliability data for checklists, we conducted sensi-
tivity analyses limited to studies with three or
more stations. Lastly, in several reports, authors
did not clearly state whether analyses reflected
inter-item or inter-station reliability (GRS, n = 3;
checklist, n = 4). Contextual clues supported provi-
sional classifications sufficient for the meta-analysis
described above, but we also conducted sensitivity
analyses excluding the ambiguous studies. For all
sensitivity analyses, the results were similar to the
main analyses (data not shown).

Other validity evidence

Table 1 summarises the remaining validity evidence
for the included studies. Most articles provided evi-
dence of content validity (GRS, n = 38; checklist,
n = 41); for GRSs, this most commonly appeared in
the form of previously reported instruments
(n = 18), modifications of previously published
instruments (n = 15), or expert consensus (n = 8),
whereas for checklists, consensus among experts
(n = 26) and modifications of prior instruments
(n = 16) were most commonly cited.

Evidence of relations to other variables was reported
in all but one study. Authors most often reported
discrimination by level of training (GRS, n = 37;
checklist, n = 36). As Appendix S4 shows, the check-
list and GRS typically demonstrated similar discrimi-
nation by level of training, although in seven studies
the GRS was more sensitive to expertise than the
checklist. We found only two studies in which the
checklist discriminated better than the GRS. The
other source of evidence of relations to other vari-
ables was comparison with another outcome mea-
sure (GRS, n = 28; checklist, n = 27) such as ‘pass/
fail’ judgements by raters, procedural time, hand
motion analyses, and ratings of proficiency with live
patients. When compared with checklists, GRSs had
equivalent (n = 11) or higher (n = 6) levels of cor-
relation to this separate measure in most studies; we
found only two studies in which the checklist had
the higher correlation.

Beyond reliability evidence, we found evidence of
internal structure in the form of item analyses
(n = 3), test–retest reliability (n = 3) and factor
analysis (n = 1). Evidence of response process and
consequences was rare or absent (for each: GRS,
n = 1; checklist, n = 2).
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DISCUSSION

We found moderate correlations between GRS and
checklist scores, explaining on average 58% of the
variance. Inter-rater reliabilities for both scale types
were similarly high, whereas inter-item and inter-sta-
tion reliabilities favoured the GRS. Content validity
evidence was reported commonly but differed
between the two scales, with GRSs referencing prior
studies and checklists invoking expert opinion. Evi-
dence for relations to other variables was usually
similar for both scales, less often favoured GRSs,
and rarely favoured checklists. Evidence for
response process or consequences was lacking for
both scales. A minority of studies reported rater
training and very few provided training outcomes.

Integration with prior work

The inter-rater reliabilities for checklists were higher
than those found in past investigations38 and chal-
lenge past generalisations that checklists offer ‘the
illusion of objectivity. . . with very little reliability’.7 It
is conceivable that our systematic approach and large
sample size permitted analyses more robust than
those previously possible. Alternative explanations
for these high inter-rater reliabilities include: (i) tech-
nical skills may lend themselves to more reproducible
measurements than less well-defined competencies
such as communication;38 (ii) physician raters may
have shared a common view of performance targets,
and (iii) heterogeneity among study participants who
were deliberately selected to represent different train-
ing levels may lead to artefactually high overall reli-
ability attributable to a wider range of performance
variation that was easier for raters to identify.39

Authors did not report psychometric data stratified
by training level with sufficient frequency to permit
exploration of this sampling issue.

Of note, we found these high inter-rater reliabilities
for both scale types despite an apparent paucity of
instrument-specific rater training, contradicting, in
part, literature advocating the importance of rater
training.16,40–42 These findings, together with the
mixed results of earlier research on the impact of
rater training,16,42 highlight the need to further
study the tasks, instruments and contexts for which
rater training is needed and efficacious.

Our findings for inter-item reliability parallel those
of a recent review of OSCEs, whereas inter-station
reliability in that review was similar for checklists

but lower for GRSs.18 This divergence merits further
exploration. We noted in our study that many
checklists assessed multiple domains of competence,
which may contribute to lower inter-item reliability.
We suspect the low inter-station checklist reliability
in our study results, at least in part, from the use of
unique task-specific instruments at each station.

Early studies examining simulation-based technical
skill assessment using the OSATS found better
expert–novice discrimination for the GRS,29 suggest-
ing that judgements of expertise require more nuance
than can be captured by a checklist.1,7 Our data pro-
vide additional granularity to this interpretation, in
that the two scales show similar discrimination by trai-
nee level most of the time, yet, if one rating scale is
superior, it is typically the GRS. Analyses exploring
associations with other outcome measures show a sim-
ilar pattern. Our finding that instrument develop-
ment varied substantially between GRSs and checklists
has further implications for the interpretations that
can be drawn from their scores, as elaborated below.

Limitations and strengths

Our findings are tempered by limitations in both
the original studies and our review methodology.
The assessments in these studies represent diverse
clinical topics, and task-specific checklists varied
across stations and among studies. By contrast,
nearly all multi-station studies used the same GRS at
each station, and increased familiarity with a partic-
ular scale might favourably influence its internal
consistency. As the same raters completed both
scales in most studies, and the order of instrument
was not consistently reported, we were unable to
estimate either the direction or the magnitude of
the influence of one scale rating over another.
Because nearly all studies focused on technical tasks,
our findings may not apply to cognitive and non-
technical tasks. Our data provide insufficient granu-
larity to explore issues of assessing specific technical
skills or the influences of specific assessment condi-
tions; these issues warrant further investigation.
Finally, as stated above, within-group heterogeneity
may have inflated reliability estimates.

We made a number of difficult decisions in establish-
ing our inclusion and exclusion criteria, including
our definition of technology-enhanced simulation,24

the inclusion of diverse tasks, and the exclusion of
single-item checklists. The inclusion of different arti-
cles might have altered our study conclusions.
Although our inter-rater agreement was high for
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most abstracted data, agreement was poor for some
items as a result, at least in part, of incomplete or
unclear reporting. We addressed this by reaching
consensus on all reported data. The strengths of this
review include its use of a broad search strategy that
did not exclude potential material on the basis of lan-
guage or publication year, duplicate and indepen-
dent data abstraction, rigorous coding of
methodological quality, and the use of reproducible
inclusion criteria encompassing a broad range of
learners, outcomes and study designs.

Implications for research

We found numerous instances in which authors were
vague in their reporting (such as uncertainty
between inter-station versus inter-item reliability) or
used non-standard methods (such as in the use of
Cronbach’s alpha to calculate inter-rater reliability).
To facilitate useful interpretations and cross-study
comparisons, we encourage authors to clearly define
the facet(s) of variation (raters, items, stations,
time), use reliability analyses appropriate to each
facet, and then explicitly report these findings. Gen-
eralisability studies may be helpful in this regard.43

Although our findings are generally supportive of
GRSs and checklists, they clearly do not generalise to
all GRSs or checklists. Yet we found several instances,
particularly for the OSATS, in which authors cited
evidence for a previously reported checklist in order
to support their newly developed checklist. Such
practices are not defensible. We remind researchers
and educators that every new GRS and checklist must
be validated independently and, further, that validity
evidence must be collected afresh for each new appli-
cation (e.g. task or learner group).26

Implications for practice

Our data support a more favourable view of checklists
than has been suggested in earlier work.6 Average
inter-rater reliability was high and slightly better for
checklists than for GRSs, and discrimination and cor-
relation with other measures were usually similar.
The use of checklists may also diminish rater training
requirements and improve the quality of feed-
back,41,44 although these issues require further study.
However, each task requires a separate checklist and
each task-specific checklist requires independent
validation, especially in the context of assessing techni-
cal skills. As such, checklists will typically lag behind
GRSs in the robustness of validity evidence. It is also
important to highlight that, despite the perception that

checklists offer more objective assessment, the construc-
tion of these tools often requires subjective judgements.

Global rating scales have important advantages.
Compared with checklists, GRSs have higher average
inter-item and inter-station reliability. Moreover,
GRSs can be used across multiple tasks, obviating
the need for task-specific instrument development
and simplifying application-specific validation. Glo-
bal rating scales may require more rater training,
although subjective responses can capture nuanced
elements of expertise7 or potentially dangerous devi-
ations from desired practice,45 and reflect multiple
complementary perspectives.14 Finally, we note the
inseparable interaction between the person using
the instrument and the instrument itself: neither the
checklist nor the GRS will supplant the need for
human expertise and judgement.
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