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a b s t r a c t

In this paper, we introduce featsel, a framework for benchmarking of feature selection algorithms and cost
functions. This framework allows the user to deal with the search space as a Boolean lattice and has its
core coded in C++ for computational efficiency purposes.Moreover, featsel includes Perl scripts to addnew
algorithms and/or cost functions, generate random instances, plot graphs and organize results into tables.
Besides, this framework already comes with dozens of algorithms and cost functions for benchmarking
experiments. We also provide illustrative examples, in which featsel outperforms the popular Weka
workbench in feature selection procedures on data sets from the UCI Machine Learning Repository.
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1. Motivation and significance

In the context of Machine Learning and Statistics, feature selec-
tion is a procedure to select, from a set S of features, a subset X ⊆ S
such thatX contains themost relevant features for a given classifier
design process. If the relevance of X can be measured through a
cost function c : P(S) → R+, then feature selection is reduced to a
combinatorial optimization problem called feature selection prob-
lem, in which the objective is to minimize c(X). It is a well-known
fact that the feature selection problem is NP-hard [1]; however, in
situations where a cost function c measures an estimation error
and is computed with a fixed number of samples, a property of c
arises due to the ‘‘curse of dimensionality’’: adding new features to
the considered subset X decreases the estimation error c(X), until

* Correspondence to: Avenida Vital Brasil, 1500. ZIP 05503-900, São Paulo,
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E-mail address:marcelo.reis@butantan.gov.br (M.S. Reis).

the point that the limitation of samples increases c(X), resulting
in a chain of subsets whose graph describes a U-shaped curve. This
observation is taken into account in a special case of the feature se-
lection problem: given an instance ⟨S, c⟩, if for every X ⊆ Y ⊆ Z ⊆

S it holds that c(Y ) ≤ max{c(X), c(Z)}, then ⟨S, c⟩ is also an instance
of the U-curve problem [2]. Although the U-curve problem is also
NP-hard [3], many feature selection algorithms rely on strategies
that model the search space as an instance of this problem: among
them there are suboptimal algorithms (i.e., algorithms that do not
guarantee finding a global minimum) like the sequential forward
search (SFS) [4], and also optimal ones, which include the U-Curve
Search (UCS) algorithm [5]. However, in practical feature selection
instances, subset chains do not have perfect U-shaped curves, since
such chains often present oscillations (i.e., one or more violations
of the U-shaped curve assumption). Depending the level of these
oscillations, only an exhaustive search could guarantee a global
minimum, though there are some suboptimal algorithms thatwere
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designed to circumvent that issue; one example is the Best-First
Search (BFS) [6].

Nonetheless, different choices for the cost function c impact on
the performance of a feature selection algorithm. For example, in
instances whose chains of subsets have a tendency of decreasing
cost toward a global minimum (a condition that can be approx-
imated by the Hamming distance cost function [3]), then greedy
strategies such as SFS would be good choices for feature selection.
However, if the instances have their global minima distributed
throughout the search space and their chains describe a perfect U-
shaped curve, then algorithms such as UCS would be suitable for
an optimal search. Moreover, if these instances have oscillations
in their chains (which occurs when the mean conditional entropy
is used to estimate morphological operators [7]), then algorithms
such as BFS, whose dynamics includes backtracking, could be em-
ployed for a suboptimal search.

Once suitable choices of both the cost function and the algo-
rithm have relevant impact on the performance of the feature
selection procedure, new approaches have been continually pro-
posed. However, generally these new algorithms and/or cost func-
tions are introduced with their own implementations, and very
often using different programming languages and/or data struc-
tures, which makes difficult experimental benchmarking of them.
This is aggravated in situations where constant and/or polynomial
factors associated to the implementation are not overwhelmed by
the asymptotic complexity of both algorithm and cost function.
Moreover, general-purpose Machine Learning workbenches that
offer feature selection procedures either are not designed to al-
low the inclusion of new algorithms and cost functions (e.g., the
MLC++ library [8]) or are not implemented taking into account the
mitigation of the aforementioned constant factors (e.g., the Weka
workbench [9]). Therefore, there is a need for an efficient, stan-
dardized environment to allow easily programming and testing of
different algorithms and cost functions, especially to compare new
proposed solutions with well-established ones, the so-called ‘‘gold
standards’’.

In this paper, we introduce featsel, an open-source framework
for benchmarking of feature selection algorithms and cost func-
tions. The core of this framework was coded in C++ and allows the
user to deal with the search space as a Boolean lattice (P(S), ⊆
); this property is very helpful, since a subset X of the set of
features S can be efficiently described as a characteristic vector of
X , thus allowing the application of Boolean operations. Moreover,
featsel includes auxiliary Perl scripts to minimize the efforts in
adding new algorithms and/or cost functions, generating random
instances, plotting graphs and organizing the benchmarking re-
sults into both LaTeX and hypertext markup language (HTML)
tables. The framework is under GNUGPLv3license and is avail-
able for download at github.com/msreis/featsel. The remainder
of this paper is organized as follows: in Section 2, we make a
high-level description of the framework’s main features and list
the algorithms and cost functions that are already available in
this release(v1.3). In Section 3, we present the overall software
architecture,which includes a pictorial component overviewof the
system through a class diagram and description of its main classes.
In Section 4, we show some illustrative examples in which, for
data sets of different sizes, the performance of featsel is compared
against the one of the Weka workbench. In Section 5, we indicate
the expected impact of this framework, both within and without
the Machine Learning academic community. Finally, in Section 6,
we make some conclusion remarks about this work and point out
ideas for future improvements.

2. Software description

featsel is a framework designed to assist systematic compar-
isons among feature selection algorithms and cost functions: for
a given cost function, each algorithm is executed against one or
more sets of instances of same type (e.g., with same number of
features), and the obtained results are averaged and organized
into a summary table. The execution of a single feature selection
procedure is provided by the framework core (main program); this
core is wrapped by a main auxiliary script, which is responsible
to launch each of the algorithm executions, to organize the results
and to generate the output files.

The core of featsel was designed through class-based, object-
oriented modeling. The chosen object-oriented programming lan-
guage to code the core was C++. Since benchmarking is our main
objective, from the computational efficiency point of view, C++ has
a better payoff in comparison with interpreted languages such as
Java, which is relevant to reduce constant factors that could impact
the comparison among algorithms and cost functions.

The main auxiliary script was coded in Perl, and offers to the
user the possibility for using instances stored in a temporary input
directory or generating random instances through customizable
modules. There are also other Perl scripts to assist the inclusion and
the removal of algorithms and cost functions. In Supplementary
Material Section 2, we provide detailed examples of how to use
all those scripts; additional information can be obtained at featsel’
suserguide, which is available online at the project’srepository.

This frameworkrelease(v1.3) includes implementation of dozens
of algorithms and cost functions,which are all listed in Tables 1 and
2.

3. Software architecture

As we have described in the previous section, the frame-
work core was designed under the object-oriented programming
paradigm. The main object interactions in the core are as follows:
Features are elements of the system; the aggregation of several
elements yields a set, while each set can be associated to a subset
of it; subsets can be aggregated into collections of subsets, and
also are associated to cost functions; solvers are composed of
collections of subsets (e.g., to store lists of visited subsets) and
of a cost function to compute a subset cost. Both cost function
and solver are abstract classes, which means they serve as a basis
for concrete implementations of cost functions and algorithms,
respectively.

In Fig. 1, we summarize these interactions into a class diagram,
which contains six main classes. The most relevant properties of
these classes are discussed below.
Element. This class represents a feature, and has attributes and
methods to store and retrieve its relevant properties. For example,
if a feature consists in a pixel of a window during a morphological
operator estimation using k samples, then an object of this class
stores an array of k integers, each one corresponding to the ob-
served value for that pixel in each of those samples.
ElementSet. An aggregation of elements that compose the complete
set S considered during the feature selection procedure. This class
has methods to load element data of a given set S from either dat
(flat file) or xml (extended markup language) instance files. To
this end, it relies on auxiliary parser classes DatParserDriver and
XmlParserDriver, respectively.
ElementSubset. A subset X of a complete set S is represented as
an instance of this class, which is used to explicitly represent its
corresponding node in the search space and also to compute the
cost of X . The subset representation is accomplished through the
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Table 1
List of algorithms available in this release (v1.3) of the featsel framework. For each algorithm, it is highlighted its argument code in the featsel core, its class name within the
framework architecture, and the reference for the publication in which it was originally published; ‘‘none’’ indicates an algorithm developed for this paper, whose details
can be seen on Supplementary Material Section 3.1.

Algorithm Argument code Class name Original publication

Best-First Search bfs BFS [6]
Exhaustive Search es ExhaustiveSearch [3]
Random Chain rc RandomChain None
Sequential Backward Floating Search sbfs SBFS [10]
Sequential Backward Search sbs SBS [11]
Sequential Forward Search sfs SFS [4]
Sequential Forward Floating Search sffs SFFS [10]
Spectral Relaxation on Conditional Mutual Information spec_cmi SpecCMI [12]
U-curve Branch and Bound ubb UcurveBranchandBound [3]
U-Curve Search ucs UCurveSearch [5]

Table 2
List of cost functions available in the release (v1.3) of the featsel framework. For each cost function, it is highlighted its argument code in the featsel core, its class name
within the framework architecture, and the reference for the publication in which it was originally published; ‘‘none’’ indicates a cost function developed for this paper,
whose details can be seen on Supplementary Material Sections 3.2 and 3.3.

Cost function Argument code Class name Original publication

Atashpaz-Gargari–Braga-Neto–Dougherty abd ABD [13]
Correlation-based Feature Selection cfs CFS [14]
Conditional Mutual Information cmi ConditionalMutualInformation [12]
Explicitly-declared cost function explicit Explicit None
Hamming distance hamming_distance HammingDistance [15]
Mean Conditional Entropy mce MeanConditionalEntropy [7]
Mutual Information mi MutualInformation [16]
Point outlier in otherwise constant function point Point None
Subset Sum polynomial reduction subset_sum SubsetSum [3]
Tailor Convex Hull tailor TailorConvexHull [17]

usage of the characteristic vector of X , which is a function χX
:

S ↦→ {0, 1} defined as:

χX (s) =

{
1, if s ∈ X;

0, otherwise. (1)

Once this representation of the subset is binary, Boolean operations
can be performed on χX through methods of this class that imple-
ment union, intersection and complement operations.
Collection. This class implements a collection of objects of the class
ElementSubset. The main objective of this class is to provide a way
to store subsets of the search space (P(S), ⊆) that were already
visited, and also to register the subsets of minimum cost found
along a search procedure. To this end, this class has methods to
add, remove and search subsets stored in a given collection.
CostFunction. This is an abstract class, that is, a class that serves as a
‘‘scaffolding’’ for the implementation of a cost function within the
framework. To this end, the cost function concrete class inherits
from CostFunction a virtual constructor and also a virtual method
to compute the cost of a given subset. Therefore, the usermust pro-
gram the internal logic of her/his own cost function. For instance,
for the HammingDistance class depicted in Fig. 1, one can compute
and return the Hamming distance between a subset X received as
argument of the cost method against a constant subset Y received
as argument by the constructor of that class.
Solver. An abstract class used to assist the implementation of
an algorithm within the framework. An algorithm concrete class
inherits a virtual method called get_minima_list, which launches
a search whose exact procedure must be programmed by the
user. The object representing the cost function to be used during
the search must be passed to the algorithm as an argument of a
method called set_parameters, which in turn must be called before
get_minima_list. For example, according to the diagram depicted in
Fig. 1, an instantiated object of ExhaustiveSearch can be initialized
with an object of HammingDistance and then compute the cost
function for all X ⊆ S. In this case, the element of minimum cost
will be the subset Y ⊆ S that was used to instantiate the cost
function object.

4. Illustrative examples

To display the efficiency of a feature selection procedure using
featsel, we carried out computational experiments with data sets
of different number of features and samples. Those sets were
acquired from the University of California at Irvine (UCI) Machine
Learning Repository [18]. Each data set was discretized (if neces-
sary), converted into the featsel dat format and used in feature
selections with the Java API of Weka workbench (version 3.6.1)
and the featsel framework. Both programs employed their own
implementations of the Correlation-based Feature Selection (CFS)
cost function and either the Exhaustive Search (ES) or the BFS algo-
rithm. It is important to remark that the pair {CFS,ES} or {CFS,BFS}
should yield the same search results in both featsel and Weka,
since both implement the same algorithm and cost function. All
experiments were performed in a computer server with sixty-four
AMD OpteronTM cores at 2.1 GHz each, 256 GB RAM and Ubuntu
14.04.5 LTS operating system.

In Table 3, we summarize the results of experiments carried out
on eight different data sets (Arrhythmia, Gisette, Madelon, Musk2,
Optdigits, Promoters, Waveform1 and Zoo). From the computa-
tional point of view, for all considered data sets, the featsel frame-
work consistently outperformed the Weka workbench. This com-
parison can be reproduced in other computational environments
through a Perl program called compare_featsel_against_Weka.pl,
which is included in this framework release.

The capabilities of the featsel framework are further illustrated
in Supplemental Material Sections 4.1 and 4.2, with the appli-
cation of featsel on subset sum and Zoo instances, respectively.
These additional examples employ the SFS and UCS algorithms and
also illustrate the graphs that are automatically-generated by the
benchmarking program.

5. Impact

In the field of Machine Learning, new feature selection algo-
rithms are being continually proposed. However, the lack of effi-
cient software options for systematic comparisons of these new
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Fig. 1. Class diagram in unified modeling language (UML) of featsel core, including key class attributes andmethods. In this diagram, it is exemplarily showed the derivation
of a cost function concrete class HammingDistance and of an algorithm concrete class ExhaustiveSearch. An object of ExhaustiveSearch can be instantiated using an object of
HammingDistance as the cost function.

Table 3
Performance comparison between the Weka workbench and this release (v1.3) of the featsel framework. For each data set and for each software, the indicated algorithm
and cost function were executed 20 times. After that, it was calculated the mean and deviation for the required computational time.

Data set # Features # Samples Algorithm Cost function Weka required time (s) featsel required time (s)

Zoo 15 101 ES CFS 0.4010 ± 0.0054 0.1331 ± 0.0029
Waveform1 21 5000 BFSa CFS 0.5353 ± 0.0050 0.0540 ± 0.0007
Promoters 57 106 BFSa CFS 0.3733 ± 0.0061 0.0098 ± 0.0003
Optdigits 64 5620 BFSa CFS 0.8988 ± 0.0315 0.3748 ± 0.0344
Musk2 166 6598 BFSa CFS 1.0985 ± 0.0213 0.3722 ± 0.0045
Arrhythmia 279 452 BFSa CFS 1.8305 ± 0.3412 0.5777 ± 0.0054
Madelon 500 2600 BFSa CFS 1.4246 ± 0.0207 0.6118 ± 0.0100
Gisette 5000 6000 BFSa CFS 365.8821 ± 52.9896 130.5534 ± 6.3817

a BFS was executed in forward direction and terminating search after five non-improving nodes.

ideas against the already-established solutions impairs a proper
evaluation of them. Therefore, this framework can be useful to
assist the development of new methods in this field.

Moreover, feature selection is context-dependent, which im-
plies that for a given set of problems (i.e., constraint on the possible
cost functions to be adopted), algorithms that are more suited to
tackle them can change dramatically—by ‘‘suited’’ it could be from
the computational point of view, optimality of the obtained result,
or both. Therefore, an efficient, systematic benchmarking among
different pairs of algorithms and cost functions has the potential of
enhancing the choice of the best suited ones for a feature selection
problem in a specific context.

Finally, since feature selection is a procedure required in many
fields (to mention a few of them: Bioinformatics, Statistics, Image

Processing, Mathematical Morphology, etc.), we believe that the
featsel framework has the potential to have a widespread usage
also outside the Machine Learning academic community.

6. Conclusion

In this paper, we introduced featsel, an open-source, C++ coded
framework to assist the benchmarking of algorithms and cost
functions that are used to solve the feature selection problem.
featsel includes auxiliary Perl scripts to assist the adding of new al-
gorithms and/or cost functions, generating random instances, plot-
ting graphs and organizing the benchmarking results into LaTeX
and HTML tables. Additionally, we highlighted the performance
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of featsel through computational experiments, in which it outper-
formed the Weka workbench during feature selection procedures
on eight data sets from the UCI Machine Learning Repository

Currently, we are working on the addition of new algorithms
and cost functions, as well as new types of graphs. Among other
ongoing improvements on featsel are: usage of reduced ordered
binary decision diagrams for a more efficient representation of
elements removed from the search space [19]; parallelization of
feature selection procedure calls in the main Perl auxiliary script;
inclusion into the framework’s C++ core of methods for implemen-
tation of parallelized algorithms, which will be achieved using the
OpenMP library [20].
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