
It is well established that our current prac-
tices of antibiotic use are unsustainable 
owing to the spread of antibiotic-resistant 
pathogens1. Resistance mechanisms are 
readily acquired both by de novo muta-
tion2 and by horizontal gene transfer from 
environmental reservoirs3,4. Viable resistance 
mechanisms have even been shown for 
thera peutics such as vancomycin and cati-
onic antimicrobial peptides, for which resist-
ance was once thought to be impossible4,5.

If an antibiotic kills or inhibits the growth 
of sensitive strains, this will enable any 
resistant strains to grow in a competitor-
free environment, creating strong selec-
tion for antibiotic resistance mechanisms6. 
Although resistance is often initially ‘costly’ 
to the pathogen, secondary mutations that 
ameliorate this cost quickly spread so that 
the frequency of resistance does not decline 
when antibiotic use is reduced7. For example, 
mutations in rspL (which encodes ribosomal 
protein S12) that confer streptomycin resist-
ance in Escherichia coli impose costs by slow-
ing peptide elongation8. However, secondary 
mutations in rpsD and rpsE (which encode 
ribosomal proteins S4 and S5, respectively) 
increase the rate of elongation, removing 
the cost of resistance8,9. The rapid spread of 
resistance means that the clinical lifespans  
of antibiotics are short, which reduces profits, 
and therefore incentives for the development 
of novel antibiotics, thus compounding the 
issue of resistance10.

So, what can be done when the very 
action of antibiotics strongly selects for 

resistance? Rather than kill or halt bacte-
rial growth, one emerging strategy is to 
‘disarm’ pathogens11,12 by directly targeting 
virulence using antivirulence drugs (BOX 1). 
As antivirulence drugs are not designed to 
directly harm their targets, several papers 
have argued that they will have little effect 
on the fitness (that is, the net growth rate) 
of the pathogen in the host11,12 and therefore 
approach the ideal of an ‘evolution-proof ’ 
drug that does not impose selection for 
resistance. Resistance to antibiotics is 
commonly defined and quantified as the 
recovery of population growth following 
antibiotic exposure4. However, as we show 
below, there is often a considerable discon-
nect between bacterial growth and the 
expression of virulence factors (FIG. 1), and 
therefore, a definition of resistance that is 
expressed purely in terms of growth recov-
ery will not suffice for resistance to anti-
virulence drugs. Therefore, in this Opinion 
article, we define resistance to an antiviru-
lence drug as the recovery of virulence  
factor expression following antivirulence 
drug treatment.

On first examination, the hypothesis 
that antivirulence drugs are evolution-proof 
clearly seems to be false, as resistance has 
already been reported in several cases. 
Resistant strains have been isolated in clini-
cal settings13,14 and have been generated in 
laboratory systems14–16. For example, the 
inhibitory effect of the salicylidene acyl-
hydrazide drug B81-2 (BOX 1) on type IV 
secretion system formation was diminished 

in several mutants that were identified by 
directed mutagenesis of the target protein 
VirB8, showing that mechanisms of resist-
ance are available to selection16. This and 
the other examples that are discussed below 
have led to suggestions that resistance will 
hinder the clinical efficacy of antivirulence 
drugs17,18. However, the existence of mecha-
nisms of resistance does not necessarily 
mean that this resistance will spread and 
become a clinical problem19.

In this Opinion article, we highlight a 
crucial distinction between whether poten-
tial mechanisms of resistance exist (a ques-
tion of mechanism) and whether potential 
mechanisms of resistance will spread to  
a high frequency in treated populations (a 
question of selection). The observed ubiquity 
of resistance mechanisms in natural popula-
tions13,14,17,20 suggests that it is the question of 
selection that is most crucial, as it is selection 
that governs the persistence and spread of 
any potential resistance mechanism. Given 
the inevitability of resistance mechanisms, 
will they spread in the event of the wide-
spread use of antivirulence drugs? What can 
we do to mitigate the spread of resistance to 
antivirulence drugs? To understand these 
questions, we must first consider the conse-
quences of virulence-factor expression for 
pathogen fitness or, more colloquially, ask: 
what is virulence for?

Why be virulent?
The evolution of virulence (that is, pathogen- 
induced host damage) is a major puzzle in 
evolutionary biology and has generated a 
range of responses to the underlying theo-
retical question: why harm the source of 
your livelihood — your host21? The domi-
nant hypothesis states that virulence is an 
unavoidable cost or side effect of growing 
within a host and transmitting to the next 
host, and is maintained as the result of a 
trade-off between the costs of host pathology 
and the benefits of transmission to a new 
host21,22. Other hypotheses highlight the 
importance of selection in non-disease  
settings, where alternative functions of  
virulence factors can coincidentally select 
for virulence factor-induced damage to 
human hosts23,24 (FIG. 1; and discussed in  
the following section).

We argue that uncovering the selective 
forces that maintain the carriage and expres-
sion of a virulence factor is vital to under-
standing the selective pressures that affect 
resistance to an antivirulence drug targeting 
that virulence factor. The identification 
of virulence factors classically involves a 
simple screen for non-essential genes that 
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are predictive of damage in a model host 
system25 (FIG. 1a). Evidence for virulence fac-
tors being ‘non-essential’ is inevitably found 
in rich in vitro growth media and is often 
simply the ability of a mutant to grow to a 
density that can be used in further assays26, 
which differs greatly from the in vivo condi-
tions that govern selection for resistance to 
antivirulence drugs. In this Opinion article, 
we focus on whether the targeted virulence 
factor provides a selective advantage to the 
target patho gen at the in vivo site of treat-
ment. In BOX 2 and FIG. 2, we outline a series 
of predictions for the evolutionary robust-
ness of different antivirulence strategies, 
which are expanded on below.

Non-beneficial virulence factors
The first scenario is the simplest: the 
virulence factor has no benefit at the site of 
infection (that is, the site of colonization and 
damage in the focal host), just as virulence 
factors commonly have no benefit in rich 
media in vitro (FIG. 1a). If a virulence factor 
confers no benefits to a pathogen at the site 
of infection, then targeting this virulence 
factor at the site of infection will not impose 
any within-host selection for resistance. 
Resistance could even be selected against, 

as treatment enables the sensitive bacteria 
to avoid the metabolic costs of inappropri-
ate virulence factor expression and poten-
tially reduced transmission from an ill host 
(BOX 2; FIG. 2). Although the logic is clear, 
the empirical question of whether there are 
virulence factors that offer no fitness benefit 
to a pathogen at the site of infection is more 
open to debate.

Coincidental virulence factors. The best 
candidates for non-beneficial virulence fac-
tors are found in opportunistic pathogens 
that normally exploit distinct environments 
(for example, non-human environments or 
commensal compartments within human 
hosts24), with virulence factors that are the 
products of coincidental selection in these 
environments23,24 (FIG. 1b). Potential candi-
dates can be found among the extraintestinal 
pathogenic E. coli (ExPEC) strains (such as 
uropathogenic and meningitis-associated 
E. coli). ExPEC strains are opportunistic 
pathogens that are frequently isolated from 
healthy intestinal microbiota but also cause 
various diseases in distinct extraintestinal 
sites, such as the brain or urinary tract, 
which are associated with poor transmission 
compared with the intestines27.

ExPEC-associated virulence factors, 
including adhesins (such as P pili) and 
iron-aquisition factors (such as yersinia-
bactin)28,29, are associated with persistence 
as a commensal microorganism in the 
intestines. Outer membrane protein A 
(OmpA) and lipopolysaccharide have also 
been shown to be beneficial for interac-
tions with amoebae in the environment30. 
Although these factors are associated with 
virulence, in an extraintestinal mouse 
model they conferred no measurable ben-
efits in the presence of various biological 
stressors29. Furthermore, phylogenetic 
analyses suggest that coincidental selec-
tion among commensal microorganisms 
in the intestines — and not direct selection 
for virulence outside the intestines — is 
responsible for the maintenance of these 
virulence factors31. The biogenesis of P pili 
in ExPEC strains is targeted by bicyclic 
2-pyridones32 (BOX 1); however, the selective 
consequences of bicyclic 2-pyridones will 
depend on the environment in which they 
are used. If treatment specifically targets 
the urinary tract, we would predict that 
resistance would not be selected for but 
that pathology would be reduced. However, 
in the more likely case of systemic treat-
ment (including both the urinary tract and 
the intestines), resistance may be selected 
for in the intestines, where P pili are 
reported to confer a selective advantage.

Although various virulence factors 
have been hypothesized to be selected for 
outside the human host23,33, the list of can-
didate ‘locally non-beneficial’ virulence 
factors is currently very short. We think 
that this is mostly due to a lack of research 
focus on mapping the costs and benefits of 
virulence-factor expression to pathogens at 
the site of infection (for exceptions, see the 
plant patho gen literature34). We suggest that 
patho gen fitness is an overlooked quantity; 
future work should seek to identify the fit-
ness costs and benefits of virulence-factor 
expression in relevant host environments.

Beneficial virulence factors 
One of the key attributes of antivirulence 
drugs is that they transform pathogenic 
popu lations into a less virulent state rather 
than clearing pathogens directly, meaning 
that long courses of antivirulence drugs may 
be required to maintain a state of reduced 
virulence. However, several antivirulence 
drugs have been shown to aid clearance. 
Furanone inhibitors of quorum sensing (BOX 1) 
increase immune or antibiotic-associated 
clearance of Pseudomonas aeruginosa, 
owing to the effects of quorum sensing on 

Box 1 | How can we target virulence?

Virulence factors are molecular determinants of virulence; they are pathogen components that are 
non-essential to in vitro growth in rich media but cause increased virulence during infection of a 
host25. Virulence factors are the key target of antivirulence drugs (including antibodies and 
enzymes that are not small molecules). Several antivirulence drugs and their targets are listed 
below (for more exhaustive lists see REFS 12,94).
•	Bicyclic 2-pyridones bind to the PapC and FimH chaperones, which prevents the interaction  

of the chaperone–pilus subunit complex with the usher, inhibiting pilus formation in 
Escherichia coli32.

•	Virstatin inhibits the expression of cholera toxin and the toxin co-regulated pilus in Vibrio 
cholerae15.

•	2‑imino‑5‑arylidene	thiazolidinone	inhibits	type II	and	type III	secretion	systems	in	a	wide	range	
of Gram-negative pathogens, probably owing to an effect on the conserved secretin protein that 
is involved in both processes91.

•	B81-2 is a salicylidene acylhydrazide molecule that impedes VirB8 dimerization in Brucella 
abortus	and	thus	inhibits	type IV	secretion16. Similar salicylidene acylhydrazide compounds 
inhibit	type III	secretion	in	several	other	pathogens95.

•	Urtoxazumab is one of many antitoxin antibodies; it is in clinical trials as an inhibitor of Shiga 
toxin function in enterohaemorrhagic E. coli 87,96.

•	Phosphonosulphonates inhibit dehydrosqualene synthase (CrtM), preventing the biosynthesis of 
staphyloxanthin, which is a golden pigment that protects Staphylococcus aureus from reactive 
oxygen species42. Phosphonosulphonates are one of several antivirulence drugs that are 
repurposed from existing drugs, which reduces development time and costs.

•	AiiA enzyme is a lactonase that was isolated from Bacillus species; it degrades the lactone bond 
of acyl homoserine lactone (AHL) molecules, which are used as quorum-sensing signals97.

•	BuT	DADMe‑ImmA	is	a	transition‑state	analogue	that	inhibits	the	5ʹ-methylthioadenosine 
nucleosidase (MtaN) enzyme, preventing the synthesis of quorum-sensing signals in V. cholerae  
and E. coli74.

•	C-30, which is a derivative of natural furanone compounds, targets the LasR receptor in 
Pseudomonas aeruginosa98; it is one of many inhibitors that target the signal–receptor complex. 
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immune modulation and biofilm forma-
tion, respectively35,36. Although this renders 
antivirulence treatment potentially more 
attractive (particularly as a combination 
therapy with traditional antibiotics), it also 
implies that some of the virulence factors 
that are inhibited by furanone compounds 
must be beneficial to the pathogen in the 
host, at least in the context of an intact 
immune system and/or concurrent antibiotic 
treatment.

Several virulence factors have now 
been shown to confer a range of benefits 
within the host, in addition to the protec-
tive roles that are described above. These 
benefits include providing access to limit-
ing resources37,38 and enhancing interspe-
cific competitive ability39,40. For example, 

blocking the expression of cholera toxin 
and the toxin co-regulated pilus in Vibrio 
cholerae using virstatin (BOX 1) has a negli-
gible effect on growth in vitro but markedly 
decreases colonization of an infant mouse 
model, which indicates that these virulence 
factors increase fitness within the host15. 
Coupling between virulence-factor expres-
sion and pathogen fitness means that anti-
virulence drug treatment will be detrimen-
tal to pathogens. In this case, a resistant 
mutant will recover fitness, leading to 
selection for resistance, at least within the 
host41 (BOX 2; FIG. 2). In accordance with 
this expectation, a resistant mutant that has 
a point mutation in the target of virstatin 
(toxT) outcompeted a susceptible strain in a 
treated host15.

Species and environment specificity. Unlike 
antibiotics, the targets of antivirulence drugs 
are only likely to be beneficial in specific 
environments, which may be within or out-
side the site of infection29, or indeed, outside 
the host entirely33 (FIG. 1b). In addition, the 
targets of antivirulence drugs are often spe-
cific to certain pathogen species (known as 
narrow-spectrum drugs). Therefore, popula-
tions that are outside crucial sites at which 
a beneficial virulence factor is expressed are 
unlikely to undergo selection for resistance.

As an example of why the environmen-
tal specificity of antivirulence drugs is 
advantageous, consider the treatment of 
Staphylococcus aureus with phosphonosul-
phonates42 (BOX 1). Phosphonosulphonates 
inhibit CrtM — an enzyme that is responsi-
ble for the biosynthesis of staphylo xanthin, 
which is a golden pigment that protects 
S. aureus from reactive oxygen species 
(ROS). Susceptible S. aureus cells are not 
directly harmed by the drug, but will be 
killed by ROS at the site of infection. Phos-
phonosulphonates will therefore impose 
strong selection for resistance at the site 
of infection (even though death is caused 
by the immune system and not directly by 
the drug). However, in its commensal 
lifestyle, S. aureus is exposed to relatively 
minor ROS challenge, and, as a result, crtM 
expression has no effect on nasal colo-
nization42. Therefore, populations at the 
commensal site will not be under strong 
selection for resistance. This specificity can 
be viewed as an extension of the principle 
of narrow-spectrum antibiotics to include 
environmental specificity as well as species 
specificity. By restricting the population 
from which resistance can be selected 
(compared with antibiotics), environ-
mental specificity will similarly slow the 
evolution of resistance (by restricting 
mutational supply43 and exposure to selec-
tion44), even for virulence factors that 
are tightly coupled to fitness at the site of 
infection (BOX 2).

Even for virulence factors that are 
strongly beneficial within the site of infec-
tion, note that the epidemiological spread 
of resistance mechanisms that restore 
virulence-factor expression can be mostly, 
or completely, halted if the infection site is 
an epidemiological ‘dead end’, with trans-
mission instead coming from commensal or 
environmental populations45,46.

Collectively beneficial virulence factors
Within the broad class of beneficial viru-
lence factors, an important distinction must 
be made between virulence factors that 

Figure 1 | The effects of virulence factors on fitness and virulence in different environments.  
a | Virulence factors are commonly defined as molecular determinants of virulence; they are pathogen 
components that are non-essential to in vitro growth in rich media but cause increased virulence dur-
ing infection of a host25. Importantly, this definition of virulence factors makes no predictions about 
the consequences of virulence-factor expression for pathogen fitness in the host. The figure shows 
that a mutant strain in which the virulence factor has been deleted (ΔVF) can have identical fitness to 
a wild-type strain in rich medium in vitro but causes less pathology in a focal host. b | The effects of 
virulence-factor expression on pathogen fitness can be variable, particularly between sites of infection 
and commensal or environmental sites. The number of colonies represents pathogen fitness (that is, 
net growth) in the specified environment. If an inhibitor targets a beneficial virulence factor that aids 
growth at the site of infection, pathogen fitness will be reduced, causing selection for resistance to 
the inhibitor. If an inhibitor targets a non-beneficial virulence factor that does not aid growth at the 
site of infection, there will be no effect on pathogen fitness and no selection for resistance at the site 
of infection.
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confer an immediate and private benefit to 
the (focal) bacterium that expresses the trait 
(for example, adhesins) and collectively ben-
eficial virulence factors that confer a benefit 
to a group or neighbourhood of bacteria (for 
example, secreted siderophores, enzymes 
and toxins). Many virulence factors belong 
to the second ‘cooperative’ category47, which 
is characterized by the secretion of costly 
molecules that scavenge, digest or liberate 
resources that promote growth48–51. From a 
social-evolution perspective, these secre-
tions are characterized as ‘public goods’ — 
which are costly individual contributions to 
a collectively beneficial enterprise52. Theo-
retical work has shown that targeting collec-
tively beneficial virulence factors can greatly 
reduce selection for resistance, as public 
goods can be exploited by neighbours53. 

Exploitation of social behaviours. A widely 
corroborated result of social-evolution 
theory is that cooperative behaviours are 
vulnerable to local exploitation by cheats 
that do not carry out the cooperative behav-
iour. For example, in P. aeruginosa, non-
producers (that is, cheats) of the secreted 
siderophore pyoverdin avoid paying the 
metabolic costs of pyoverdin production 
but are still able to use siderophores that are 
produced by their cooperative neighbours54. 
As a result, cheats increase in frequency in 
a well-mixed environment (featuring ran-
dom interactions — for example, a shaken 
flask)52,54,55 and within hosts in animal-
infection models51,56, where this also reduces 
virulence51.

The local advantage of cheats over 
cooperators translates into the prediction 
that antivirulence drugs targeting collec-
tively beneficial virulence factors will select 

against resistance in a well-mixed environ-
ment53. If a drug inhibits a collectively bene-
ficial virulence factor, the susceptible popu-
lation become phenotypic cheats57. These 
cheats will then socially exploit any resistant 
individual that can produce the collectively 
beneficial virulence factor, leading to selec-
tion against resistance in mixed popula-
tions57 (BOX 2; FIG. 2). Consistent with this 
prediction, treating P. aeruginosa with 

gallium (and thus quenching extracellular 
pyoverdin) consistently inhibited growth 
over 12 days of experimental evolution, 
whereas inhibition rapidly failed in parallel  
12 day treatments using conventional 
antibiotics, owing to the evolution of 
resistance58.

The effects of structure. The evolutionary 
robustness of targeting collectively ben-
eficial virulence factors has one important 
caveat. Cooperative behaviours can be 
under positive selection if the population 
is sufficiently structured, as genes that pro-
mote cooperation will then preferentially 
help gene copies in neighbouring cells54,59–61. 
Therefore, within-host structuring is likely 
to select for resistant mutants that maintain 
the expression of collectively beneficial 
virulence factors, as the benefits of coopera-
tive investments by resistant individuals 
will preferentially benefit clonally related 
(that is, resistant) neighbours (BOX 2; FIG. 2). 
There is growing evidence for within-host 
structuring (that is, genetic segregation) 
in several host–pathogen systems, from 
systemic Salmonella enterica infections in 
mice62 to P. aeruginosa lung infections  
in patients with cystic fibrosis63. At a more 
local scale, biofilms are a common and 

Box 2 | Key predictions on the direction of selection for resistant strains

Non-beneficial virulence factors
•	Prediction 1: antivirulence drugs will select against resistant strains when the targeted virulence 

factor confers no benefits to the pathogen at the site of treatment.

Beneficial virulence factors
•	Prediction 2a: antivirulence drugs will select for resistant strains when the targeted virulence 

factor confers direct benefits to the pathogen at the site of treatment.

•	Prediction 2b: antivirulence drugs will generate weaker selection for resistance if the target 
virulence factor is conditionally beneficial and/or conditionally expressed.

Collectively beneficial virulence factors
•	Prediction 3a: antivirulence drugs will select against resistant strains when the targeted 

virulence factor confers collective benefits to a well-mixed population.

•	Prediction 3b: antivirulence drugs will select for resistant strains when the targeted virulence 
factor confers collective benefits to a sufficiently structured population.

Quorum sensing-controlled virulence factors
•	Prediction 4: antivirulence drugs that reduce the supply of quorum-sensing signals (for example, 

signal-degrading enzymes) will generate weak selection for resistance in well-mixed populations. 

Figure 2 | Predicted selection on resistance to antivirulence therapeutics. The direction of 
selection on resistance mechanisms is predicted to vary as a function of local benefits of virulence-
factor expression and population structure. a | The cost of expressing non-benefical virulence 
factors selects against resistance, regardless of the population structure. b | The benefits of 
expressing individually beneficial virulence factors select for resistance, regardless of the popula-
tion structure. c | The benefits of collectively beneficial virulence-factor expression can be 
exploited by susceptible individuals, but only if the population is unstructured.
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problematic feature of many bacterial infec-
tions64 and are characterized by considerable 
genetic structuring65. 

Quorum sensing-controlled virulence
Quorum sensing is a cell–cell signalling 
behaviour that has received a lot of atten-
tion as a potential therapeutic target, as 
it often controls many virulence factors 
(BOX 3). We highlight the distinction between 
signal-response inhibitors (that is, inhibitors 
that impair the ability of individual cells to 
respond to signal molecules) and signal-
supply inhibitors (that is, inhibitors that 
impair the production and/or persistence of 
signals in the environment), as we predict 
that these two approaches will present  
different risks of the evolution of resistance 
(BOX 3; FIG. 3).

Resistance to quorum-sensing inhibitors. 
The relatively large research focus on quo-
rum-sensing inhibitors has led to some of 
the best characterized examples of resistance 
mechanisms to antivirulence drugs17. Resist-
ance to furanone competitive inhibitors by 

overexpression of the MexAB–OprM  
efflux pump can be selected for in vitro in 
P. aeruginosa, and similar resistance mecha-
nisms have been found in clinical isolates14. 
The isolation of quorum sensing-inhibitor 
resistance from clinical isolates is particu-
larly concerning and highlights the risks 
that are posed by cross-resistance to quorum-
sensing inhibitors, which is driven by anti-
biotic selection for broad-activity resistance 
mechanisms, such as efflux pumps14. 

Overexpression of the traR quorum-
sensing receptor in Agrobacterium tumefaciens 
reduced the antagonistic capabilities of 
compounds that inhibited signal binding in 
a wild-type strain66. A study that carried out 
mutagenesis of the luxR quorum-sensing 
receptor of Vibrio fischeri in an E. coli 
reporter strain documented mutations that 
reduce antagonistic binding of several com-
petitive inhibitors to the LuxR receptor67. 
This study also revealed that, as competitive 
inhibitors have a similar structure to the sig-
nal, resistance to these antagonists may also 
reduce sensitivity to the native signal, which 
constrains the number of mutations that 

lead to effective resistance67,68. A similar con-
straint would also occur if a change in signal 
structure caused resistance68. Signal altera-
tion has not been documented as a response 
to quorum-sensing inhibition, but there is 
natural variation in the peptide signals that 
are used by the agr locus in S. aureus and 
other staphylococci69. There is also high vari-
ability in signal-production levels in many 
strains that have quorum-sensing systems17, 
and strains of V. cholerae with constitutive 
activation of quorum sensing-regulated 
genes70 will be insensitive to quorum-
sensing inhibition (if it occurs upstream of 
constitutive quorum-sensing activation71). 
Similarly, if individual virulence factors 
escape quorum-sensing regulation72, then 
virulence-factor expression will be unaffected 
by quorum-sensing inhibitors. Resistance 
may also occur by direct inactivation of the 
quorum-sensing inhibitor, but this has not 
been documented.

As discussed previously, the selective 
pressures that affect resistance will determine 
the fate of the resistance mechanisms that 
arise. In TABLE 1, we summarize our predic-
tions about the selection of resistance as a 
function of the benefits of quorum sensing-
controlled genes, within-host structure 
and the mechanism of quorum-sensing 
inhibition.

Signal-response inhibitors. Signal-response 
inhibitors make susceptible cells signal-
blind, reducing the production of quorum  
sensing-regulated virulence factors. 
Therefore, signal-response inhibitors will 
impose similar selective forces to those 
that have been described for antivirulence 
drugs that directly inhibit virulence-factor 
expression (FIG. 2), and selection is depend-
ent on the costs and benefits of the regu-
lated virulence factors in the treatment 
environment73.

If quorum sensing-regulated virulence 
factors are collectively beneficial, inhibi-
tors of signal response render susceptible 
individuals phenotypic cheats. For exam-
ple, genetic knockouts of P. aeruginosa 
show that signal-blind cheats are able 
to exploit a protease that is produced 
by signal-responsive individuals during 
well-mixed growth in vitro and in animal 
models51, in which the secreted protease 
is required for growth57,60 (TABLE 1). As 
described in FIG. 2, this conclusion will 
change if the population is structured and 
resistant mutants can group together to 
form cooperative patches.

By contrast, if the quorum sensing-
regulated virulence factors only benefit the 

Box 3 | Quorum sensing as a regulator of virulence and how we can target it

Quorum sensing is a cell–cell communication system that controls many phenotypes, including 
virulence, in many bacterial pathogens, such as Erwinia carotovora, Staphylococcus aureus, 
Pseudomonas aeruginosa and Vibrio cholerae (for a relevant review see REF. 99). Quorum sensing 
contributes to virulence by regulating many virulence factors, including a disproportionate 
number of secreted, collective virulence factors100 (for example, proteases, lectins, toxins and 
biofilm polymers). This has spurred interest in quorum-sensing inhibitors (also known as quorum 
quenchers) as antivirulence drugs. Several quorum-sensing inhibitors have been shown to reduce 
virulence and to aid the clearance of pathogens in both animal and plant models of 
infection35,97,101,102.

The specific quorum-sensing network architecture varies among species, but the key steps of 
signal supply and signal response are constant, as in any communication system99,103. We propose 
that this creates two functional classes of quorum-sensing inhibitors (see the figure): signal-supply 
inhibitors (orange) and signal-response inhibitors (red), depending on whether a drug inhibits the 
function of the signaller or the receiver. 

Signal production can be chemically complemented by other individuals in the population, 
whereas signal response cannot; this creates different selection pressures for resistance to 
signal-supply inhibitors and signal-response inhibitors. Signal-response inhibitors are exemplified 
by antagonistic receptor-binding drugs, 
including signal-molecule analogues, such 
as peptide inhibitors of the agr system in 
S. aureus101 or mimics of acyl homoserine 
lactone (AHL) signals that are used by 
Gram-negative bacteria104. Response 
inhibitors include compounds that interfere 
with the responses to the received signal, 
such as cinnemaldehyde inhibitors of 
V. cholerae quorum sensing105. Signal-supply 
inhibitors can inhibit the production74  
(in	the	case	of	But‑DADMe‑ImmA)	and,	
theoretically, the export106 of signal, or they 
can inactivate signals in the environment, 
by degrading them (in the case of AiiA) 97  
or by binding to them (in the case of AHL-107 
and peptide signal-specific antibodies75).
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a  Signal-response inhibitor

b  Signal-supply inhibitor
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resistance (e.g.
mutation of 
quorum-sensing
receptor)

Cell B can exploit
cell A in the right
environment

Cell A acquires 
resistance (e.g.
overproduction
of signal)

Cell B responds
to signal by 
expressing the
same quorum-
sensing genes
as cell A

Cell B

Cell A

Cell B

Signal-response inhibitor Signal

Quorum sensing-regulated virulence factor

Signal-supply inhibitor
Receptor

Synthase

Resistant individual (functional quorum-sensing systems)

Susceptible individual (quorum sensing inhibited)

individual that expresses them, they cannot be 
exploited, regardless of structuring, and resist-
ance will always be positively selected14,57. 
Furanone inhibitors of quorum sensing can 
select for resistance in P. aeruginosa grown on 
adenosine even in a well-mixed environment, 
as quorum sensing-dependent adenosine 
catabolism is intracellular (that is, private) 
and therefore cannot be socially exploited by 
neighbouring cells14.

Signal-supply inhibitors. Inhibitors of signal 
supply (which target either signal production 
or environmental persistence via signal-
degrading enzymes) will reduce signal  
levels in susceptible populations74, therefore 
attenuating the expression of quorum  
sensing-controlled virulence factors75. If 
resistance mechanisms arise, then active 
signal in the environment will be produced 
only by resistant individuals but will be 

accessible to all individuals at equal (initially 
low) concentrations in a mixed environment. 
All individuals will express quorum sensing-
controlled virulence factors to an equal extent 
(if at all), meaning that the benefits and costs 
of the virulence factors will not affect selec-
tion for resistance, so resistance may be  
neutral and subject to genetic drift. For 
example, genetic knockouts of P. aeruginosa 
that are unable to synthesize signal do not 
outcompete strains that can synthesize signal 
when competed in a well-mixed environ-
ment in which protease is required for 
growth76. If individuals are resistant because 
they express more signal than susceptible 
bacteria (rather than signal being insensitive 
to degradation), the cost of signal produc-
tion in nutrient-poor environments may 
still select against resistance. By contrast, if a 
population is structured, signal will be pref-
erentially detected by resistant individuals, 

meaning that only these cells will produce 
and benefit from virulence factors, select-
ing for resistance if quorum sensing has any 
benefit in the environment (BOX 2; TABLE 1).

Multiple targets. Quorum sensing influ-
ences the expression of a large proportion 
of the genome (approximately 5–10% for 
P. aeruginosa72,77), including multiple viru-
lence factors. This broad-based influence on 
virulence-factor expression is a major part 
of the attraction of quorum-sensing inhibi-
tion; however, it also raises the concern that 
such a large perturbation of cell function will 
promote selection for resistance18. We argue 
that, despite the large expression footprint 
of quorum-sensing inhibition, selection for 
resistance is not inevitable and is environ-
mentally determined. Given that approxi-
mately 90% of the quorum-sensing regulon 
is upregulated in response to signal78, resist-
ance to quorum-sensing inhibition will incur 
a substantial cost in simple environments in 
which the quorum-sensing regulon is redun-
dant60, driving selection for sensitivity. When 
one, or a few, quorum sensing-controlled 
traits confer individual or collective advan-
tages, these benefits must be titrated against 
the simultaneously incurred costs of expres-
sion of other, redundant traits. In a defined 
environment, conferring both individual 
and collective advantages to quorum sensing 
(specifically, protein plus adenosine media), 
the individual benefit of quorum sensing-
mediated adenosine catabolism was gener-
ally sufficient to drive selection for quorum 
sensing (and by inference, resistance to 
quorum-sensing inhibition), overcoming the 
costs of redundant gene expression as well as 
the social costs of collective protein degrada-
tion73. The complex and highly interactive 
nature of quorum-sensing regulation in 
P. aeruginosa also introduces the prospect 
of more nuanced strategies of interference 
with quorum sensing. Recent work has 
shown that a combination of partial receptor 
antagonism and agonism produces the most 
effective net reduction of crucial virulence 
phenotypes79.

Changes in intrinsic virulence
We have discussed the selective fate of 
mutants that are resistant to antivirulence 
drugs (that is, mutants that are able to 
express the targeted virulence factors in 
the presence of the drug) but are otherwise 
identical to their susceptible ancestor. Resist-
ance is an important factor in the potential 
evolution of a pathogen in response to anti-
virulence drugs, but it is not the only way in 
which an evolving pathogen might respond. 

Figure 3 | The mechanistic target of the quorum-sensing inhibitor influences the strength of 
selection for resistance. a | If the inhibitor targets signal response (for example, by receptor block-
ing ), only a resistant mutant can sense the signal and produce virulence factors; collectively benefi-
cial virulence factors can be exploited by neighbours. b | If the inhibitor targets signal supply (for 
example, signal-cleaving enzymes), only resistant mutants will produce signal, inducing virulence-
factor production in neighbours. For signal-supply inhibitors, the costs of virulence-factor production 
are shared and resistant individuals are neither favoured nor disfavoured compared with neighbouring 
susceptible pathogens. 
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In the following section, we briefly discuss 
how pathogens may recover their fitness by 
altering their intrinsic (that is, drug-free) 
virulence-factor expression80, as this is one 
of the most important of these effects. 

Increased virulence. The most worrying 
examples are those in which the use of 
antivirulence drugs may select for higher 
intrinsic pathogen virulence, as this would 
be particularly detrimental to untreated 
patients who are not protected by the drug. 
Theory suggests that interventions that limit 
the virulent exploitation of a host (such as 
antivirulence drugs) can select for higher 
intrinsic levels of virulence by relaxing the 
constraint of host death on transmission81. 
Köhler et al. found that, by blocking costly 
collective virulence-factor expression in 
P. aeruginosa, quorum-sensing inhibition 
(using the signal-synthesis inhibitor azithro-
mycin) reduced within-host selection for 
avirulent mutants (that is, cheats) and main-
tained more virulent wild-type genotypes82. 
Lastly, it is possible that interference with 
regulatory processes may increase virulence 
by selecting for the constitutive expression of 
regulated virulence factors70.

Reduced virulence. Antivirulence drugs 
may also select for reduced virulence, as has 
been proposed for antitoxin vaccines, which 
inhibit the function of toxins once they have 
been produced83. In the presence of the toxin 
inhibitor, the toxin has no function (and 
imposes only a metabolic cost), so the loss 
of the virulence factor confers no cost to the 
pathogen in the treated host but reduces  
the metabolic costs of producing a virulence 
factor. Therefore, virulence factor-negative 
strains are under positive selection83. In sup-
port of this, an antitoxin vaccine that was 
targeted against diphtheria toxin (which is 
a metabolically costly phage-encoded toxin 
in Corynebacterium diphtheriae) led to a 
return to a commensal state and a decrease 
in toxin-positive strains84. However, patho-
gens that become resistant to the antitoxin 
vaccine and re-express a beneficial viru-
lence factor will be more fit than virulence 

factor-negative strains, which may explain 
why this result has not been replicated85. 
Antitoxin drugs may also be overcome by 
overexpressing the toxin, which would also 
increase virulence in untreated hosts85. It is 
imperative that these conflicting outcomes 
are reconciled, as several antitoxin therapeu-
tic antibodies are already in clinical trials86,87.

Although phages are not antivirulence 
drugs (as they kill pathogens), it is interest-
ing that certain phage therapies may select 
for avirulence. Phages co-evolve with bacte-
rial pathogens, so often the only long-term 
bacterial resistance strategy is to lose the 
receptor for phage entry; if the receptor is a 
virulence factor, the outcome will be aviru-
lence88,89. There would still be strong selec-
tion to express a modified receptor if it is 
beneficial; however, unlike antitoxin drugs, 
mutations that cause overexpression of the 
virulence factor would increase susceptibility 
to the phage and would be selected against.

Conclusions
There is real potential for the development 
of new and effective antivirulence drugs, 
thanks to improved screening methodolo-
gies using genetically modified strains90, 
drugs that target processes associated with 
virulence in several pathogenic species91,92 
and the positive results of antivirulence 
drugs in clinical trials86,87. But what are the 
potential lifetimes of antivirulence drugs 
and how can we extend their effective 
use in the face of bacterial evolution? We 
have argued that, although the existence 
of mechanisms of resistance to these novel 
drugs is inevitable (and several have already 
been observed14–16,18,66,67), their rise in fre-
quency under the action of drug selection is 
not inevitable and can even be reversed for 
particular combinations of virulence-factor 
target and treatment environment.

Unlike traditional antibiotics, for which 
resistance is always advantageous to the 
pathogen (for an intriguing exception see 
REF. 93), the selective picture for antiviru-
lence drugs is more nuanced, and resistance 
is potentially costly even in the presence 
of drugs. We have outlined a series of 

predictions (BOX 2) on the direction of selec-
tion for resistant mutants as a function of the 
match between the virulence factor target 
and the infection environment of the patho-
gen (FIG. 2; TABLE 1). Our predictions suggest 
that a truly ‘evolution-proof ’ combination 
of virulence factor target and treatment 
environment — in which the drug treatment 
consistently selects against resistance — is 
possible58 (BOX 2), in particular for cases in 
which the targeted virulence factor dam-
ages the host but confers no benefit to the 
pathogen. However, we caution that the 
benefits of virulence-factor expression are, 
in general, poorly understood and are often 
indirectly mediated by effects on resist-
ance to immune- or anti biotic-mediated 
clearance35,36. We suggest that, by a careful 
integration of molecular and evolution-
ary microbiology, real progress can be 
made in the design and effective use of 
more evolutionarily robust novel drugs, 
both alone and in combination with exist-
ing traditional therapeutic drugs. Further 
progress in understanding and manag-
ing the evolutionary risks of antivirulence 
drugs is currently limited by our lack of 
data on the costs and benefits of virulence-
factor expression during infection. We 
strongly encourage more work in this 
direction.
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